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#### Abstract

The possibility of recovering the Gell-Mann-Low function in the asymptotic strong-coupling regime by known first-order perturbation-theory (PT) terms $\beta_{n}$ and their asymptotics $\tilde{\beta}_{n}$ as $n \longrightarrow \infty$ is investigated. Conditions are formulated that are necessary for recovering the required function at the physical level of rigor: (1) a large number of PT coefficients are known whose asymptotics has already been established, and (2) there is no intermediate asymptotics. Higher orders of PT, their asymptotic behavior, and power corrections are calculated in quantum mechanical problems that involve divergent PT series (including series for a funnel potential, the $\varphi_{(0)}^{4}$ model, and the Stark effect in a strong field). The scalar field theory $\varphi_{(4)}^{4}$ is considered in the $\overline{\text { MS }}$ and MOM regularization schemes. It is shown that one cannot make any definite conclusion about the asymptotics of the Gell-Mann-Low function as $g \longrightarrow \infty$ on the basis of information available for the above theory. © 2002 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION AND STATEMENT OF THE PROBLEM

It is well known that perturbation-theory (PT) series in quantum theory are, as a rule, divergent, i.e., are asymptotic series in the Poincaré sense [1,2] and have zero radius of convergence. Nevertheless, for small values of the coupling constant $g$, PT gives valuable and quite reliable results whose accuracy in the case of asymptotic series is determined by the last term retained in a series expansion. The divergence of PT series is attributed to the factorial growth of higher orders of PT and is directly associated with the essential singularity of the required function at zero (with respect to the coupling constant $g$ ) and its discontinuity across a cut when the sign of the coupling constant is changed, $g \longrightarrow-0$ (the Dyson phenomenon [3]).

To proceed into the domain $g \gtrsim 1$, one has to apply summation methods for divergent series. ${ }^{\text {. Here, in }}$ addition to information from PT, one also uses information (or assumptions) on the analyticity of the required function. The Lipatov method [5] allowed one to calculate the asymptotics of higher orders of PT in a number of problems in quantum field theory (see also [4, 6, 7]). At first sight, one could expect that matching the Lipatov asymptotics to the first few PT series terms calcu-

[^0]lated from the Feynman diagrams allows one to find important quantities of the theory (such as the Gell-Mann-Low function $\beta(g)$, which determines the behavior of invariant charge at small distances) for any $g$. However, even the first attempts in this direction have shown that such a program can only be realized in a certain finite interval ${ }^{2}$ of $g$ but not in the limit of strong coupling $g \longrightarrow \infty$. In particular, such a conclusion was made in [4, 8-12].

Recently, Suslov [13, 14] has tried to revise these results. In [14], he states that he "developed a summation procedure for divergent perturbation-theory series for arbitrary values of the coupling constant, where information on all the terms of a series is obtained by interpolating the known first terms by the Lipatov asymptotics." In [15] (see also [16]), he developed a method for calculating power corrections to the leading term of the Lipatov asymptotics. Applying these procedures, Suslov concluded [13, 14] that the asymptotics of the Gell-Mann-Low function in the scalar $\varphi_{(4)}^{4}$ theory with the Euclidean action

[^1]\[

$$
\begin{equation*}
S[\varphi]=\int d^{4} x\left\{\frac{1}{2}(\partial \varphi)^{2}+\frac{16 \pi^{2}}{4!} g \varphi^{4}\right\} \tag{1}
\end{equation*}
$$

\]

and in quantum electrodynamics (QED) are represented as $\beta(g) \propto g^{\alpha}$ with the exponent $\alpha<1$, which implies the absence of zero charge behavior [17, 18] and that these theories are internally consistent at arbitrarily small distances [19]. This conclusion differs significantly from the results of all earlier authors; therefore, it needs to be carefully analyzed.

Below in this paper, we discuss the following question. Is it possible (and, if yes, under what conditions) to recover sufficiently reliably the function $\beta(g)$ in the strong-coupling regime, provided that the first several orders of PT $\beta_{n}$ and their asymptotics $\tilde{\beta}_{n}$ as $n \longrightarrow \infty$, including a finite number of power corrections to it, are known. Let us introduce the following definitions, which will be needed below:

$$
\begin{gather*}
\beta(g)=\sum_{n=2}^{\infty} \beta_{n}(-g)^{n},  \tag{2}\\
\beta_{n}=\tilde{\beta}_{n}\left(1+\frac{c_{1}}{n}+\frac{c_{2}}{n^{2}}+\ldots\right) \\
\equiv \tilde{\tilde{\beta}}_{n}\left(1+\frac{c_{1}^{\prime}}{n}+\frac{c_{2}^{\prime}}{n^{2}}+\ldots\right)  \tag{3}\\
\tilde{\beta}_{n}=n!a^{n} n^{b} c_{0}, \quad \tilde{\tilde{\beta}}_{n}=\Gamma(n+b+1) a^{n} c_{0} \tag{4}
\end{gather*}
$$

where $n$ is the order of PT; $a, b$, and $c_{0}$ are parameters of the asymptotics; and the relation between the coefficients of the power corrections $c_{j}$ and $c_{j}^{\prime}$ is given by

$$
\begin{gather*}
c_{1}=c_{1}^{\prime}+\frac{1}{2} b(b+1) \\
c_{2}=c_{2}^{\prime}+\frac{1}{2} b(b+1)\left[c_{1}^{\prime}+\frac{1}{12}\left(3 b^{2}-b-2\right)\right] \tag{5}
\end{gather*}
$$

etc. ${ }^{3}$ Asymptotic series of type (2) arise not only for the Gell-Mann-Low functions but also in many other physics problems, ${ }^{4}$ including quantum mechanics (see Section 3 below). Of course, our analysis also applies to these cases.

Let us briefly outline the contents of this paper. In Section 2 (see also Appendix A), we show that, in the general case, the answer to the question posed is negative; i.e., basically, the behavior of the function $\beta(g)$ as

[^2]$g \longrightarrow \infty$ is not determined by the first PT coefficients $\beta_{n}$ and their asymptotics $\tilde{\beta}_{n}$. In this section, we also introduce and illustrate the concept of intermediate asymptotics, which is important for further analysis. Next (in Section 3), we consider certain quantum mechanical problems that involve divergent PT series. We show that, in many simple problems, the asymptotics of the ground-state energy $E^{(0)}(g)$ can be recovered to a sufficient degree of accuracy by the above-listed data. However, this requires that the following additional conditions should be satisfied:
(1) It is necessary (but not sufficient!) that a large number ( $n_{0} \gg 1$ ) of PT coefficients should be known that reach their own asymptotics for $n \sim n_{0}$.
(2) The problem considered should not have an intermediate asymptotics.

The study of the scalar field theory (1) shows (Section 4) that the above conditions are not satisfied in this case; therefore, it is impossible to uniquely recover the asymptotics of the Gell-Mann-Low function by the data available to date. In the Section 5, we formulate the main conclusions of the present paper and criticize the assertions made in [13, 14]. In the appendices, we present certain details of calculations, additional examples, the proof of the divergence of expansions (3) for the $\varphi_{(0)}^{4}$ model, as well as the discussion of the calculation methods for the Stark effect in a very strong electric field for a short-range potential and for a hydrogen atom.

## 2. ANALYTIC EXAMPLES

First, let us consider several model examples. For the function

$$
\begin{equation*}
\varphi_{1}(g)=c g^{N+1} /(1+\mu g), \quad \mu>0 \tag{6}
\end{equation*}
$$

the first $N$ coefficients of the Taylor series expansion vanish, while the others can easily be made arbitrarily small by an appropriate choice of the constants $c$ and $\mu$. Therefore, the first $N$ PT terms of the function $\beta_{1}(g)=$ $\beta(g)+\varphi_{1}(g)$, as well as the Lipatov asymptotics (4), are the same as those of the original Gell-Mann-Low function $\beta(g)$. However, $\varphi_{1}(g) \propto g^{N}$ as $g \longrightarrow \infty$, which "beats" any power asymptotics of $\beta(g)$ for sufficiently large $N$.

The only singularity of $\varphi_{1}(g)$ is a simple pole at the point $g=-1 / \mu<0$. This fact does not contradict the analytic properties of the Gell-Mann-Low function because there does not exist any field theory with action (1) for $g<0$. ${ }^{5}$

[^3]The simple generalization

$$
\begin{equation*}
\varphi_{2}(g)=c g^{N+1} \frac{\left(1+\lambda_{1} g\right) \ldots\left(1+\lambda_{L} g\right)}{\left(1+\mu_{1} g\right) \ldots\left(1+\mu_{M} g\right)} \tag{7}
\end{equation*}
$$

shows that, ${ }^{6}$ as $g$ increases, this function can successively pass through several intermediate asymptotics (in the sense of [20]) before its final asymptotics as $g \longrightarrow \infty$ is established. For instance, setting $\lambda_{j} \equiv 0$ and $1 \gg \mu_{1} \gg \mu_{2} \gg \ldots \gg \mu_{n}>0$, we have

$$
\varphi_{2}(g) \approx\left\{\begin{array}{l}
c g^{N+1}, \quad g \ll \mu_{1}^{-1}  \tag{8}\\
c_{1} g^{N}, \quad \mu_{1}^{-1} \ll g \ll \mu_{2}^{-1}, \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
c_{M} g^{N-M+1}, \quad g \gtrdot \mu_{M}^{-1}
\end{array}\right.
$$

where $c_{1}=c / \mu_{1}, c_{2}=c / \mu_{1} \mu_{2}$, etc. Here, only the last line in (8) gives a true asymptotics of $\varphi_{2}(g)$ at infinity.

Note that the powers of intermediate asymptotics by no means should successively decrease. By an appropriate choice of the constants $\lambda_{j}$ and $\mu_{i}$, the order of variation of these powers can be specified at will; if some of the $\lambda_{j}$ are negative, then an intermediate asymptotics changes its sign.

Next, let

$$
\begin{equation*}
\varphi_{3}(g)=\sum_{n=0}^{\infty} \frac{a_{n}}{\Gamma(n-N)}(-g)^{n}, \tag{9}
\end{equation*}
$$

where $a_{n}$ is an analytic function of number $n$. For example, if $a_{n}=(-\mu)^{n}$, then

$$
\begin{equation*}
\varphi_{3}(g)=(\mu g)^{N+1} e^{\mu g} \tag{10}
\end{equation*}
$$

exponentially grows as $g \longrightarrow \infty$, while the PT coefficients decrease as $n^{N+1} / n$ ! and cannot change the Lipatov asymptotics $\tilde{\boldsymbol{\beta}}_{n}$.

One can readily construct other examples of this kind. For instance, for

$$
\begin{equation*}
\varphi_{4}(g)=\sum_{n=0}^{\infty} \frac{(\mu g)^{n}}{[\Gamma(n-N)]^{2}}=(\mu g)^{N+1} I_{0}(2 \sqrt{\mu g}) \tag{11}
\end{equation*}
$$

with $g \longrightarrow \infty$, we have

$$
\varphi_{4}(g) \propto g^{N+3 / 4}\left\{\begin{array}{l}
\exp (2 \sqrt{\mu g}), \quad \mu>0,  \tag{12}\\
\cos (2 \sqrt{-\mu g}-\pi / 4), \quad \mu<0
\end{array}\right.
$$

therefore, the asymptotics of the function $\beta(g)+c \varphi_{4}(g)$ at infinity can be determined by the second term, which makes a negligible contribution to the PT coefficients for small $c$. Other examples will be discussed in Appen$\operatorname{dix} A$.

[^4]We conclude with an example that relates directly to the $\varphi_{(4)}^{4}$ theory. Let us modify this theory by adding the term $\mu g^{2 N+1} \varphi^{4}$ with integer $N \geq 1$ and arbitrarily small $\mu>0$ to action (1); this is equivalent to the following renormalization of the coupling constant: $g \longrightarrow \hat{g}=g(1+$ $\left.\mu g^{2 N}\right)$. In this case, we will construct a PT series in powers of $g$, considering $\mu g^{2 N+1} \varphi^{4}$ as a perturbation. A difference between the PT coefficients $\beta_{n}$ and $\hat{\beta}_{n}$ manifests itself only starting from the terms of order $g^{2 N+2}$. On the other hand, suppose that a discontinuity of the Gell-Mann-Low function across the cut for $g<0$, which determines the Lipatov asymptotics (4), is given by

$$
\begin{gather*}
\operatorname{disc} \beta(g) \equiv \frac{1}{2 i}[\beta(g+i 0)-\beta(g-i 0)] \\
=\operatorname{const} e^{a / g}(-g)^{-(\alpha+1)}\left(1+b_{1} g+b_{2} g^{2}+\ldots\right),  \tag{13}\\
g \longrightarrow-0
\end{gather*}
$$

(specifically for (1), we have [5] $a=1$ and $\alpha=7 / 2$ ). The discontinuity of the action $\hat{S}[\varphi]$ in the variable $\hat{g}$ has the same form as (13); hence,

$$
\begin{gather*}
\operatorname{disc} \hat{\beta}(g)=\operatorname{const}^{a / g}(-g)^{-(\alpha+1)}  \tag{14}\\
\times\left[1+b_{1} g+\ldots+\left(b_{2 N-1}-\mu a\right) g^{2 N-1}+\ldots\right] .
\end{gather*}
$$

The difference between (13) and (14) for small $g$ only manifests itself in the terms of order $g^{2 N-1}$ and higher, while, for the coefficients $\beta_{n}$ and $\hat{\beta}_{n}$, it manifests itself in power corrections of order $n^{-(2 N-1)}$. Thus, the two theories with the action functions $S[\varphi]$ and $\hat{S}[\varphi]$ have $2 N+1$ identical PT coefficients and the same asymptotics $\tilde{\beta}_{n}$, including $2 N-2$ identical power corrections. However, while, for (1), the Gell-MannLow function is

$$
\beta(g) \approx c_{\infty} g^{\alpha}(\ln g)^{\rho}, \quad g \longrightarrow \infty,
$$

in the second case we have

$$
\hat{\beta}(g) \equiv \beta(\hat{g}) \approx\left\{\begin{array}{l}
\beta(g), \quad 1 \ll g \ll g_{0},  \tag{15}\\
(2 N+1)^{\rho} g^{2 N_{\alpha}} \beta(g), \quad g \gg g_{0},
\end{array}\right.
$$

where $g_{0}=\mu^{-1 / 2 N}$. Therefore, if the parameter $\mu$ is sufficiently small, then the Gell-Mann-Low function $\hat{\beta}(g)$ for the theory with the action $\hat{S}[\varphi]$ first passes through an intermediate asymptotics of $\beta(g)$, and its final asymptotics at infinity, which is substantially different from $\beta(g)$, is established only for $g \gg g_{0} \gg 1$.

Table 1. Higher orders of PT for the ground-state energy in a funnel potential

| $n$ | $-E_{n}$ | $\tilde{E}_{n} / E_{n}$ | $n$ | $-E_{n}$ | $\tilde{E}_{n} / E_{n}$ |
| :---: | :---: | :---: | :--- | :--- | :--- |
| 1 | $3 / 2$ | 0.285 | 10 | $3.281(8)$ | 1.819 |
| 2 | $3 / 2$ | 1.71 | 20 | $3.578(22)$ | 1.290 |
| 3 | $27 / 8$ | 5.13 | 30 | $3.708(38)$ | 1.174 |
| 4 | $795 / 16$ | 2.79 | 40 | $9.152(55)$ | 1.124 |
| 5 | $3843 / 8$ | 2.71 | 50 | $2.521(74)$ | 1.101 |
| 6 | $11166 / 2$ | 2.52 | 60 | $4.849(93)$ | 1.080 |
| 7 | $\underline{9543339}$ | 2.31 | 80 | $1.886(134)$ | 1.059 |

Note: The coefficients of the PT series (21) are given with opposite sign (here, we take the opportunity to correct a misprint made in [28] concerning $E_{5}$ ). Henceforth, we use the following notation: $n$ is the PT order, and $a(b) \equiv a \times 10^{b}$.

In quantum mechanics, the last example is analogous to the harmonic oscillator

$$
\begin{equation*}
V(x)=V_{0}+\delta V=\frac{1}{2} g\left(1+\mu g^{2 N}\right) x^{2} \tag{16}
\end{equation*}
$$

where $V_{0}(x)=g x^{2} / 2$ and the remainder is interpreted as a perturbation $\delta V$. In this case, the energy spectrum possesses the same properties as (15); however, the PT series here is not divergent but has a finite radius of convergence: $|g|<g_{0}=\mu^{-1 / 2 N}$.

## 3. ON THE SUMMATION OF PT SERIES IN QUANTUM MECHANICS

Now, we pass from mathematical examples to the discussion of specific problems of nonrelativistic quantum mechanics that involve divergent PT series. The analysis of these problems, which is of interest in itself, is also useful because the character of the divergence of PT series in these problems is the same as in quantum field theory, while the calculation of higher orders of PT is much simpler.
(a) We begin with the anharmonic oscillator

$$
\begin{equation*}
H=p^{2}+\frac{1}{4}\left(x^{2}+g x^{4}\right), \quad D=1, \tag{17}
\end{equation*}
$$

for which 75 orders of PT for the ground-state energy (see Table 1 in [21]), as well as their asymptotics $\tilde{E}_{n}$, were calculated with high accuracy in the pioneer work of Bender and Wu [21]:

$$
\begin{gathered}
E^{(0)}(g)=\sum_{k=0}^{\infty} E_{n}(-g)^{n}, \\
E_{n} \approx-\Gamma\left(n+\frac{1}{2}\right) \times 3^{n} \sqrt{\frac{6}{\pi^{3}}} \\
\times\left(1-\frac{95}{72 n}-\frac{20099}{10368 n^{2}}-\cdots\right) .
\end{gathered}
$$

Later on [22], using 150 orders of PT, Bender and Wu determined ten power corrections $c_{j}$ in (18) by numerical fitting (for $n \gg 1$ ). The asymptotics of energy as $g \longrightarrow \infty$ has the form [23, 24]

$$
\begin{equation*}
E^{(0)}(g)=c_{\infty} g^{\alpha}\left[1+O\left(g^{-2 \alpha}\right)\right], \quad \alpha=1 / 3 \tag{19}
\end{equation*}
$$

where $c_{\infty}$ is a constant whose numerical value is given in [23] (in a different normalization of the Hamiltonian; however, it can easily be recalculated for (17)).

In [25], the following value was obtained for the asymptotic coefficient: ${ }^{7} c_{\infty}=1.048$ (the exact value [23] is equal to $1.060362 \ldots$ ); but the method of [13] yields the value of $\alpha=0.317 \pm 0.032$ for the exponent of power asymptotics (19) and the coefficient $c_{\infty}$ with an error of $10 \%$. Thus, in this case, the asymptotics of $E^{(0)}(g)$ is recovered by the coefficients of PT series with a satisfactory accuracy.

Sometimes, this problem is considered as a test example for testing the summation methods for diverging series. Without denying such a possibility, we would like to stress that, in this case, the calculation involves up to 75 orders of PT, which already "catch" the asymptotics: for example, the $\mathrm{ratio}^{8} \delta_{n}=\tilde{E}_{n} / E_{n}-1=$ $20,2.8$, and $1.8 \%$ for $n=10,50$, and 75 , respectively. For $n \leq 10$, the exact coefficients $E_{n}$ are still rather far from $\tilde{E}_{n}$ (especially if we consider the Hamiltonian (17) in a $D$-dimensional space with the dimension $D \geq 3$ ). Here, the coefficient $c_{1}$ of the first power correction rapidly increases with $D$ (see Fig. 2 in [26]) and also increases while passing from the ground to excited levels [22]. The calculations performed do not show the presence of an intermediate asymptotics in this problem. Moreover, it was rigorously proved in [23] that, in the case of (17), the PT series is summed to give the

[^5]exact energy $E^{(0)}(g)$ everywhere in the complex plane with a cut $-\infty<g<0$.
(b) The anharmonic oscillator represents a onedimensional model $\varphi_{(1)}^{4}$ of the scalar field theory $\varphi_{(4)}^{4}$, and the ordinary integral
\[

$$
\begin{align*}
& J(g)=(2 \pi)^{-1 / 2} \int_{-\infty}^{\infty} d \varphi \exp \left\{-\left(\frac{1}{2} \varphi^{2}+\frac{g}{4!} \varphi^{4}\right)\right\}  \tag{20}\\
& =\left(\frac{2 \pi}{3} g\right)^{-1 / 2} \exp \left(\frac{3}{4 g}\right) K_{1 / 4}\left(\frac{3}{4 g}\right) \equiv \sum_{n=0}^{\infty} J_{n}(-g)^{n}
\end{align*}
$$
\]

can be considered as a zero-dimensional analogue $\left(\varphi_{(0)}^{4}\right)$ of a functional integral in the $\varphi_{(4)}^{4}$ theory. For the PT coefficients, we have [4, 8]

$$
\begin{gather*}
J_{n}=\frac{\Gamma(2 n+1 / 2)}{\sqrt{\pi} 6^{n} \Gamma(n+1)},  \tag{21}\\
\tilde{J}_{n}=\frac{1}{\pi \sqrt{2}} \Gamma(n)\left(\frac{2}{3}\right)^{n}, \\
J_{n} / \tilde{J}_{n}=\frac{\sqrt{2 \pi} \Gamma(2 n+1 / 2)}{2^{2 n} n!(n-1)!}=1-\frac{3}{16 n}+\ldots ; \tag{22}
\end{gather*}
$$

here, even the first orders of PT are rather close to the asymptotics: $J_{n} / \tilde{J}_{n}=0.833,0.911,0.940$, and 0.963 for $n=1,2,3$, and 5 , respectively. Hence, one can conclude that the power corrections here are numerically small. Moreover, there is no intermediate asymptotics for $J(g)$.

Example (20) makes clear that the function $J(g)$ and the Borel sum $\tilde{J}(g)$ may have different asymptotics as $g \longrightarrow \infty$ and may even differ in sign:

$$
\begin{gather*}
J(g)=c_{\infty} g^{-1 / 4}\left[1-k g^{-1 / 2}+O\left(g^{-1}\right)\right] \\
\tilde{J}(g)=\sum_{n} \tilde{J}_{n}(-g)^{n}=-(\pi \sqrt{2})^{-1} \ln g+\ldots \tag{23}
\end{gather*}
$$

where $c_{\infty}=1.600714 \ldots$ and $k=0.827901 \ldots$; see also formula (B.10) in Appendix B.

Integral (20) was considered for testing a summation procedure for divergent series. In [9], the function $J(g)$ was recovered in the interval $0<g<100$ by the Padé-Borel technique (see (28) and (29) below) with the use of 20 orders of PT. Introducing up to 50 PT coefficients, Suslov [13] obtained a value of $\alpha=-0.235 \pm$ 0.025 , which is close to the exact value $\alpha=-1 / 4$, for the exponent of the asymptotics at infinity $J(g) \propto g^{\alpha}$. In light of the aforesaid, this fact does not seem surprising.

The function

$$
\begin{equation*}
J(g ; K)=(2 \pi)^{-1 / 2} \int_{-\infty}^{\infty} d \varphi \exp \left\{-\left(\frac{\varphi^{2}}{2}+g \frac{\varphi^{2 K}}{(2 K)!}\right)\right\} \tag{24}
\end{equation*}
$$



Fig. 1. Determination of the exponent $\alpha$ of the power-law asymptotics (32) for the ground-state energy in a funnel potential. The values of $\alpha_{L}$ are calculated by formula (31) for $x=100$ (dots).


Fig. 2. The ratios $\rho_{j}(n)=\alpha_{n} / \tilde{\alpha}_{n}^{(j)}$ (see (35)) versus PT order $n$ for the Stark effect in a hydrogen atom (ground state). The value of parameter $j$ at the curves indicates the number of terms retained in expansion (35).
is a generalization of (20) (the model $\varphi_{(0)}^{2 K}, K=2,3, \ldots$ ). Here, the PT coefficients $J_{n}$ are calculated analytically (see Appendix B).

Let us show that series (3) in powers of $1 / n$ is divergent for any $K$. Setting

$$
\begin{equation*}
\frac{J_{n}}{\tilde{J}_{n}} \equiv \eta(z)=\sum_{j=0}^{\infty} c_{j} z^{j}, \quad z=\frac{1}{n} \longrightarrow 0 \tag{25}
\end{equation*}
$$

we can see from (B.3) that the function $\eta(z)$ has poles at the points $z=z_{s}$ that condense to zero:

$$
\begin{equation*}
z_{s}=-2 K /(2 s+1), \quad s=0,1,2, \ldots \tag{26}
\end{equation*}
$$

Therefore, $z=0$ is an essential singularity for $\eta(z)$, and the power series (25) diverges for any $z \neq 0$. The same
result should be expected in the case of more realistic theories, including $\varphi_{(4)}^{4}$ and QED (see also [16]). One can also determine the growth rate of the coefficients $c_{j}$ as $j \longrightarrow \infty$ (see Appendix B).

Integral (24) can be considered as a zero-dimensional analogue of a functional integral in the field theory with self-interaction $\varphi_{(D)}^{2 K}$, which can be renormalized [27] in the dimension $D=2 K /(K-1)$. The asymptotics of $J(g, K)$ as $g \longrightarrow \infty$ exhibits power-law behavior (B.10), and is the slower, the greater the nonlinearity exponent $2 K$ in (24).
(c) The funnel potential

$$
\begin{equation*}
V(r)=-\frac{1}{r}+g r, \quad 0<r<\infty, \tag{27}
\end{equation*}
$$

was used in quantum chromodynamics for describing the states of heavy quarkonia (the so-called Cornell potential; see, for example, [28-30]). In this case, about 90 PT coefficients $E_{k}$ were calculated for the ground state [31]; the parameters of the asymptotics (4) were $c_{0}=-18 / \pi e^{3}=-0.2852 \ldots, \beta=1$, and $\alpha=3 / 2$. Part of the calculated coefficients $E_{n}$ are presented in Table 1, which shows that the difference between $\tilde{E}_{n}$ and $E_{n}$ is less than $10 \%$ only when $n>50$, whereas, for $n \leq 10$, these coefficients differ severalfold.

The PT series was summed by the Padé-Borel technique:

$$
\begin{align*}
& E^{(0)}(g)=\sum_{k=0}^{\infty} E_{k}(-g)^{k} \\
& =g^{-1} \int_{0}^{\infty} \exp \left(-\frac{x}{g}\right) B(x) d x \tag{28}
\end{align*}
$$

(a generalization is given below in (49)); here, the Borel transformant $B(x)$ was replaced by the diagonal Padé approximant $[L / L]$ :

$$
\begin{equation*}
B(x)=\sum_{k=0}^{\infty} \frac{E_{k}}{k!}(-x)^{k} \approx B_{L}(x) \equiv[L / L](x) . \tag{29}
\end{equation*}
$$

It follows from (28) that the asymptotics $E(g) \approx c_{\infty} g^{\alpha}$ as $g \longrightarrow \infty$ corresponds to the behavior of $B(x) \approx$ $c_{\infty} x^{\alpha} / \Gamma(\alpha+1)$ as $x \longrightarrow \infty$ when $\alpha>-1$. Therefore, the exponent $\alpha$ of the asymptotics can be found from the equation $\alpha=\lim _{L \rightarrow \infty} \alpha_{L}$, where

$$
\begin{equation*}
\alpha_{L}=\lim _{x \rightarrow \infty}\left[x B_{L}^{\prime}(x) / B_{L}(x)\right] \tag{30}
\end{equation*}
$$

or

$$
\begin{equation*}
\alpha_{L}=-1+\lim _{x \rightarrow \infty}\left\{x B_{L} / \int_{0}^{x} B_{L}\left(x^{\prime}\right) d x^{\prime}\right\} \tag{31}
\end{equation*}
$$

after which one also determines the asymptotic coefficient $c_{\infty}$.

Note that, in this case, the exact asymptotics of the energy levels $E_{n l}(g)$ is obtained by the scaling transformation $r \longrightarrow g^{-1 / 3} r$ in the Schrödinger equation:

$$
\begin{equation*}
E_{n l}(g)=c_{\infty}^{(n l)} g^{2 / 3}\left[1+O\left(g^{-1 / 3}\right)\right], \quad g \longrightarrow \infty \tag{32}
\end{equation*}
$$

(a procedure suggested by Symanzik; see the remark on p. 85 in [23]). For the ns level ( $l=0$ ), the radial Schrödinger equation in the limit as $g \longrightarrow \infty$ is reduced after scaling to the Airy equation; therefore, $c_{\infty}^{(n s)}=$ $-2^{-1 / 3} \xi_{n}$, where $\xi_{n}$ stands for the $n$th zero of the Airy function $\mathrm{Ai}(\xi)$. For example, $\xi_{1}=-2.3381 \ldots$ and $c_{\infty}^{(1 s)}=$ $1.855756 \ldots$ for the ground state, $n=1$.

The results of numerical calculations are illustrated in Fig. 1. ${ }^{9}$ The application of the Padé-Borel approximants with $L \leq 15$ guarantees an accuracy of $1 \%$ in the calculation of energy $E_{1 s}(g)$ up to $g=500$; for $g \sim 1$, the error does not exceed $0.01 \%$. Naturally, the worst accuracy is achieved in the determination of the parameters of asymptotics (32). If we average $\alpha_{L}$ over the interval $11 \leq L \leq 17$, we obtain $\langle\alpha\rangle=0.667 \pm 0.003$, which differs from (32) by $0.5 \%$. Accordingly, for the asymptotic coefficient for $L=17$, we obtain $c_{\infty} \approx 1.78$ (with an error of about $4 \%$ ). On the other hand, the values of $\alpha_{L}$ for $L<10$ are still far from the exact value $\alpha=2 / 3$; this is natural since the coefficients $\tilde{E}_{n}$ for small orders of PT are several times greater than $E_{n}$ (see Table 1). In the case of the potential $V(r)=-r^{-1}+g r^{2}$, the convergence of $\alpha_{L}$ is somewhat worse: the use of 30 orders of PT yielded $\langle\alpha\rangle=0.47 \pm 0.08$ (the exact value is $\alpha=1 / 2$ ).

Thus, the summation of a divergent PT series for the funnel potential yields quite satisfactory results, including the results for the strong-coupling region. However, the remarks made in the case of an anharmonic oscillator still remain in force: the calculation involves many coefficients $E_{n}$ that have already reached the asymptotics $\tilde{E}_{n}$; in addition, the comparison with the numerical calculation shows that there is no region of intermediate asymptotics for $E(g)$ in this problem.
(d) The problem of the Stark effect in a strong field represents an instructive example from atomic physics.

In an electric field $F$ (which is assumed to be constant and homogeneous), atomic energy levels are transformed into quasistationary states with complex energy $E(F)=E_{r}-i \Gamma / 2$. We will restrict ourselves to

[^6]Table 2. Higher orders of PT for the Stark effect

| $n$ | 2 | 4 | 6 | 8 |
| :---: | :---: | :---: | :---: | :---: |
| $D=1$ | $5 / 4$ | $55 / 4$ | $10625 / 16$ | $1078125 / 16$ |
| $D=3$ | $1 / 4$ | $3 / 2$ | $735 / 16$ | $13265 / 4$ |
| H atom | $21 / 8$ | $22947 / 2^{9}$ | $48653931 / 2^{14}$ | $3.81903(5)$ |
|  | $9 / 2$ | $3555 / 32$ | $2512779 / 256$ | $13012777803 / 2^{13}$ |
| $n$ | 10 | 20 | 50 | 100 |
| $D=1$ | $1.1467(7)$ | $2.4187(20)$ | $2.4126(71)$ | $2.3883(173)$ |
| $D=3$ | $4.3437(5)$ | $4.2599(18)$ | $1.6420(69)$ | $8.0422(170)$ |
| H atom | $7.7836(7)$ | $2.6720(21)$ | $4.5180(72)$ | $6.4634(174)$ |
|  | $3.8906(8)$ | $2.2421(22)$ | $6.5583(73)$ | $1.3647(176)$ |
| n | 150 | 180 | 190 | 200 |
| $D=1$ | $6.2389(286)$ | $3.5099(358)$ | $9.2425(382)$ | $4.1262(407)$ |
| $D=3$ | $1.3958(284)$ | $6.5364(355)$ | $1.6301(380)$ | $6.9118(404)$ |
| H atom | $2.0826(288)$ | $1.2865(360)$ | $3.4826(384)$ | - |

Note: The table presents the hyperpolarizabilities $\alpha_{n}$ in the interval $n=2-200$ for a $\delta$ potential in dimensions $D=1$ and 3 and for the ground state of a hydrogen atom for $D=2$ and 3 (the first and second rows for $H$, respectively).
one-dimensional and three-dimensional $\delta$ potentials ${ }^{10}$ and the ground state of a hydrogen atom, where the PT series is given by

$$
\begin{equation*}
\varepsilon(F)=\frac{E_{r}(F)}{E_{0}}=\sum_{k=0}^{\infty} \alpha_{2 k} F^{2 k} \tag{33}
\end{equation*}
$$

where $F$ is the expansion parameter; $\alpha_{0}=1 ; \alpha_{2}$ is the polarizability; and $\alpha_{4}, \alpha_{6}, \ldots$ are the hyperpolarizabilities of atomic energy levels. ${ }^{11}$

The results of calculation of higher orders of PT (the details of these calculations are given in Appendix C) are presented in Table 2. This table displays an extremely rapid growth of the coefficients $\alpha_{n}$, which is consistent with the asymptotics
$\alpha_{n} \approx \frac{1+(-1)^{n}}{2} \Gamma(n+b+1)\left(\frac{3}{2}\right)^{n} c_{0}\left(1+\frac{c_{1}}{n}+\frac{c_{2}}{n^{2}}+\ldots\right)$,

$$
\begin{equation*}
n \longrightarrow \infty, \tag{34}
\end{equation*}
$$

${ }^{10}$ Each such potential has one discrete level with energy $E_{0}=$ $-\kappa_{0}^{2} / 2$ in the absence of a field ( $\kappa_{0}$ is a constant entering the boundary condition at zero; see, for example, [33]). Below, without loss of generality, we set $\kappa_{0}=1$ and use atomic units $\hbar=m=$ $e=1$ in this section.
${ }^{11}$ In contrast to the previous examples and the $\varphi_{(4)}^{4}$ theory, all the coefficients $\alpha_{n}$ are of the same sign; therefore, the Borel transformant (29) has a pole on the integration path. This fact presents certain difficulties for numerical calculation, which can be overcome by different methods (see, for example, [34-36]).
and shows that the PT series diverges for any $F \neq 0$ (for excited states, as well as in the case of a PT expansion for the wave function, odd orders of PT are also different from zero). This formula follows from the dispersion relation (see Appendix C). The parameters $b$ and $c_{j}$ are given in Table 3.

Consider the asymptotic behavior of the PT coefficients with regard to power corrections. Denote by $\tilde{\alpha}_{n}^{(j)}$ a partial sum of series (34):

$$
\begin{gather*}
\tilde{\alpha}_{n}^{(j)}=\tilde{\alpha}_{n}\left(1+\frac{c_{1}}{n}+\ldots+\frac{c_{j}}{n^{j}}\right), \\
\tilde{\alpha}_{n}^{(0)} \equiv \tilde{\alpha}_{n}=\frac{12}{\pi} n!\left(\frac{3}{2}\right)^{n} . \tag{35}
\end{gather*}
$$

Figure 2 represents the ratios $\alpha_{n} / \tilde{\alpha}_{n}^{(j)}$, which characterize the accuracy of the $j$ th approximation. One can see that the asymptotics $\tilde{\alpha}_{n}$ appreciably differs from the exact PT coefficients even for $n \sim 100$; however, the introduction of power corrections improves the situation. In particular, the inclusion of two power corrections (i.e., $\tilde{\alpha}_{n}^{(2)}$ ) yields a good accuracy even starting from $n=4$ (however, a further increase in the number of terms retained in series (35) sharply degrades the accuracy for $n \leq 10$ ). It would seem that this situation is favorable for recovering the energy asymptotics $E(F)$ as $F \longrightarrow \infty$. However, this is not the case. The summation of PT series for various states of a hydrogen atom [35, 36], including the ground state, has shown that the


Fig. 3. The energy-level width $\Gamma(F)$ in the case of the Stark effect (a) above the barrier and (b) for $0<F<100$. Curves 1 and 3 correspond to one- and three-dimensional $\delta$ potentials, respectively, and curve 2 corresponds to the Rydberg states of a hydrogen atom [36, 37]. Quantities $\Gamma$ and $F$ are measured in atomic units.
dependence of the width $\Gamma$ on the field strength above the barrier is very close to a linear function:

$$
\begin{equation*}
\Gamma(F) \approx k\left(F-F_{0}\right), \quad F_{0}<F \lesssim 1.5-2.0 \tag{36}
\end{equation*}
$$

(parameters $k$ and $F_{0}$ are determined by numerical fitting; for example, $k=1.47$ and $F_{0}=0.122$ for the ground state, and $k=0.81$ and $F_{0}=0.260$ for the Rydberg states of a hydrogen atom [37]). The linear dependence (36) takes place neither in the region of a weak field, where the width $\Gamma(F)$ is exponentially small [38], nor in the limit of very strong fields, when [39]

$$
\Gamma(F)=\tilde{\Gamma}(F)\left\{1+q \frac{\ln \ln F}{\ln F}+O\left(\frac{1}{\ln F}\right)\right\}, \quad F \longrightarrow \infty,
$$

where

$$
\begin{gather*}
\tilde{\Gamma}(F)=\gamma_{\infty}(F \ln F)^{2 / 3},  \tag{37}\\
\gamma_{\infty}=2^{-5 / 2} \times 3^{1 / 2}, \quad q=8 / 3 .
\end{gather*}
$$

The asymptotics of $\Gamma(F)$ for a $\delta$ potential with $D=1$ has the same form [37], only differing in the values of the coefficients $\gamma_{\infty}=2^{-5 / 3} \times 3^{1 / 2}$ and $q=2 / 3$; when $D=3$, the form of this asymptotics is slightly changed (see (C.5)).

Note that the linear regime (36) also holds for the ground state of a helium atom [40] and for a $\delta$ potential (Fig. 3a). This is an intermediate asymptotics in the problem of the Stark effect in a strong field, which was qualitatively explained in [37] within the $1 / n$ expansion. A deviation from (36) in the case of a $\delta$ potential manifests itself only for $F \gtrless 10$ (cf. Figs. 3a and 3b). In this case, the function $\Gamma(F)$ reaches the asymptote as $F \longrightarrow \infty$ extremely slowly (Fig. 4): the relative deviation $(\Gamma-\tilde{\Gamma}) / \Gamma$ becomes less than $10 \%$ only for $F>5 \times$ $10^{7}$ in the case of the one-dimensional $\delta$ potential and for $F \geqq 10^{26}$ in the case of a hydrogen atom (!). Therefore, the final asymptotics for the function $\Gamma(F)$ at infinity cannot be obtained by summing any (within reasonable limits) finite number of PT terms; it can only be

Table 3

| Parameter | $D=1$ | $D=2$ | $D=3$ | H | $j$ | $h_{j}$ | $c_{j}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $a$ | $3 / 2$ | $3 / 2$ | $3 / 2$ | $3 / 2$ | 1 | $107 / 12$ | -5.944 |
| $b$ | -1 | $-3 / 2$ | -2 | 0 | 2 | $7363 / 288$ | 11.363 |
| $A$ | 1 | $\sqrt{\pi} / 2$ | $1 / 2$ | 4 | 3 | 158.7 | -35.66 |
| $c_{0}$ | $2 / \pi$ | $\sqrt{2 / 3 \pi}$ | $2 / 3 \pi$ | $12 / \pi$ | 4 | 469.0 | -37.1 |
| $\gamma_{\infty}$ | 0.5456 | - | 0.6067 | 0.3062 | 5 | $1.025(4)$ | $-1.12(3)$ |
| $k$ | $2 / 3$ | - | 1.343 | 8.3 | 6 | - | $-1.0(4)$ |

Note: The table presents the parameters entering formulas (26), (C6), and (C8) for a $\delta$ potential in a $D$-dimensional space, as well as (column H ) for the ground state of a hydrogen atom for $D=3$; the coefficients $h_{j}$ and $c_{j}$ refer to the latter case.


Fig. 4. Asymptotic behavior as $F \longrightarrow \infty$ : the ratio $\Gamma / \tilde{\Gamma}$ versus field $F$. The numbering of curves is the same as in Fig. 3. The asymptotics $\tilde{\Gamma}(F)$ is defined in (37) and (C5).
obtained from the analysis of exact solutions. This also applies to the real part of energy, i.e., to the Stark shift of energy levels. In the case of short-range potentials, the hyperpolarizabilities reach their asymptotes somewhat faster as compared with the hydrogen atom; however, for $n \leqslant 10$, the difference between $\alpha_{n}$ and $\tilde{\alpha}_{n}$ is still rather large (Fig. 5).
(e) Just as in the case of the anharmonic oscillator, the dependence of the structure of a PT series on the dimension of a space is also of interest. For the ground state of a $D$-dimensional "hydrogen atom," in (33)

$$
E_{0}=-2 /(D-1)^{2}, \quad D>1,
$$

we have

$$
\begin{gather*}
\alpha_{0}=1, \quad \alpha_{2}=\frac{1}{8}(D+1)(2 D+3), \\
\alpha_{4}=\frac{1}{512}(D+1)\left(96 D^{3}+645 D^{2}+1522 D+1257\right), \tag{38}
\end{gather*}
$$

It is more convenient to apply the recurrence relations presented in Appendix C to the calculation of higher orders of PT. The asymptotics of the PT coefficients is determined by the discontinuity $\operatorname{disc} E(F) \equiv \Gamma(F)$ in the neighborhood of the singular point $F=0$, which is calculated by the WKB method. Taking into consideration (C.5) and (C.10), we arrive at formulas (4) and (34) with


Fig. 5. The ratios $\tilde{\alpha}_{n} / \alpha_{n}$ in the case of a $\delta$ potential (of dimensions $D=1$ and 3 ). Curve ( $H$ ) corresponding to the ground state of a hydrogen atom is given for comparison.

$$
\begin{gather*}
a=\frac{3}{2}, \quad b=\frac{D-3}{2} \\
c_{0}=2^{(D+1) / 2} \times 3^{(D-1) / 2} / \pi \Gamma\left(\frac{D+1}{2}\right)  \tag{39}\\
c_{1}=-\frac{1}{36}\left(12 D^{2}+39 D-11\right) \\
c_{1}^{\prime}=-\frac{1}{72}\left(33 D^{2}+42 D+5\right)
\end{gather*}
$$

(the subsequent power corrections for $D \neq 3$ are unknown). These power corrections are not small: $\left|c_{1}\right|>$ 3.2 for $D \geq 2$. The rapid growth of the coefficient $c_{j}$ in absolute value (see Table 3 for the case $D=3$ ) provides evidence for the fact that the series of power corrections (3) is divergent.

As the dimension $D$ increases, the PT coefficients reach their asymptotics more slowly, at greater $n$; taking into account the first correction $c_{1} / n$ improves the accuracy of approximation as $n \longrightarrow \infty$; however, it sharply degrades the situation for small $n$ (Fig. 6). It is interesting to note that, for $D=10$, the asymptotic parameter $b=7 / 2$, just as in the case of the $\varphi_{(4)}^{4}$ theory.

One could give more similar examples. The general conclusion is that the asymptotics of the PT coefficients in quantum theory is established, as a rule, only for $n \gg$ 1, and lower orders of PT are not matched to it (except for extremely rare cases, such as the Heisenberg-Euler Lagrangian in QED, when there are no power corrections at all [8]:

$$
\tilde{a}_{n} / a_{n}=1+(-1)^{2 s} \times 2^{-2 n}+\ldots
$$



Fig. 6. The asymptotic behavior of PT coefficients for a $D$ dimensional hydrogen atom. Solid curves correspond to $\alpha_{n} / \bar{\alpha}_{n}$, dashed curves correspond, to $\alpha_{n} / \tilde{\tilde{\alpha}}_{n}$, and dotted curves are obtained with regard to the first power correction to $\bar{\alpha}_{n}$. The numbers at the curves indicate the dimension $D$ of the space.
where $s=0$ or $1 / 2$ is the spin of a particle). The example with the Stark effect (where the field $F$ plays the same role as the coupling constant $g$ in (1)) shows how slowly the final asymptotics can be established in the
strong-coupling regime when there is a region of intermediate asymptotics in the problem and the asymptotics itself contains $\ln F$.

## 4. ON THE GELL-MANN-LOW FUNCTION IN THE $\varphi_{(4)}^{4}$ THEORY

Finally, let us consider the problem of recovering the Gell-Mann-Low function in the $\varphi_{(4)}^{4}$ scalar field theory. The asymptotic series for the Gell-Mann-Low function is given by (2)-(4) with the parameters

$$
\begin{equation*}
a=1, \quad b=\frac{7}{2}, \quad c_{0}=\frac{1.096}{16 \pi^{2}}, \quad c_{1}=-4.7, \tag{40}
\end{equation*}
$$

obtained by calculating the functional integral by the saddle-point method [5, 11].

Here, the situation is complicated due to the fact that, starting from the third order of PT, the coefficients of the Gell-Mann-Low function in quantum field theory depend on the subtraction scheme. The examples given above refer to the so-called symmetric MOM scheme, i.e., to the renormalization scheme with subtraction at a symmetric point $\left(s=t=u=-4 \mu^{2} / 3\right)$. The original calculations in lower orders of perturbation theory were carried out precisely in this scheme (see Table 4, which also presents the number of Feynman diagrams that should be calculated in the $n$th order of PT). Further calculations were carried out in a modified scheme of minimal subtractions (the $\overline{\mathrm{MS}}$ scheme). In this case, the asymptotic parameters $a$ and $b$ remain

Table 4. Lower orders of PT for the Gell-Mann-Low function in the $\varphi_{(4)}^{4}$ theory

| $n$ | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Number <br> of diagrams | 1 | 2 | 7 | 23 | 135 |
| $\beta_{n}^{\text {MOM }}$ | $3 / 2$ | $17 / 6$ | 19.27 | 146.1 | - |
| $\tilde{\beta}_{n} / \beta_{n}$ | 0.104 | 0.687 | 1.106 | 1.593 | - |
| $\bar{\beta}_{n} / \beta_{n}$ | 0.0978 | 0.659 | 1.072 | 1.554 | - |
| $\tilde{\tilde{\beta}}_{n} / \beta_{n}$ | 1.323 | 4.582 | 5.053 | 5.666 | - |
| $\beta_{n}^{\overline{\text { MS }}}$ | $3 / 2$ | $17 / 6$ | 16.27 | 135.8 | 1424.3 |
| $\tilde{\beta}_{n} / \beta_{n}$ | 0.0080 | 0.0526 | 0.100 | 0.131 | 0.142 |
| $\bar{\beta}_{n} / \beta_{n}$ | 0.0075 | 0.0505 | 0.097 | 0.128 | 0.139 |
| $\tilde{\tilde{\beta}}_{n} / \beta_{n}$ | 0.101 | 0.351 | 0.459 | 0.467 | 0.423 |

Note: The table presents PT coefficients $\beta_{n}$ in the renormalization schemes MOM and $\overline{\mathrm{MS}}$, as well as the ratios of asymptotic coefficients to the exact ones.
unchanged, while the coefficients $c_{i}$ are varied. Below, we calculate the constant $c_{0}$ in the $\overline{\mathrm{MS}}$ scheme.

The constant $c_{0}$ in asymptotic formula (4) is calculated in the quasiclassical approximation and is determined from the classical action $S$, which appears in the argument of the exponential function, and the coefficient multiplying the exponential function. A transition from one scheme of subtractions to another in the leading order is associated with the variation of the classical action

$$
\begin{equation*}
\exp \left(-S_{c l}\right)=\exp \left(-\frac{1}{g_{\mathrm{MOM}}}\right) \rightarrow \exp \left(-\frac{1}{g_{\overline{\mathrm{MS}}}}\right) \tag{41}
\end{equation*}
$$

therefore, to determine $c_{0}$, one should know the relation between the charges $g$ in these two subtraction schemes.

To this end, we consider a four-point vertex in the one-loop approximation (Fig. 7)

$$
\Gamma_{4}=g-\frac{1}{2} g^{2}[f(s)+f(t)+f(u)]
$$

where $s, t$, and $u$ are the Mandelstam variables and the function $f(s)$ is given by

$$
\begin{aligned}
f(s)= & \frac{1}{\pi^{2}} \int \frac{d^{4-2 \varepsilon} k}{k^{2}(k-p)^{2}}=\frac{1}{\varepsilon(1-2 \varepsilon)}\left(\frac{-\mu^{2}}{s}\right)^{\varepsilon} \\
& =\frac{1}{\varepsilon}+2+\ln \left(-\frac{\mu^{2}}{s}\right)+O(\varepsilon)
\end{aligned}
$$

where $s=p^{2}$ and $\varepsilon \longrightarrow 0$. Thus, in a dimensional regularization, we have

$$
\begin{gathered}
\Gamma_{4}=g-\frac{1}{2} g^{2} \\
\times\left[\frac{3}{\varepsilon}+6+\ln \left(-\frac{\mu^{2}}{s}\right)+\ln \left(-\frac{\mu^{2}}{t}\right)+\ln \left(-\frac{\mu^{2}}{u}\right)\right]
\end{gathered}
$$

Let us renormalize the coupling constants and set the "bare" charge $g_{B}$ in the $\overline{\mathrm{MS}}$ and MOM schemes equal to

$$
\begin{gather*}
g_{B}=g_{\overline{\mathrm{MS}}}+\frac{3}{2} g_{\overline{\mathrm{MS}}}^{2}\left(\frac{1}{\varepsilon}\right) \\
g_{B}=g_{\mathrm{MOM}}+\frac{3}{2} g_{\mathrm{MOM}}^{2}\left(\frac{1}{\varepsilon}+\Delta_{\mathrm{MOM}}\right), \tag{42}
\end{gather*}
$$

respectively. Then, we obtain

$$
\begin{gathered}
\Gamma_{4}^{(\overline{\mathrm{MS}})}=g_{\overline{\mathrm{MS}}}+\frac{3}{2} g_{\overline{\mathrm{MS}}}^{2} \frac{1}{\varepsilon}-\frac{1}{2} g_{\overline{\mathrm{MS}}}^{2} \\
\times\left[\frac{3}{\varepsilon}+6+\ln \left(-\frac{\mu^{2}}{s}\right)+\ln \left(-\frac{\mu^{2}}{t}\right)+\ln \left(-\frac{\mu^{2}}{u}\right)\right]
\end{gathered}
$$

scheme [42, 43]. The results of calculations, as well as a comparison with the Lipatov asymptotics, are presented in Table 4, which shows that the exact values of $\beta_{n}$ are still far from the asymptotic ones; taking into consideration the first power correction, which is known in the MOM scheme [11], only degrades the situation in lower orders of PT. Indeed, for $n=2,3$, and 4, the coefficients $\tilde{\boldsymbol{\beta}}_{n}^{(1)}=\tilde{\beta}_{n}(1-4.7 / n)<0$, while, for $n=5$, we have $\tilde{\beta}_{n}^{(1)} / \beta_{n}=0.096 \ll 1$. It is clear that $\beta_{n}$ and $\tilde{\beta}_{n}$ strongly depend on the subtraction scheme. Moreover, the very expression of the asymptotics allows for certain freedom: one can rewrite (3) as

$$
\begin{equation*}
\beta_{n} \approx \Gamma(n+d+1) a^{n} n^{b-d}\left(1+\frac{k_{1}}{n}+\frac{k_{2}}{n^{2}}+\ldots\right) \tag{45}
\end{equation*}
$$

with an arbitrary parameter $d$, which is equivalent to (3) for $n \longrightarrow \infty$ but leads to the substantial dependence on $d$ in lower orders of PT (cf. the values of $\tilde{\beta}_{n} / \beta_{n}$ and $\tilde{\tilde{\beta}}_{n} / \beta_{n}$ in Table 4). For example,

$$
\begin{gather*}
\frac{\tilde{\beta}_{n}}{\tilde{\tilde{\beta}}_{n}}=\frac{n!n^{7 / 2}}{\Gamma(n+9 / 2)} \\
\times\left\{\begin{array}{l}
0.0786, \quad n=2, \\
0.150, \quad n=3, \\
1-\frac{63}{8 n}+\frac{5313}{128 n^{2}}-\frac{184.5}{n^{3}}+\ldots, \quad n \longrightarrow \infty,
\end{array}\right. \tag{46}
\end{gather*}
$$

which accounts for the difference (by an order of magnitude!) between the values of $\tilde{\beta}_{n} / \beta_{n}$ and $\tilde{\tilde{\beta}}_{n} / \beta_{n}$ in Table 4 and shows that a concrete expression for the asymptotics of the Gell-Mann-Low function becomes insignificant only for higher orders of PT.

Note that $k_{1}=c_{1}-d(d+1) / 2$ in (45); therefore, one can reduce the first power correction to zero by an appropriate choice of the parameter $d$. Such a choice is likely to be optimal. If, as in the present case, $c_{1}<-1 / 8$, then always $k_{1}<0$, and the minimal value of $\left|k_{1}\right|$ is attained for $d=-1 / 2$ :

$$
\begin{gather*}
\beta_{n} \approx \bar{\beta}_{n}\left(1+\frac{\bar{k}_{1}}{n}+\frac{\bar{k}_{2}}{n^{2}}+\ldots\right), \\
\bar{\beta}_{n}=\Gamma\left(n+\frac{1}{2}\right) a^{n} n^{b+1 / 2} c_{0},  \tag{47}\\
\bar{k}_{1}=c_{1}+\frac{1}{8}, \quad \bar{k}_{2}=c_{2}+\frac{1}{8} c_{1}-\frac{5}{128}, \ldots .
\end{gather*}
$$

Table 4 shows that the coefficients $\bar{\beta}_{n}$ are close to $\tilde{\beta}_{n}$ for the $\varphi_{(4)}^{4}$ theory, and the power corrections are not numerically small: $k_{1}=-4.6,-4.7$, and -12.6 for the
parametrizations $\bar{\beta}_{n}, \tilde{\beta}_{n}$, and $\tilde{\tilde{\beta}}_{n}$, respectively. Hence, the asymptotics is reached at greater $n$, which, as we have noticed, is also characteristic of many quantum mechanical problems. The calculation of further orders of PT in quantum field theory presents a very difficult problem: the number of diagrams increases factorially (see, for example, Table 4), and there is no efficient method for their calculation in higher orders. Therefore, one can hardly expect any appreciable progress in this direction.

Thus, the situation in the $\varphi_{(4)}^{4}$ theory cannot be regarded as favorable. Here, none of the conditions necessary for determining the Gell-Mann-Low function as $g \longrightarrow \infty$ are satisfied: the calculated coefficients $\beta_{n}$ are far from asymptotic ones, there is no information on the presence or absence of an intermediate asymptotics, and, in general, the analytic properties of the required function $\beta(g)$ are unknown.

In such a situation, it is appropriate to speak of the recovery of a function to a given accuracy in a certain finite interval of the expansion parameters, although the accuracy estimate depends on the summation method. It is this statement in which the problem in question was considered in [8-11].

In [8], the authors used the so-called improved perturbation theory, in which the sum of the divergent series $F(g)=\sum_{n} a_{n}(-g)^{n}$ is approximated by the functions

$$
\begin{gather*}
F(z)^{(N)}=\tilde{\tilde{F}}(z)+R_{N}(z), \\
R_{N}(z)=\sum_{n \leq N}\left(a_{n}-\tilde{\tilde{a}}_{n}\right)(-z)^{n}, \tag{48}
\end{gather*}
$$

where $\tilde{\tilde{F}}(z)=\sum_{n} \tilde{\tilde{a}}_{n}(-z)^{n}$ with asymptotic coefficients of the type (4) is calculated exactly, using the Borel transformation (see (A.6)). This simple and, so to speak, naive summation method enables one to approximate the exact solution in a larger interval of $g$ as compared with the polynomials of the ordinary PT. The summation of the remainder $R_{N}(z)$ by the Padé-Borel technique extends the recovery domain of the Gell-Mann-Low function to the values of $g \sim 1$ [8]. In this way, it was demonstrated that the Gell-Mann-Low function in the $\varphi_{(4)}^{4}$ theory cannot have a nontrivial zero for $g=g_{0} \approx 0.63$ (as was pointed out in [5]); later on, this result was confirmed. However, we cannot speak of real progress toward the domain $g \gg 1$.

In [10], a conform Borel method was applied to summing series (2). The main difficulty associated with the factorial growth of the coefficients is overcome in
this case by using the Laplace integral transform. Then, the required function is represented as

$$
\begin{equation*}
f(g)=\frac{1}{g} \int_{0}^{\infty} d x e^{-x / g}\left(\frac{x}{g}\right)^{\mu-v}\left(x \frac{\partial}{\partial x}\right)^{v} B^{(\mu, v)}(x), \tag{49}
\end{equation*}
$$

where the Borel transform $B^{(\mu, v)}(x)$ is defined by a convergent power series, while the parameters $\mu$ and $v$ are chosen to guarantee the fastest decay of the coefficients of this series. To analytically continue the sum of the series to the whole infinite integration interval in (49), one applies a conformal mapping technique. Usually, this conformal mapping is chosen in the form

$$
w(x)=\frac{\sqrt{1+a x}-1}{\sqrt{1+a x}+1},
$$

which maps the complex plane with a cut $(-\infty,-1 / a)$ to a unit disc $|w|<1$ and takes into account the rooted branching of the function $B(x)$ at the point $x=1 / a$. This conformal mapping is applied to the function

$$
B_{\lambda}[x(w)]=\frac{x^{\lambda}}{w^{\lambda}} \sum_{k}^{N} w^{k} B_{k}^{(\lambda)},
$$

which contains an additional parameter $\lambda$. The introduction of this parameter allows one to take into account the asymptotics of the function $B(x)$ as $x \longrightarrow$ $\infty$ or of the function $f(g)$ as $g \longrightarrow \infty$. Although the exact answer does not depend on $\lambda$, there is certain arbitrariness in the approximate expression that takes into account only a finite number of series terms; this arbitrariness can be canceled, for example, by minimizing the relative error [10].

In [11], a PT series was summed by using the Som-merfeld-Watson integral transformation (under the assumption that the coefficients $\beta_{n}$ are analytic in $n$ )

$$
\begin{equation*}
\beta(g)=-\frac{1}{2 i} \int_{\sigma-i \infty}^{\sigma+i \infty} d z \frac{\beta(z)}{\sin \pi z} g^{z}, \quad \beta(n)=\beta_{n} \tag{50}
\end{equation*}
$$

the integrand $\beta(z)$ was replaced by the Padé approximants $[L / M](z)$ constructed by the first terms of the PT series. The values of $\beta(\mathrm{g})$ thus calculated are in agreement with the results of [10] within the calculation accuracy (about $10 \%$ for $g=40$ ): in the interval $0<g \leqq$ 50 , the Gell-Mann-Low function monotonically increases and behaves as $g^{\alpha}$ with the exponent $\alpha=$ $1.95 \pm 0.2$. The extrapolation of this function to the case of $g \longrightarrow \infty$ would imply that the $\varphi_{(4)}^{4}$ theory is self-contradictory. Naturally, in light of the aforesaid, one cannot definitely insist on this fact.

In [44], the authors proposed a method for constructing convergent PT series in quantum mechanics
and field theory. The application of this method to the $\varphi_{(4)}^{4}$ theory has shown [12] that, for small values of $g$, the function $\beta$ is recovered with a good accuracy and coincides with the results of earlier calculations; however, the effect of rejected terms of the PT series is large for large values of $g$, which prevents the application of this method to the case of strong coupling.

## 5. CONCLUSIONS

Let us formulate the main results of our work.

1. Strictly speaking, the asymptotics of the function $\beta$ in the strong-coupling regime cannot be recovered by its first PT coefficients $\beta_{n}$ and their asymptotic values $\tilde{\beta}_{n}$ without invoking additional information.
2. Nevertheless, sometimes, this problem can be solved at a physical level of rigor. The necessary (although not sufficient) conditions are the presence of a large number of calculated PT series terms that have already reached their asymptotics and the absence of an intermediate asymptotics of the required function.
3. In quantum field theory, the calculation of PT series coefficients is complicated due to the factorial growth of the number of Feynman diagrams, the ultraviolet divergences, and a lack of efficient methods for calculating higher order diagrams. The progress made over more than 50 years after the calculation of the Schwinger correction $\alpha / 2 \pi$ to the anomalous magnetic moment of electron in QED has only allowed one to reach the terms of order $(\alpha / \pi)^{4}$, and one can hardly expect significant changes in this field [45]. Similarly, the calculation of each subsequent term of a PT series for the function $\beta$ in quantum field theory has taken ten years on the average.
4. Taking into consideration power corrections to $\tilde{\beta}_{n}$ improves the accuracy of approximating the coefficients of the Gell-Mann-Low function for $n \gg 1$; however, this sharply degrades the accuracy in lower orders of PT (see Figs. 2 and 6). In this case, the problem of matching the first coefficients $\beta_{n}$ to the asymptotics $\tilde{\beta}_{n}$ is by no means facilitated. The situation is aggravated by the fact that series (3) in powers of $1 / n$ are divergent (see, for example, [15] and Appendix B). Moreover, the determination of higher order power corrections in quantum field theory is associated with the calculation of higher order corrections to the quasiclassical approximation for a functional integral and is extremely laborious.
5. Currently available methods for summing asymptotic series (see, for example, [4, 9-12]) allow one to significantly extend the applicability of PT and to recover the required function to a given accuracy in a finite interval of its argument but do not allow one to determine its asymptotics at infinity.

Table 5. Determination of coefficients $c_{j}$ by (51)

|  | $c_{1}$ | $c_{2}$ | $c_{3}$ | $c_{4}$ | $c_{5}$ | $c_{6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $k$ | Anharmonic oscillator $\left(\varphi_{(1)}^{4}\right)$ |  |  |  |  |  |
| 1 | -0.359 | - | - | - | - | - |
| 3 | -2.551 | 4.00 | -1.81 | - | - | - |
| 5 | -1.626 | -5.58 | 32.5 | -49.8 | 24.1 | - |
| 6 | -0.206 | -26.9 | 1.53(2) | -3.69(2) | 4.13(2) | -1.70(2) |
| 7 | 0.334 | -38.2 | 2.48(2) | -7.66(2) | 1.29(3) | -1.12(3) |
| Exact [22] | -1.319 | -1.939 | -7.014 | -40.12 | -3.055(2) | -2.808(3) |
| $k$ | Stark effect (ground state) |  |  |  |  |  |
| 1 | -1.476 | - | - | - | - | - |
| 3 | -7.108 | 21.3 | -20.0 | - | - | - |
| 5 | -5.067 | -21.1 | 2.84(2) | -8.83(2) | 8.56(2) | - |
| 6 | -3.763 | -60.2 | 7.27(2) | -3.23(3) | 6.57(3) | -5.01(3) |
| Exact [46, 57] | -5.944 | 11.36 | -35.7 | -37.1 | -1.12(3) | -1.0(4) |

Note: The table presents the coefficients of power corrections calculated by the procedure indicated in (51) with regard to $k$ lower orders of PT; the exact values of these coefficients are presented for comparison.
6. Finally, we make several remarks concerning the studies [13, 14]. In these works, Suslov used the same information on the PT series coefficients for the Gell-Mann-Low function as those used in [10], and the summation method represented a certain modification of the conform Borel method. The fitting procedure used by Suslov is based on the statistical processing of the PT series coefficients $\beta_{n}$ in the interval $20 \leq n \leq 40$, where the corresponding exact values are unknown; therefore, there are no grounds to assume that these coefficients have already reached the Lipatov asymptotics. As we have seen above, the first terms of the series are still far enough from the asymptotic terms, while the correction of order $1 / n$ only degrades the situation for small $n$.

The requirement set forth in [13] that the interpolating function between the first calculated terms of the PT series and their asymptotic values should be smooth, ${ }^{12}$ although it looks natural, is far from being sufficient for the unique determination of the coefficients $\beta_{n}$ in the interval $10 \leq n \leq 50$, which is essential for calculating the asymptotics of the Gell-Mann-Low function. The test examples considered in [13] (a zero-dimensional analogue $\varphi_{(0)}^{4}$ and a one-dimensional anharmonic

[^7]oscillator) are too simplified; moreover, the author introduces tens of exactly known terms of the PT series for which the Lipatov asymptotics has already been established to an accuracy of $1 \%$.

The method adopted in [13] of using lower orders of PT that are known from diagrammatic calculations seems doubtful: the author used these terms to determine the coefficients $c_{j}$ of power corrections from equations of the type

$$
\begin{equation*}
\frac{c_{1}}{n}+\frac{c_{2}}{n^{2}}+\ldots+\frac{c_{l}}{n^{l}}=\frac{\beta_{n}}{\tilde{\beta}_{n}}-1, \quad 2 \leq n \leq l+1 \tag{51}
\end{equation*}
$$

which contain the first $l$ PT terms. Obviously, such fitting makes sense in the region $n \geq n_{0} \gg 1$ (and was earlier used in [22, 46]); however, it is not justified for $n \sim$ 1 and leads to incorrect results. To illustrate this fact, using (51), we calculated the coefficients $c_{j}$ for two examples for which the exact values of these coefficients are known: a one-dimensional anharmonic oscillator and the Stark effect. One can see from Table 5 that the convergence, as $l$ increases, of the power corrections thus calculated is out of the question. As a matter of fact, this is clear enough without calculations: series (3) in powers of $1 / n$ diverges, and its truncation at the $l$ th term can only be justified if $1 / n \ll 1$.

It should also be pointed out that, for the scalar $\varphi_{(4)}^{4}$ theory, the results of [13] for the Gell-Mann-Low function in the interval $5 \leqslant g<20$ differ significantly from similar results of other authors that were obtained by independent methods [10, 11]. It would be interesting
to find out the reasons for the discrepancy between these results.

The same remarks, even to a greater extent, apply to the study [14], which is devoted to the asymptotics of the Gell-Mann-Low function in QED. In this case, only the first four terms of the PT series in the MOM scheme are known [47], and the form of the asymptotic coefficients $\tilde{\beta}_{n}$ obtained within the framework of a certain ansatz [48] is not yet completely determined. Under these conditions, it seems untimely to speak of the possibility of recovering the Gell-Mann-Low function in the strong-coupling regime.

Thus, in our opinion, the statement set forth in [13, 14] about the absence of zero charge behavior in the $\varphi_{(4)}^{4}$ theory and in QED can by no means be considered justified. The results available on the summation of asymptotic PT series rather suggest that these theories are internally contradictory. A meaningful assertion concerning the asymptotics of the function $\beta(g)$ as $g \longrightarrow \infty$ can only be made after calculating a much greater number of PT series terms or by going beyond the weak-coupling approximation and applying methods that are not based on perturbation theory.
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## APPENDICES

APPENDIX A
Let us continue the discussion of the examples from Section 2. Functions (7) and (8) have poles on the negative half-axis $g<0$. A singular point can be placed at zero; for example, for the function

$$
\begin{align*}
& f_{N}(g)=(-1)^{N+1} \sum_{n=N+1}^{\infty}(n-N-1)!(-g)^{n}  \tag{A.1}\\
= & g^{N} \int_{0}^{\infty} \frac{\exp (-x / g)}{1+x} d x=-g^{N} \exp \left(g^{-1}\right) \operatorname{Ei}\left(-g^{-1}\right),
\end{align*}
$$

the branching point $g=0$ is the only singularity in the finite part of the $g$ plane; a discontinuity across the cut (see (13)) is given by

$$
\begin{equation*}
\operatorname{disc} f_{N}(g)=\pi g^{N+1} \exp \left(g^{-1}\right), \quad-\infty<g<0 \tag{A.2}
\end{equation*}
$$

Since

$$
\begin{gather*}
f_{N}=g^{N}[\ln g-C+O(\ln g / g)],  \tag{A.3}\\
C=-\psi(1)=0.5772 \ldots,
\end{gather*}
$$

as $g \longrightarrow \infty$, the first $N$ PT coefficients of the functions $\bar{\beta}(g)=\beta(g)+c f_{N}(g)$ and $N$ power corrections are the same as those of $\beta(g)$, whereas the asymptotics as $g \longrightarrow \infty$ may be substantially different.

The PT coefficients in (A.1) vanish for $n \leq N$. Although the analyticity of the coefficients of the Gell-Mann-Low function with respect to $n$ has not been proved in quantum field theory and is actually an assumption, this condition can easily be satisfied, as is shown by examples (9)-(11). A generalization of these examples is given by the function

$$
\begin{equation*}
f(g, s)=\sum_{n=0}^{\infty}[\Gamma(n-N)]^{-s} g^{n}, \quad s=1,2, \ldots \tag{A.4}
\end{equation*}
$$

which, for large $g$, is reduced to the Mittag-Leffler function

$$
\begin{gather*}
E_{s}(z)=\sum_{n=0}^{\infty} \frac{z^{n}}{\Gamma(n s+1)} \approx s^{-1} \exp \left(z^{1 / s}\right)  \tag{A.5}\\
z \longrightarrow \infty
\end{gather*}
$$

(for $|\arg z|<s \pi / 2 ;[1, \mathrm{Ch} . \mathrm{VIII}])$; here, $z^{1 / s} \approx s g^{1 / s}$. For $s=1$ and 2 , this formula corresponds to (10) and (11).

The coefficients in (A.4) can be replaced by any integer function of $n$ that has zeros of arbitrary multiplicity (possibly, depending on $n$ ) at the points $n=N$, $N-1, N-2, \ldots$ Such functions are defined explicitly with the use of the Weierstrass representation known from the theory of analytic functions.

A generalization of formula (A.1) has the form

$$
\begin{gather*}
S_{b}(g) \equiv \sum_{n=0}^{\infty} \Gamma(n+b+1)(-g)^{n}  \tag{A.6}\\
=\Gamma(b+1) g^{-(b+1)} \exp \left(g^{-1}\right) \Gamma\left(-b, g^{-1}\right),
\end{gather*}
$$

where $\Gamma(-b, x)$ is the incomplete gamma function; for integer $b=0,1,2, \ldots$, it is expressed in terms of an integral exponent:

$$
\Gamma(-b, x)=\frac{(-1)^{b+1}}{b!}\left\{\operatorname{Ei}(-x)-e^{-x} \sum_{k=1}^{b}(k-1)!(-x)^{-k}\right\}
$$

(for $b=0$, the sum over $k$ should be dropped). Consider the asymptotics

$$
S_{b}(g)=\frac{1}{g}\left\{\begin{array}{l}
\Gamma(b)(1-\delta+\ldots), \quad b>0  \tag{A.7}\\
\ln g-C+\ldots, \quad b=0
\end{array}\right.
$$

where $g \longrightarrow \infty, \delta=[b /(b-1)] g^{-1}$ for $b>1, \delta=\ln g / g$ for $b=1$, and $\delta=\Gamma(1-b) g^{-b}$ for $0<b<1$. Finally, if $b=-b^{\prime}<0$, then

$$
\begin{equation*}
S_{b}(g)=\left[\pi / \sin \pi b^{\prime}\right] g^{b^{\prime}-1}+\ldots, \quad g \longrightarrow \infty \tag{A.8}
\end{equation*}
$$

For $b=-1,-2, \ldots$, the first few terms of series (A.6) become infinite; therefore, one should start the summation from $n=-b$. In this case, we return to (A.1), and the asymptotics $S_{b}(g)$ contains $\ln g$ as in (A.3). Relation (A.6) can easily be proved using the Borel transformation.

APPENDIX B
Here, we discuss the divergence of the series of power corrections (3) by an example of the zero-dimensional model $\varphi_{(0)}^{2 K}$.

For the $n$th order of PT, from (24) we have

$$
\begin{gather*}
J_{n}=\frac{\Gamma(K n+1 / 2)}{\sqrt{\pi} n!}\left[\frac{2^{K}}{(2 K)!}\right]^{n},  \tag{B.1}\\
\tilde{J}_{n}=[(K-1) n]!a^{n} n^{-1} c_{0}
\end{gather*}
$$

where

$$
\begin{gather*}
a=\frac{1}{(2 K-1)!}\left(\frac{2 K}{K-1}\right)^{K-1}  \tag{B.2}\\
c_{0}=1 / \pi \sqrt{2(K-1)}
\end{gather*}
$$

hence, we obtain

$$
\begin{gather*}
J_{n} / \tilde{J}_{n}=\sqrt{2 \pi(K-1)} \frac{\Gamma(K n+1 / 2)}{\Gamma((K-1) n) \Gamma(n+1)} \\
\times\left[\frac{(K-1)^{k-1}}{K^{k}}\right]^{n}=1-\frac{2 K^{2}+K-1}{24 K(K-1)} \frac{1}{n}+O\left(\frac{1}{n^{2}}\right) \tag{B.3}
\end{gather*}
$$

Taking into account the Barnes formula (see 1.18.12 in the reference book [49]), we obtain

$$
\begin{gather*}
\frac{\Gamma(n+b+1)}{\Gamma(n+1) n^{b}}=\exp \left(\sum_{k=1}^{\infty} \frac{q_{k}}{n^{k}}\right),  \tag{B.4}\\
q_{k}=\frac{(-1)^{k+1}}{k(k+1)}\left[B_{k+1}(b+1)-B_{k+1}\right],
\end{gather*}
$$

where $B_{k+1}(x)$ and $B_{k+1}$ are the Bernoulli polynomials and the Bernoulli numbers, respectively. Hence, we obtain

$$
\begin{gather*}
\frac{J_{n}}{\tilde{J}_{n}}=\exp \left(-\sum_{m-1}^{\infty} \frac{a_{m}}{n^{2 m-1}}\right) \\
=1-\frac{a_{1}}{n}+\frac{a_{1}^{2}}{2 n^{2}}-\left(a_{2}+\frac{1}{6} a_{1}^{3}\right) \frac{1}{n^{3}}+\ldots,  \tag{B.5}\\
a_{m}=\frac{B_{2 m}}{2 m(2 m-1)} \\
\times\left\{1+(K-1)^{1-2 m}+K^{1-2 m}-(2 K)^{1-2 m}\right\} .
\end{gather*}
$$

Since [49]

$$
\begin{gather*}
B_{2 m} \approx(-1)^{m+1} 2(2 m)!(2 \pi)^{-2 m}\left[1+O\left(2^{-2 m}\right)\right]  \tag{B.6}\\
m \geqslant 1
\end{gather*}
$$

the series in the exponent of (B.5) is alternating, and

$$
\begin{equation*}
\frac{J_{n}}{\tilde{J}_{n}} \equiv \sum_{j=0}^{\infty} \frac{c_{j}}{n^{j}} \approx \exp \left\{-\frac{s}{\pi} \sum_{k=1}^{\infty} \sin \left(\frac{k \pi}{2}\right) \frac{(k-1)!}{(2 \pi n)^{k}}\right\} \tag{B.7}
\end{equation*}
$$

as $n \longrightarrow \infty$, where $s=2$ for $K=2$ and $s=1$ for $K \geq 3$. Thus, the asymptotics of the coefficients $c_{j}$ is virtually independent of the nonlinearity exponent of the field $\varphi_{(0)}^{2 K}$ in (24).

It remains to expand the exponential function in (B.7) in a power series. To this end, we apply the formula [50] relating the coefficients $c_{j}$ of the power series to the coefficients $a_{m}$ in (B.5):

$$
\begin{gather*}
c_{j}=\sum_{k_{1}+2 k_{2}+\ldots+j k_{j}=j} \frac{1}{k_{1}!k_{2}!\ldots k_{j}!} b_{1}^{k_{1}} b_{2}^{k_{2}} \ldots b_{j}^{k_{j}},  \tag{B.8}\\
k_{i} \geq 0
\end{gather*}
$$

where $b_{i}=a_{(i+1) / 2}$ for $i=2 m-1$ and $b_{j}=0$ for $i=2 m$. Equation (B.8) allows one to determine the asymptotics of the coefficients $c_{j}$ as $j \longrightarrow \infty$ from the asymptotics of $b_{k}$. Indeed, if the coefficients $b_{k}$ grow factorially, $b_{k} \sim$ $\left[1+(-1)^{k}\right](k-1)!(2 \pi)^{-k}$ as $k \longrightarrow \infty$, then the leading contribution to sum (B.8) is made by $b_{j}$. Other contributions of the type $b_{j-1} b_{1}, b_{j-2} b_{2}$, etc., are power suppressed, while contributions of the form $b_{j / 2} b_{j / 2}$ are suppressed exponentially ( $b_{j / 2}^{2} / b_{j} \sim 2^{-j}$ ). When the coefficients $b_{j}$ are missing, as in the present case for even $j$, the leading contribution is determined by the next term, $b_{j-1} b_{1}$. Therefore, the coefficients $c_{j}$ behave as

$$
\begin{equation*}
c_{j} \sim\left(\frac{j-1}{2}\right)!(2 \pi)^{-(j+1) / 2}, \quad j \longrightarrow \infty \tag{B.9}
\end{equation*}
$$

for odd $j$ and are relatively suppressed as $1 / j$ as compared with (B.9) for even $j$, which is also confirmed by numerical calculations.

Finally, note that, for integral (24) as $g \longrightarrow \infty$, we have

$$
\begin{align*}
J(g ; K) & =c_{\infty} g^{-1 / 2 K}\left[1-k g^{-1 / K}+O\left(g^{-2 / K}\right)\right],  \tag{B.10}\\
c_{\infty} & =\sqrt{\frac{2}{\pi}} \Gamma\left(\frac{2 K+1}{2 K}\right)[(2 K)!]^{1 / 2 K},  \tag{B.11}\\
k & =\frac{\Gamma(3 / 2 K)}{2 \Gamma(1 / 2 K)}[(2 K)!]^{1 / K} .
\end{align*}
$$

For $K=2$, i.e., for the $\varphi_{(0)}^{4}$ model, these formulas coincide with (23).

It is clear from (B.10) that the asymptotics $\tilde{J}(g ; \mathrm{K})=$ $c_{\infty} g^{-1 / 2 K}$ is established only for $g>g_{0}=K^{K} \sim$ $(K!)^{2}(2 / 3)^{K}$, where $g_{0} \gg 1$ if $K \geq 3$.

APPENDIX C
Here, we will discuss the calculation of higher orders of PT and asymptotics for the problem of the Stark effect.

In the model of a three-dimensional $\delta$ potential, the complex energy $E(F)$ of a level can be determined by solving the equation $[51,52$ ]

$$
\begin{equation*}
\frac{1}{\sqrt{4 \pi i}} \int_{0}^{\infty} \frac{d \tau}{\tau^{3 / 2}}\left\{1-\exp \left[-i\left(\varepsilon \tau+\frac{1}{3} F^{2} \tau^{3}\right)\right]\right\}=1 \tag{C.1}
\end{equation*}
$$

where $\varepsilon=E / E_{0}=-2 E_{r}+i \Gamma$ is the reduced energy and $F=\mathscr{E} / \kappa_{0}^{3}$; henceforth, we assume that $\kappa_{0}=1$ and $E_{0}=$ $-1 / 2$. Since $\operatorname{Im} \varepsilon=\Gamma>0$, this integral is divergent in the upper limit (this divergence is by no means accidental; it is associated with the exponential growth of the Gamov wave function of a quasistationary state as $r \longrightarrow \infty$ [33]). Therefore, Eq. (C.1) must be regularized; to this end, it suffices to shift the integration contour with the real axis $\tau$ to the lower half-plane within the angle $-\pi / 3<\arg \tau<0 .{ }^{13}$ It is natural to choose the fastest descent line by setting $\tau=t \exp (-i \pi / 6), 0<t<\infty$, which yields

$$
\begin{align*}
\int_{0}^{\infty} \frac{d t}{t^{3 / 2}}\{1 & \left.-\exp \left[-\left(e^{i \pi / 3} \varepsilon t+\frac{F^{2} t^{3}}{3}\right)\right]\right\}  \tag{C.2}\\
& =\sqrt{4 \pi \exp \left(\frac{i \pi}{3}\right)}
\end{align*}
$$

[^8]Now, the integral converges for any complex $\varepsilon$, and Eq. (C.2) can easily be solved by a computer (see curve 3 in Fig. 3).

Expanding $\exp \left(-F^{2} t^{3} / 3\right)$ in a series and integrating term by term, we arrive at the equation

$$
\begin{equation*}
\sqrt{\varepsilon}\left\{1-\sum_{k=1}^{\infty} \frac{\Gamma(3 k-1 / 2)}{k!3^{k} \sqrt{4 \pi}}\left(\frac{F^{2}}{\varepsilon^{3}}\right)^{k}\right\}=1 \tag{C.3}
\end{equation*}
$$

from which one can successively determine the higher orders of PT $\alpha_{n}$. For $n \leq 14$, the hyperpolarizabilities $\alpha_{n}$ were calculated exactly (in the form of rational fractions), and, up to $n=200$, they were calculated numerically (see Table 2).

It follows from (C.2) that

$$
\begin{gathered}
\varepsilon(F)=F^{2 / 3} \\
\times\left\{\xi_{0} \exp \left(\frac{2 \pi i}{3}\right)+\xi_{1} F^{-1 / 3} \exp \left(-\frac{\pi i}{6}\right)+O\left(F^{-2 / 3}\right)\right\}
\end{gathered}
$$

as $F \longrightarrow \infty$, where $\xi_{0}=3^{-1 / 3} \xi$ and $\xi$ is a root of the equation

$$
\begin{gather*}
\int_{0}^{\infty}\left[1-\exp \left(\xi x-x^{3}\right)\right] x^{-3 / 2} d x=-0,  \tag{C.4}\\
\xi=1.010396 \ldots
\end{gather*}
$$

hence, we finally obtain

$$
\begin{gather*}
\Gamma(F)=\operatorname{Im} \varepsilon(F) \\
=\gamma_{\infty} F^{2 / 3}\left\{1-q F^{-1 / 3}+O\left(F^{-2 / 3}\right)\right\}, \tag{C.5}
\end{gather*}
$$

where $\gamma_{\infty}=2^{-1} \times 3^{1 / 6} \xi=0.606711 \ldots$ and $q=$ $1.342964 \ldots$. This asymptotics does not contain $\ln F$, which distinguishes a three-dimensional $\delta$ potential from the one-dimensional one (cf. (37)). In the case of dimension $D=1$, the equation for $E(F)$ is expressed in terms of the Airy functions (see (A.3) and (A.4) in [37]). Using asymptotic expansions for these functions, we obtain

$$
\begin{equation*}
\sqrt{\varepsilon}=\sum_{k=0}^{\infty} a_{k}\left(\frac{F^{2}}{\varepsilon^{3}}\right)^{k} \tag{C.6}
\end{equation*}
$$

where

$$
\begin{gathered}
a_{0}=1, \quad a_{1}=5 / 8, \\
a_{k+1}=[(2 k+1)(6 k+1)(6 k+5) / 8(k+1)] a_{k} .
\end{gathered}
$$

Hence, one can easily determine the hyperpolarizabilities $\alpha_{n}$ for a one-dimensional $\delta$ potential.

Finally, the coefficients $\alpha_{n}$ for a hydrogen atom have been calculated by the recurrence relations presented below (for $n \leq 160$, our results agree with those of [46, 54], whereas, for $n \leq 30$, they agree with the results of [55]). Part of the results obtained are presented in Table 2, which clearly demonstrates a factorial growth of higher orders of PT. Of the three systems considered above, the hydrogen atom is the "loosest" one: its polarizability $\alpha_{2}$ is 18 times greater than that of an energy level bound by zero-radius forces [51]. This tendency is preserved as the PT order $n$ increases; for $n \sim 200$, the difference between appropriate numerical values of $\alpha_{n}$ reaches six orders of magnitude. Note that all the coefficients $\alpha_{n}$ are real. The imaginary part of the energy, $\Gamma(F)$, is different from zero and only appears in the summation of PT series due to the divergence of these series for any $F \neq 0$.

The asymptotics of $\alpha_{n}$ follows from the dispersion relation [56, 57]

$$
\begin{equation*}
\alpha_{n}=\left[1+(-1)^{n}\right] \frac{1}{\pi} \int^{\infty} \Gamma(F) F^{-(n+1)} d F \tag{C.7}
\end{equation*}
$$

with regard to the fact that, in weak fields, where a tunneling ionization occurs, the energy-level width is equal to

$$
\begin{gather*}
\Gamma(F)=A \exp (-1 / a F) F^{-(b+1)}\left(1-h_{1} F+h_{2} F^{2}-\ldots\right), \\
F \longrightarrow 0 \tag{C.8}
\end{gather*}
$$

(the parameters $A, a$, etc., depend on a specific atomic energy level; see Table 3). Substituting this expansion into (C.7), we obtain

$$
\begin{aligned}
\alpha_{n} & =\frac{2 A}{\pi} a^{n+b+1} \sum_{j=0}^{\infty}(-1)^{j} \Gamma(n+b+1-j) a^{-j} h_{j} \\
& =\tilde{\tilde{\alpha}}_{n}\left\{1-\frac{h_{1}}{a(n+b)}+\frac{h_{2}}{a^{2}(n+b)(n+b-1)}\right. \\
& \left.-\frac{h_{3}}{a^{3}(n+b)(n+b-1)(n+b-2)}+\ldots\right\}
\end{aligned}
$$

and, reexpanding it in powers of $1 / n$, arrive at the standard form (3). Here, $n$ is even (for the ground state), and

$$
\begin{equation*}
\tilde{\tilde{\alpha}}_{n}=\frac{2 A}{\pi} a^{b+1} \Gamma(n+b+1) a^{n} \equiv(n+b)!a^{n} c_{0} \tag{C.9}
\end{equation*}
$$

while the coefficients $c_{j}$ and $h_{j}$ are connected by linear relations. For instance, for a hydrogen atom (the ground state), we have $a=3 / 2, b=0, \tilde{\alpha}_{n} \equiv \tilde{\tilde{\alpha}}_{n}$, and

$$
\begin{gather*}
c_{1}=u_{1}, \quad c_{2}=u_{2}, \quad c_{3}=u_{3}+u_{2}, \\
c_{4}=u_{4}+3 u_{3}+u_{2}, \\
c_{5}=u_{5}+6 u_{4}+7 u_{3}+u_{2}, \\
c_{k}=\sum_{j=2}^{k} \sigma_{k-1}^{(j-1)} u_{j}=u_{k}+\frac{1}{2}(k-1)(k-2)  \tag{C.10}\\
\times u_{k-1}+\ldots+\left(2^{k-2}-1\right) u_{3}+u_{2},
\end{gather*}
$$

where $u_{j}=h_{j}(-2 / 3)^{j}$, while $\sigma_{n}^{(m)}, n \geq m$, are the Stirling numbers of the second kind known from the combinatorics (in particular, $\sigma_{n}^{(1)}=\sigma_{n}^{(n)}=1$ ). The coefficients $h_{j}$ are borrowed from [46, 57], and $c_{j}$ are calculated by the above formulas. Note that the leading term in (C.8) is determined by the quasiclassical barrier factor and the calculation of $h_{j}$ involves the determination of higher order corrections in the quasiclassical parameter.

A hydrogen atom in $D$ dimensions was considered by many authors (see, for example, [58-60]). In the case of the ground state, $E_{0}=-2 /(D-1)^{2}$, while the PT series for the Stark effect is given by (25), where

$$
F=\left(-2 E_{0}\right)^{-3 / 2 \mathscr{C}}=\frac{1}{8}(D-1)^{3} \mathscr{E}
$$

is the reduced electric field. The ionization probability of this level in a weak field is determined by the WKB method:

$$
\begin{gather*}
\Gamma_{D}(F)=\frac{2^{D+1}}{(D-1)^{2} \Gamma((D+1) / 2)} F^{-(D-1) / 2}  \tag{C.11}\\
\times \exp \left(-\frac{2}{3 F}\right)\left[1-\frac{1}{48}\left(33 D^{2}+42 D+5\right) F+O\left(F^{2}\right)\right],
\end{gather*}
$$

which, with regard to (C.7), yields asymptotics (31) for the hyperpolarizabilities $\alpha_{n}$.

The exact calculation of $\alpha_{n}$ can be reduced to the recurrence relations that define the descent procedure with respect to index $j$ :

$$
\begin{gathered}
A_{n}^{(n)}=(2 n-2)!/ n!(n-1)!, \\
A_{j-1}^{(n)}=\left(j+\frac{D-1}{2}\right) A_{j}^{(n)}+\sum_{m=1}^{n-1} \sum_{p+q=j-1} A_{p}^{(m)} A_{q}^{(n-m)}, \\
1 \leq j \leq n,
\end{gathered}
$$

starting from $j=n\left(A_{n}^{(n)}=1,1,2,5,14, \ldots\right.$ for $n=1,2$, $3,4,5, \ldots)$. Here, $p, q \geq 0$, and the $n$th PT order is given by ${ }^{14}$

[^9]\[

\alpha_{n}=\left\{$$
\begin{array}{l}
2^{1-2 n}\left[(D+1) A_{1}^{(n)}+2 \sum_{m=1}^{n-1} A_{0}^{(m)} A_{0}^{(n-m)}\right], \quad n=2,4,6, \ldots,  \tag{C.13}\\
0, \quad n \text { is odd. }
\end{array}
$$\right.
\]

Here, for odd $n$, we have $A_{0}^{(n)}=(D+1) A_{1}^{(n)} / 2$, whereas, for even $n$, one should set $A_{0}^{(n)} \equiv 0$ in Eqs. (C.12) and (C.13).

Thus, we have a purely algebraic calculation scheme, which is very convenient for computer calculations (all $A_{j}^{(n)}$ are positive rational fractions; therefore, the calculation by recurrence relations does not involve cancellations and does not lead to a loss of accuracy). This scheme yielded record-breaking values of $n \sim 200$ (see Table 2 ), which is hardly possible in quantum field theory in the foreseeable future (in fact, in quantum mechanics, such a simplification in the calculation of higher orders of PT is only possible for simple systems with a polynomial or Coulomb potential). In the case of an excited state, the equations become, as a rule, more complicated, and the odd orders of PT $\alpha_{n}$ become different from zero.

Note in addition that, for the three parametrizations

$$
\begin{gather*}
\bar{\alpha}_{n}=\Gamma(n+1 / 2) a^{n} n^{(D-2) / 2} c_{0} \\
\tilde{\alpha}_{n}=n!a^{n} n^{(D-3) / 2} c_{0}  \tag{C.14}\\
\tilde{\tilde{\alpha}}_{n}=\Gamma\left(n+\frac{D-1}{2}\right) a^{n} c_{0}
\end{gather*}
$$

for $n \longrightarrow \infty$, we have

$$
\begin{gather*}
\frac{\tilde{\tilde{\alpha}}_{n}}{\tilde{\tilde{\alpha}}_{n}}=1+\frac{(D-1)(D-3)}{8 n}+\ldots, \\
 \tag{C.15}\\
\tilde{\tilde{\alpha}}_{n}=1+\frac{(D-2)^{2}}{8 n}+\ldots
\end{gather*}
$$

up to the terms of order $1 / n^{2}$. Thus, it is clear why all the parametrizations for the dimensions $D=2$ and 3 are close to each other, as one can see from Fig. 6.
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#### Abstract

The article by D.I. Kazakov and V.S. Popov [1] is devoted almost entirely to a criticism of my works [2-4]. Some of the questions raised by them are not without interest, but they have virtually all been discussed in detail in my publications. © 2002 MAIK "Nauka/Interperiodica".


1. Numerous examples given in [1] essentially boil down to the following. If we know the first few terms of the diverging series

$$
\begin{equation*}
W(g)=\sum_{N=N_{0}}^{\infty} W_{N}(-g)^{N} \tag{1}
\end{equation*}
$$

and the asymptotic form of $W_{N}$ for $N \longrightarrow \infty$, the asymptotics of the sum $W(g)$ in the strong coupling limit can be changed drastically by varying the values of the unknown intermediate coefficients. It was concluded that it is not possible in principle to reconstruct the asymptotic form of $W(g)$ on the basis of this information.

In fact, there is no need to consider so many examples since a more stringent statement is made in [3]: "a function with a predetermined behavior at infinity can be constructed on the basis of a finite number of coefficients and their asymptotic form." The algorithm for solving this problem is also given: "A comprehensive formulation of the problem is possible when all values of $W_{N}$ are defined approximately; in this case, the sum $W(g)$ can be reconstructed to a certain degree of accuracy. For this reason, a necessary stage in the solution of the problem is the interpolation of the coefficient function; naturally, this is possible only under the assumption of its analyticity."

These citations reveal the conceptual difference between the approach used in [2-4] and the position of the authors of [1]. If the information on the intermediate expansion coefficients is absent indeed, it is impossible to reconstruct the asymptotic form of $W(g)$. However, the smoothness of the coefficient function makes it possible to predict (using interpolation) the unknown $W_{N}$ to a certain degree of accuracy and to present them in the form $W_{N}^{0}+\delta W_{N}$, where $W_{N}^{0}$ are exact coeffi-
cients and $\delta W_{N}$ is a small perturbation. By hypothesis, coefficients $W_{N}^{0}$ give a power behavior for large values of $g\left(W(g)=W_{\infty} g^{\alpha}\right.$ with $\left.W_{\infty} \sim 1\right)$, while $\delta W_{N}$ generate a generally more rapidly increasing function of $g$ containing a small parameter as a coefficient. Consequently, there exists an interval of $g$ in which the true asymptotic form $W_{\infty} g^{\alpha}$ can be reconstructed (naturally, with a certain error in $W_{\infty}$ and $\alpha$ ); as the information on coefficients $W_{N}$ becomes more extensive, their uncertainty $\delta W_{N}$ decreases, and the above-indicated interval of $g$ increases indefinitely. Consequently, there are no basic limitations for determining the asymptotic behavior of $W(g)$ : the unattainability of the asymptotics has the same sense as unattainability of infinity. The strategy of choosing the appropriate interval for processing was discussed in detail in [3], but in a somewhat different terminology (see below).
2. The analyticity of the coefficient function has not been proved rigorously, but serious arguments exist in favor of this property. According to Lipatov [5], the coefficients of expansion of the functional integral

$$
\begin{equation*}
W(g)=\int D \varphi \exp \left(-S_{0}\{\varphi\}-g S_{\mathrm{int}}\{\varphi\}\right) \tag{2}
\end{equation*}
$$

in $g$ can be written in the form

$$
\begin{gather*}
W_{N}=\int_{C} \frac{d g}{2 \pi i g} \int D \varphi  \tag{3}\\
\times \exp \left(-S_{0}\{\varphi\}-g S_{\text {int }}\{\varphi\}-N \ln g\right)
\end{gather*}
$$

( $C$ is a contour in the complex plane enclosing the point $g=0$ ), and analyticity in $N$ takes place under the condition of convergence of integrals. The integrals converge at least in the steepest descent approximation, which is
valid for large values of $N$. Unfortunately, the analyticity region cannot be determined in this way.

It follows from the representation of series (1) in the form of a Sommerfeld-Watson integral that, in the case of a power asymptotic form $W(g) \propto g^{\alpha}$, the point $N=\alpha$ is the extreme right singularity of the coefficient function in the complex plane of $N[3,5,6]$. Consequently, the analyticity region can be controlled by the final result: if $\alpha$ turns out to be smaller than $N_{0}$, the coefficient function is analytic in the domain $\operatorname{Re} N>\alpha$, and the assumption concerning its smoothness on the real axis for $N \geq N_{0}$, which is required for interpolation, is self-consistent.

The analyticity of the coefficient function is explicitly violated in a number of examples presented in [1] (see formulas (6) and (7)). Such perturbations cannot appear as a result of a smooth interpolation, and, hence, their discussion has no sense.

Examples of type (9), in which the correction $\delta W_{N}$ to the coefficients is an integral function and the corresponding dependence on $g$ is exponential (the impossibility of power dependence is proved by contradiction), are more interesting. Such perturbations actually appear as interpolation errors and are manifested in the form of an exponential component in the coefficients $U_{N}$ (see Fig. 10 in [3]; the definition of $U_{N}$ will be given below). For large values of such errors, the results cannot be interpreted at all in terms of a power law. This forms the basis of "filtration" of such errors, which is proposed in [3]: the interpolation method is chosen in such a way as to ensure the minimum values of $\chi^{2}$ in the course of fitting by the power law. As a result, these errors can be reduced to such an extent that they hardly affect the accuracy of the results. ${ }^{1}$

Footnote 12 in [1] contains a reference to the problem of ambiguity of the analytic continuation from integral points to the complex plane, which emerges due to the fact that, generally speaking, the point $N=\infty$ is a singular point. ${ }^{2}$ However, there are theorems guaranteeing the uniqueness of the analytic continuation under the condition that the singularity at $N=\infty$ is quite weak (the rate of increase for $|N| \longrightarrow \infty$ is limited by a certain exponential function); the standard interpolation schemes automatically converge to this unique function [7]. The singularity of the above coefficient

[^10]function in actual field problems is very weak: a regular expansion in $1 / N$ is valid, but has zero convergence radius [8]; this is apparently sufficient for proving the uniqueness.
3. I agree with the authors of [1] that, in the case of insufficient information, any method gives incorrect results for the asymptotic form if the transition to it is strongly delayed. Processing is always carried out on a finite interval of $g$, although it is not always evident.

The algorithm used in [2-4] is based on the fact that, in the case of a power asymptotic form $\left(W(g) \propto g^{\alpha}\right)$, the coefficients $U_{N}$ of the converging series obtained as a result of a certain resummation of series (1) behave as $N^{\alpha-1}$ in the region of large $N$. It can be proved that the knowledge of expansion coefficients with $N \leq N_{\max }$ determines the sum of the series for $g \leqq N_{\text {max }}$. The typical working interval $20 \leq N \leq 40$ used in [3] effectively corresponds to the region $20 \leq g \lesssim 40$. However, I did not suggest that the asymptotic form had already attained in this region since the processing was carried out not according to the purely power law $A g^{\alpha}$, but taking into account the first correction of the form $A^{\prime} g^{\alpha}$ to this law. This correction was poorly reproduced and depended strongly on the specific procedure, but the main asymptotic form turned out to be very stable. Consequently, the results obtained in [3] effectively correspond to the range of rather high values of $g$. The normalization of charge used in [3] was chosen from the condition that the nearest singularity in a Borel plane lies at a unit distance from the origin. In this case, the characteristic scale over which the variation of the $\beta$ function occurs is found to be of the order of unity, and there are all grounds to state that the working interval lies in the asymptotic region.

In [9], the expansion coefficients with $N \leq 5$ were used, and interpolation of the coefficient function was not carried out. The information on the intermediate expansion coefficients was not used, and the arguments given in [1] are applicable to [9] in full extent. The bundle of curves presented in Fig. 9 [9] and demonstrating a $10 \%$ accuracy for $g<50$ should not be taken seriously; these curves were obtained for a certain fixed summation procedure chosen in the course of "guessing" the asymptotic form. If another asymptotic form is used, the summation procedure will change, leading to considerable changes in the results in the range of large values of $g$. In my method, coefficients $U_{N}$ display a clearly manifested intermediate asymptotics $U_{N} \sim N$ (see Subsection 8.3 in [3]), which corresponds exactly to the result obtained in [9]. If the values of $W_{N}$ with $N \leq 10$ are used for reconstructing the asymptotic form, my method leads to results completely identical to those in [9].

In [6], the interpolation of the coefficient function was carried out formally, but index $\alpha$ was determined from the position of the extreme right singularity obtained as a result of construction of Padé approximants. If only the known expansion coefficients are used for constructing such approximants, the order of approximation turns out to be quite low and corresponds effectively to an analysis in the range of comparatively small values of $g$. In my opinion, it is more reasonable to choose first a certain bundle of interpolation curves and construct high-order approximants for each curve, using the spread in the results for different curves as a measure of their uncertainty. Such an approach makes it possible to reproduce the results obtained in [3], although with a considerably larger error.

In my opinion, the above arguments clearly explain the discrepancy between the results obtained in [3] and [6, 9]; additional discussion can be found in [3], where the special Subsection 8.3 is devoted to this question. It should be noted that the methods of reconstructing the asymptotic form proposed by Kazakov [9, 10] and Kubyshin [6] are of certain interest and deserve more attention: the discrepancy in the results is not due to drawbacks of these methods, but is associated precisely with the above-mentioned conceptual difference in the approaches.
4. The authors of [1] question the validity of my method of interpolation, which was carried out on the basis of the formula

$$
\begin{equation*}
W_{N}=W_{N}^{a s}\left\{1+\frac{A_{1}}{N}+\frac{A_{2}}{N^{2}}+\ldots\right\} \tag{4}
\end{equation*}
$$

by truncating the series and by choosing parameters $A_{K}$ from a correspondence with the first $L$ coefficients $W_{N}$; the value of $A_{1}$ and the parameters of the asymptotic form $W_{N}^{a s}$ were assumed to be known. For small $L$, this method is quite effective: in zero dimension, the interpolation error is of the order of $10^{-4}$ for $L=1$ and of the order of $10^{-9}$ for $L=5$. For an anharmonic oscillator, the error is of the order of $10^{-2}$ for $L=5$ and of the order of $10^{-3}$ for $L=9$. The interpolation error for the $\varphi^{4}$ theory is estimated at a few percent; this can be done by varying the interpolation scheme or on the basis of formula (14) from [2].

I have never stated that the values of coefficients $A_{K}$ obtained in the course of such a procedure are close to actual values. ${ }^{3}$ I also admit that this algorithm may become unsatisfactory upon an increase in $L$. Ideally, the method of interpolation must be based on analytic properties of the coefficient function (see Section 6 in [8]) and possess a guaranteed convergence rate for $L \longrightarrow \infty$.

[^11]5. Some remarks made by the authors of [1] lead to confusion. For example, it is said in Section 3 that, "introducing up to 50 PT coefficients in calculations," it was obtained in [3] for the zero-dimensional case "the value of $\alpha=-0.235 \pm 0.025$, which is close to the exact value of $\alpha=-1 / 4$, "which is not surprising" in view of the large number of coefficients used. This result was indeed obtained in [3] at the first stage of testing (Section 4); however, in Section 5, the use of only one (!) coefficient gives approximately the same result $\alpha=-(0.218-0.271)$. This result refutes the main statement made in [1] and stipulating a large number of expansion coefficients. The amount of information required for reconstructing the asymptotic form can be determined only empirically, but not on the basis of general principles.

It is stated in Section 3 that the value $c_{\infty}=1.048$ was obtained in [11] instead of $1.0603 \ldots$ for an anharmonic oscillator, while in [3] this value was obtained with a $10 \%$ error. However, index $\alpha$ in [11] was assumed to be equal to the exact value $1 / 3$, while in [3] it was determined in the course of data processing. When the exact value of $\alpha$ is used, the method developed in [3] gives the value of $c_{\infty}$ with a relative error of $6 \times 10^{-3}$. Such details create an impression that the method developed in [3] is not superior to many other methods and does not lead to any progress. It should be emphasized in this connection that this method was claimed from the very outset not to be record exact, but to be a robust method; i.e., this method possesses an elevated stability under unfavorable conditions (see Subsection 2.3 in [3]). ${ }^{4}$

It should be noted in conclusion that the results obtained in [2-4] are quite natural: incomplete information on the asymptotic form $W(g)$ is extracted from incomplete information on coefficients $W_{N}$. My aim was to reflect adequately the uncertainty of the initial information in the uncertainty of the results. There are all grounds to believe that this aim was reached: within their uncertainty, the results are independent of the interpolation method. Index $\alpha$ in the $\varphi^{4}$ theory changes slightly even after a significant decrease in the amount of information [4]; this is an indication that the information is sufficient. In addition, the results match the available analytic estimates to form a coherent picture (see Subsection 8.2 in [32] and [4]).
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#### Abstract

A model proposed for describing the scattering of low-energy electrons (whose energy ranges between thermal energy and several electronvolts) from polyatomic molecules makes it possible to estimate the lifetime of shape resonances. The parameters of the model are determined by specific structural and experimental characteristics of molecules. The results of approximate computations of the lifetimes for negative ions of molecules with different symmetries (diatomic halogens, parabenzoquinone, fullerene $\mathrm{C}_{60}$, benzothiadiazoles, anthraquinone derivatives, and substituted benzene forms) are presented. The obtained data show that the lifetimes are sufficient for the formation of fragment ions observed in the mass spectra of negative ions. © 2002 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

Resonant electron capture negative ion mass spectrometry [1] developed about forty years ago under the guidance of Khvostenko is a powerful tool for investigating processes of interaction between electrons and molecules. Obviously, the advances in application of any physical method are determined by the level of knowledge of the processes occurring in a given experiment. The variety of mechanisms of interaction of lowenergy (up to 15 eV ) electrons with polyatomic molecules renders the mass spectroscopy of negative ions formed as a result of resonant capture of electrons very informative. The interpretation of the spectra, which are three-dimensional by nature (mass number of an ion-energy of projectile electrons-intensity), is a nontrivial problem. The dissociative capture cross section $\sigma_{D}(E)$ can be presented as the product of the capture cross section $\sigma_{C}(E)$ and the ion survival probability $\rho(E)$ [1]:

$$
\sigma_{D}=\sigma_{C}(E) \rho(E)
$$

The first cofactor is studied in the theory of scattering, which made considerable advances in describing interactions between electrons and molecules [2-5, 13]. However, small molecules remain typical objects of theoretical investigations (except the recent publication by Fabrikant and Hotop [7]). This is not surprising, but does not help the experimenters dealing with complex polyatomic objects. In the interpretation of mass spectra, the resonant states formed as a result of scattering of slow electrons from molecules are of special interest. The most probable are resonant states emerging during
the motion of an incoming electron in the field of central forces; these states were called shape resonances [8]. In the literature on scattering theory, the term resonance at a quasi-discrete level is often used. It is very important to obtain at least a very rough quantitative estimate of the lifetime $\tau$ of shape resonances. This is so important since the electron-excited states of negative molecular ions are quite stable to the emission of an extra electron as a rule [1]. It is essential to estimate the lifetime of a shape resonance to obtain a correct interpretation in the case when this lifetime directly determines the possibility of its dissociation into fragments. The dissociation is possible if the lifetime exceeds the characteristic period of nuclear vibrations in the ion. Otherwise, dissociation is suppressed by autodetachment, and the survival factor $\rho(E)$ for the ion is too small. It is not completely clear whether a negative molecular ion, which is formed in the electron state stable to dissociation, can be transformed, as a result of a nonradiative transition, into a decay term having a different symmetry during the lifetime of the shape resonance [9]. Theoretical estimates of the probability of nonradiative transitions are difficult to obtain and scarce. The only thing known about its value is that it ranges from $10^{-1}-10^{-2}$ for a $\mathrm{CO}_{2}$ molecule to $10^{-6}$ for complex aromatic systems [10]. Only indirect experimental evidence exists for the nonradiative transition, i.e., observation of the vibrational structure in the threshold excitation spectrum of a negative molecular ion of chlorobenzene [11]. The existence of a vibrational structure only indicates that the lifetime of the ion is longer than several vibrational periods. The existence of a nonradiative transition is of fundamental
importance since it determines the processes of formation and decomposition of negative ions.

The main difficulty encountered in the theoretical description of collisions between slow electrons and polyatomic molecules is that, in the scattering problem, these molecules as targets do not possess spherical symmetry. Tossati and Manini [12] developed an approach to simulation of electron scattering by a $\mathrm{C}_{60}$ molecule possessing a nearly spherical symmetry. However, their results were criticized sharply because they disregarded the polarizability of the target molecule [13]. In addition, it should be noted that Tossati and Manini [12] analyzed elastic scattering, while longlived ( $\tau>10^{-4} \mathrm{~s}$ [13]) negative molecular ions are observed in experiments; obviously, an electron transfers its energy to the nuclear subsystem during such a long time interval. It will be shown that the above approach deserves attention and leads to the results matching the experimental data if the model parameters typical of scattering process are taken into account correctly.

## 2. FORMULATION OF THE PROBLEM AND MODEL

A model is simple and universal if it contains a minimal number of measurable physical parameters typical of a scattering process. Insignificant details can be disregarded. Let us formulate the basic concepts of the proposed model.

1. The classical turning point for low-energy electrons is at a considerable distance at which the nonsphericity of the potential is unnoticeable.
2. The electron affinity determines the position of the energy level at which the electron is captured.
3. Boundary orbitals play a decisive role in the process of formation of negative ions.
4. In the process of formation of negative ions, the nodal properties of the molecular orbital to which the capture occurs (i.e., the behavior of the wave function at large distances) play a significant role.

As a basis, we take the model of a spherical potential well [12], which roughly approximates the potential of electron attraction to a molecule. This approach basically differs from that used earlier in that the spherical potential well is not treated as a formal mathematical model, but is interpreted in the united atom approximation [14] introduced by Herzberg in the 1930s. The energy levels appearing in a well of depth $U$ and radius $r$ are compared in this case with the molecular orbitals of the molecule being simulated. This molecule is presented in the form of a united atom, viz., pseudoatom with the nucleus containing a number of protons equal to the sum of the charges of the nuclei of the atoms constituting the molecule.

The first parameter to be determined is the radius of the potential well simulating the target molecule. Obviously, a captured electron occupies one of the vacant
molecular orbitals and, hence, is spatially localized in a volume comparable with the volume of the molecule itself. Consequently, it is expedient to choose the radius of the well so that its volume is equal to the volume of the molecule being simulated.

There exist a large number of approaches for determining the intrinsic volume of a molecule. Most of them involve model computation [15]. One of possible approaches, which was described by us in [16, 17], makes use of available structural data. The volume of a molecule can be estimated proceeding from empirical data such as the molecular weight $\mu$ and density $\rho_{0}$ of a substance: $V=\mu / N_{A} \rho_{0}$, where $N_{A}$ is Avogadro's number. Subsequent calculations of the lifetime proved that the latter method of determining volume is preferable.

The spatial size of a negative ion are obviously slightly larger than the size of a target molecule. In order to take into account the change in the volume in the framework of the model used, we introduced earlier [16] the concept of a united anion, which can be described as follows. The molecule being modeled is treated as a united atom whose volume is equal to the volume of the molecule. For estimating the volume of an ion, we introduce the empirical scale factor $k=$ $k_{0} \exp \left(A_{0} / A\right)$ determined from the correlation dependence for the ratio of the ionic and atomic radii of halogen atoms, where $k_{0}=1.478, A_{0}=3.481$, and $A$ is the atomic number of the united atom. The scale correction in the case of a $\mathrm{C}_{60}$ molecule is $k=1.49$. It should be noted that this value is close to the corrections introduced empirically in $[12,13]$ to take into account the increase in the size of negative ions as compared to the corresponding molecule. For example, $k=1.4343$ in [13].

The depth of the potential well is chosen using the following criterion. One of the fundamental parameters of a molecule is its electron affinity (EA), which is equal, by definition, to the difference in the total energies of the molecule and the anion. If EA $>0$, the molecule is capable of forming a long-lived negative molecular ion. This quantity is undoubtedly one of the most important characteristics determining the electron scattering by the molecule [1] and, hence, must form the basis of our calculations.

The simplest way to take into account the value of EA of the target molecule is to consider a shallow potential well with only one energy level whose energy is equal in magnitude to the energy of electron affinity of the molecule being modeled (the symmetry of the wave function for this energy level is $1 s$ ).

We can also choose a potential well of such a depth that it contains $N+1$ levels, the energy of the $(N+1)$ th level being equal to EA. Here, $N$ is the number of occupied molecular orbitals of the molecule. However, such a choice does not guarantee the proper symmetry of the wave function of the $(N+1)$ th level corresponding to the lower vacant molecular orbital. In this case, propositions 3 and 4 forming the basis of the model are
ignored. The version corresponding to the proposed model can be described as follows.

The orbitals of a united atom correlate with the molecular orbitals of the molecule being simulated [14]. Each molecular orbital is put in one-to-one correspondence with one of atomic orbitals of the united atom or (in our case) with the energy levels in a spherical potential well; the orbital angular momentum of these levels is denoted by $L$. The order in which the levels appear in the potential well upon an increase in its depth is known from the course of quantum mechanics [18]: $1 s, 1 p, 1 d, 2 s, 1 f, 2 p, 1 g, \ldots$. For example, the level with $L=5$ corresponding to the lowest unoccupied orbital $T_{1 u}$ of the $\mathrm{C}_{60}$ molecule is the ninth level with an energy equal to the reciprocal value of EA for $\mathrm{C}_{60}: \varepsilon=$ -2.666 eV [19]. Eight deeper lying levels with various degeneracies correspond to occupied molecular orbitals of the fullerene molecule, while the next two levels correspond to vacant molecular orbitals of $\mathrm{C}_{60}$ lying in the discrete spectrum (the so-called second and third electron affinity) (Fig. 1). Similar correlations can be found for any molecule if we know the symmetry of its lowest unoccupied molecular orbital. The model takes into account only a part of the occupied and vacant molecular orbitals of the target molecule, but reflects correctly the symmetry of the lowest unoccupied molecular orbital (to be more precise, the nodal properties of the wave function of a given energy level in the united atom approximation).

Thus, we have a simple and unambiguous criterion for choosing the potential well depth, which takes into account the electron affinity energy of the molecule and the symmetry of the lowest unoccupied molecular orbital. It is clear intuitively that this approach is quite justified since the interaction of slow electrons with molecules, in analogy with chemical reactions, is mainly controlled by the boundary orbitals. In this case, there is no need to take into account all electrons in the molecular system. The most illustrative example in this respect is the Hückel method.

The method of expansion of the wave function of a projectile electron in spherical harmonics (partial waves) in the low-energy region makes it possible to estimate the lifetime of a shape resonance. The delay time $\tau$ of a scattered electron is determined by the phase shift (1), i.e., the phase difference $\delta_{l}$ between the asymptotic solution to Eq. (2) and the asymptotic solution (3) to the same equation in zero field; ultimately, the value of $\tau$ is determined by the potential $V(r)$ [20]:

$$
\begin{gather*}
\tau=2 \hbar \frac{d \delta_{l}}{d E}  \tag{1}\\
\frac{d^{2} u_{l}}{d r^{2}}+\left[k^{2}-U(r)-\frac{l(l+1)}{r^{2}}\right] u_{l}=0  \tag{2}\\
U(r)=\frac{2 m}{\hbar^{2}} V(r)
\end{gather*}
$$



Fig. 1. Models of a spherical rectangular potential well for two shape resonances SR1 and SR2 for scattering of slow electrons by a $\mathrm{C}_{60}$ molecule; $l$ is the orbital quantum number for an electron.

$$
\begin{equation*}
\frac{d^{2} v_{l}}{d r^{2}}+\left[k^{2}-\frac{l(l+1)}{r^{2}}\right] v_{l}=0 . \tag{3}
\end{equation*}
$$

As a result of summation of repulsive and attractive forces, an electron finds itself in a potential well separated from the continuum by a finite-width barrier (Fig. 2). The barrier configuration and the electron energy $E$ determine the lifetime of the negative ion. Figure 2 shows the profiles of the electron capture cross sections according to the shape resonance mechanism for a molecule of fullerene $\mathrm{C}_{60}$. It can be seen from the table that matching with the experiment is quite satisfactory. It should be noted that the calculation of cross sections is required for obtaining a quantitative estimate of the lifetime of the shape resonance. It is immaterial that we formally deal with the calculation of the cross section of the electron elastic scattering at a model potential, while in experiment we register nega-


Fig. 2. Total and partial electron capture cross sections according to the shape resonance mechanism for a $\mathrm{C}_{60}$ molecule. The orbital quantum number for an electron $l=0(1)$, 1 (2), 2 (3), 3 (4), and 6 (5); curve 6 describes the total capture cross section.
tive fragments of negative ions or long-lived molecular ions, i.e., the result of inelastic scattering. Indeed, Compton $[9,13$ ] demonstrated that, if the lifetime of a shape resonance is longer than the period of vibrations of nuclei in an ion, changes in the geometry of the ion, which render it stable to electron autodetachment, become possible, and the term of the ion lies lower than the term of the molecule (Fig. 3). The ion is formed at point $A$ according to the mechanism of a shape resonance. For $\tau>10^{-14} \mathrm{~s}$, the ion starts moving in the term $V_{S R}$ towards the crossing point $B$ with the term $V_{M}$ of the molecule. Having passed point $B$, the ion becomes stable with respect to autodetachment of an electron and can relax, through a nonradiative transition in the vicinity of point $C$, to the ground electron state (term $V_{\text {VEFR }}$ of vibration-excited Feshbach resonance). Thus, longlived negative molecular ions can be observed experimentally as, for example, in the case of anthraquinone derivatives $[17,22]$. The estimation of the lifetime of a shape resonance carried out formally for elastic scattering is quite correct.

Thus, the given model has only three parameters: (i) the potential well width, (ii) the potential well depth describing the attraction of an electron to the molecule, and (iii) the symmetry of the wave function of an extra electron in a temporary negative ion. The first two parameters are determined by the volume of the molecule and the electron affinity energy. It should be noted that neither of these parameters is fitting and taken from some spectral data associated with the measurement of the cross section of electron capture by the molecule. Consequently, fitting is ruled out. Nevertheless, the


Fig. 3. Schematic representation of the potential energy curves for a molecule and the negative ion for the first two resonances in the case of dissociative capture of an electron as a function of the length of the $\mathrm{C}-\mathrm{Cl}$ bond of a molecule $1 \mathrm{Cl}-\mathrm{C}_{14} \mathrm{O}_{2} \mathrm{H}_{8}$.
results of estimation of the lifetime of a shape resonance appear to be quite reasonable (see table).

## 3. RESULTS OF CALCULATION

The developed technique was used for interpreting the mass spectra of negative ions resulting from resonant capture of electrons by the following molecules: diatomic halogen molecules [1-3], parabenzoquinone [4], anthraquinone derivatives [5-11], substituted benzene forms [12-14], fullerene $\mathrm{C}_{60}$ [15], and benzothiadiazoles [16, 17]. The results are compiled in the table. In all the above cases, the theoretical values of the resonance energies are in reasonable agreement with experimental data, and the calculated lifetimes of the shape resonance are sufficient for the formation fragment ions observed in the mass spectra of negative ions.

Figure 1 clearly shows that the partial wave with $l=6$ encounters a barrier at a distance of approximately $12 \AA$ (classical turning point $r_{\text {tp }}$ ), where the nonsphericity of the scattering potential is not very noticeable. Obviously, the lower the shape resonance energy, the longer the distance at which the interaction between an electron and the molecule begins, and the more reliable the result of calculation. Naturally, we do not claim an exact calculation of the electron capture cross section since the main task is to estimate the lifetime of the shape resonance. The above examples confirm that the model of a united anion provides quite adequate results for large molecules, which can hardly be investigated by exact methods, as in the $R$-matrix-theory.


Fig. 4. Capture cross section of the $f(l=3)$ wave of a projectile electron (a) as a function of its energy $E_{\mathrm{el}}$ and the potential well radius $r^{-}$for a fixed depth $U=7.9 \mathrm{eV}$ and (b) as a function of the electron energy and the well depth for a fixed radius $r^{-}=3.78 \AA$.

It should be emphasized that the methods of calculation of lifetimes of shape resonance are critical to the choice of model parameters. Figure 4 shows the dependences of the electron capture cross section on the radius of the spherical potential well (a) and its depth (b). It can easily be seen that resonance peaks appear only in a very narrow range of radii and only for quite defi-
nite depths of the well. This means that these parameters must be chosen with great care. Our experience shows that the best agreement with experiments is attained when the radius of the well is calculated from the data on the density of the substance and using the value the electron affinity measured experimentally by the method of photoelectron spectroscopy of negative ions.

Parameters of model potentials and results of calculation of scattering of slow electrons from polyatomic molecules according to the shape resonance mechanism

| No. | Molecule | EA (eV) | $U(\mathrm{eV})$ | $r^{-}(\AA)$ | $r_{\text {tp }}(\mathrm{A})$ | $l$ | $E_{\text {exp }}(\mathrm{eV})$ | $E_{\text {calc }}(\mathrm{eV})$ | $\begin{gathered} \tau_{\text {calc }} \\ \left(\mathrm{s} \times 10^{-15}\right) \end{gathered}$ | $\tau_{\text {calc }}^{0}\left(\mathrm{~s} \times 10^{-15}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\mathrm{Cl}_{2}$ | 2.40 | 10.12 | 2.38 | 3.5 | 2 | 2.50 | 1.93 | 3 | 1.2 |
| 2 | $\mathrm{Br}_{2}$ | 2.42 | 8.93 | 2.60 | 4.2 | 2 | 1.40 | 1.31 | 5 | 1.6 |
| 3 | $\mathrm{I}_{2}$ | 2.33 | 7.52 | 2.93 | 5.5 | 2 | 0.90 | 0.75 | 12 | 2.2 |
| 4 | $p-\mathrm{C}_{6} \mathrm{H}_{4} \mathrm{O}_{2}$ | 1.99 | 14.02 | 2.75 | 5.2 | 3 | 1.35 | 1.69 | 14 | 1.4 |
| 5 | AQ | 1.59 | 8.27 | 3.72 | 9.2 | 3 | 0.44 | 0.54 | 110 | 3.4 |
| 6 | 2OH-AQ | 1.64 | 8.07 | 3.79 | 10.0 | 3 | 0.34 | 0.46 | 170 | 3.8 |
| 7 | $2 \mathrm{NH}_{2}-\mathrm{AQ}$ | 1.49 | 7.80 | 3.82 | 9.1 | 3 | 0.40 | 0.54 | 100 | 3.6 |
| 8 | $1 \mathrm{NH}_{2}-\mathrm{AQ}$ | 1.46 | 7.90 | 3.78 | 8.7 | 3 | 0.56 | 0.60 | 80 | 3.2 |
| 9 | $1 \mathrm{Cl}-\mathrm{AQ}$ | 1.71 | 8.22 | 3.77 | 10.4 | 3 | 0.27 | 0.43 | 200 | 3.8 |
| 10 | $2 \mathrm{Br}-\mathrm{AQ}$ | 1.81* | 8.04 | 3.86 | 13.0 | 3 | 0.20 | 0.27 | 600 | 4.6 |
| 11 | 1I-AQ | 1.55* | 6.82 | 4.2 | 14.5 | 3 | 0.25 | 0.21 | 1200 | 3.4 |
| 12 | $\mathrm{ClC}_{6} \mathrm{H}_{5}$ | -0.55* | 3.23 | 2.94 | 9.5 | 3 | 0.74 | 0.5 | 6 | 2.8 |
| 13 | $p-\mathrm{ClC}_{6} \mathrm{H}_{4} \mathrm{NO}_{2}$ | 1.26 | 9.69 | 3.28 | 5.9 | 3 | 0.90 | 1.29 | 15 | 2.0 |
| 14 | $p-\mathrm{IC}_{6} \mathrm{H}_{4} \mathrm{NO}_{2}$ | 2.05* | 11.15 | 3.18 | 7.4 | 3 | 0.7 | 0.85 | 60 | 2.4 |
| 15 | $\mathrm{C}_{60}$ | 2.66 | 6.79 | 6.32 | 8.0 | 3 | 0.70 | 0.70 | 12 | 5.2 |
|  |  |  |  |  | 11.6 | 6 | 1.50 | 1.20 | 140 | 4.0 |
| 16 | $4 \mathrm{NH}_{2}, 5 \mathrm{NH}_{2}-\mathrm{C}_{6} \mathrm{H}_{2} \mathrm{~N}_{2} \mathrm{~S}$ | 2.06* | 5.67 | 5.15 | 9.0 | 4 | 1.0 | 0.93 | 40 | 3.6 |
| 17 | $5 \mathrm{NH}_{2}-\mathrm{C}_{6} \mathrm{H}_{3} \mathrm{~N}_{2} \mathrm{~S}$ | 3.22* | 7.87 | 4.55 | 9.8 | 4 | 1.1 | 0.78 | 140 | 3.4 |

[^13]
## 4. CONCLUSIONS

The model of a spherical potential well is applied for obtaining quantitative estimates of the shape resonance lifetime. The analysis is carried out in the united atom approximation, which makes it possible to single out three parameters determining the electron scattering by molecules: the electron affinity energy, the radius of the well, and the symmetry of the lowest unoccupied molecular orbital. These quantities are "observable" in contrast to the existing approaches using formal model parameters.

For all molecules except diatomic halogen molecules, shape resonances with lifetimes sufficient for the formation of long-lived negative ions are observed in the superthermal energy range. This indicates that the model of a united anion operates the better, the larger the size of the target molecule.

The estimates of the lifetime show that the shape resonance can survive without the emission of an electron untill the beginning of nuclear movements. In accordance with the Compton model [9], a negative molecular ion is transformed, after relaxation to the ground electron state, into a vibrationally excited negative molecular ion with a store of vibrational energy consisting of the electron affinity energy, the thermal energy of the target molecule, and the kinetic energy of a captured electron.
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#### Abstract

Stimulated emission of two-level atoms in a high-Q cavity is considered under conditions when pumping produces correlated many-atomic states. Based on the many-body problem, a kinetic equation is obtained for the Glauber-Sudarshan probability, which describes the field in the Fokker-Planck approximation. The statistics of light in this approximation are determined by the atomic correlation functions of the order of no higher than the second. The noise of light is found in the regime of micromaser operation for two types of pumping producing the initial separable states with a classical correlation and entangled states. It is shown that the presence of the initial diatomic correlation enhances the intensity noise. The entangled state of atoms is found from which nonclassical light is generated with a steady-state phase and noise, which can be almost completely suppressed in the low-frequency spectral region. © 2002 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

Micromaser operation of light [1, 2] has recently attracted a lot of attention. On the one hand, this is explained by the extensive study of the properties of micromasers and, on the other, by the possibility of the experimental verification of models in which the quantum description of the interaction of atoms with a field is required. The special feature of micromaser sources is the experimental realization of the conditions when the atomic relaxation is hardly manifested for the time of interaction of atoms with the field, so that the contribution from spontaneous processes is small, while stimulated emission dominates. The statistical properties of stimulated emission are determined by atomic correlations or atomic noise, for which an important role belongs to the pump mechanism. Upon regular pumping, a laser or a micromaser can generate light, which is characterized by a strict regularity of a photon flux in time or by sub-Poisson statistics of photons [3]. Such properties of light are of direct practical interest because in this case the noise is virtually absent.

However, the pump can produce correlated atoms. The theory of micromaser operation based on the standard Lamb-Scully approach [4] proves to be invalid for the description of a radiation source pumped in this way. This is explained by the fact that the Lamb-Scully method is based on a one-particle model, where the atoms are assumed to be independent, and their correlation, for example, of the "regular pump" type is introduced phenomenologically [3]. Our approach is based on the initial many-body problem describing the interaction of $N$ two-level atoms with one mode of a high-Q cavity. In paper [5], where the many-body approach was also used, the nontrivial dynamics of operation of
a micromaser field was found at the initial (but at the same time quasi-stationary) stage of the evolution for the Poisson statistics of injection of clusters consisting of excited independent atoms. Therefore, the question of how the initial state of atoms affects the properties of radiation is, in our opinion, of independent interest.

The process of obtaining the states with a multiparticle correlation is a separate problem, which we will not consider here. We restrict ourselves only to some types of the states that can be produced, for example, using protocols of the quantum theory of information. In this case, all $N$ atoms are at once transferred to a correlated state, and therefore there is no need to discuss separately the question about the regularization inside such a cluster. Based on the many-body approach, we derive the kinetic Fokker-Planck equation for the field by using the formalism developed in paper [6]. However, because we assume that atoms do not interact with each other, although they are in the correlated state, no additional complications appear in Bardeen-Bogo-liubov-Green-Kirkwood-Ivone chains. A special feature of the description of the field in the Fokker-Planck approximation is that the statistics of radiation are determined by atomic correlation functions of the order no higher than the second. It follows from this, in particular, that two different states with the same diatomic density matrix give the same statistics of radiation.

We consider the example of pumping that produces two types of initial states. The first type is a separable state with a classical correlation, which is described by the N -particle density matrix

$$
\begin{equation*}
f(1 \ldots N)=\lambda_{0}(|0\rangle\langle 0|)^{\otimes N}+\lambda_{1}(|1\rangle\langle 1|)^{\otimes N}, \tag{1}
\end{equation*}
$$

where $\lambda_{1}+\lambda_{1}=1$ and $A^{\otimes N}$ is the tensor product $A \otimes$ $A \ldots \otimes A$. In this state, any pair of atoms has a two-particle density matrix of the form

$$
f(1,2)=\lambda_{0}|00\rangle\langle 00|+\lambda_{1}|11\rangle\langle 11|
$$

where $\lambda_{0,1}$ are the level populations. It seems that it is impossible to prepare the $N$-particle state (1) within the framework of a simple pump model, when atoms are irradiated by a classical monochromatic wave. Indeed, consider a set of $N$ independent atoms interacting with a classical wave. The initial entropy in this case is $S=$ $N E_{1}$, where $E_{1}$ is the entropy of an individual atom. Let

$$
E_{1}=-\lambda_{1} \log \lambda_{1}-\left(1-\lambda_{1}\right) \log \left(1-\lambda_{1}\right)
$$

The pumping process can be considered as a unitary evolution retaining entropy, which is $S^{\prime}=E_{1}$ for the state described by expression (1). Therefore, no correlations will appear between the atoms. In other words, a classical monochromatic field does not produce correlations.

The states of the second type are inseparable or entangled, the particles having a special quantum correlation. Such states were obtained experimentally [7]. A nontrivial example of the decay of two atoms interacting with a common thermostat, when entangled atomic states appear even in the absence of a direct interatomic interaction, was considered in [8].

One of the states considered by us belongs to the GHZ (Greenberger-Horne-Zeilinger) class:

$$
\begin{equation*}
\left|\mathrm{GHZ}_{N}\right\rangle=\alpha|0\rangle^{\otimes N}+\beta|1\rangle^{\otimes N} \tag{2}
\end{equation*}
$$

where $|\alpha|^{2}+|\beta|^{2}=1$. For $\alpha=\beta=1 / \sqrt{2}$, the degree of entanglement is maximum, while, for $N=2$, the Ein-stein-Podolsky-Rosen (EPR) pair appears. The state (2) is pure, with a two-particle matrix (1). Assuming $\alpha=0$, we obtain the case of $N$ independent atoms, each of them being in the state $|1\rangle$, which we consider the upper state for definiteness. If the pump produces such atoms, then micromaser emission will have the subPoisson photon statistics, as in the case of a model with regular pumping, the Fokker-Planck equations being completely coincident in these two cases. This means that the monoatomic model of a maser with regular pumping is equivalent to the case considered by us, when all the independent atoms produced upon pumping occupy the upper level.

The second entangled state, which we consider here, has the form

$$
\begin{equation*}
|\zeta\rangle=\alpha|b b\rangle+\beta\left|\Psi^{+}\right\rangle \tag{3}
\end{equation*}
$$

where

$$
|\alpha|^{2}+|\beta|^{2}=1, \quad\left|\Psi^{+}\right\rangle=\frac{|01\rangle+|10\rangle}{\sqrt{2}}
$$

$b=0,1$. Each atom in this state has coherence or polarization. Therefore, the phase of light generated in this case will be constant. We found the conditions under which the field generated from the cavity had the subPoisson photon statistics.

The main goal of our paper is to derive the kinetic equation for the operation field when pumping produces correlated atoms. Based on the equation obtained, we considered the characteristics of the steady-state micromaser operation.

The paper is organized as follows. In Section 2, we derive the kinetic equation in the Fokker-Planck approximation by the method of adiabatic exclusion of atomic variables. The behavior of atomic averages, which determine the field statistics, is considered in Section 3. In Section 4, we obtain the diffusion coefficients of the kinetic equation for different initial atomic states, In Sections 5 and 6, we calculated noise of light for two types of pumping producing classical and quantum correlation.

## 2. BASIC EQUATIONS

Consider $N$ identical two-level atoms in a high-Q cavity, which interact with one cavity mode of the radiation field during the time $T$. Let the frequency of a mode of the electromagnetic field be equal to the working transition frequency. For the micromaser operation, the approximations $1 / T \gg \gamma \gg C$ are typical, where $\gamma$ is the decay rate of atomic levels and $C$ is the decay rate of the field mode. The density matrix $F$ describing atoms and the field at times shorter than $T$, when the atomic relaxation can be neglected, satisfies the equation

$$
\begin{gather*}
\frac{\partial}{\partial t} F=[\vartheta, F] \\
\vartheta=-i \hbar^{-1} V  \tag{4}\\
V=-i \hbar g\left(S_{10} b-S_{01} b^{\dagger}\right)
\end{gather*}
$$

Here,

$$
g=d \hbar^{-1} \sqrt{\frac{\hbar \omega}{2 L^{3} \epsilon_{0}}}
$$

$d$ is the transition dipole moment; $b^{\dagger}$ and $b$ are the operators of photon creation and annihilation, respectively; and the atomic operators $S_{x y}$ are defined by the relations

$$
\begin{gather*}
S_{x y}=\sum_{a=1}^{N} s_{x y}(a)  \tag{5}\\
s_{x y}(a)=|x\rangle_{a}\langle y| \\
x, y=0,1
\end{gather*}
$$

where $|0\rangle_{a}$ and $|1\rangle_{a}$ are the upper and lower states of the atom $a$, respectively. Such collective atomic operators obey the commutation relations

$$
\left[S_{i j}, S_{k l}\right]=\delta_{j k} S_{i l}-\delta_{i l} S_{k j}
$$

We will obtain the kinetic equation for the electromagnetic field by introducing for the density matrix $F$ the representation over the coherent states of the electromagnetic field [6]

$$
\begin{equation*}
F=\int d^{2} \alpha \Phi(\alpha)|\alpha\rangle\langle\alpha| . \tag{6}
\end{equation*}
$$

The new density matrix $\Phi$ is an operator in atomic variables and a numerical function of the field. Its averaging over atoms leads to the known Glauber-Sudarshan quasi-probability or the $P$ function. We can obtain the equation for $\Phi[4]$, taking into account that

$$
[\vartheta, F] \longleftrightarrow\left[\vartheta_{0}, \Phi\right]+\partial_{\alpha}(D \Phi),
$$

where the field operators are replaced by the complex amplitudes $\alpha$ and $\alpha^{*}$ and the derivatives $\partial_{\alpha}$ from them. The Hamiltonian $\vartheta_{0}$ obtained in this way describes the interaction of atoms in a "classical" field with the complex amplitude $\alpha$ and has the form $\vartheta_{0}=g\left(S_{01} \alpha^{*}-\right.$ c.c. $)$. The term containing the derivatives with respect to complex amplitudes is defined by the relation

$$
\partial_{\alpha}(D \Phi)=-\frac{g \partial\left(S_{01} \Phi\right)}{\partial \alpha}+\text { H.c. }
$$

Let us represent $\Phi$ in the form

$$
\begin{equation*}
\Phi=P \otimes f+\Pi, \tag{7}
\end{equation*}
$$

where $f$ is the atomic density matrix for which $\operatorname{Sp}_{A} f=1$, $\Pi$ is the correlation density matrix, $\mathrm{Sp}_{A} \Pi=0$, and the averaging is performed over atomic variables. For the quasi-probability $P=\operatorname{Sp}_{A} \Phi$, we can write the equation

$$
\begin{equation*}
\frac{\partial}{\partial t} P=-g \frac{\partial}{\partial \alpha}\left(\left\langle S_{01}\right\rangle P+\operatorname{Sp}_{A}\left(S_{01} \Pi\right)\right)+\text { H.c. } \tag{8}
\end{equation*}
$$

Hereafter, the angle brackets denote the averaging of atomic operators over the state that is described by the density matrix $f:\left\langle S_{x y}\right\rangle=\operatorname{Sp}_{A}\left(S_{x y} f\right), x, y=0$, 1 . The problem of the interaction of atoms with the field described by the Hamiltonian $\vartheta_{0}$ in which the field is represented only by the complex number $\alpha$ has for $f$ the form

$$
\begin{equation*}
\frac{\partial}{\partial t} f=\left[\vartheta_{0}, f\right] . \tag{9}
\end{equation*}
$$

Based on (4) and taking into account (8) and (9), we can write the exact equation for $\Pi$. However, of great interest is an approximate equation, which gives for the correlation function $\Pi$ a solution containing derivatives with respect to $\alpha$ of the order no higher than the first. Then, only second-order derivatives appear in equation (8) for the field, and therefore $P$ satisfies the Fokker-

Planck equation. This leads to the following problem for $\Pi$ :

$$
\begin{equation*}
\frac{\partial}{\partial t} \Pi=\left[\vartheta_{0}, \Pi\right]-g\left[\frac{\partial}{\partial \alpha}\left(S_{01}-\left\langle S_{01}\right\rangle\right) f+\text { H.c. }\right] P \tag{10}
\end{equation*}
$$

Assuming that the characteristic rate of the field development is smaller than that of atoms (this approximation is valid under conditions of the problem), we can obtain a closed kinetic equation for $P$. Because $T$ is the characteristic time of the interaction of atoms with the field, it is necessary to integrate the equations for $P$ in the interval from $t$ to $T+t$. Let us introduce the largescale derivative

$$
\frac{P(T+t)-P(t)}{T}=\frac{\partial P}{\partial t} .
$$

Taking into account that, in the time interval $T$, the field does not develop, we obtain the kinetic equation

$$
\begin{gather*}
\frac{\partial}{\partial t} P(t)=-g \frac{1}{T} \int_{t}^{T+t} d t^{\prime}  \tag{11}\\
\times\left\{\frac{\partial}{\partial \alpha}\left[\left\langle S_{01}\left(t^{\prime}\right)\right\rangle P(t)+\operatorname{Sp}_{A}\left(S_{01} \Pi\left(t^{\prime}\right)\right)+\text { H.c. }\right]\right\} .
\end{gather*}
$$

For simple relaxation models, the decay of a field mode can be taken into account in this equation with the help of an additional term, whose contribution will be presented below. Coefficients in (11) can be determined from the solution to equations for density matrices $f$ and $\Pi$ for the initial values $f(0)$ and $\Pi(0)$, for example, at $t=0$. Then, we can obtain the states of the field in the cavity at the next moment $T$, assuming that $T$ is much smaller than the characteristic time of the atomic relaxation, which is neglected here. We can also specify a state at the moment $t$, by introducing in this way the pumping mechanism. Then, the atoms prepared by the pump interact with a cavity mode during the time $T$, which can be achieved in two ways. In the first case, the atoms fly through the cavity for the time $T$ by interaction with the mode. The same time of interaction of different clusters with the mode can be achieved in modern experiments with a high precision. In the second case, Q-switching is performed. In this case, the atoms can be located, for example, in traps in the cavity, and the Q-switching of the cavity is performed at the time intervals $T$. In both cases, we can set $t=0$ in the integral in (11), assuming that the atomic state $f(0)$ is specified and the correlation of atoms and the field is $\Pi(0)=0$.

The methods for producing active atoms play an important role because they determine to a great extent the properties of generated light. In the theoretical description of the pumping mechanism, the method applied for the solution of the problem proves to be important. We derived the master equation within the framework of an a priori many-atomic problem, where the pump is introduced as the initial condition for the
atomic density matrix and is explicitly taken into account with the help of such parameters as the atomiclevel populations and the number $N$ of atoms. To write the kinetic equation for the field, common approximations should be used, assuming that the time $T$ of the interaction of the atoms with the cavity mode is much shorter than the lifetime of the atoms at working levels and than the photon lifetime in the cavity. However, during times of the order of $T$, the number of atoms as a parameter specified by the pump can change, for example, arbitrarily [ $N=N(t)$ ]. This circumstance was taken into account, in the case of the pump described by the Poisson statistics, in [3], however, within the framework of the initial monoatomic approach, in which $N=$ $r T$, where $r=r(t)$ is the rate of injection of active atoms to the cavity. This method was used for the description of a regular excitation of atoms by modifying in a phenomenological way the procedure of deriving the equation presented in [3]. Physically, regular pumping means that each atom flying into the cavity is in the upper level, so that $N=r T$ of identical atoms are always found in the cavity after the time $T$ of interaction with the mode. In the case under study, we assume that the number $N$ of atoms after pumping does not depend on time. Physically, this is equivalent to a regular excitation, which produces the sub-Poisson photon statistics. However, we can consider a different optical scheme in which $N$ atoms are in the cavity rather than injected to it. Then, using, for example, Q-switching, we can switch the interaction with the field during the time intervals $T$ separated by the time interval, which is far longer that all other characteristic times, and the initial state of the atoms can be prepared by cloning. The cloning of telecloning protocols allows one to obtain at once $N$ copies or transfer all the atoms to the same state. This property is attractive from the point of view of regular pumping, which solves the problem of preparing many atoms in the same state.

## 3. ATOMIC AVERAGES

According to (8), the behavior of the electromagnetic field is governed by the atomic averages of two types, $\left\langle S_{p}(t)\right\rangle=\operatorname{Sp}_{A}\left(S_{p} f(t)\right)$ and $\operatorname{Sp}_{A}\left(S_{p} \Pi(t)\right)$, where $p=$ $0,1,2,3$ or $p=00,01,10,11$ in the binary representation. The atomic averages describe a semiclassical behavior of light and its noise and are calculated from one- and two-particle density matrices.

The averages of the type $\left\langle S_{p}(t)\right\rangle=N\left\langle s_{p}(t ; 1)\right\rangle$ for identical atoms are expressed in terms of monoatomic averages $\left\langle s_{p}(t ; 1)\right\rangle=\operatorname{Sp}\left(s_{p} f(t ; 1)\right)$, which are calculated from the one-particle matrix $f(t ; 1)=\mathrm{Sp}_{2 \ldots N} f(t ; 1 \ldots N)$. Here, the total density matrix $f=f(t ; 1 \ldots N)$ describing $N$ atoms cannot be factorized due to the properties of pumping, which can produce correlated atomic states.

A different situation appears in calculating averages over the correlation matrix $\Pi$. By integrating (10), we find that they are determined by the variances of manyatomic operators

$$
\begin{gather*}
\operatorname{Sp}_{A}\left(S_{p} \Pi(t)\right)=-g \int_{0}^{t} d t^{\prime}  \tag{12}\\
\times\left[\frac{\partial}{\partial \alpha} D_{p 01}\left(t, t^{\prime}\right)+\frac{\partial}{\partial \alpha^{*}} D_{10 p}\left(t^{\prime}, t\right)\right] P(t),
\end{gather*}
$$

where the two-dimensional correlation functions $D_{p q}(t$, $\left.t^{\prime}\right)(p, q=0,1,2,3)$ have the form

$$
\begin{equation*}
D_{p q}\left(t, t^{\prime}\right)=\left\langle S_{p}(t) S_{q}\left(t^{\prime}\right)\right\rangle-\left\langle S_{p}(t)\right\rangle\left\langle S_{q}\left(t^{\prime}\right)\right\rangle, \tag{13}
\end{equation*}
$$

and the Heisenberg operators $S_{p}(t)$ are averaged over the initial state $f(t=0 ; 1 \ldots N)$ of atoms. It is assumed that atomic operators in (12) commute with operators of differentiation with respect to the complex amplitude, which is a typical condition for the FokkerPlanck approximation [6] used in the derivation of the kinetic equation. Variances can be expressed in terms of one- and diatomic correlators

$$
\begin{gather*}
D_{p q}\left(t, t^{\prime}\right) \\
=N\left[\left\langle s_{p}(t ; 1) s_{q}\left(t^{\prime} ; 1\right)\right\rangle-\left\langle s_{p}(t ; 1)\right\rangle\left\langle s_{q}\left(t^{\prime} ; 1\right)\right\rangle\right](14)  \tag{14}\\
+N(N-1)\left[\left\langle s_{p}(t ; 1) s_{q}\left(t^{\prime} ; 2\right)\right\rangle-\left\langle s_{p}(t ; 1)\right\rangle\left\langle s_{q}\left(t^{\prime} ; 1\right)\right\rangle\right] .
\end{gather*}
$$

Here, to calculate averages appearing in the diffusion coefficients in the kinetic equation, the two-particle matrix $f(t=0 ; 12)$ is required along with the one-particle matrix. This means that, in the Fokker-Planck approximation, the noise of light interacting with atoms is determined only by diatomic correlation functions.

The evolution operator for the problem (9) can be readily written in the case under study. The Hamiltonian $\vartheta_{0}$ is a sum of monoatomic interaction Hamiltonians $\sum_{a} \vartheta_{0}(a), \vartheta_{0}(a)=g\left(s_{01}(a) \alpha^{*}-\right.$ H.c. $)$. Therefore, the evolution operator $\mathrm{U}(1 \ldots \mathrm{~N})$ represents a product of one-particle operators, for which the closed expressions

$$
\begin{gather*}
U(1 \ldots N)=U(1)^{\otimes N}  \tag{15}\\
U(1) \equiv U=\exp \left(t \vartheta_{0}(1)\right)=\mu+v s_{10}(1)-v^{*} s_{01}(1)
\end{gather*}
$$

can be written. Here,

$$
\mu=\cos (g|\alpha| t), \quad v=-\frac{\alpha}{|\alpha|} \sin (|\alpha| t)
$$

By using (15), we can calculate the atomic correlation functions in the Heisenberg representation, in which the one-particle operator has the form

$$
\begin{equation*}
s_{p}(t ; 1)=\sum_{q} R_{p q}(t) s_{q}(1), \tag{16}
\end{equation*}
$$

where $p, q=0,1,2,3$ and the unitary matrix $R_{p q}$ is defined by the expression

$$
R_{p q}=\left(\begin{array}{cccc}
\mu^{2} & -\mu v & -\mu v^{*} & |v|^{2}  \tag{17}\\
\mu v & \mu^{2} & -v^{2} & -\mu v \\
\mu v^{*} & -v^{*^{2}} & \mu^{2} & -\mu v^{*} \\
|v|^{2} & \mu v & \mu v^{*} & \mu^{2}
\end{array}\right)
$$

By using (16), we can find the variances of atomic operators $D_{p q}\left(t, t^{\prime}\right)$, which are expressed in terms of the initial monoatomic averages as

$$
\begin{equation*}
D_{p q}\left(t, t^{\prime}\right)=\sum_{P Q} R_{p P}(t) R_{q Q}\left(t^{\prime}\right) D_{P Q}(0,0) \tag{18}
\end{equation*}
$$

where $p, q, P, Q=0,1,2,3$. The initial correlation function $D_{P Q}(0,0)$ is defined by expression (14), where $t=$ $t^{\prime}=0$. Its form is determined by the mechanism of the pump producing the initial state $f(t=0 ; 1 \ldots N)$ of the atoms.

## 4. FOKKER-PLANCK EQUATION AND DIFFUSION COEFFICIENTS

The kinetic equation for the field in the FokkerPlanck approximation in polar coordinates $I=|\alpha|^{2}, \varphi=$ $\arg \alpha$ takes the form

$$
\begin{equation*}
\frac{\partial}{\partial t} P=\left(\sum_{u, v=I, \varphi} \frac{\partial}{\partial u} A_{u}+\frac{1}{2} \frac{\partial^{2}}{\partial u \partial v} Q_{u v}\right) P . \tag{19}
\end{equation*}
$$

Here, coefficients at the first derivatives depend only on one-particle averages

$$
\begin{align*}
A_{I} & =-\frac{g \sqrt{I}}{T} \int_{0}^{T} d t \exp (-i \varphi)\left\langle s_{01}(t ; 1)\right\rangle+\text { H.c. }, \\
A_{\varphi} & =-\frac{g}{2 \sqrt{I} T} \int_{0}^{T} d t i \exp (-i \varphi)\left\langle s_{01}(t ; 1)\right\rangle+\text { H.c. }, \tag{20}
\end{align*}
$$

unlike the diffusion coefficients, which are expressed in terms of diatomic variance

$$
\begin{equation*}
Q_{u \mathrm{v}}=\theta_{u \mathrm{~V}} \frac{g^{2}}{T} \int_{0}^{T} d t \int_{0}^{t} d t^{\prime} q_{u \mathrm{v}}\left(t, t^{\prime}\right), \tag{21}
\end{equation*}
$$

where $\theta_{u \mathrm{~V}}=\theta_{v u}, \theta_{I \varphi}=1, \theta_{\varphi \varphi}=1 /(4 I), \theta_{I I}=I$,

$$
\begin{align*}
q_{I \varphi} & =q_{\varphi I}=-i \exp (-2 i \varphi) D_{11}\left(t, t^{\prime}\right)+\text { c.c. } \\
q_{\varphi \varphi} & =D_{21}\left(t, t^{\prime}\right)-\exp (-2 i \varphi) D_{11}\left(t, t^{\prime}\right)+\text { c.c. }  \tag{22}\\
q_{I I} & =D_{21}\left(t, t^{\prime}\right)+\exp (-2 i \varphi) D_{11}\left(t, t^{\prime}\right)+\text { c.c. }
\end{align*}
$$

To find the coefficients in the Fokker-Planck equation in the explicit form, it is necessary to specify the initial state $f(t=0 ; 1 \ldots N)$ of atoms prepared by the pump. By using the evolution law (18), we can obtain general expressions for the diffusion coefficients. Thus,

$$
\begin{gather*}
q_{I I}=\sum_{Q=0, \ldots, 3}\left\{2 R_{20}(t) R_{1 Q}\left(t^{\prime}\right)\left(D_{0 Q}-D_{3 Q}\right)\right.  \tag{23}\\
+\left[2 R_{11}(t)-1\right] R_{1 Q}\left(t^{\prime}\right)\left[D_{2 Q}+\exp (-2 i \varphi) D_{1 Q}\right]+\text { c.c. }
\end{gather*}
$$

The expression for $q_{\varphi \varphi}$ is obtained from $q_{I I}$ by replacing the sign $\exp (-2 i \varphi) \longrightarrow-\exp (-2 i \varphi)$,

$$
\begin{align*}
q_{I \varphi}= & -i \sum_{Q=0, \ldots, 3}\left(2 R_{11}(t)-1\right) R_{1 Q}\left(t^{\prime}\right)  \tag{24}\\
& \times \exp (-2 i \varphi) D_{1 Q}+\text { c.c. }
\end{align*}
$$

If the emitting atoms are placed in the cavity, we should include in the Fokker-Planck equation [19] the relaxation term, which describes the radiation emergence from the cavity. For simple models, the decay of the electromagnetic field can be taken into account by adding to (4) the relaxation operator in the Lindblood form

$$
\mathscr{L}(F)=-C \frac{b^{\dagger} b F-b F b^{\dagger}+\text { H.c. }}{2}
$$

where the constant $C / 2$ is determined by the transmission coefficients of cavity mirrors and is equal to the decay rate of the field amplitude. The consideration of the field decay leads to the substitution $A_{I} \longrightarrow A_{I}+C I$. As a result, steady-state operation regimes can appear, in which the diffusion coefficients directly determine the noise of light.

One of the main characteristics of the radiation statistics is the Mandel parameter $\xi$, which determines the deviation of the variance of the number of photons from the Poisson distribution:

$$
\left\langle n^{2}\right\rangle-\langle n\rangle^{2}=\langle n\rangle(1+\xi),
$$

where $n=b^{\dagger} b$ is the operator of the number of photons. In the representation adopted, $\xi=\left\langle\epsilon^{2}\right\rangle /\langle I\rangle$, where $\epsilon=I-$ $\langle I\rangle$ describes the deviation of the intensity from its average value

$$
\langle I\rangle=\int d^{2} \alpha P(\alpha)|\alpha|^{2}
$$

If the intensity fluctuations are small and are independent of phase fluctuations, then it follows from (19) that the diffusion coefficient $Q_{I I}$ determines the Mandel parameter

$$
\begin{equation*}
\xi=Q_{I I}(\langle I\rangle \Gamma)^{-1}, \tag{25}
\end{equation*}
$$

where

$$
\Gamma=C+\left(\frac{\partial A_{i}}{\partial I}\right)_{I=\langle I\rangle}
$$

is the rate of decay of intensity fluctuations. If a field state is classical, then its Mandel parameter is nonnegative. For nonclassical states, $\xi<0$, and therefore the main criterion for the presence of the sub-Poisson statistics is the inequality $Q_{I I}<0$.

## 5. OPERATION IN ATOMS WITH A CLASSICAL CORRELATION

Let us assume that the pump produces correlated atoms in the states of type (1) or (2) for $N \geq 3$. Then,

$$
\begin{gather*}
f(t=0,1)=\lambda_{0}|0\rangle\langle 0|+\lambda_{1}|1\rangle\langle 1|,  \tag{26}\\
f(t=0,12)=\lambda_{0}|00\rangle\langle 00|+\lambda_{1}|11\rangle\langle 11|, \tag{27}
\end{gather*}
$$

where $\lambda_{0}=|\alpha|^{2}$ and $\lambda_{1}=|\beta|^{2}$ are the populations of the lower and upper levels, respectively. In this case, the diffusion coefficients in [19] take the form

$$
\begin{gather*}
Q_{I I}=\frac{N}{T}\left[-\frac{1}{2} \sin ^{4} b+\left(2 \lambda_{1}-1\right) b \sin b \cos b\right. \\
\left.+\left(1-\lambda_{1}\right) \sin ^{2} b+2 \lambda_{1}\left(1-\lambda_{1}\right) \sin ^{4} b\right]+\mathscr{W},  \tag{28}\\
Q_{\varphi \varphi}=\frac{N}{8 I^{2} T}\left[b^{2}+2 \lambda_{1} \sin ^{2} b-\sin ^{2} b\right], \\
Q_{I \varphi}=0,
\end{gather*}
$$

where $b=g \sqrt{I} T$ and the contribution from the diatomic correlation, which is produced by pumping, for both states is represented by the term

$$
\mathscr{W}=\frac{N}{T} 2(N-1) \lambda_{1}\left(1-\lambda_{1}\right) \sin ^{4} b .
$$

If all the atoms are independent or only one atom is present, then $\mathscr{W}=0$. Note that the atomic correlation in the example under study, which is produced by pumping, affects only the intensity noise, while the phase undergoes a usual diffusion and proves to be insensitive to these properties of the initial state of the atoms.

Consider the question about the appearance of nonclassical states of the operation field. The master equation (19), in which diffusion coefficients are defined according to (28), describes the steady-state regime of maser operation, which can be analyzed in the approximation of small fluctuations. Then, assuming that $\epsilon=$ $I-\langle I\rangle \ll\langle I\rangle$, where the average intensity can be determined from the semiclassical operation equation

$$
\begin{equation*}
\frac{\partial}{\partial t}\langle I\rangle=-C\langle I\rangle+\frac{N}{T}\left(\lambda_{1}-\lambda_{0}\right) \sin ^{2} B, \tag{29}
\end{equation*}
$$

we obtain for the Mandel parameter the expression

$$
\begin{equation*}
\xi=\frac{Q_{I I}}{\left(2 \lambda_{1}-1\right) \sin ^{2} B(1-B \cot B)} \frac{T}{N}, \tag{30}
\end{equation*}
$$

where $B=g \sqrt{\langle I\rangle} T$. By using (30), we find the photocurrent spectrum or the noise of light, which is detected with a photodetector in the usual scheme of homodyne detection

$$
\begin{equation*}
i^{(2)}=1+2 \xi \frac{1}{1-B \cot B} . \tag{31}
\end{equation*}
$$

Here, the shot noise level is assumed equal to unity, and a low-frequency part of the spectrum near the zero frequency is chosen. For the operation regime to be stable, the conditions $\lambda_{1}>\lambda_{0}$ and $1-B \cot B>0$ should be satisfied.

Due to the positive contribution ${ }^{\mathscr{W}}$ of diatomic correlations produced by pumping, the Mandel parameter is always nonnegative, so that no nonclassical states appear.

Let $\mathscr{W}=0$. This means, for example, that the pump produces $N$ independent atoms in a pure state, which occupy the upper level $f(t=0,1 \ldots N)=(|1\rangle\langle 1|)^{\otimes N}$. Then, due to the negative term $-\sin ^{4} b / 2$ in the expression for the diffusion coefficient $Q_{I I}, \xi \longrightarrow-1 / 2$, and the shot noise can be almost completely suppressed. For the maser operation regime, this result was obtained assuming regular pumping, which was introduced phenomenologically [3]. It follows from the above discussion that nonclassical states of the field with suppressed noises appear when the pump produces independent atoms in a pure state at the upper level, i.e., when $\lambda_{1}=$ 1 , or there is only one excited atom ( $N=1, \lambda_{1}=1$ ) in the interaction region. If the initial state of atoms has a classical correlation of the type (27), then this correlation enhances the operation-field noise by destroying a nonclassical state of light.

## 6. OPERATION IN ENTANGLED ATOMS

Recall that micromaser operation can occur even when the number of atoms in the active region is small [2]. It would be interesting, in our opinion, to study the characteristics of emission of two entangled atoms with a quantum correlation of the type of the EPR pair, whose state is described by the function $|\mathrm{ENT}\rangle=$ $\alpha|00\rangle+\beta|11\rangle$, which is obtained from (2) for $N=2$. The nonclassical nature of the pair will be manifested the most completely when the particles are entangled to the greatest extent $(|\alpha|=|\beta|=1 / \sqrt{2})$. The latter equality means equal populations of the upper and lower levels of an atom in a entangled state with the density matrix of type (26), where $\lambda_{0}=\lambda_{1}=1 / 2$. Such an atom has no polarization or coherence, so that no steady-state oper-
ation appears in most strongly entangled EPR atoms in the above approximations.

Consider now the entangled atomic state $\zeta$ defined by expression (3), for which

$$
\begin{gather*}
f(t=0 ; 1)=|\alpha|^{2}|b\rangle\langle b|+\frac{|\beta|^{2}}{2}(|0\rangle\langle 0|+|1\rangle\langle 1|) \\
+\frac{\alpha^{*} \beta}{\sqrt{2}}(b|0\rangle\langle 1|+(1-b)|1\rangle\langle 0|)  \tag{32}\\
+\frac{\alpha \beta^{*}}{\sqrt{2}}((1-b)|0\rangle\langle 1|+b|1\rangle\langle 0|) \\
f(t=1,12)=|\zeta\rangle\langle\zeta|
\end{gather*}
$$

where $b=0,1$. In this state, in an atom, along with the coherence

$$
\begin{aligned}
& \left\langle s_{01}(0)\right\rangle=\frac{1}{\sqrt{2}}\left[(1-b) \alpha^{*} b+b \alpha \beta^{*}\right] \\
= & \frac{\ddots}{\sqrt{2}}\left[(1-b) \exp \left(i \Psi_{0}\right)+b \exp \left(-i \Psi_{0}\right)\right],
\end{aligned}
$$

where $U=|\alpha \beta|$, there exists the population inversion at the working transition:

$$
\left\langle s_{11}(1)-s_{00}(1)\right\rangle=(-1)^{1-b}|\alpha|^{2}
$$

For $b=1$, the working transition will be amplifying. The specific feature of the atomic states under study is manifested already in calculation of monoatomic averages. The values of populations and polarization for a two-level atom cannot be arbitrary. Thus, the maximum value of coherence, which appears upon irradiation of the atom by a classical monochromatic wave, is $\left|\left\langle s_{10}(1)\right\rangle\right| \leq 1 / 2$. In the case under study, the value of polarization is lower by a factor of $\sqrt{2}$, which is typical for a entangled state.

The presence of an atomic coherence leads to two specific features. First, a steady-state operation can appear if the population of the upper level is smaller than that of the lower level. Second, because of the phase locking, instead of diffusion the distribution of the phase $\varphi$ of the generated field becomes steady-state. The phase distribution yields the equation

$$
\begin{equation*}
\frac{\partial}{\partial t} \varphi=-\sqrt{2} \frac{g}{\sqrt{I}} थ \sin \left(\varphi-\Psi_{0}\right) \tag{33}
\end{equation*}
$$

which has a steady-state solution leading to a certain phase in the steady-state operation regime:

$$
\begin{equation*}
\varphi_{0}=\Psi_{0} \tag{34}
\end{equation*}
$$

This equality follows from the condition of the steady-state-phase stability. In the approximation of small phase fluctuations, $\mu=\varphi-\varphi_{0}, \mu \ll 1$, we have

$$
\begin{equation*}
\frac{\partial}{\partial t} \mu=-\Gamma_{\mu} \mu \tag{35}
\end{equation*}
$$

where the coefficient

$$
\Gamma_{\mu}=\sqrt{2} \frac{g}{\sqrt{I}} थ \cos \left(\varphi_{0}-\Psi_{0}\right)
$$

determines the decay rate of phase fluctuations and should always be positive, $\Gamma_{\mu}>0$.

The initial atomic coherence results in the appearance of the additional term in the equation for the average intensity of radiation [cf. (29)]:

$$
\begin{align*}
\frac{\partial}{\partial t}\langle I\rangle= & -C\langle I\rangle+\frac{1}{T} 2(-1)^{1-b}|\alpha|^{2} \sin ^{2} B \\
& +\frac{1}{T} 2 \sqrt{2} \ddots \sin B \cos B \tag{36}
\end{align*}
$$

Here, the first term corresponds to the mode decay caused by emission from the cavity. The second term describes emission or absorption of a photon due to inversion at the working transition, while the influence of the atomic coherence is represented by the last term. Note that, in (36), we have already used the steady-state condition (34) for the phase. The gain, which is determined by the sum of the last two terms in (36), differs from that calculated for the monoatomic model [9]. First, in the case under study, the parameter $\alpha$ cannot be zero, and therefore operation of light based directly on the atomic coherence is impossible. Second, the term describing the influence of coherence differs by a factor of $\sqrt{2}$ from the value obtained in other known cases, which is caused by the specific properties of the state (3). For $b=0$, the second term in (36) becomes negative, which does not mean, however, that the operation is impossible. As in a usual situation for a micromaser, a series of almost periodic steady-state states appear during the operation at any of the transitions under study. The stability of these states can be analyzed based on the equation for the intensity fluctuations

$$
\begin{equation*}
\frac{\partial}{\partial t} \epsilon=-\Gamma_{\epsilon} \epsilon \tag{37}
\end{equation*}
$$

where, taking into account the steady-state condition $\partial\langle I\rangle / \partial t=0$, the decay rate of the intensity fluctuations

$$
\begin{gather*}
\Gamma_{\epsilon}=C\left\{1-B(-1)^{1-b}\right. \\
\left.\times \frac{2|\alpha|^{2} \cot B+(-1)^{1-b} \sqrt{2} \ddots\left(\cot ^{2} B-1\right)}{2(-1)^{1-b}|\alpha|^{2}+\sqrt{2} \ddots \cot B}\right\} \tag{38}
\end{gather*}
$$

obeys the condition $\Gamma_{\epsilon}>0$.
The diffusion coefficients of the Fokker-Planck equation (19), which determine the statistical charac-
teristics of the generated radiation, taking into account the steady-state solutions, have the form

$$
\begin{gather*}
Q_{I I}=\frac{1}{T}\left\{2|\beta|^{2} \sin ^{2} B \cos ^{2} B\right. \\
+|\alpha|^{2}\left[\sin ^{2} B\left(\sin ^{2} B+2(1-b)\right)+(-1)^{1-b} B \sin (2 B)\right] \\
+\sqrt{2} U\left[\cos (2 B)\left(B-(-1)^{1-b} \sin B \cos B\right)\right. \\
-(1-b) \sin 2 B]-2\},  \tag{39}\\
Q_{\varphi \varphi}=\frac{1}{4 I^{2} T}\left\{2|\beta|^{2} B^{2}+|\alpha|^{2}\left[B^{2}+(-1)^{1-b} \sin ^{2} B\right]\right. \\
+\sqrt{2} U(\sin B \cos B-B)\}, \\
Q_{I \varphi}=0,
\end{gather*}
$$

where

$$
\begin{gathered}
2=2\left\{(\sqrt{2} \ddots)^{2} \sin ^{2} B \cos ^{2} B\right. \\
\left.-\sqrt{2} \ddots|\alpha|^{2} \sin B \cos B[1-\cos (2 B)]+|\alpha|^{4} \sin ^{4} B\right\} .
\end{gathered}
$$

The independence of the intensity and phase fluctuations follows from the steady-state condition (34). Our calculations showed that, for both initial states of the atoms considered here and for all allowed steady-state states of the light field, the diffusion coefficient $Q_{\varphi \varphi}$ is always positive. This means that no operation of phasesqueezed light occurs, which is caused by a linear phase locking of the atomic coherence and the field.

By using (25), where $\Gamma \longrightarrow \Gamma_{\epsilon}$, we will analyze the radiation statistics. Of direct interest for observation is not the Mandel parameter $\xi$ but the value of the photocurrent from the emission detected at the cavity output in the low-frequency region of the noise spectrum

$$
\begin{equation*}
i^{(2)}=1+2 \xi \frac{C}{\Gamma_{\epsilon}} . \tag{40}
\end{equation*}
$$

Here, unity still corresponds to the detected shot noise, and the quantum efficiency of a photodetector is assumed equal to unity. The negative Mandel parameter causes the suppression of the shot noise, which implies the appearance of a nonclassical state of light with the sub-Poisson photon statistics. The numerical analysis of the expressions obtained suggests the following. In the case of the initial state of atoms with the negative inversion at the transition, $b=0$, of the most interest are the steady-state conditions with the maximum value of the gain profile, which are observed for the atomic coherence $U \approx 0.49$. In this case, a series of almost periodic operation regimes are realized, for which $i^{(2)}=$ 0.27, corresponding to the sub-Poisson light with a noise suppression of $63 \%$. This value is optimal for such an initial atomic state. Recall that, in the monoatomic model [9], the optimum ultimate value of the noise suppression is $i^{(2)}=0.5$. This improvement is associated namely with the state under study and the
manifestation of its characteristics both in steady-state semiclassical equations (33), (36) and in the diffusion coefficients. For an amplifying transition, $b=1$, and expression (39) for $\beta=0$ transforms to (28) for $N=2$ independent atoms. Recall that for independent atoms, the conditions can be created under which the noise is almost completely suppressed. In the case under study, the noise is also almost completely suppressed in different almost periodic steady-state regimes. The noise suppression is achieved by preparing the initial state in such a way that only the upper level is predominantly populated for both atoms $\left(|\alpha|^{2} \gg|\beta|^{2}\right)$. The presence of even weak coherence at the transition results in a strictly definite phase of the operation field, while the negative diatomic contribution produces the sub-Poisson photon statistics and almost complete suppression of the shot noise $\left(i^{(2)} \longrightarrow 0\right)$.

## 7. CONCLUSIONS

We have obtained the kinetic equation for a singlemode electromagnetic field interacting with $N$ twolevel atoms in a high-Q cavity. Although it is assumed that the atoms do not interact with each other, their initial state prepared by pumping can be uncorrelated in the general case. This requires the consideration of a many-atomic problem. The kinetic equation was written for the Glauber $P$ function in the Fokker-Planck approximation, where coefficients are determined only by one- and diatomic correlation functions. This means that, in this approximation, all the many-atomic states with identical one- and two-particle density matrices give the same radiation statistics. We considered the micromaser operation when the relaxation from the working levels can be neglected. The presence of a classical diatomic correlation enhances the noise of the generated light compared to the case of independent atoms whose emission has the sub-Poisson photon statistics. In a special case of a entangled state of type (3), a field can be generated with a certain steady-state phase and ultimately suppressed noise of the homodyne detection.
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#### Abstract

A hypothesis is considered that the reactions $p+\mathrm{He} \longrightarrow \mathrm{H}+\mathrm{He}^{+}$and $p+\mathrm{He} \longrightarrow \mathrm{H}+\mathrm{He}^{++}+e$ at very small scattering angles of hydrogen can be used for the angular spectroscopy of electron correlations in a target. It is shown that this hypothesis is inconsistent. © 2002 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

A number of sufficiently fine experiments have been carried out over the last several years on the capture of an electron by a fast proton from a helium target, including those with a simultaneous transfer ionization process. With the use of a unique cold target recoil ion momentum spectroscopy (COLTRIMS), all independent kinematic characteristics of the final products of reactions were measured: the polar and azimuthal angles of hydrogen, as well as the momentum and energy of a $\mathrm{He}^{++}$ion [1-3]. The azimuthal scattering angle $\theta_{p}$ of hydrogen was as small as $0.1-0.5 \mathrm{mrad}$, which is about 100 times less than that obtained in earlier experiments of this type. The proton energy $E_{p}$ ranged from 0.15 to 1.4 MeV .

The singly differential cross section $d \sigma / d \theta_{p}$ of these reactions in the range of $\theta_{p}$ from 10 to 1000 mrad represents a sufficiently smoothly and rapidly decreasing function, which is satisfactorily described within the continuum distorted wave formalism [4, 5]. At angles of $\theta_{p}=0.1-0.3 \mathrm{mrad}$, this curve attains its principal maximum (not counting relatively small Thomas peaks at appropriate scattering angles $[6,7]$ greater than 0.5 mrad ).

The authors of the experimental works [1-3] suggested that the reaction $p+\mathrm{He} \longrightarrow \mathrm{H}+\mathrm{He}^{++}+e$ in this range of extremely small scattering angles $\theta_{p}$ can be used for obtaining new and extraordinary information on the structure of the wave function of the target in the momentum representation. The present paper is devoted to the theoretical analysis of this concept. Throughout this paper, we use atomic units.

## 2. THEORY

For brevity, we will call the reaction

$$
\begin{equation*}
p+\mathrm{He} \longrightarrow \mathrm{H}+\mathrm{He}^{+} \tag{1}
\end{equation*}
$$

a simple capture ( SC ) reaction and

$$
\begin{equation*}
p+\mathrm{He} \longrightarrow \mathrm{H}+\mathrm{He}^{++}+e \tag{2}
\end{equation*}
$$

a transfer ionization (TI) reaction. We will also use the following notation: $\mathbf{v}_{p}\left(\mathbf{p}_{p}\right)$ is the proton velocity (momentum), $\mathbf{v}_{\mathrm{H}}\left(\mathbf{p}_{\mathrm{H}}\right)$ is the hydrogen velocity (momentum), $\mathbf{k}$ is the momentum of the escaped electron, $\mathbf{K}$ is the momentum of the residual ion, and $E$ is the total energy of the system. In atomic units, the proton mass is $m=1836.15$ and the ion mass is $M \approx 4 m$. In addition, we introduce the transferred momentum

$$
\mathbf{q}=\mathbf{p}_{\mathrm{H}}-\mathbf{p}_{p}=(m+1) \mathbf{v}_{\mathrm{H}}-m \mathbf{v}_{p} .
$$

First, consider the TI reaction. In the notation introduced, the energy and momentum conservation laws in the laboratory system of coordinates are expressed as

$$
\begin{equation*}
\mathbf{K}+\mathbf{k}+\mathbf{q}=0 \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
E=\frac{p_{p}^{2}}{2 m}+E_{0}^{\mathrm{He}}=\frac{p_{\mathrm{H}}^{2}}{2(m+1)}+\frac{k^{2}}{2}+\frac{K^{2}}{2 M}+E_{0}^{\mathrm{H}}, \tag{4}
\end{equation*}
$$

respectively. Here, $E_{0}^{\mathrm{He}}=-2.903$ and $E_{0}^{\mathrm{H}}=-0.5$. For convenience, we introduce the quantity $Q=E_{0}^{\mathrm{He}}-E_{0}^{\mathrm{H}}=$ -2.403 .

The proton energy $E_{p}$ ranges from 0.15 to 1.4 MeV , which corresponds to $v_{p}=2.45-7.49$. At the same time,
it follows from the experiments that the measured values of the ion momentum and the transferred momentum at very small angles $\theta_{p}$ only amount to a few atomic units; this fact allows one to neglect the energies $K^{2} / 2 M$ and $q^{2} / 2 m$ as compared with other terms in Eq. (4). We stress that this can only be done at very small angles $\theta_{p}=0.1-0.5 \mathrm{mrad}$, when the helium ion remains at rest. At larger scattering angles, the proton-nucleon ( $p N$ ) Coulomb interaction begins to play an increasing role, which significantly increases the transferred momentum and the momentum of the residual ion, which starts to move. Under the approximations made, it follows from (4) that

$$
\begin{equation*}
\mathbf{v}_{p} \mathbf{q}=\frac{1}{2} v_{p}^{2}-\frac{1}{2} k^{2}+Q . \tag{5}
\end{equation*}
$$

If we choose the proton velocity vector as the $z$ axis, we have $\mathbf{q}=\left(\mathbf{q}_{\perp}, q_{z}\right)$, where

$$
\begin{equation*}
q_{z}=\frac{v_{p}}{2}-\frac{k^{2}-2 Q}{2 v_{p}} \tag{6}
\end{equation*}
$$

and $q_{\perp}=m v_{p} \sin \theta_{p} \approx m v_{p} \theta_{p}$. Note in passing that Eqs. (3)-(5) allow one to determine the total momentum of the electron provided that the momentum of the ion has been measured, to obtain appropriate constraints, etc.

For the SC reaction, Eqs. (3) and (4) are rewritten as

$$
\begin{equation*}
\mathbf{K}+\mathbf{q}=0 \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{p_{p}^{2}}{2 m}+E_{0}^{\mathrm{He}}=\frac{p_{\mathrm{H}}^{2}}{2(m+1)}+\frac{K^{2}}{2(M+1)}+E_{0}^{\mathrm{H}}+E_{0}^{\mathrm{He}^{+}} \tag{8}
\end{equation*}
$$

where $E_{0}^{\mathrm{He}}{ }^{+}=-2$. Here, it is convenient to introduce a quantity $Q^{\prime}=E_{0}^{\mathrm{He}}-E_{0}^{\mathrm{H}}-E_{0}^{\mathrm{He}}{ }^{+}=-0.403$. Equation (6) is modified as follows:

$$
\begin{equation*}
q_{z}=\frac{v_{p}}{2}+\frac{Q^{\prime}}{v_{p}} \tag{9}
\end{equation*}
$$

Now, we pass on to the dynamics of the processes. Let us write the Hamiltonian of the system $p+\mathrm{He}$ as

$$
\begin{equation*}
\mathscr{H}=\mathscr{H}_{p}+\mathscr{H}_{\mathrm{He}}+V_{p \mathrm{He}} \tag{10}
\end{equation*}
$$

where

$$
\begin{gather*}
\mathcal{H}_{p}=p_{p}^{2} / 2 m \\
\mathcal{H}_{\mathrm{He}}=k_{1}^{2} / 2+k_{2}^{2} / 2+V_{N e_{1}}+V_{N e_{2}}+V_{e e}  \tag{11}\\
V_{p \mathrm{He}}=V_{p e_{1}}+V_{p e_{2}}+V_{N p} \\
V=V_{p \mathrm{He}}+V_{N e_{1}}+V_{N e_{2}}+V_{e e} .
\end{gather*}
$$

Next, we use the following notation: $\left|\Phi_{0}\right\rangle$ is the wave function of the helium atom at rest in the ground state;
$\left|\mathbf{p}_{\mathrm{H}}, \varphi_{\mathrm{H}}\right\rangle$ is the wave function of the hydrogen atom in the ground state that moves at velocity $\mathbf{v}_{\mathrm{N}}$; and $\left|\mathbf{K}, \varphi^{-}(\mathbf{k})\right\rangle$ is the wave function of the electron in the field of the ion $\mathrm{He}^{++}$with momentum $\mathbf{K}$ (in the case of the SC reaction, one should take the function $\left|\varphi_{0}\right\rangle$ of the bound electron instead of $\left.\left|\varphi^{-}(\mathbf{k})\right\rangle\right)$.

We consider a helium atom in a singlet state; therefore, it is convenient to represent the amplitude of the TI reaction with regard to all the necessary symmetries as follows:

$$
\begin{equation*}
\mathscr{T}=\left\langle\mathbf{p}_{p} \Phi_{0}\right| V_{p \mathrm{He}}\left[1+G(E) V_{\mathrm{out}}\right]\left|\Psi_{\mathrm{out}}\right\rangle \tag{12}
\end{equation*}
$$

where

$$
G(E)=\left(E-\mathscr{H}_{p}-\mathscr{H}_{\mathrm{He}}-V+i \varepsilon\right)^{-1}
$$

is the full Green's function of the problem and $\left|\Psi_{\text {out }}\right\rangle$ is determined from the equation

$$
\left[E-H_{0}-\left(V-V_{\text {out }}\right)\right]\left|\Psi_{\text {out }}\right\rangle=0
$$

where $V_{\text {out }}=V_{e e}+V_{p N}$.
The amplitude (12) is exact, and the final state represents the wave function of two noninteracting electrons in the field of two centers that move relative to each other. Here, we consider the approximation of this complicated function by its asymptotic value, i.e., by the normalized combination of functions

$$
\left\langle\mathbf{r}_{p}, \mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{N} \mid \mathbf{p}_{\mathrm{H}}, \varphi_{\mathrm{H}} ; \mathbf{K}, \varphi^{-}(\mathbf{k})\right\rangle,
$$

which is symmetric with respect to the electron coordinates. Even this simplification leaves open the problem of correct normalization, which requires the orthogonalization of all components. However, considering the velocity $v_{p}$ as a large parameter in the problem, one can neglect the cross-terms in the normalization integral and obtain an approximate normalization factor of $N=$ $1 / \sqrt{2}$.

Formula (12) clearly shows that the term in the first Born approximation in $V_{p \mathrm{He}}$ in problems with rearrangement is largely determined by the choice of the output potential $V_{\text {out }}$, i.e., by the interaction in the final state; therefore, this term does not provide a suitable approximation for the amplitude $\mathscr{T}$ even for a large energy $E$. However, we will consider this term because it is this term that includes the simplest mechanism when one electron is captured immediately by a proton from an atom, while the other is emitted by the $\mathrm{He}^{+}$ion due to the shake-off process of the internal electric field in the atom. Indeed, leaving only $V_{p \mathrm{He}}$ in (12) and calculating the matrix element, we obtain

$$
\begin{gather*}
\mathscr{J}_{0}=-4 \pi \sqrt{2} \int \frac{d \mathbf{x}}{(2 \pi)^{2}} \frac{\tilde{\varphi}_{\mathrm{H}}(\mathbf{x})}{\left|\mathbf{v}_{p}-\mathbf{q}-\mathbf{x}\right|^{2}}[F(\mathbf{q} ; 0 ; \mathbf{k})  \tag{13}\\
\left.+F\left(\mathbf{v}_{p}-\mathbf{x} ;-\mathbf{v}_{p}+\mathbf{q}+\mathbf{x} ; \mathbf{k}\right)-2 F\left(\mathbf{v}_{p}-\mathbf{x} ; 0 ; \mathbf{k}\right)\right]
\end{gather*}
$$



Fig. 1. Singly differential cross section $d \sigma / d \theta_{p}$ for the reaction $p+\mathrm{He} \longrightarrow \mathrm{H}+\mathrm{He}^{+}$calculated with the use of the following functions: (solid curve) CVP, (squares) BK, and (triangles) Hy for four different values of the collision energy $E_{p}$ : (a) 1.4, (b) 0.8, (c) 0.4 , and (d) 0.15 MeV . Relative error of the experiment (circles) in case (a) is no greater than $10 \%$ in the range of angles considered.
where

$$
\begin{align*}
& F(\mathbf{y} ; \mathbf{\eta} ; \mathbf{k})=\int \exp \left(-i \mathbf{y} \cdot \mathbf{r}_{1}-i \boldsymbol{\eta} \cdot \mathbf{r}_{2}\right) \\
& \quad \times \varphi^{-*}\left(\mathbf{k}, \mathbf{r}_{2}\right) \Phi_{0}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right) d \mathbf{r}_{1} d \mathbf{r}_{2}  \tag{14}\\
& \quad=\int \frac{d \boldsymbol{\xi}}{(2 \pi)^{3}} \tilde{\varphi}^{-*}(\mathbf{k}, \boldsymbol{\xi}) \tilde{\Phi}_{0}(\mathbf{y}, \boldsymbol{\eta}+\boldsymbol{\xi})
\end{align*}
$$

(the tilde over the functions denotes the momentum representation of these functions). Invoking the equation for the hydrogen wave function in the momentum representation,

$$
\begin{equation*}
\left(E_{0}^{\mathrm{H}}-\frac{x^{2}}{2}\right) \tilde{\varphi}_{\mathrm{H}}(\mathbf{x})=\int \frac{d \mathbf{x}^{\prime}}{(2 \pi)^{3}} \frac{-4 \pi}{\left|\mathbf{x}-\mathbf{x}^{\prime}\right|^{2}} \tilde{\varphi}_{\mathrm{H}}\left(\mathbf{x}^{\prime}\right) \tag{15}
\end{equation*}
$$

whose normalized solution

$$
\begin{equation*}
\tilde{\varphi}_{\mathrm{H}}(\mathbf{x})=\frac{8 \sqrt{\pi}}{\left(1+x^{2}\right)^{2}} \tag{16}
\end{equation*}
$$

is well known, we obtain

$$
\begin{equation*}
\mathscr{T}_{0}^{(1)}=-\frac{4 \sqrt{2 \pi}}{1+\left|\mathbf{v}_{p}-\mathbf{q}\right|^{2}} F(\mathbf{q} ; 0 ; \mathbf{k}) \tag{17}
\end{equation*}
$$

This is nothing but the first term in the sum (13), which corresponds to the shake-off process described above. Note that the electron captured by a proton has momentum $\mathbf{q}$, and the process described by formula (17) is a purely quantum one, which has nothing to do with the classical resonant capture. The second term in (13) represents the exchange term, and the third term corresponds to the Coulomb interaction of a proton with the nucleus in the first Born approximation.

Here, we restrict our attention to the amplitude (17) since the quantity

$$
\begin{align*}
& F(\mathbf{q} ; 0 ; \mathbf{k})=\int \exp \left(-i \mathbf{q} \cdot \mathbf{r}_{1}\right)  \tag{18}\\
& \times \varphi^{-*}\left(\mathbf{k}, \mathbf{r}_{2}\right) \Phi_{0}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right) d \mathbf{r}_{1} d \mathbf{r}_{2}
\end{align*}
$$

represents the Fourier transform of the coordinate wave function of the helium atom; according to the hypothesis of the authors of the experiments, it is this term that should dominate in the general amplitude (12) and pro-


Fig. 2. Same as in Fig. 1 for the reaction $p+\mathrm{He} \longrightarrow \mathrm{H}+e+\mathrm{He}^{++}$. Relative error of the experiment (circles) in case (a) is no greater than $20 \%$ in the range of angles considered.
vide information on the correlation structure of the wave function $\Phi_{0}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)$ in the range of very small angles $\theta_{p}$. Note that a function of type (18) appears in the amplitude of the process $(e, 3 e)[8,9]$; it was demonstrated that this process provides a powerful tool for the angular spectroscopy of $e-e$ correlations in the target under investigation.

In the case of the SC reaction, the amplitude is given by (17); however, one should replace the amplitude $\varphi^{-*}(\mathbf{k}, \mathbf{r})$ in integral (18) by $\varphi_{0}(r)=\sqrt{(8 / \pi)} \exp (-2 r)$.

The differential cross section of the TI process is represented as

$$
\begin{equation*}
d^{5} \sigma=\frac{|\mathscr{T}|^{2}}{v_{p}^{2}} \frac{d \mathbf{q}_{\perp}}{(2 \pi)^{2}} \frac{d \mathbf{k}}{(2 \pi)^{3}}=\frac{m^{2}}{(2 \pi)^{5}}|\mathscr{T}|^{2} d \Omega_{\mathrm{H}} d \mathbf{k} \tag{19}
\end{equation*}
$$

The singly differential cross section, which we calculated, follows from (19):

$$
\begin{equation*}
\frac{d \sigma}{d \theta_{p}}=\left.\frac{m^{2} \theta_{p}}{(2 \pi)^{4}}| | \mathscr{T}\right|^{2} d \mathbf{k} \tag{20}
\end{equation*}
$$

For the SC reaction, formula (20) reduces to

$$
\begin{equation*}
\frac{d \sigma}{d \theta_{p}}=\frac{m^{2} \theta_{p}}{2 \pi}|\mathscr{T}|^{2} \tag{21}
\end{equation*}
$$

## 3. RESULTS OF CALCULATIONS AND DISCUSSION

Figures 1 and 2 represent the calculated cross sections (20) and (21) with the amplitude $\mathscr{T}_{0}^{(1)}$. In these calculations, we used the following three functions $\Phi_{0}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)$ :
(1) the simplest of the Hylleraas functions [10]

$$
\Phi_{0}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)=\frac{Z^{3}}{\pi} \exp \left[-Z\left(r_{1}+r_{2}\right)\right], \quad Z=\frac{27}{16}
$$

(indicated by the symbol Hy);
(2) one of the best functions of Bonham and Kohl [11] (number 17, denoted by BK);
(3) yhe factorized 12 -component correlated variational function [12], denoted by CVP, which was designed by the authors specially for the present study. The experimental results are borrowed from [1].

We should immediately point out several features of the processes considered. First, the value $v_{p} \approx 7$ in the upper limit of the range of proton energies allows us to treat the proton velocity as a large parameter in the problem. The transferred momentum $q \geq v_{p} / 2$ also is a large parameter; this fact distinguishes the capture reaction from the reactions $(e, 2 e)$ and $(e, 3 e)$, where this parameter is small $(q \sim 0-2)$. On the other hand, if, by analogy with the processes $(e, 2 e)$ and $(e, 3 e)$, we calculate the velocity $v_{p}$ for the energy of the initial electron, then this energy will correspond to 700 eV in the upper limit, which is obviously insufficient for the impulse approximation.

Second, one can easily show that $\mathscr{T}_{0}^{(1)} \propto v_{p}^{-6}$ in the case of a simple separable function Hy. Other, more correlated, functions also have the same order of smallness. However, if we analyze (at least qualitatively) the second Born approximation [13], or more accurately calculate the two-center function $\Psi_{\text {out }}$ in (12), then we can see more terms of the same order. Thus, one should not expect that $\mathscr{T}_{0}^{(1)}$ is a suitable approximation even for asymptotically large $v_{p}$.

These features are manifested in the figures. In the case of the SC reactions, all the calculated results virtually coincide but appreciably differ from the experimental results: (1) the absolute values in the maximum for $E_{p}=1.4 \mathrm{MeV}$ differ approximately by a factor of six; (2) the maximum itself is shifted toward smaller scattering angles; and (3) the shapes of the curves do not coincide (the experimental curve decays much more slowly after the maximum).

The same applies to the TI reactions, although the results of calculations for correlated and uncorrelated functions are different, as was to be expected.

The comparison of the theoretical and experimental results shows that, even for very small angles when the amplitude $\mathscr{T}_{0}^{(1)}$ seems to dominate and carry certain exclusive information on electron-electron correlations in the target, corrections due to other mechanisms in the first and second Born approximations are sufficiently large so that the reaction $p+\mathrm{A} \longrightarrow \mathrm{H}+e+\mathrm{A}^{++}$cannot be considered useful for the method of angular spectroscopy of correlations.
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#### Abstract

Short laser pulses can be significantly amplified in the process of Raman backscattering in plasma inside an oversized dielectric capillary. A dielectric capillary allows obtaining high intensities of the output radiation by sustaining efficient amplification at large distances compared to the diffraction length. The efficiency of the interaction between the pump wave and the amplified pulse is shown not to be critically sensitive to the transverse structure of the wave fields. For a quasi-single-mode initial seed pulse and a low pump intensity, the amplified pulse tends to preserve its transverse structure due to nonlinear competition of the capillary eigenmodes. At a high power of the pump wave, multimode amplification always takes place but the growth of the front peak of the pulse still follows the one-dimensional model. The Raman backscattering instability of the pump wave resulting in the noise amplification can be suppressed in detuned interaction by chirping the pump wave or arranging an inhomogeneous plasma density profile along the trace of amplification. The efficiency of the desired pulse amplification does not significantly depend on detuning in the case of a smooth detuning profile. Density inhomogeneities are shown to exert less influence on the amplification within a capillary than in the one-dimensional problem. Parameters of a future experiment on the Raman amplification of a short laser pulse inside a capillary are proposed. © 2002 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

Laser intensities inside conventional amplifiers are limited to gigawatts ( $\mathrm{GW}=10^{9} \mathrm{~W}$ ) per $\mathrm{cm}^{2}$, above which a nonlinear modification of the material refraction index causes unacceptable distortions of the laser pulses [1]. The chirp pulse amplification technique allows increasing the output intensities by means of the longitudinal compression of laser pulses after their amplification [2]. The compression is usually performed by means of metallic diffraction gratings, which can survive intensities not larger than tens of TW $/ \mathrm{cm}^{2}\left(\mathrm{TW}=10^{12} \mathrm{~W}\right)$ [1]. One of the most promising ways for further increasing the output intensities consists in using the advantages of plasma technology [3]. Replacing all the major elements of the amplification-compression scheme by one element containing fully ionized plasma capable of acting as the stretcher, the nonlinear amplification medium, and the compressor simultaneously is cheaper and more adequate compared to the extensive development of traditional solid-state devices.

Currently, significant attention is attracted to the problem of generating ultraintense laser pulses in plasmas by means of the Raman backscattering process [3]. In this process, the seed pulse amplification follows the resonant excitation of a plasma wave provided by the beating of the seed pulse and the counterpropagating

[^14]pump wave. The pump wave energy is primarily absorbed by the front part of the amplified pulse, which results in compression of the latter. By means of the resonant mechanism discussed in this paper, the amplified pulse duration can be decreased to the period of Langmuir oscillations. In what follows, we term such pulses as short, which corresponds to a femtosecond laser pulse duration for realistic experimental conditions. (As shown in [4], amplification of even shorter pulses is possible via Compton backscattering, which remains out of the scope of our study, although it represents a process complementary to the Raman interaction of laser waves.)

Compared to its solid-state analogues or plasma amplifiers utilizing the interaction of copropagating pulses, the scheme allows faster amplification, higher maximum output wave intensities, higher thresholds for developing plasma instabilities, and better limits for the nonlinear pulse compression. Because of a relative simplicity of the experimental implementation, the Raman backscattering pulse amplification in plasmas can successfully compete with more complicated techniques of generating femtosecond laser pulses [2].

Conventionally, the problem of short laser pulse amplification in the Raman backscattering process in plasmas is considered within the framework of a onedimensional (1D) model, and the transverse structure of the pulse is neglected [1, 3, 5]. But the transverse effects
can become important in the experimental implementation of the amplification scheme and further practical applications. The study of the transverse effects was recently started for the pulse interaction in vacuum [6], where the amplification efficiency is significantly limited by the transverse diffraction of the amplified pulse. An efficient interaction in a boundless medium is only possible at distances small compared to the diffraction (Rayleigh) length $z_{\mathrm{R}} \sim k R^{2}$, where $k=2 \pi / \lambda$ is a characteristic wave number of the seed pulse and $R$ is its characteristic transverse scale. After the amplified pulse passes the distance $z \gg z_{\mathrm{R}}$, diffraction increases the transverse scale of the pulse and, therefore, lowers its intensity, which results in a decrease in the interaction efficiency.

In order to maintain high interaction efficiency at large spatial scales compared to $z_{\mathrm{R}}$, additional laser pulse focusing must be applied. Because of the high intensities of the amplified radiation, conventional dielectric lenses cannot adequately focus the amplified pulse. The problems of the refraction index distortion or even the dielectric medium breakdown, which might occur, can be eliminated using the channeling properties of a dielectric capillary that plays the role of an optical waveguide for both the pump wave and the amplified pulse. (A similar technique is often used in other Raman media for pulse amplification with significantly lower wave intensities [7, 8].) In oversized ( $R \gg \lambda$ ) dielectric capillaries, the field amplitude decreases to the edges of the transverse waveguide cross section and almost equals zero on the inner wall of the tube [9]. Therefore, it is possible to have a field amplitude higher than critical (with respect to the breakdown of the dielectric material of the waveguide walls) in the center of the capillary without damaging its walls. These and other properties of channeling laser pulses in the process of the Raman backscattering amplification within a dielectric capillary are the main subject of this paper.

The paper is organized as follows. In Section 2, we give the basic equations describing Raman backscattering in plasmas. In Section 3, we revise some aspects of the 1D Raman amplification problem. We consider the capillary problem in Section 4, where we develop a mode approach allowing quantitative and simple qualitative understanding of some phenomena occuring during the laser pulse interaction inside a capillary. We also generalize the conventional 1D linear theory of pulse amplification by considering the interaction between the capillary modes of the amplified pulse and discuss some aspects of selective mode discrimination in capillaries. Single- and multimode amplification regimes are discussed in Section 5 in detail. In Section 6, we discuss the problem of detuned amplification. Some numerical estimates and the summary of the main ideas are given in Section 7. Specific features of the cylindric dielectric capillary are discussed in the Appendix.

## 2. BASIC EQUATIONS

Equations for vector electric fields describing paraxial propagation of laser pulses along the $z$ axis can be written as (see, e.g., $[10,11])$

$$
\begin{gather*}
\partial_{t} \mathbf{a}+c \partial_{z} \mathbf{a}-\frac{i c^{2}}{2 \omega_{a}} \nabla_{\perp}^{2} \mathbf{a}=\omega_{p} \mathbf{b} f,  \tag{1}\\
\partial_{t} \mathbf{b}-c \partial_{z} \mathbf{b}-\frac{i c^{2}}{2 \omega_{b}} \nabla_{\perp}^{2} \mathbf{b}=-\omega_{p} \mathbf{a} f^{*},  \tag{2}\\
\partial_{t} f+i \delta \omega f=-\frac{\omega}{2} \mathbf{b}^{\dagger} \cdot \mathbf{a}, \tag{3}
\end{gather*}
$$

where the vectors $\mathbf{a}$ and $\mathbf{b}$ represent the slowly changing amplitudes of the respective electric fields

$$
\begin{align*}
& \mathbf{E}_{a}=\frac{m_{e} c \omega_{a}}{e}\left\{i \mathbf{a} \exp \left(i k_{a} z-i \omega_{a} t\right)+\text { c.c. }\right\},  \tag{4}\\
& \mathbf{E}_{b}=\frac{m_{e} c \omega_{b}}{e}\left\{i \mathbf{b} \exp \left(i k_{b} z-i \omega_{b} t\right)+\text { c.c. }\right\}
\end{align*}
$$

of the pump and the seed pulse, and $f$ is the normalized potential of the plasma wave electric field

$$
\begin{equation*}
\mathbf{E}_{f}=\mathbf{k}_{f}^{(0)} \frac{m_{e} c \omega_{p}}{e}\left\{f \exp \left(i k_{f} z-i \omega_{f} t\right)+\text { c.c. }\right\} \tag{5}
\end{equation*}
$$

where

$$
\begin{gathered}
\mathbf{k}_{f}^{(0)}=\mathbf{k}_{f} / k_{f}, \quad \mathbf{k}_{f}=\mathbf{z}^{(0)}\left(k_{a}-k_{b}\right) \\
\omega_{f}=\omega_{a}-\omega_{b}=\omega_{p}-\delta \omega .
\end{gathered}
$$

Here,

$$
\omega_{p}=\sqrt{\frac{4 \pi n_{e} e^{2}}{m_{e}}}
$$

is the plasma frequency, $n_{e}$ is the electron density, and $e$ and $m_{e}$ are the electron charge and mass respectively. We assume the rare plasma conditions $\omega_{p}<\omega_{a} \approx \omega_{b} \equiv$ $\omega$ and $k_{\rho} \lambda_{D} \ll 1$, and therefore, $k_{a, b} \approx \omega_{a, b} / c$ and the dispersion of plasma waves can be neglected $\left(\partial_{k} \omega_{f} \approx 0\right)$. In terms of the dimensionless amplitude $a$, the pump intensity is

$$
\begin{gathered}
I_{a}=\pi c\left(m_{e} c^{2} / e\right)^{2}|a|^{2} / \lambda^{2} \\
=2.736 \times 10^{18}|a|^{2} / \lambda^{2}[\mu \mathrm{~m}] \mathrm{W} / \mathrm{cm}^{2}
\end{gathered}
$$

see [6].
It is useful to introduce the dimensionless equations

$$
\begin{gather*}
\partial_{\tau} \mathbf{a}+\partial_{z} \mathbf{a}-i(1+\sigma) \nabla_{\perp}^{2} \mathbf{a}=\mathbf{b} f,  \tag{6}\\
\partial_{\tau} \mathbf{b}-\partial_{z} \mathbf{b}-i \nabla_{\perp}^{2} \mathbf{b}=-\mathbf{a} f^{*},  \tag{7}\\
\partial_{\tau} f+i \delta \omega f=-\mathbf{b}^{\dagger} \cdot \mathbf{a}, \tag{8}
\end{gather*}
$$

where

$$
\sigma=\frac{\omega_{a}-\omega_{b}}{\omega_{b}} \sim \frac{\omega_{p}}{\omega} \ll 1,
$$

the time $\tau$ is measured in the units $t_{0}=\sqrt{2 / \omega \omega_{p}}$, the longitudinal coordinate $z$ is measured in the units $c t_{0}, f$ is measured in $\sqrt{\omega / 2 \omega_{p}}$, the transverse coordinate $\rho$ is measured in the units $c\left(2 \omega_{p} \omega^{3}\right)^{-1 / 4}$, and the detuning $\delta \omega$ is measured in the units $t_{0}^{-1}$.

For further analysis, it is convenient to introduce the coordinate $\zeta=\tau+z$ (in what follows, this change of variables is called the shift to the reference frame moving together with the amplified pulse at the speed of light). To describe the strongly nonlinear regime of the amplification of a compressed pulse, it suffices to keep only the $\zeta$ derivatives of a and $f$ (the so-called quasistatic approximation $[1,3]$ ); the basic equations then become

$$
\begin{gather*}
2 \partial_{\zeta} \mathbf{a}-i(1+\sigma) \nabla_{\perp}^{2} \mathbf{a}=\mathbf{b} f,  \tag{9}\\
\partial_{\tau} \mathbf{b}-i \nabla_{\perp}^{2} \mathbf{b}=-\mathbf{a} f^{*},  \tag{10}\\
\partial_{\zeta} f+i \delta \omega f=-\mathbf{b}^{\dagger} \cdot \mathbf{a} . \tag{11}
\end{gather*}
$$

In the case of zero detuning, the basic equations are invariant under the transformation

$$
\begin{gathered}
\mathbf{a} \longrightarrow C \mathbf{a}, \quad \mathbf{b} \longrightarrow C \mathbf{b}, \\
f \longrightarrow C f, \quad \tau \longrightarrow \tau / C, \quad \zeta \longrightarrow \zeta / C, \quad \rho \longrightarrow \rho / \sqrt{C} .
\end{gathered}
$$

Therefore, the specific value of the pump amplitude $a_{0}=a(z \longrightarrow-\infty)$ is in fact not important in the sense that the field dynamics for another value of $a_{0}$ can be obtained by a simple rescaling.

## 3. THE ONE-DIMENSIONAL PROBLEM

For better understanding of the qualitative phenomena to be discussed in relation to the Raman backscattering inside a capillary, it is useful to revise the basic aspects of the conventional 1D problem first (see [1,3] for a detailed discussion). During the linear stage of amplification, when the pump depletion is negligible, $a \approx a_{0}=$ const, the solution to Eqs. (6)-(8) can be obtained by the Laplace transformation and is given by [1]

$$
\begin{gather*}
b(\zeta, z)=\frac{\partial}{\partial \zeta} \int G\left(\zeta-\zeta^{\prime}, z\right) b\left(\zeta^{\prime}, 0\right) d \zeta^{\prime}, \\
G(\zeta, z)=I_{0}(2 \sqrt{\eta}),  \tag{12}\\
\eta=-a_{0}^{2} \zeta z
\end{gather*}
$$

where we assume zero detuning (a constant detuning can be removed from the evolution equations; the case of the linear detuning $\partial_{z} \delta \omega=$ const is considered in detail in $[1,5])$. We note that the spatial coordinate $-z$ plays the role of time in Eqs. (12), measuring the interval between the initial and the current positions of the amplified pulse propagating along the $z$ axis with a fixed velocity equal to the speed of light.

For $\eta \gg 1$, we have

$$
G \approx \exp (2 \sqrt{\eta}) / 2 \sqrt{\pi \sqrt{\eta}} .
$$

In the original variables,

$$
\eta=a_{0}^{2} \omega \omega_{p}(t+z / c)(-z) / 2 c,
$$

and the maximum of $G$ is therefore reached at $z=-c t / 2$; it increases with the peak growth rate $\gamma=a_{0} \sqrt{\omega \omega_{p} / 2}$ as $\exp (\gamma t)$.

The linear approximation Eqs. (12) is valid until

$$
\epsilon(\tau)=\int b(z, \tau) d z
$$

remains small compared to unity; for larger $\epsilon$, a nonlinear solution is formed. Because of the pump depletion, only the front part of the seed pulse is then amplified, which leads to the effective compression of the pulse. Eventually, as the pulse becomes sufficiently short, the quasistatic approximation (Eqs. (9)-(11)) becomes valid, and for the real constant pump, the solution is therefore given by

$$
\begin{gather*}
a=a_{0} \cos (U / 2), \\
f=-\sqrt{2} a_{0} \sin (U / 2),  \tag{13}\\
b=\partial_{\zeta} U / \sqrt{2},
\end{gather*}
$$

where $U$ satisfies the sine-Gordon equation

$$
\begin{equation*}
\partial_{\tau \zeta}^{2} U=a_{0}^{2} \sin U \tag{14}
\end{equation*}
$$

Equation (14) has a family of self-similar solutions (Fig. 1) $U(\tau, \zeta)=U(\eta)$ that satisfy the equations

$$
\begin{equation*}
\eta U_{\eta \eta}+U_{\eta}=\sin U \tag{15}
\end{equation*}
$$

or

$$
\begin{equation*}
U_{\xi \xi}+U_{\xi} / \xi=\sin U, \quad \xi=2 \sqrt{\eta}, \tag{16}
\end{equation*}
$$

where we equate $\eta$ with $a_{0}^{2} \tau \zeta$ because of the quasistatic approximation. It is convenient to consider the solution to Eq. (16) in the plane ( $U, U_{\xi}$ ), which can approximately be treated as the phase plane of a nonlinear oscillator with the effective dissipation determined by the term $U_{\xi} / \xi$ (Fig. 1). The absolute maximum of the self-similar solution grows in time as

$$
b_{\max } \approx a_{0}^{2} \tau\left(1+\ln \left(4 \sqrt{2 \pi} / \epsilon_{0}\right)\right)^{-1}, \quad \epsilon_{0} \equiv \epsilon(0) \ll 1,
$$

and the locations of the pulse maxima change as

$$
\zeta_{\max } \sim 1 / b_{\max } .
$$

The self-similar solution $U(\eta)$ in Eqs. (15), (16) corresponds to the initial conditions

$$
\begin{equation*}
b(z, \tau=0) \equiv b_{0}(z)=\epsilon_{0} \delta(z), \tag{17}
\end{equation*}
$$



Fig. 1. Self-similar profiles of $|a(\xi)| / a_{0}$ (dotted decay), $|f(\xi)| / a_{0}$ (dotted growth), $|b(\xi)| / \tau a_{0}^{2}$ (solid line) for $\epsilon_{0}=0.01$ and the behavior of the self-similar solution on the $\left(U, U_{\xi}\right)$ plane (dashed line represents the solution without the "friction" term $U_{\xi} / \xi ; \xi=$ $\left.2\left(a_{0}^{2} \omega \omega_{p}(t+z / c)(-z) / 2 c\right)^{1 / 2}\right)$.
which imply that

$$
U(\xi=0+)=\epsilon_{0}, \quad U^{\prime}(\xi=0+)=0
$$

and which are therefore applicable for all $\zeta$ to the left of the initial location of the seed pulse in the frame moving together with the amplified pulse. Consider now what happens when the spatial scale of the amplified pulse $\Delta(\tau)$ becomes comparable to its initial spatial scale $\Delta_{0} \equiv \Delta(0)$, so that the delta approximation for initial conditions (17) therefore becomes invalid. In this case,

$$
\epsilon_{0}=\int_{-\infty}^{+\infty} b_{0}\left(z^{\prime}\right) d z^{\prime}
$$

does not determine the solution, and new initial conditions for a self-similar profile must then be applied. The


Fig. 2. The amplitude of the amplified 1D pulse maximum normalized to the amplitude of the pump wave $\left(b_{\max } /\left|a_{0}\right|\right)$ as a function of $\gamma t \equiv\left|a_{0}\right| \tau$ for $b_{0}(z)=\epsilon_{0} \exp \left(-z^{2} / z_{0}^{2}\right) / \sqrt{\pi} z_{0}:$ a delta-shaped initial pulse $\left(z_{0} \longrightarrow 0\right.$, self-similar profile with fixed $\epsilon_{0}=1.3 \times 10^{-2}$, dashed line) and a finite-width initial pulse $\left(z_{0}=\sqrt{5}\right.$, quasi-self-similar profile with $\epsilon_{\text {eff }}(\tau)$, solid line).
front pulse faces the unperturbed profile of the pump wave. Qualitatively, pump depletion becomes significant $\left(\delta a / a_{0} \sim 1\right)$ starting only with $\zeta=\zeta_{*}$, where $\zeta_{*}$ is determined by the condition $\epsilon\left(\zeta_{*}(\tau) \sim 1\right.$, with

$$
\begin{equation*}
\epsilon(\zeta)=\int_{-\infty}^{\zeta} b\left(\zeta^{\prime}, \tau\right) d \zeta^{\prime} \tag{18}
\end{equation*}
$$

(To make a rough estimate, one can equate $\zeta_{*}$ to the location of the first maximum of $b(\zeta, \tau)$ at a current instant $\tau$.) Therefore, linear solution (12) remains valid for $\zeta<\zeta_{*}$. In the case where the spatial scale of the Green's function $G$ is large compared to the spatial scale of the initial pulse, Eq. (12) can be written as

$$
\begin{equation*}
U=\epsilon(\zeta) G(\eta) \tag{19}
\end{equation*}
$$

On the other hand, because the self-similar solution represents an attractor, its formation still occurs starting from the end of the linear stage, where its profile can be obtained from linearized Eq. (15) and is given by

$$
\begin{equation*}
U=\epsilon_{\mathrm{eff}} G(\eta) \tag{20}
\end{equation*}
$$

where $\epsilon_{\text {eff }}$ is some constant. At the location where the linear stage ends and the self-similar solution starts, i.e., at $\zeta=\zeta_{*}(\tau)$, the two solutions in Eqs. (19) and (20) must match, which defines $\boldsymbol{\epsilon}_{\text {eff }}(\tau)$,

$$
\begin{equation*}
\epsilon_{\mathrm{eff}}(\tau)=\epsilon\left(\zeta_{*}(\tau)\right) \tag{21}
\end{equation*}
$$

As long as $\Delta(\tau) \gtrdot \Delta_{0}$, we have

$$
\epsilon_{\mathrm{eff}} \approx \epsilon_{0}=\text { const. }
$$

But when the nonlinear compression makes $\Delta(\tau)$ comparable to or less than $\Delta_{0}, \epsilon_{\text {eff }}$ can become significantly smaller than $\epsilon_{0}$. If $\epsilon_{\text {eff }}(\tau)$ is changing sufficiently slowly, so that the self-similar profile has enough time to set up on the entire length of the pulse, the entire solution remains close to the self-similar one with the only change that it is now parameterized by time-dependent
quantity (21) (Fig. 2). But if $\epsilon_{\text {eff }}(\tau)$ changes fast, the self-similar solution may not be able to form and, therefore, does not represent an attractor. Stochastic behavior of the amplified pulse structure is observed in this case.

In the approximation of geometric optics, when the pulse propagation is considered at small distances compared to the Rayleigh length $z_{\mathrm{R}} \sim k R^{2}$, the diffractioncaused distortion of the transverse structure of laser pulses can be neglected. In this case, 1D quasi-self-similar solutions are formed on geometric rays constituting the field of the amplified pulse. The spatial profiles of the amplified pulse that are then formed have a shape similar to nested horseshoes. But for pulse traces $z>z_{\mathrm{R}}$, the diffraction terms in Eqs. (6)-(11) become significant and must therefore be taken into account (see Section 5).

## 4. THE MODE APPROACH

## TO THE NON-ONE-DIMENSIONAL PROBLEM

We consider the pump wave a and the amplified pulse $\mathbf{b}$ given by a series in the normalized eigenmodes $\boldsymbol{\Psi}_{s},\left\langle\boldsymbol{\Psi}_{m} \mid \boldsymbol{\Psi}_{n}\right\rangle=\delta_{m n}$

$$
\begin{align*}
\mathbf{a} & =R \sum_{n} a_{n}(z, \tau) \boldsymbol{\Psi}_{n}\left(\mathbf{r}_{\perp}\right),  \tag{22}\\
\mathbf{b} & =R \sum_{m} b_{m}(z, \tau) \boldsymbol{\Psi}_{n}\left(\mathbf{r}_{\perp}\right),
\end{align*}
$$

where $R$ is the radius of the capillary, which we include as a normalization factor to make the amplitudes $a_{n}$ and $b_{m}$ dimensionless (see the Appendix for the explicit form of $\psi_{n}$ for a dielectric capillary). By definition, the eigenfunctions $\Psi_{s}$ satisfy the equation

$$
\begin{equation*}
\nabla_{\perp}^{2} \boldsymbol{\Psi}_{s}+\chi_{s}^{2} \boldsymbol{\Psi}_{n}=0 \tag{23}
\end{equation*}
$$

where $\chi_{s}$ is the transverse wavenumber of the $s$ th eigenmode. From Eqs. (6)-(8), we obtain the equations for the amplitudes $a_{n}$ and $b_{m}$,

$$
\begin{align*}
& \left(\partial_{\tau}+\partial_{z}+i \delta \Omega_{n}^{(a)}\right) a_{n}=\sum_{m} f_{n m} b_{m}  \tag{24}\\
& \left(\partial_{\tau}-\partial_{z}+i \delta \Omega_{n}^{(b)}\right) b_{m}=-\sum_{n} a_{n} f_{n m}^{*} \tag{25}
\end{align*}
$$

where

$$
\delta \Omega_{n}^{(a)}=\chi_{n}^{2}(1+\sigma), \quad \delta \Omega_{m}^{(b)}=\chi_{m}^{2}
$$

(or $\delta \Omega_{n}^{(a, b)}=\left(c \chi_{n}\right)^{2} / 2 \omega_{a, b}$ in dimensional variables) and

$$
f_{n m}=\left\langle\boldsymbol{\Psi}_{n}\right| f\left|\boldsymbol{\Psi}_{m}\right\rangle
$$

are dimensionless transverse moments of the plasma wave profile satisfying

$$
\begin{equation*}
\left(\partial_{\tau}+i \delta \omega\right) f_{n m}=-\sum_{k, l} C_{n k l m} a_{l} b_{k}^{*} \tag{26}
\end{equation*}
$$

with constant dimensionless coefficients given by

$$
\begin{gather*}
C_{n k l m}=R^{2}\left\langle\boldsymbol{\Psi}_{n}\right| \boldsymbol{\Psi}_{k}^{\dagger} \cdot \boldsymbol{\Psi}_{l}\left|\boldsymbol{\Psi}_{m}\right\rangle \\
=R^{2} \int d^{2} r_{\perp}\left(\boldsymbol{\Psi}_{n}^{\dagger} \cdot \boldsymbol{\psi}_{m}\right)\left(\boldsymbol{\Psi}_{k}^{\dagger} \cdot \boldsymbol{\Psi}_{l}\right) \tag{27}
\end{gather*}
$$

The eigenmode approach can be useful only in the case where the modes are coupled weakly, which corresponds to the case of a strong waveguide dispersion. Otherwise, the number of modes to be taken into consideration becomes infinite. If the characteristic trace $z_{0}$ of the pulse evolution is large compared to the Rayleigh length $z_{\mathrm{R}}$, Eq. (26) can be reduced to

$$
\begin{align*}
\left(\partial_{\tau}+i \partial \omega\right) f_{n m} & =-\frac{C_{n m}}{1+\delta_{n m}}\left(a_{n} b_{m}^{*}+a_{m} b_{n}^{*}\right)  \tag{28}\\
C_{n m} & \equiv C_{n m n m} \geq 0
\end{align*}
$$

where we assume the eigenfunctions to contain complexity in polarization factors at most, but not in the functional dependence of the transverse coordinates (for simplicity, below we ignore the fact that $C_{n m}$ can be equal to zero for modes of the opposite polarization). Equations (24), (25), and (28) represent a completely defined Lagrangian set of equations that can be used for obtaining the amplitudes of resonantly interacting modes of the three waves $\mathbf{a}, \mathbf{b}$, and $f$ in the case of weak coupling (see below).

The important conclusion following from Eqs. (24), (25), and (28) is that for every pair of modes of the pump and the seed, $a_{n}$ and $b_{m}$, the resonant plasma wave harmonic $f_{n m}$ can be generated to provide coupling of the two electromagnetic waves. This is a specific feature of light scattering on a cold plasma wave for which the spatial resonance condition

$$
\mathbf{k}_{a}=\mathbf{k}_{b}+\mathbf{k}_{f}
$$

is satisfied automatically because the wave vector $\mathbf{k}_{f}$ remains arbitrary for the given frequency $\omega_{f} \approx \omega_{p}$. For scattering on any other low-frequency wave $f$ for which the wavevector depends on its frequency $\omega_{f}$, the multi-ple-mode interaction on the quadratic nonlinearity is impossible.

The presence of the $a_{m} b_{n}^{*}$ term in Eq. (28) is responsible for a possible parasitic resonance, which can be explained as follows. We consider the interaction between the $n$th mode of the pump $a_{n}$ and the $m$ th mode of the seed pulse $b_{m}$ generating the resonant plasma wave $f_{n m}$ with the longitudinal wave number

$$
h_{n m}=k_{a}-k_{b}-\delta \Omega_{n}^{(a)}-\delta \Omega_{m}^{(b)}
$$

For very small $\sigma \sim \omega_{p} / \omega_{b}$ (namely, for $\sigma \leqslant z_{\mathrm{R}} / z_{0}$, where $z_{0}$ is the characteristic spatial scale of the pulse evolution), we have $h_{n m} \approx h_{m n}$, where $h_{m n}$ is the wave number of the plasma wave $f_{m n}$ resonant to the beating wave of the modes $a_{m}$ and $b_{n}$, which provides an additional coupling of these two pairs of electromagnetic waves. For example, in the case where the pump contains the modes $a_{1}$ and $a_{2}$ and the seed pulse contains only $b_{1}$, the second seed harmonic $b_{2}=O\left(a_{2}^{*} a_{1} b_{1}\right)$ is generated. This effect can already become important at the linear stage of the interaction in a multimode pump, because it alters the increments of the linear Raman amplification.

We now use the developed mode approach to consider the linear stage of the pulse amplification inside a capillary in terms of the equation

$$
\begin{equation*}
\partial_{\tau}\left(\partial_{\tau}-\partial_{z}-i \nabla_{\perp}^{2}\right) \mathbf{b}=\mathbf{a}\left(\mathbf{a}^{\dagger} \cdot \mathbf{b}\right) \tag{29}
\end{equation*}
$$

which directly follows from Eqs. (7) and (8) with zero detuning $\delta \omega$ and with a constant pump a. The righthand side of Eq. (29) can be considered as the result of applying the linear operator $\hat{\mathbf{A}}=\mathbf{a a}^{\dagger}$ to the vector $\mathbf{b}$, and therefore, Eq. (29) can be rewritten as

$$
\begin{gather*}
{\left[\partial_{\tau}\left(\partial_{\tau}-\partial_{z}+i \delta \Omega_{m}^{(b)}\right)-\gamma_{m}^{2}\right] b_{m}=\sum_{n \neq m} A_{m n} b_{n}}  \tag{30}\\
A_{m n}=\left\langle\boldsymbol{\Psi}_{m}\right| \hat{\mathbf{A}}\left|\boldsymbol{\Psi}_{n}\right\rangle
\end{gather*}
$$

where $\gamma_{m}=\sqrt{A_{m m}}$ represents the increment of the linear amplification of the $m$ th partial waveguide mode. In an arbitrary waveguide, for a single-mode pump, $a_{n}=\delta_{n s} a$, the matrix elements $A_{m n}$ are of the order of $a^{2}$ for $n, m \sim$ 1 and $A_{m n}=A(|m-n|)$ for $n, m \gg 1$, where the function $A(k) \sim a^{2}$ for $\mathrm{k} \sim 1$ and decays as its argument grows.

The eigenmodes of the empty waveguide are coupled via the pump inhomogeneity. Only for the uniform pump is the matrix $A_{m n}$ diagonal, and the right-hand side of Eq. (30) is therefore zero. For a nonuniform pump, which is only possible inside a capillary, the effect of mode coupling always occurs. In the case of a weak interaction $\left(\gamma_{m} \ll \delta \Omega_{m}^{(b)}\right.$ ), the eigenwaves of system (30) are close to its partial waves, and the increments of the eigenwaves are approximately given by $\gamma_{m}$, $m=1,2, \ldots, \infty$ (here, we neglect the effect of the parasitic resonance discussed above). For the single-mode pump, $a_{n}=\delta_{n s} a$, all the increments are of the order of $a$ and are independent of $m$ for $m \gg s$. Specifically, for pulse amplification on the lowest mode of the pump in a dielectric capillary, $s=1$, we have $\left(\gamma_{m}-\gamma_{1}\right) / \gamma_{1}<0.16$. Hence, the increments of amplication of all the waveguide modes are close to each other at the linear stage of interaction.

Variations of the pump transverse structure do not change the interaction efficiency significantly. For example, without the possible parasitic resonance taken into account, the amplification increment of the $m$ th partial mode (equal to the increment of the $m$ th eigenmode in the case of weak interaction) is given by

$$
\begin{equation*}
\gamma_{m}=\sqrt{\sum_{n} C_{n m}\left|a_{n}\right|^{2}} \tag{31}
\end{equation*}
$$

which implies that each mode of the pump amplifies each mode of the seed, because $C_{n m}>0$ for all $n$ and $m$. The higher modes of the pump amplify the seed with approximately the same efficiency as the lower ones, because

$$
C_{n m} / C_{m m} \approx \text { const } \sim 1 \text { for } n \gg m
$$

This effect originates in the fact that the wave interaction inside a capillary is not a three-wave but a multiwave process, where the effective energy exchange between every pair of the pump and the seed modes is possible.

Because the increments of the linear amplification are approximately the same for all waveguide modes, the linear stage of pulse amplification cannot provide significant enhancement of the signal-to-noise ratio. This is true, however, only if the energy losses (which have not been taken into account yet) are negligible at the distance of pulse propagation, which might not be the case in real experiments. In an oversized cylindrical dielectric capillary, the energy losses are mostly radiative and can be incorporated into the model by introducing the spatial decrements of individual modes [9],

$$
\begin{equation*}
\alpha_{n m} \sim\left(\frac{\mu_{m, n}}{2 \pi}\right)^{2} \frac{\lambda^{2}}{R^{3}} \tag{32}
\end{equation*}
$$

(see Appendix for the notation). The spatial scale of the exponential decay $\alpha_{s}^{-1}$ decreases with the mode number $s$ roughly as $s^{-2}$, and for $\gamma_{1} \gtrsim \alpha_{1}$, only the lowest mode can be amplified and the amplification of the higher modes is suppressed. This implies that the radiative energy losses essentially result in a selective mode discrimination, which can provide the single-mode operation regime.

Additional mode discrimination can occur in relatively narrow waveguides, where the group velocity substantially differs from mode to mode. After the amplified pulse passes the distance $z \gtrsim L_{\text {pulse }}(k R)^{2}$, where $L_{\text {pulse }}$ is the length of the pulse, the wave envelope corresponding to the lowest mode leaves the envelopes of the higher modes behind. The front envelope then has a preferential opportunity of absorbing the energy from the pump wave. Because the pump is significantly


Fig. 3. Evolution of $\left|b_{1}(\zeta)\right| /\left|a_{0}\right|$ (solid lines) and $\left|b_{3}(\zeta)\right| /\left|a_{0}\right|$ (dashed lines); the planar-waveguide scalar problem; $b_{m}^{(0)}=$ $0.1 a_{0} \delta_{m 1}, a_{n}^{(0)}=a_{0} \delta_{n 1}, R=\pi / \sqrt{a_{0}}, b_{2} \equiv 0$ because of symmetry; the shots correspond to $\gamma t \equiv\left|a_{0}\right| \tau=0,5,15,50$. Strong waveguide dispersion provides nonlinear competition of the modes in the nonlinear regime of amplification. Although the small amplitude $b_{3}$ appears at the linear stage, it is left behind the wave envelope $b_{1}$ later. Amplification of $b_{3}$ is then slowed down by the pump depletion provided by $b_{1}$.
depleted by the lowest mode, the higher ones are left with less energy to absorb, which also maintains the single-mode amplification regime.

## 5. SINGLE- AND MULTIMODE AMPLIFICATION

The condition of a weak interaction (or the condition of a strong waveguide dispersion)

$$
\begin{gathered}
\gamma \ll \delta \Omega^{(b)}, \\
a \ll a_{\text {crit }}, \quad a_{\text {crit }}=\sqrt{2 / \omega \omega_{p}}(c \chi)^{2} / 2 \omega, \quad \chi=\pi / R,
\end{gathered}
$$

can be treated as follows. The increment of the pulse amplification $\gamma \sim a \sqrt{\omega \omega_{p}}$ determines the spread of the amplified pulse spectrum $\delta h \sim \gamma / c$. As long as $\delta h$ remains small compared to the spectral gap between the individual modes,

$$
\Delta h \sim \delta \Omega^{b} / c \sim 1 / k R^{2}
$$

the waveguide eigenmodes do not overlap, and hence, they represent a good basis for developing the mode approach in the linear theory. In this case, the eigenmodes of coupled system (30) remain close to the partial waves of the empty waveguide. This implies that an initially single-mode seed pulse remains single-mode over the entire duration of the linear stage.

The next question is what happens after the linear stage, when nonlinear compression comes into play, providing its own spectrum broadening. We consider the single-mode initial conditions for the seed pulse,
e.g., $b_{m}^{(0)}=b_{1}^{(0)} \delta_{m 1}$. Until the end of the linear stage, the higher mode amplitudes remain small compared to $b_{1}$. Then, it is the mode $b_{1}$ that passes from the linear to the nonlinear regime first, because its amplitude is the largest. (Here, by the nonlinear regime of an individual mode, we mean the ability of this particular mode to deplete the pump, which might have already been distorted by other modes at the moment.) In the laboratory frame, the maximum of the wave envelope moves approximately with the speed of light in the nonlinear regime, but in the linear one, the effective pulse velocity is substantially lower. For example, as follows from the linear theory of pulse propagation in a constant pump (Section 3), the maximum travels with the speed equal to half the speed of light. The higher mode envelopes (remaining in the linear regime) are therefore left behind the envelope of the first mode. The effective amplitude of the pump $a_{\text {eff }}<a_{0}$ determining the increments of the higher modes is decreased by the first mode. Because the first mode suppresses the growth of the higher modes, the waveguide dispersion effectively results in a nonlinear competition of the modes tending to sustain the single-mode operation. We call this effect the mode elasticity, because the strongest mode tends to dominate in the nonlinear stage of amplification, thereby preserving the transverse structure of the pulse.

The evolution of the two lowest modes having the highest amplitudes is shown in Fig. 3. (To show the robustness of the mode competition mechanism, numerical calculations demonstrating the single-mode


Fig. 4. The normalized energy integral distribution within a quasi-single-mode amplified pulse (averaged over the capillary cross section): up to $50 \%$ of the pulse total energy is contained within the first peak; the parameters are the same as in Fig. 3, $\gamma t=40$.



Fig. 5. Characteristic spatial profiles of the amplified pulse $|b(\zeta, \rho)|$ in the case of a strong waveguide dispersion (planar waveguide). At the first stage of the nonlinear amplification, the waveguide dispersion leads to the competition of modes, which supports the single-mode amplification. Later, the higher modes also enter the nonlinear regime, catch up with the wave envelope of the first mode, and ruin the structure of its tail. The front of the pulse always remains single-mode, however, because it always stays in the linear regime, where the growth of the higher modes is suppressed by a strong waveguide dispersion.
amplification were performed for $a \sim a_{\text {crit }}$.) In this case, the single-mode amplification also continues in the nonlinear regime, ensuring that the problem remains essentially one-dimensional. We can see the formation of the self-similar profile, which represents the attractor of the single-mode operation, similarly to the 1D problem. The energy distribution inside the amplified pulse (which determines the effective pulse length) averaged over the capillary cross section is given in Fig. 4.

The qualitative arguments given above lead to the conclusion that the formation of the single-mode operation regime in the case of a strong waveguide dispersion is stable with respect to fluctuations of the seed pulse. Neither can the fluctuations of the pump transverse structure influence the single-mode operation because all the modes of the pump wave provide approximately equal efficiencies of the energy transfer into the amplified pulse, as discussed in Section 4.

The nonlinear competition of the modes constituting the amplified pulse remains efficient only until the higher modes enter the nonlinear stage of amplification. After that, their envelopes catch up with the wave envelope of the first mode and ruin the tail of the singlemode structure (Fig. 5). But the front of the amplified pulse always remains in the linear regime (see also Section 3), which provides its single-mode structure.

In the other limiting case, where the interaction between the pump and the amplified pulse is strong $\left(\gamma \gg \delta \Omega^{(b)}\right.$, or $\left.a \gg a_{\text {crit }}\right)$, the pulse is significantly amplified on a small distance compared to $z_{\mathrm{R}}$, i.e., before the diffraction effects come into play. The waveguide walls cannot then influence the formation of the pulse structure at the first stage of amplification, and a solution close to those formed in a boundless vacuum is produced. Vacuum solutions [6] are shaped as nested horseshoe structures resulting from the transverse inhomogeneity of the pulse and the pump (Fig. 6). On every geometric ray, a self-similar profile is formed with its own $\epsilon_{0}(\rho)$ (or $\epsilon_{\text {eff }}(\rho)$ ), which determines the longitudinal spatial structure of the pulse at given $p$. At the edges of the amplified pulse, the amplitudes of both $\mathbf{a}$ and $\mathbf{b}$ are smaller than in the center of the system, and the longitudinal spatial scales are correspondingly larger.

In the frame moving together with the front of the amplified pulse (at the speed of light), the longitudinal locations of the pulse maxima $\zeta_{\max }(\rho)$ are bounded by the position of the front of the seed pulse $\zeta_{0}$. On the other hand, the nonlinear compression provided by the preferential amplification of the front of the pulse "pushes" the tail of the pulse from behind to $\zeta=\zeta_{0}$, which implies that $\zeta_{0}$ represents the limit of $\zeta_{\max }(\rho)$ for all $\rho$. The front of the horseshoe structure therefore tends to flatten as $\tau \longrightarrow \infty$.

Although stable on small distances compared to $z_{\mathrm{R}}$ and robust with respect to the structure of the seed (see also [6]), the horseshoe solution deteriorates inside the waveguide at $z \gtrsim z_{\mathrm{R}}$, where the diffraction becomes sig-


Fig. 6. Quasi-vacuum (horseshoe) nonlinear solutions for $|b(\zeta, \rho)|$ in the case of the strong pump $\left(a \gg a_{\text {crit }}\right)$; the pla-nar-waveguide scalar problem: (upper) $R=10 \pi, a_{0}(\rho)=$ $\sin (\pi \rho / R), b_{0}(\zeta, \rho)=0.1 \sin (\pi \rho / R) \exp \left(-(\zeta-4)^{2} / 0.5\right), \tau=20$; (lower) $R=100 \pi, a_{0}(\rho)=2 \sin (\pi \rho / R), b_{0}(\zeta, \rho)=$ $0.1 \sin (2 \pi \rho / R) \exp \left(-(\zeta-4)^{2} / 0.5\right), \tau=10$.
nificant (Fig. 7). The very front of the horseshoe, however, always remains in the linear regime and therefore maintains its regular shape. In the center of the waveguide, the front peak of the amplified pulse grows similarly to the self-similar solution of 1D problem (16) (Fig. 8), which allows using the 1D model for estimating the maximum amplitude of the amplified pulse. The energy distribution inside the amplified pulse (which determines the effective pulse length) averaged over the capillary cross section is given in Fig. 9. At large $t$, the averaged energy longitudinal distribution becomes a smooth function (cf. Fig. 4), and it is therefore difficult to distinguish the individual peaks of the amplified pulse. On average, the energy becomes distributed over a length that is significantly larger than the length of the first peak.

## 6. SUPPRESSING NOISE AMPLIFICATION IN DETUNED INTERACTION

Because of the extreme efficiency of the Raman backscattering, which makes fast compression possible, delivering the pump wave energy to the seed pulse


Fig. 7. Deterioration of the horseshoe solution $|b(\zeta, \rho)|$ as $\tau \longrightarrow \infty$ and flattening of the front of the amplified pulse (the planar-waveguide scalar problem, $R=10 \pi / \sqrt{a_{0}}$, $a_{0}(\rho)=a_{0} \sin (\pi \rho / R), b_{0}(\zeta, \rho)=0.1 a_{0} \sin (2 \pi \rho / R) \exp (-(\zeta-$ $\left.4)^{2} / 0.5\right): \gamma t \equiv a_{0} \tau=20,90$, respectively; dark regions correspond to larger $|b|$.
through the amplifying plasma layer represents a significant challenge. As the pump traverses the plasma layer towards the seed pulse, the fast Raman backscattering of the pump by thermal Langmuir waves or electromagnetic fluctuations existing inside the plasma layer or coming from outside can lead to a premature pump depletion. The problem is aggravated by the fact that the linear Raman backscattering instability of the pump (responsible for the unwanted noise amplification) has a larger growth rate than its nonlinear counterpart (responsible for the useful amplification of the seed laser pulse).

To see how significantly the thermal fluctuations can limit the maximum amplification gain of the seed pulse, consider the amplification at the identically zero detuning of the three-wave interaction. After a certain period of time $t_{m}$, the amplification gain

$$
D_{m} \sim e^{G_{m}}, \quad G_{m}=\gamma t_{m}
$$

becomes sufficient for thermal fluctuations to deplete the pump wave substantially, and further amplification of the seed pulse is then suppressed. The dimensionless


Fig. 8. The maximum amplitude of a horseshoe-type pulse normalized to the amplitude of the pump wave ( $\mid b(\zeta$, $\left.\rho)\left.\right|_{\text {max }} /\left|a_{0}\right|\right)$ as a function of time $\gamma t \equiv\left|a_{0}\right| \tau$ (solid line). The dotted line represents a 1 D solution with $\epsilon_{\text {eff }}(\tau)$ for $b_{0}(\zeta$, $R / 2$ ) (the same initial conditions as in Fig. 7). The front peak of the amplified pulse grows similarly to the one of the 1 D self-similar profile with decreasing $\epsilon_{\text {eff }}$.
quantity $G_{m}$ depends on the plasma temperature and does not depend on the amplitude of the pump wave. The maximum amplification of the desired signal with respect to $a_{0}$ is then given by

$$
\begin{equation*}
\frac{b_{\max }}{a_{0}} \approx \frac{2 G_{m} \sqrt{2}}{1+\ln \left(\frac{4}{\epsilon_{0}} \sqrt{2 \pi}\right)} \tag{33}
\end{equation*}
$$

and is independent of the amplitude of the pump. For $G_{m} \approx 20$, the electromagnetic wavelength $\lambda=1 \mu \mathrm{~m}$, the initial pulse duration of 50 fs , and the initial pulse power density $P=10^{13} \mathrm{~W} / \mathrm{cm}^{3}$, we find that the maximum amplification that can be achieved in a pump of an arbitrary intensity before the noise is amplified to the level of suppressing the pump is $b_{\text {max }} / a_{0} \approx 6$.

Nevertheless, through a nonlinear filtering mechanism identified in [5], it is possible to suppress the unwanted instability of the pump wave without suppressing the desirable seed pulse amplification. The filtering effect occurs because the pumped pulse duration decreases inversely proportional to the pulse amplitude in the nonlinear regime. The pulse frequency bandwidth increases with the pulse amplitude, and the growing nonlinear instability can therefore tolerate larger and larger external detuning from the backscattering resonance. Because the linear instability, i.e., the exponential growth of thermal fluctuations, has a narrower bandwidth, filtering the desired signal can be achieved by arranging for an appropriate combination of the detuning and nonlinear effects. A slight frequency detuning can be equivalently provided either by pump chirping or by inhomogeneity of the plasma density along the trace of the pulse amplification resulting in


Fig. 9. The normalized energy integral distribution within a horseshoe-type amplified pulse (averaged over the capillary cross section): $\gamma t \equiv a_{0} \tau=20$ (solid line) and $\gamma t=90$ (dashed line); the same parameters as in Fig. 7. For larger $\gamma t$, the averaged energy distribution becomes a smooth function (cf. Fig. 4), and it is therefore difficult to distinguish the individual peaks of the amplified pulse. On average, the energy is distributed over a length that is significantly larger than the length of the first peak.
variations of the plasma frequency involved in the three-wave resonance condition.

While the exact solution for a delta-pulse amplification problem obtained in [5] precisely deals with the linear profile of frequency detuning, we use an approximate analysis in this section to describe how the pulse amplification develops in the case of an arbitrary detuning profile. To do this, first consider the linear stage of amplification of a weak pulse $b$ governed by the equation

$$
\begin{equation*}
\left(\partial_{\tau}-i \delta \omega\right)\left(\partial_{\tau}-\partial_{z}\right) b=\left|a_{0}\right|^{2} b \tag{34}
\end{equation*}
$$

(without the loss of generality, we temporarily neglect the transverse structure and the polarization of the amplified pulse for qualitative conclusions). Using the quasistatic approximation and assuming the detuning to change slowly along the trace of the pulse propagation, we can treat $\delta \omega$ as a slow function of time $\tau$ [5]. Perform the Fourier transformation of Eq. (34),

$$
b=\int b_{\Delta k} \exp (i \Delta k z) d \Delta k
$$

and take

$$
\begin{equation*}
b_{\Delta k}(\tau)=\psi(\tau) \exp \left(i \int_{0}^{\tau} \frac{\delta \omega\left(\tau^{\prime}\right)+\Delta k}{2} d \tau^{\prime}\right) \tag{35}
\end{equation*}
$$

to transform the equation for the amplitude of the pulse spatial harmonic $\psi$ to the form

$$
\begin{align*}
{\left[\frac{d^{2}}{d \tau^{2}}+w^{2}(\tau)\right] \psi } & =0  \tag{36}\\
w^{2}+i \Omega_{\tau}+\Omega^{2}-\left|a_{0}\right|^{2}, \quad \Omega & =(\delta \omega-\Delta k) / 2
\end{align*}
$$

In accordance with the assumption of a smooth detuning profile, take

$$
q(\tau)=\frac{\delta \omega_{\tau}}{\left|a_{0}\right|^{2}} \ll 1
$$

Outside the regions where $\Omega^{2}$ is close to $\left|a_{0}\right|^{2}$, the effective frequency $w$ can be estimated as

$$
\begin{equation*}
w=\sqrt{\Omega^{2}-\left|a_{0}\right|^{2}}+\frac{i \Omega_{\tau}}{2 \sqrt{\Omega^{2}-\left|a_{0}\right|^{2}}} \tag{37}
\end{equation*}
$$

and the amplification gain is given by

$$
D \sim e^{G}, \quad G \approx \int \operatorname{Im} w d \tau
$$

in the WKB approximation. At $\Omega^{2}>\left|a_{0}\right|^{2}, G$ depends on the length of the trace of the pulse propagation logarithmically, and the amplification gain is therefore negligible in the adopted approximation. Thus, the total amplification gain is given by

$$
\begin{equation*}
G \approx \int_{\Omega^{2}<\left|a_{0}\right|^{2}} \sqrt{\left|a_{0}\right|^{2}-\Omega^{2}(\tau)} d \tau \tag{38}
\end{equation*}
$$

For the detuning monotonically changing along the trace of the pulse propagation, Eq. (38) can be written as

$$
\begin{equation*}
G \approx \frac{2}{\left|a_{0}\right|} \int_{\Omega^{2}<\left|a_{0}\right|^{2}} \sqrt{1-\frac{\Omega^{2}}{\left|a_{0}\right|^{2}}} \frac{d \Omega}{|q(\Omega)|} \leq \frac{\pi}{\left|q_{\min }\right|} \tag{39}
\end{equation*}
$$

where $\left|q_{\text {min }}\right|$ stands for the minimum rate of the detuning evolution on the trace of amplification. As can be seen from Eq. (39), the upper limit of the total amplification gain on the entire trace of the pulse propagation is independent of $\Delta k$ (included in the definition of $\Omega$ over which the integration is performed). For $q=$ const, we have

$$
D \sim \exp (\pi /|q|)
$$

as obtained in [5], and therefore $D$ itself is independent of $\Delta k$.

We can also generalize Eqs. (38), (39) to the case of oblique propagation of the pulses, describing the amplification of the electromagnetic noise coming from outside the system. The only difference is then that the group velocity of the amplified harmonic differs from the speed of light, which results only in a redefinition of $\Delta k$ and does not affect the form of the final result in Eqs. (38) and (39) if $q(\tau)$ is calculated relative to the actual trajectory of the amplified pulse.

Equations (38) and (39) predict that each harmonic of a given frequency and a wave number is amplified only inside the region where the three-wave resonance conditions are satisfied in the sense that $\Omega^{2}<\left|a_{0}\right|^{2}$ (or, in dimensional variables, $\left.(\delta \omega-c \Delta k)^{2} / 4<\gamma^{2}\right)$. The idea
of the approach given here is similar to the one proposed by Rosenbluth and Pilia (see, e.g., [12]), who estimated the total linear amplification gain for stationary waves in an inhomogeneous medium with the wave-number detuning but with the temporal resonance condition satisfied exactly. The difference between the two cases is that instead of the wave-number detuning, the frequency detuning is important for the Raman pulse amplification in inhomogeneous plasmas. For the Raman backscattering in a cold plasma, the wave-number resonance condition is satisfied automatically, because a plasma wave is allowed to have an arbitrary wave number, although it oscillates at a certain frequency $\omega_{p}$.

The conclusion that follows from the obtained result is that the detuning profile along the pulse amplification trace can be chosen such that the noise amplification is suppressed above a certain level determined by Eq. (38). Monotonically changing the detuning allows a stronger suppression, because there exists only one region for a given harmonic where the amplification occurs. In this case, the requirement for the characteristic $|q|$ to ensure that the noise is not amplified up to the transition to the nonlinear stage but the desired signal is $\left(\int b(z) d z \gtrsim 1\right.$, see $[1,3]$ ) can be formulated as

$$
\begin{gather*}
\frac{\pi}{G_{m}} \ll|q| \ll \frac{\pi}{\ln \frac{1}{\epsilon_{0}}}  \tag{40}\\
q=\frac{c}{\gamma^{2}} \frac{\partial \delta \omega}{\partial z} \approx \frac{10^{14}}{L_{\delta} \lambda P} \\
\frac{1}{L_{\delta}}=\frac{1}{\omega_{p}} \frac{\partial \omega_{p}}{\partial z}+\frac{1}{2 \omega_{p} c} \frac{\partial \omega_{a}}{\partial t} \tag{41}
\end{gather*}
$$

where the characteristic spatial scale $L_{\delta}$ of the detuning evolution due to the plasma inhomogeneity (the first term in Eq. (41)) and the pump chirping (the second term) is measured in centimeters, the wavelength $\lambda$ is measured in microns, and the pump power is measured in $\mathrm{W} / \mathrm{cm}^{2}$.

The next problem is how the frequency detuning influences the desired signal amplification in the nonlinear regime. We now show that it does not as long as these variations remain sufficiently smooth. To prove this, we consider the change of variables

$$
\begin{gather*}
a=\tilde{a} \\
b=\tilde{b} \exp (i \delta \omega(\tau+z))  \tag{42}\\
f=\tilde{f} \exp (-i \delta \omega(\tau+z))
\end{gather*}
$$

leading to the following 1D form of Eqs. (6)-(8):

$$
\begin{gather*}
\partial_{\tau} \tilde{a}+\partial_{z} \tilde{a}=\tilde{b} \tilde{f} \\
\partial_{\tau} \tilde{b}-\partial_{z} \tilde{b}-i(\tau+z) q a_{0}^{2} \tilde{b}=-\tilde{a} \tilde{f}^{*}  \tag{43}\\
\partial_{\tau} \tilde{f}=-\tilde{a} \tilde{b}^{*}
\end{gather*}
$$



Fig. 10. Pulse-detuned nonlinear amplification $b_{\max }(\tau)$ at different frequency detuning profiles $\delta \omega(\tau)=2(1+$ $\left.\tanh \left((\tau-100) / \tau_{0}\right)\right): q=2 /\left(a_{0}^{2} \tau_{0}\right)=0.22,0.44,0.74,1.1 ;$ $a_{0}=0.3$. (The larger $q$ is, the lower the graph goes at $\tau>$ 100.) For $q \sim 1$, the amplification efficiency decreases in the region where the detuning evolves relatively fast ( $100<\tau<$ 150), while, at small $q$ (e.g., for $q=0.22$ ), the amplification proceeds exactly as in the case of zero detuning for all $\tau$.

These equations are equivalent to Eqs. (6)-(8) with zero detuning if $q=0$. The physical meaning of the formal change of variables (42) is as follows. The carrier frequencies of the seed pulse and the plasma wave are chosen such that the three-wave resonance condition is satisfied locally,

$$
\begin{equation*}
\tilde{\omega}_{a}-\tilde{\omega}_{b}(z)=\tilde{\omega}_{f}(z) \tag{44}
\end{equation*}
$$

where

$$
\tilde{\omega}_{b}(z)=\omega_{b}+\delta \omega(z), \quad \tilde{\omega}_{f}(z) \equiv \omega_{p}(z)
$$

are functions of space, and the carrier frequency of the pump wave $\tilde{\omega}_{a}=\omega_{a}$ is left unchanged. It is only the gradient of the detuning that enters Eqs. (43), and the constant part of $\delta \omega$ enters the initial conditions for the seed pulse only.

In the frame moving together with the seed pulse $(\zeta=z+\tau)$, in the quasistatic approximation [3], the basic equations can be written as

$$
\begin{gather*}
2 \partial_{\zeta} \tilde{a}=\tilde{b} \tilde{f} \\
\partial_{\tau} \tilde{b}-i \zeta q a_{0}^{2} \tilde{b}=-\tilde{a} \tilde{f}^{*},  \tag{45}\\
\partial_{\zeta} \tilde{f}=-\tilde{a} \tilde{b}^{*}
\end{gather*}
$$

which implies that the term corresponding to the detuning is negligible compared to the nonlinear drive when the overfall of the detuning $\Delta(\delta \omega)$ on the length of the pulse is small compared to $1 / \tau$. Because

$$
\Delta(\delta \omega) \sim q a_{0}^{2} \zeta_{\text {pulse }}
$$

where the characteristic length of the pulse is $\zeta_{\text {pulse }} \sim$ $1 / a_{0}^{2} \tau$ at the nonlinear stage of interaction [3], the con-
dition of negligible detuning becomes

$$
\begin{equation*}
|q| \ll 1 \tag{46}
\end{equation*}
$$

The obtained condition for efficient amplification of short pulses was tested numerically. It can be seen from Fig. 10 that, for $q \sim 1$, the amplification efficiency decreases in the region where the detuning evolves relatively fast, while, at small $q$ (e.g., for $q=0.22$ ), the amplification proceeds exactly as in the case of zero detuning for all $\tau$, exactly as predicted by the qualitative arguments given above.

The obtained results imply that, for short pulses, amplification can be efficient on the entire trace of the interaction with the pump wave. The integral variation of $\delta \omega$ (or the maximum frequency detuning amplitude experienced by the pulse on its trace of amplification) does not significantly influence the amplification efficiency if the detuning evolves smoothly along the trace of amplification. Condition (46) only requires the bandwidth of the wave envelope $\Delta \omega_{b}$ to grow due to the nonlinear compression sufficiently fast for the local-resonance frequency $\omega_{a}-\omega_{p}(z)$ to lie within the amplification line. For growing $|q|$ that approaches unity, the interaction becomes nonresonant, and the pulse amplification ceases. If $q$ decreases, the pulse amplification develops similarly to the solution with a constant detuning. The degenerate case where $q=$ const and the amplification efficiency depends on the amplitude of the initial pulse logarithmically is discussed in detail in [1,5].

In a real experiment, transverse plasma inhomogeneities must be taken into account in addition to the detuning provided by pump chirping and longitudinal variations of the plasma density. It is important that the dependence of $\delta \omega$ on the transverse location lowers the sensitivity of the interaction efficiency to the average detuning (over the cross section). In the 1D problem, as shown above, the pulse amplification can be entirely suppressed by large gradients of the plasma density. But in the case where the plasma density also changes in the transverse direction, a radial position $\rho_{*}$ such that $\delta \omega\left(\rho_{*}\right)=0$ exists at every cross section of the pulse trajectory. The pulse can extract energy from the pump wave in the vicinity of $\rho=\rho_{*}$, although the interaction remains inefficient far from this point. This local pulse amplification cannot be entirely suppressed by large detuning that might exist at other radial positions. This fact determines a higher robustness of the pulse amplification in inhomogeneous plasmas in 2D or 3D systems than in the 1D case. In the case where the amplification occurs inside a capillary, the pulse energy is mixed in the transverse direction because of the reflection of electromagnetic waves from the walls of the waveguide, which eventually results in a nonlocal amplification of the waveguide eigenmodes, i.e., in the amplification of the entire pulse.

## 7. DISCUSSION

Characteristic parameters of the proposed Ramanbackscattering pulse amplification experiment are given in table. For the wavelength $\lambda \approx 1 \mu \mathrm{~m}$ and the radius of the capillary sufficiently large for the radiation energy losses to be negligible, the single-mode operation can only be provided by low pump intensities, which do not allow significant amplification on a reasonable (centimeter size) interaction length. At pump intensities higher than the critical one, multimode solutions are formed.

The parameters given in table correspond to the maximum possible amplification gain at the given wavelength and the electron density limited by such effect as the Langmuir wave breaking and the forward Raman scattering instability [1,3], which remained out of the scope of our study and represent a field of further research in the context of the 3D Raman scattering problem. As regards the modulation instability, it is expected to be suppressed for the proposed parameters because the critical power of the amplified pulse selffocusing $P_{\text {crit }}=17\left(\omega / \omega_{p}\right)^{2}$ GW [3] is equal to $1.7 \times$ $10^{12} \mathrm{~W}$, which is less than the power of the amplified pulse.

In summary, using a dielectric capillary for channeling laser radiation in a Raman amplifier provides a significant advantage as regards maintaining high interaction efficiency at distances larger than the diffraction length, which allows obtaining higher intensities of the output radiation. In addition, various mechanisms of selective mode discrimination and nonlinear competition of capillary modes are provided by the transverse waveguide dispersion, but cannot be achieved in a boundless vacuum. Although the presence of the capillary walls can influence the structure of the pulse, it does not alter the amplification of the front peak of the pulse, which carries a significant amount of the total energy of the pulse.

We find that, depending on the intensity of the pump, two possible regimes of operation can be realized within a capillary, namely, the single-mode and the multimode pulse amplification. For a low pump wave intensity, when the single-mode operation is possible, the problem admits the resonant mode approach that we develop in this paper. We also develop the linear theory of pulse amplification inside a capillary by generalizing the 1 D linear problem. Contrary to the intuitive expectations, we show that the pulse amplification efficiency is not critically sensitive to the transverse structure of the pump wave, and therefore, both lower and higher modes of the pump provide approximately the same amplification rates of the seed pulse.

We generalize the mechanism of avoiding the pump wave instability (resulting in noise amplification) by chirping the pump wave or inhomogeneous plasma profile along the trace of the pulse propagation [5] in the case of an arbitrary smooth detuning profile. We show that, as the noise amplification can be suppressed by

Sample parameters for the Raman amplification inside an oversize dielectric capillary

| Wavelength $\lambda$ | $1 \mu \mathrm{~m}$ |
| :--- | :---: |
| Electron density $n_{e}$ | $10^{19} \mathrm{~cm}^{-3}$ |
| $\omega / \omega_{p}$ | 10 |
| Radius of capillary $R$ | $50 \lambda$ |
| Diffraction length $z_{\mathrm{R}}$ | 0.16 cm |
| Inverse decay rates $\alpha_{n m}^{-1}$ | $60 / 40 \mathrm{~cm}$ |
| Trace of amplification | 1.2 cm |
| Pulse duration | 40 ps |
| $a_{0}$ | 0.006 |
| Pump intensity | $10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ |
| Pump power | $4 \times 10^{9} \mathrm{~W}$ |
| Amplification length $c / \gamma$ | 0.12 mm |
| Seed pulse duration | 100 fs |
| Seed pulse intensity | $10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ |
| $\epsilon_{0}$ | 0.25 |
| Amplification factor $b_{\text {max }} / a_{0}$ | 20 |
| Amplified pulse intensity | $3.5 \times 10^{16} \mathrm{~W} / \mathrm{cm}^{2}$ |
| Amplified pulse power | $1.4 \times 10^{12} \mathrm{~W}$ |

The refraction index of capillary walls is taken to be $n=1.5$; the pump wave intensity corresponding to $a=a_{\text {crit }}$ is $1.4 \times 10^{11} \mathrm{~W} / \mathrm{cm}^{2}$, and the amplified pulse is therefore of the horseshoe type; the inverse spatial decay rates $\alpha_{n m}^{-1}$ are calculated for the two most slowly decaying modes.
detuning, the latter does not alter the amplification of the desired pulse as long as the detuning profile remains sufficiently smooth. We conclude that guiding laser pulses through the capillary provides an additional robustness of the interaction efficiency with respect to transverse inhomogeneities of the plasma density.

## ACKNOWLEDGMENTS

The authors thank A.A. Balakin for help in performing numerical simulations and A.N. Stepanov and V.A. Mironov for fruitful discussions. This work was supported by the Russian Foundation for Basic Research (project nos. 01-02-17388 and 02-02-06258).

APPENDIX

## Waveguide Modes of a Dielectric Capillary

The waves channeled by a dielectric capillary can be separated into surface and waveguide-type waves [13]. A slow surface wave propagates without dissipation inside the dielectric walls of the tube with the wave number

$$
h=\sqrt{\epsilon k^{2}+\kappa_{\epsilon}^{2}},
$$
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where $\epsilon$ is the dielectric permittivity, $\kappa_{\epsilon} \sim 1 / d$ is the wave transverse wave number, and $d$ is the width of the capillary wall. Outside the dielectric, the field of the surface wave decays exponentially with the spatial decrement

$$
\kappa_{0}=\sqrt{h^{2}-k^{2}}=\sqrt{(\epsilon-1) k^{2}-\kappa_{\epsilon}^{2}} \sim k
$$

for $k d \gg 1$. Therefore, at the distance of several wavelengths from the wall, the surface wave field essentially equals zero, and as regards the interaction of pulses inside the capillary, the impact of the surface wave field can be neglected.

Waveguide-type waves propagate inside the capillary, with the channeling provided by reflection of waves from the inner surface of the capillary dielectric wall. For paraxial propagation $(k \gg 1 / R)$, the reflection coefficients of most of the waveguide-type waves are close to unity. The only exception is given by several waves with transverse wave numbers close to the resonant ones, for which the dielectric walls of the given width are transparent. Unless the capillary transverse sizes are maintained with high precision, which is not usually the case for the applications similar to the Raman amplifier, these resonances disappear because of the random corrugation of the wall surface. In this case, one can therefore treat all the waveguide-type waves as decaying slowly.

In the first-order approximation, the boundary conditions for the electric and magnetic fields on the inner wall of the dielectric capillary (under the assumption of a negligible decay rate) are given by

$$
E_{r}(R)=H_{r}(R)=0
$$

(see [13]). The transverse structure of the electric field is then given by

$$
\begin{equation*}
\boldsymbol{\Psi}_{m, n, \pm 1}=\frac{\mathbf{p}_{ \pm 1}}{\sqrt{\pi}} \frac{J_{m \pm 1}\left(\mu_{m \pm 1, n} r / R\right)}{R J_{m}\left(\mu_{m \pm 1, n}\right)} \exp (i m \theta), \tag{47}
\end{equation*}
$$

where

$$
\mathbf{p}_{ \pm 1}=\frac{\boldsymbol{\theta}^{(0)} \pm i \mathbf{r}^{(0)}}{\sqrt{2}}=\frac{\left(\mathbf{y}^{(0)} \pm i \mathbf{x}^{(0)}\right) \exp ( \pm i \theta)}{\sqrt{2}}
$$

are unit polarization vectors and $\mu_{m \pm 1, n}$ are the roots of the Bessel functions ( $J_{m \pm 1}\left(\mu_{m \pm 1, n}\right)=0$ ). Eigenmodes (47) are normalized such that

$$
\begin{equation*}
\left\langle\boldsymbol{\Psi}_{m_{1}, n_{1}, j_{1}} \mid \boldsymbol{\Psi}_{m_{2}, n_{2}, j_{2}}\right\rangle=\boldsymbol{\delta}_{m_{1}, m_{2}} \boldsymbol{\delta}_{n_{1}, n_{2}} \boldsymbol{\delta}_{j_{1}, j_{2}} \tag{48}
\end{equation*}
$$

where $m_{1,2}$ stand for the azimuthal indices, $n_{1,2}$ stand for the radial indices, and $j_{1,2}$ determine the polarization of the modes. The decay rate $\alpha_{n}$ for the $n$th mode can be obtained in the second order of perturbation theory under the assumption of the known transverse structure of the mode. Explicit expressions for $\alpha_{n}$ are given in [9] (see also Section 4).
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#### Abstract

Four polarization-frequency Bell states are obtained experimentally for photon pairs (biphotons) emitted during spontaneous parametric scattering from continuous pumping in the collinear frequency-nondegenerate regime. The polarization properties of such states are investigated. It is shown that biphoton light in the singlet Bell state is not polarized in the second or fourth order in the field. © 2002 MAIK "Nauka/Interperiodica".


## 1. BELL STATES

Entangled states of quantum systems occupy a significant place in quantum optics and especially in quantum informatics. The concept of entanglement of a quantum system was proposed for the first time by Schrödinger (in connection with the well-known Ein-stein-Podolsky-Rosen paradox) in [1]; however, this property was not defined exactly in that publication. After some time, entangled states ceased to be the object of just philosophical discussions and gedanken experiments since various methods of their experimental preparation had been developed. Accordingly, more rigorous definitions of such states were proposed. If we confine ourselves to the case of a pure state of a complete quantum-mechanical system consisting of several parts, the property of entanglement is defined as nonfactorizability of the overall wave function and can be reduced to the existence of quantum correlations between the parts of the system [2]. Among pure entangled states of two-quantum systems, the so-called Bell states [3],

$$
\begin{align*}
& \Phi^{ \pm} \equiv \frac{1}{\sqrt{2}}(|\uparrow \uparrow\rangle+|\downarrow \downarrow\rangle), \\
& \psi^{ \pm} \equiv \frac{1}{\sqrt{2}}(|\uparrow \downarrow\rangle+|\uparrow \downarrow\rangle), \tag{1}
\end{align*}
$$

play a special role. Here, we assume that each quantum system has two eigenstates $|\uparrow\rangle$ and $|\downarrow\rangle$ (this may be a particle with a spin of $1 / 2$, an atom in a resonant field, a polarized photon, etc.) It is these states that are used for verifying Bell inequalities, in experiments on quantum teleportation, in a number of protocols of quantum cryptography, and other trends in quantum optics. In particular, such states form a convenient basis for describing an arbitrary quantum state of two two-level systems. The state $\Psi^{-}$is often referred to as a singlet
state since it is similar to the antisymmetric state of two particles with a spin of $1 / 2$.

## 2. GENERATION OF BELL STATES OF PHOTONS DURING SPONTANEOUS PARAMETRIC SCATTERING OF LIGHT

Entangled states have been realized experimentally for various quantum systems such as two atoms, an atom and a photon, and two ions. The experiments with entangled (correlated) states of photons have become the most popular. The most effective method for generating correlated photon pairs is that involving spontaneous parametric scattering (SPS) [4].

In the case of spontaneous parametric scattering, the pumping radiation with frequency $\omega_{p}$ and wave vector $\mathbf{k}_{p}$ incident on a crystal with a quadratic nonlinearity of $\chi$ leads to the emergence of scattered radiation at the crystal exit; the state of the latter radiation can be presented in the form [5]

$$
\begin{equation*}
|\Psi\rangle=|\mathrm{vac}\rangle+\frac{1}{2} \sum_{\mathbf{k}, \mathbf{k}^{\prime}} F_{\mathbf{k k}}\left|1_{\mathbf{k}}, 1_{\mathbf{k}^{\prime}}\right\rangle, \tag{2}
\end{equation*}
$$

where $\mid$ vac $\rangle$ stands for the vacuum state and $\left|1_{\mathbf{k}}, 1_{\mathbf{k}^{\prime}}\right\rangle$ is the state with one photon in mode $\mathbf{k}$ (signal photon) and one photon in mode $\mathbf{k}^{\prime}$ (idler photon), which is often referred to as a biphoton. Indices $\mathbf{k}$ and $\mathbf{k}^{\prime}$ label the frequency, spatial, and polarization modes. The quantity $F_{\mathbf{k k}^{\prime}}$ is often called the biphoton amplitude. In the stationary case, when radiation emitted by a CW singlemode laser is used for pumping and the medium parameters do not depend on time, the biphoton amplitude is proportional to $\delta\left(\omega+\omega^{\prime}-\omega_{p}\right)$, where $\omega$ and $\omega^{\prime}$ are the frequencies of the signal and idler photons. If, in addition, the scattering occurs in a plane layer unbounded in the directions transverse to the wave vector of pumping, $F_{\mathbf{k k}^{\prime}}$ is also proportional to $\delta\left(\mathbf{k}_{\perp}+\mathbf{k}_{\perp}^{\prime}\right)$, where $\mathbf{k}_{\perp}$ and


Fig. 1. Schematic diagram for observation of "latent polarization" [15]. After the polarization transformer $P$, the beam splits by the polarization beam splitter PBS and is directed to photodetectors $\mathrm{D}_{1}$ and $\mathrm{D}_{2}$. The coincidence count rate $R_{c}$ may depend on the polarization transformation even if the intensities registered by the detectors are independent of it.
$\mathbf{k}_{\perp}^{\prime}$ are the transverse components of the wave vectors. In this case, the summation over $\mathbf{k}^{\prime}$ in Eq. (2) disappears, and the second term describes an entangled state of the two photons. This state becomes a Bell state if the sum over $\mathbf{k}$ contains only two terms.

Depending on the parameters in which "entanglement" occurs (frequency, direction of the wave vector (scattering angle), polarization), we can single out the following three classes of Bell states generated during spontaneous parametric scattering.

1. Polarization-angle Bell states. The signal and idler photons are emitted at different angles $\theta$ and $\theta^{\prime}$ to the pumping wave vector; polarization for each photon is not specified, but there exists a correlation (entanglement) between the two polarizations. The two-photon part of the vector of state in this case has the form

$$
\left|H_{\theta} V_{\theta^{\prime}}\right\rangle \pm\left|V_{\theta} H_{\theta^{\prime}}\right\rangle \quad \text { or } \quad\left|H_{\theta} H_{\theta^{\prime}}\right\rangle \pm\left|V_{\theta} V_{\theta^{\prime}}\right\rangle,
$$

where symbols $H$ and $V$ denote the horizontal and vertical polarizations. Such states were realized for the first time by using type II synchronism ${ }^{1}$ [6]. Subsequently, a more convenient scheme [7] was proposed, in which analogous states were obtained as a result of interference of biphotons generated in two successively arranged crystals with type I synchronism.
2. Frequency-angle Bell states. In the case of noncollinear nondegenerate spontaneous parametric scattering with type I synchronism for small frequency detuning of the signal and idler photons from the pumping frequency, we can single out such directions of scattering $\theta$ and $\theta^{\prime}$ in which a signal photon of frequency $\omega$ and an idler photon of frequency $\omega^{\prime}$ are emitted. In this

[^15]case, the two-photon part of the vector of state has the form
$$
\left|\omega_{\theta} \omega_{\theta}^{\prime}\right\rangle \pm\left|\omega_{\theta}^{\prime} \omega_{\theta}\right\rangle ;
$$
i.e., Bell states $\Psi^{ \pm}$are generated. The experimental realizations of such states are described in [8].
3. Finally, it is possible to prepare polarization-frequency Bell states of the form
\[

$$
\begin{equation*}
\left|H_{\omega} V_{\omega}\right\rangle \pm \pm\left|V_{\omega} H_{\omega}\right\rangle \quad \text { or }\left|H_{\omega} H_{\omega}\right\rangle \pm\left|V_{\omega} V_{\omega}\right\rangle \tag{3}
\end{equation*}
$$

\]

An experiment in which such states were obtained is described in [9], where the interferometric method of preparing Bell states was used. The modes $\omega$ and $\omega^{\prime}$ differed not only in frequency, but also in the direction of propagation (two-beam regime). However, the preparation of states (3) in the one-beam regime realized in a collinear spontaneous parametric scattering is of special interest. The one-beam regime of two-photon light generation is used comparatively rarely in quantum optics, although it is this regime which is of interest for data transmission. In addition, it will be shown below that such Bell states may possess interesting features as regards their polarization properties. Namely, light in one of the states (3) turns out to be nonpolarized in all orders in the field.

## 3. LATENT POLARIZATION OF LIGHT

Many authors (see, for example, [10-12]) considered the polarization of light in higher (than second) orders in the field. It was shown in [11] that a situation is possible when light is not polarized in the second order in the field, but exhibits polarization dependences in the fourth-order (in field) correlation functions. Such a property (latent polarization) is observed, for example, in parametric scattering radiation with a collinear frequency-degenerate type II synchronism, which was demonstrated experimentally in [13]. A classical analogue of this effect was also proposed in [11], and its experimental realization is described in [14].

The schematic diagram of experimental observation of latent polarization is shown in Fig. 1 [15]. The radiation under investigation is directed to the polarization beam splitter PBS with a pair of photodetectors D1 and D2 mounted at the exits. In front of the beam splitter, a system of phase plates (two such plates are sufficient) P is mounted, which makes it possible to carry out any polarization transformation. If light is not polarized in the second order in the field, the intensity registered by each of the detectors remains unchanged under any polarization transformation.

Let us suppose that a correlation function of the form

$$
\begin{equation*}
G_{H V}^{(2)}(\tau)=\left\langle E_{H}^{(-)}(t) E_{V}^{(-)}(t+\tau) E_{H}^{(+)}(t) E_{V}^{(+)}(t+\tau)\right\rangle \tag{4}
\end{equation*}
$$

is measured in an experiment, where $E^{(-)}$and $E^{(+)}$are, respectively, the negative-frequency and positive-frequency fields, the subscripts $H$ and $V$ denoting the lin-
ear horizontal and vertical polarization modes. This quantity, which characterizes intensity correlation in the polarization modes, may depend on polarization transformation in front of the beam splitter even for light nonpolarized in the second order. In order to measure the correlation function (4), signals from detectors are directed to the input of the photocounting coincidence circuit; the coincidence count rate $R_{c}$ is determined by the value of $G_{H V}^{(2)}$. For example, the correlation function (4) in [13] was measured for polarization transformations carried out by rotating the half-wave plate. If two-photon light was present at the input, modulation of the coincidence count rate was observed with a high visibility. ${ }^{2}$ In the presence of a classical source (e.g., radiation from two orthogonally polarized lasers with independent phase fluctuations [14]) at the input, a modulation of $G_{H V}^{(2)}$ with a $50 \%$ visibility is observed in the experiment.

Let us now consider four polarization-frequency Bell states (3). It is well known that the singlet state $\Psi^{-}$ is invariant to any polarization transformations [16]. It should not display any polarization dependence during measurements of moments of any order in the field, including the correlation function (4). It can also be noted that the state $\Phi^{+}$is invariant to rotations of the polarization plane. Consequently, no modulation in the number of coincidences must be observed for such a state (or for the $\Psi^{-}$state) in the experiment described in [13].

Thus, light in the singlet Bell state $\Psi^{-}$is nonpolarized in the second as well as fourth order in the field. Since all moments for two-photon light can be expressed in terms of second- and fourth-order moments, light in state $\Psi^{-}$is nonloparized in all orders in the field. Such light can be referred to as completely nonpolarized.

## 4. "SCALAR LIGHT"

The state of light $\Psi^{-}$is close to the state of polariza-tion-scalar light proposed in [10] (see also [17]). A transition from the state of polarization-scalar light to state $\Psi{ }^{-}$occurs in the limit of a low pumping power or a small parametric transformation coefficient. For polar-ization-scalar light, fluctuations of all Stokes parameters must be suppressed.

The fluctuations of Stokes parameters can be easily calculated for all four polarization-frequency Bell states. It turns out as a result that fluctuations of the third Stokes parameter are suppressed in state $\Phi^{+}\left(\Delta S_{3}^{2}=\right.$ $0) ; \Delta S_{2}^{2}=0$ in state $\Phi^{-} ; \Delta S_{1}^{2}=0$ in state $\Psi^{+}$; and in the singlet state $\Psi^{-}$, the fluctuations of all three Stokes
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Fig. 2. Schematic diagram of experiment. Parametric scattering in the collinear frequency-nondegenerate regime with type I synchronism occurs in two spatially separated regions in a lithium iodate crystal. Biphoton radiation at the crystal exit is in the state $\left|H_{\omega} H_{\omega}\right\rangle$ in both beams. In the right beam, polarization is rotated with the help of a $\lambda / 2$ plate. The phase $\varepsilon$ between the beams is controlled by mirror M. The phase incursion between the extraordinarily polarized wave and the ordinarily polarized wave at frequency $\omega$ in the quartz plate QP exceeds the corresponding phase incursion at frequency $\omega^{\prime}$ by $\pi$.
parameters are suppressed: $\Delta S_{1}^{2}=\Delta S_{2}^{2}=\Delta S_{3}^{2}=0$. However, the measurements of fluctuations of Stokes parameters for biphoton light would require very rapid detectors (with a time resolution of the order of reciprocal width of the parametric scattering spectrum, i.e., of the order of hundreds of femtoseconds). Such detectors are not available at present. The suppression of fluctuations of the Stokes parameters can be obtained with the help of detectors with a nanosecond time resolution, but only in the case of parametric oscillation of light, when the emission spectrum is considerably narrower than for spontaneous parametric scattering. In this study, we used the spontaneous scattering regime; accordingly, we measured not the fluctuations of the Stokes parameters, but correlation functions of intensity.

## 5. PREPARATION AND ANALYSIS OF POLARIZATION-FREQUENCY BELL STATES

The schematic diagram of the experiment on obtaining four polarization-frequency Bell states is presented in Fig. 2. Continuous pumping (radiation of heliumcadmium laser at a wavelength of 325 nm ) through a nonpolarization beam splitter is directed to the interferometer whose both arms contain a lithium iodate crystal. In the crystal, lights experiences spontaneous parametric scattering with a nondegenerate collinear type I synchronism; as a result, biphoton radiation in state $\left|H_{\omega} H_{\omega^{\prime}}\right\rangle$ is present in both arms behind the crystal. The wavelength of the signal and idler photons are 635 and 665 nm , respectively. Pumping radiation behind the crystal is cut off by filter F. A half-wave plate in one of the arms rotates polarization through $\pi / 2$, transforming


Fig. 3. Dependence of the coincidence count rate (number of coincidences in 200 s ) on the angle of rotation $\chi$ of the $\lambda / 2$ plate for (a) $\Phi^{-}$, (b) $\Phi^{+}$, and (c) $\Psi^{-}$. The solid curve in (a) corresponds to relation (10) with an added constant background, which corresponds to a visibility of $94 \%$. The solid curve in (b) is plotted under the assumption that the intensities of biphoton beams differ by $20 \%$; in this case, calculations give the same dependence as in (a), but with an amplitude smaller by a factor of 20 . The theoretical dependence in (c) is depicted by the straight line.
the beam state into $\left|V_{\omega} V_{\omega^{\prime}}\right\rangle$, and both beams meet without loss in the polarization beam splitter PBS1. Mirror $M$ in the interferometer can be displaced with the help of a piezoelectric feed. The state of the biphoton field at the exit of the interferometer has the form

$$
\begin{equation*}
|\Psi\rangle=\frac{1}{\sqrt{2}}\left(\left|H_{\omega} H_{\omega^{\prime}}\right\rangle+e^{-i \varepsilon}\left|V_{\omega}, V_{\omega^{\prime}}\right\rangle\right) \tag{5}
\end{equation*}
$$

where phase $\varepsilon$ can be varied by displacing mirror M . For $\varepsilon=0$, Bell state $\Phi^{+}$is formed, while, for $\varepsilon=\pi$, we have Bell state $\Phi^{-}$. State $\Psi^{+}$can be obtained from $\Phi^{-}$ with the help of a half-wave plate oriented at an angle of $\pi / 8$.

Bell states $\Phi^{+}, \Phi^{-}$, and $\Psi^{+}$are analogues of states obtained in [18] by using the same experimental setup, but for the degenerate regime of parametric scattering. As we pass to the degenerate scattering regime, state $\Phi^{+}$ is transformed into a pair of correlated photons with right-circular and left-circular polarizations, state $\Phi^{-}$is converted into a pair of linearly polarized photons at angles $\pm \pi / 4$, and state $\Psi^{+}$is transformed into a pair of photons polarized along the vertical and the horizontal.

The singlet state $\Psi^{-}$has no analogue in the degenerate regime since it is antisymmetric relative to the transposition of photons in a pair. In order to prepare this state, a special phase plate made of a quartz crystal (QP) was used in experiments. The thickness of this plate satisfied the following condition: the phase incursion between the ordinary and extraordinary waves at frequency $\omega$ differs from the corresponding phase incursion at frequency $\omega^{\prime}$ by $\pi$. If the state $\Psi^{+}=\left|H_{\omega} V_{\omega}\right\rangle+$ $\left|V_{\omega} H_{\omega^{\prime}}\right\rangle$ exists at the entrance of such a plate and its optical axis is oriented along the vertical or horizontal, the state behind the plate has the form $\Phi^{-}=\left|H_{\omega} V_{\omega^{\prime}}\right\rangle-$ $\left|V_{\omega} H_{\omega^{\prime}}\right\rangle$ to within an insignificant common phase. In order to obtain state $\Psi^{-}$, phase $\varepsilon$ in the interferometer was set equal to $\pi$ so that the state $\Phi^{-}=\left|H_{\omega} H_{\omega}\right\rangle-$ $\left|V_{\omega} V_{\omega}\right\rangle$ was formed at the exit of the interferometer. In the basis $X Y$ turned through $\pi / 4$ relative to the basis $H V$, state $\Phi^{-}$is transformed into $\Psi^{+}$:

$$
\left|H_{\omega} H_{\omega^{\prime}}\right\rangle-\left|V_{\omega} V_{\omega^{\prime}}\right\rangle=\left|X_{\omega} Y_{\omega^{\prime}}\right\rangle+\left|Y_{\omega} X_{\omega^{\prime}}\right\rangle
$$

Plate QP is mounted at the exit of the interferometer so that its optical axis is oriented along direction $X$. Behind the plate, the state in the basis $X Y$ was transformed into $\Psi^{-}$; consequently, in view of its invariance to polarization transformations, this state remained unchanged in any polarization basis.

For the four polarization-frequency Bell states obtained by us, measurements were made according to the scheme proposed in [15]: the value of $G_{H V}^{(2)}$ was measured depending on the polarization transformation in front of the beam splitter (see Fig. 1). In order to single out small scattering angles, an aperture was used. Since noise radiation was also present at the entrance of the detecting elements of the setup in addition to radiation from spontaneous parametric scattering, an interference filter of width 40 nm with transmittance peak at a wavelength of 650 nm was used. The filter transmitted both signal and idler radiation. Avalanche photodiodes operating in the photon count mode were used as detectors, and the resolution of the coincidence scheme was 1.5 ns .

The role of polarization transformers was played by $\lambda / 2$ and $\lambda / 4$ plates. Figure 3 shows the dependences
obtained for $G_{H V}^{(2)}$ during the rotation of the $\lambda / 2$ plate for Bell states $\Phi^{-}, \Phi^{+}$, and $\Psi^{-}$. The dependence for the $\Psi^{+}$ state is not shown since this state is transformed to $\Phi^{-}$ by rotating the basis through $\pi / 4$; consequently, the angular dependence for this state is the same as for $\Phi^{-}$ to within a shift by $\pi / 8$ along the abscissa axis.

It should be noted at the very outset that all the experimentally obtained entangled states were nonpolarized in the second order in the field: under polarization transformations by the $\lambda / 4$ and $\lambda / 2$ plates, the intensity of the beam detected by each detector (see Fig. 1) remained practically unchanged. ${ }^{3}$

It can be seen that the state $\Phi^{-}$possesses "latent polarization" (Fig. 3a): upon the rotation of the $\lambda / 2$ plate, the number of coincidences $R_{c}$ oscillates with a high visibility $(94 \%)$. The dependence of $R_{c}$ on the angle of rotation $\chi$ of the plate can be easily derived using expression (4) for the correlation function and writing state $\Phi^{-}$in the form

$$
\begin{gather*}
\Phi^{-}=\left|H_{\omega} H_{\omega}\right\rangle-\left|V_{\omega} V_{\omega}\right\rangle \\
=\left[a_{H}^{\dagger}(\omega) a_{H}^{\dagger}\left(\omega^{\prime}\right)-a_{V}^{\dagger}(\omega) a_{V}^{\dagger}\left(\omega^{\prime}\right)\right]|\mathrm{vac}\rangle, \tag{6}
\end{gather*}
$$

where $a_{H, V}^{\dagger}\left(\omega, \omega^{\prime}\right)$ are the photon creation operators in the polarization modes $H$ and $V$ and in frequency modes $\omega$ and $\omega^{\prime}$. Now, we express the fields in relation (4) in terms of the creation operator and consider that the lefthand side of Eq. (4) is Hermitian conjugate to the righthand side. Averaging in Eq. (4) should be carried out over the state $\Phi(\chi)$ obtained from $\Phi^{-}$as a result of action of the plate. This gives

$$
\left.=\mid \iint d \omega_{1} d \omega_{2} a_{H}^{\dagger}\left(\omega_{1}\right) e^{-i \omega_{1} t} a_{V}^{(2)}(\tau), \omega_{2}\right)\left.e^{-i \omega_{2}(t+\tau)}|\Phi(\chi)\rangle\right|^{2} .
$$

Using the Jones matrix for the $\lambda / 2$ plate oriented at angle $\chi$ [15],

$$
D=\left(\begin{array}{cc}
i \cos (2 \chi) & i \sin (2 \chi) \\
i \sin (2 \chi) & -i \cos (2 \chi)
\end{array}\right),
$$

and expressing the creation operators in front of the plate in terms of the creation operators behind the plate, we obtain the following expression for state $\Phi(\chi)$ accurate to an insignificant phase factor:

$$
\begin{gather*}
\Phi(\chi)=\cos (4 \chi)\left(\left|H_{\omega} H_{\omega}\right\rangle-\left|V_{\omega} V_{\omega}\right\rangle\right)  \tag{8}\\
-\sin (4 \chi)\left(\left|H_{\omega} V_{\omega}\right\rangle+\left|V_{\omega} H_{\omega}\right\rangle\right) .
\end{gather*}
$$

After integration, this equation will contain only the terms corresponding to frequencies $\omega$ and $\omega^{\prime}$. Substituting Eq. (8) into relation (7), we obtain

$$
\begin{equation*}
G_{H V}^{(2)}(\tau)=4 \cos ^{2} \frac{\omega-\omega^{\prime}}{2} \tau \sin ^{2}(4 \chi) \tag{9}
\end{equation*}
$$

[^17]



Fig. 4. Dependence of the number of coincidences on the angle of rotation $\chi$ of a $\lambda / 4$ plate for (a) $\Phi^{-}$, (b) $\Phi^{+}$, and (c) $\Psi^{-}$. Theoretical curves are plotted from relations (11) (a) and (12) (b) with an added background, taking into account the departure of visibility from $100 \%$. The visibility is $93 \%$. The theoretical dependence in (c) is depicted by the straight line.
(the contribution resulting from averaging gives only the second term in Eq. (8)).

The rate of coincidence count in the scheme presented in Fig. 1 is determined by the integral of $G_{H V}^{(2)}(\tau)$ with respect to $\tau$ in the limits determined by the time resolution $T$ of the coincidence circuit, which is considerably longer than the period of oscillations of the first factor in Eq. (9). This gives

$$
\begin{equation*}
R_{c}\left(\Phi^{-}, \frac{\lambda}{2}\right) \propto \sin ^{2}(4 \chi) \tag{10}
\end{equation*}
$$

which is in good agreement with the experimental results (Fig. 3a).

If state $\Phi^{+}$is formed at the entrance of the polarization transformer, the coincidence count rate is independent of the angle of rotation of the half-wave plate; it can easily be verified that state $\Phi^{+}$does not change in this case. The coincidence count rate remains close to zero since the polarization anticorrelation effect takes place [19]. Accordingly, the coincidence count rate in Fig. 3 b is smaller than the count rate for state $\Phi^{-}$by more than an order of magnitude (Fig. 3a). The observed modulation is apparently due to the fact that biphoton beams in different arms of the interferometer had slightly different intensities. For example, if the contributions to the coincidence count rate from the two arms differ by $20 \%$, we can obtain for $R_{c}$ a dependence analogous to (10), but with an amplitude smaller by a factor of 20 .

For the case when state $\Psi^{-}$was formed in front of the plate, a high coincidence count rate independent of $\chi$ was observed (Fig. 3c). Calculations similar to those described above give in this case a constant value for $R_{c}$, equal to the maximum of function (10).

The results presented in Fig. 4 were obtained by using a $\lambda / 4$ plate as a polarization transformer. In this case, calculations give the following dependence of state $\Phi^{-}$at the entrance to the plate:

$$
\begin{equation*}
R_{c}\left(\Phi^{-}, \frac{\lambda}{4}\right) \propto \sin ^{4}(2 \chi) . \tag{11}
\end{equation*}
$$

This dependence is in good agreement with the experimental dependence (Fig. 4a).

The change in the value of $\chi$ for state $\Phi^{+}$at the plate entrance leads to complete modulation of the coincidence count rate (Fig. 4b). Calculations for this case give the following dependence:

$$
\begin{equation*}
R_{c}\left(\Phi^{+}, \frac{\lambda}{4}\right) \propto \sin ^{2}(2 \chi) \tag{12}
\end{equation*}
$$

Finally, for state $\Psi^{-}$at the entrance of the $\lambda / 4$ plate, the coincidence count rate modulation during the rotation of the plate is virtually absent (Fig. 4c).

Our measurements revealed that biphoton light in state $\Psi^{-}$does not possess "latent polarization"; i.e., it is nonpolarized in the second as well as fourth order in the field. All the remaining Bell states exhibit latent polarization.

## 6. CONCLUSIONS

Thus, biphoton light in a singlet polarization-frequency Bell state turns out to be completely nonpolarized and is polarization-scalar light. Such a state of light was obtained experimentally, as well as the
remaining three polarization-frequency Bell states. It is convenient to use "one-beam" geometry in this case since it makes it possible to use biphoton light for data transmission by sending the signal and idler photons through the same optical fiber. It can be expected that such states will be applied for coding and transmission of quantum information.
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#### Abstract

Within the framework of the instanton approach, we present analytical results for the following model problems: (i) particle penetration through a parabolic potential barrier, where the instanton solution practically coincides with the exact (quantum) one; (ii) descriptions of highly excited states in anharmonic potentials of two types: double-well $X^{4}$ and decay $X^{3}$. For the former potential, the instanton method accurately reproduces not only single-well and double-well quantization, but also a crossover region (in contrast to the standard WKB approach that fails to describe the crossover behavior); for the latter potential, the instanton method allows studying the resonance broadening and collapse phenomena. We also investigate resonance tunneling that plays a relevant role in many semiconducting devices. We show that the instanton approach gives exact (quantum) results in a broad range of energies. Applications of the method and of the results are applicable to various systems in physics, chemistry, and biology exhibiting double-level behavior and resonance tunneling. © 2002 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

Semiclassical mechanics has a long history. Surprisingly, however, some long-standing problems still exist in the theory. One of them-the description of states near a potential barrier top with a sufficient accuracyis the subject of this paper. It is known that the commonly used WKB method (phase integral approach) [1, 2] amounts to matching the wave functions for the classically allowed and forbidden regions. Technically, the procedure works for linear (or first-order) turning points and can be relatively simply performed only in one-dimensional problems. But one-dimensional problems are not of great physical importance, not only because the reduced dimensionality does not allow modelling many relevant experimental situations, but also (at least partially) because one-dimensional quantum mechanical problems can be rather easily solved numerically. Unfortunately, efficiency and accuracy of direct numerical methods in quantum mechanics rapidly degrade for multidimensional systems possessing many degrees of freedom because of an extraordinary amount of computational work required for calculations. Furthermore, an extension of the WKB procedure to multidimensional systems encounters fundamental difficulties because of the still unsolved matching problem for multidimensional WKB solutions, which become singular on caustic lines separating manifolds in phase space with real and imaginary momenta for

[^18]each among $N$ coordinates. Because the number of these domains increases as $N!$, it is a tremendous task for $N>2$. After several decades of efforts, a complete and unifying description of multidimensional WKB solutions is still unavailable.

The problem was first addressed long ago, and some attempts to overcome the difficulties of the WKB approach and to improve the accuracy of the method have been performed quite successfully. We note, e.g., [3], where the authors additionally included trajectories of a special type on the complex phase plane in the standard WKB method; the semiclassical motion along these trajectories is described by Weber functions (also see [4]). But the choice of these additional special trajectories (which must be included in order to improve the accuracy of the WKB method near the barrier top) depends on the detailed form of the potential far from the top, and in each particular case, a nonuniversal procedure must therefore be performed from the very beginning (also see more recent publications [5], where the authors use some distortion of Stokes diagrams, or [6], where time-dependent quantum mechanical calculations for anharmonic and double-well oscillators have been performed).

Evidently, therefore, there is some need for a semiclassical approach different from the WKB method. One of the alternatives to the WKB semiclassical formalism, the so-called extreme tunneling trajectory, or instanton [7-9], could be very effective in calculating a
globally uniform wave function of the ground state (i.e., a wave function without singularities). It allows finding semiclassical wave functions for a very broad class of potentials with arbitrary combinations of the first- and the second-order turning points. The method was recently adapted for the description of low-energy excited states $[10,11]$. One of the main advantages of the instanton approach is that it can be readily extended to multidimensional systems using perturbative techniques (see [12] and references therein).

But before investigating multidimensional problems, we must study one-dimensional potentials and one-dimensional problems that cannot be accurately solved by the standard WKB method. These problems are the subject of this paper. The generalization of the instanton procedure to highly excited states is not straightforward at all and requires additional analysis. We consider only few relatively simple examples, but this analysis is useful for gaining insight into more complex systems for which even approximate theoretical results are not available.

In many interesting physical problems, high-accuracy calculations are out of reach of the standard WKB method, but as we see in what follows, the instanton approach offers a solution to the difficulties inherent to the WKB procedure. Since this fact was largely unnoticed in the previous studies, we found it worthwhile to present the investigation of several simple examples in a short and explicit form and to point out practical usability of the instanton approach. Apart from the aim to illustrate the efficiency of the instanton approach, our study is a prerequisite for an explanation and successful description of many relevant physical phenomena (for example, low-temperature quantum kinetics of phase transitions-see, e.g., [13]) where an active (reaction) path is effectively confined to one dimension.

All examples considered in this paper are related to the fundamental problems of chemical dynamics and molecular spectroscopy (see, e.g., [9] and references therein). Symmetric or slightly asymmetric doublewell potentials are characteristic of molecules and van der Waals complexes with more than one stable configuration [14-17]. The states of such systems close to the barrier top (theoretically described by the instanton approach in this paper) are most relevant for radiationless evolution of highly excited states. These states have a double (localized-delocalized) nature, which manifests itself in the wave functions that simultaneously contain both components, the localized component in one of the wells and the delocalized component between the two wells. The states close to the barrier top of decay potentials govern thermally activated overbarrier transition amplitudes. For low-energy states, the main reduction factor is the tunneling exponent, while the contribution of highly excited states is limited by the Boltzmann factor. Our instanton calculations demonstrate that there is no sharp boundary between quasistationary and delocalized states. Two of
us (V. B. and E. K.) recently investigated [18] the eigenstates of a highly asymmetric double-well potential. We have shown that quantum irreversibility phenomena occur when the spacing between neighboring levels of the deeper well becomes smaller than the typical transition matrix element. Obviously, this criterion can also be applied to the states near the barrier top. We note that, for low-energy states, the asymmetry leading to irreversible behavior must be very large, whereas, for states near the barrier top, the condition of the ergodic behavior is not very severe, and it is sufficient for the asymmetry of the potential to be comparable to the barrier height.

This paper is organized as follows. Section 2 contains the basic equations of the instanton method that are necessary for our investigation. As an illustration of the method, we consider a touchstone quantum mechanical problem-penetration of a particle through a parabolic potential barrier. The instanton solutions that are the asymptotic forms of the Weber equation are then exact. Section 3 is devoted to the investigation of highly excited states in a double-well potential. For concreteness and simplicity, we study the quartic anharmonic potential $X^{4}$. The instanton approach allows us to accurately reproduce not only the asymptotic behavior but also the crossover region from the single-well to the double-well quantization. In Section 4, a similar problem for the $X^{3}$ anharmonic potential is studied. Section 5 is devoted to the so-called resonance tunneling phenomena, which are not only interesting in their own right but also play a relevant role in many semiconducting double-barrier structures. In Section 6, we discuss the results. In the Appendix, we compute the so-called connection matrices that provide a very efficient method of finding semiclassical solutions to the Schrödinger equation in potentials having several turning points. Knowing the connection matrices is also important and significant for developing a good analytical approximation. The readers not interested in the mathematical derivation can skip the Appendix and find all the results in the main body of the paper.

## 2. PENETRATION THROUGH THE PARABOLIC POTENTIAL BARRIER

### 2.1. Instanton Approach

For convenience, we recall the main ideas of the instanton approach. The first step of the approach in [7, $8]$ is the so-called Wick rotation of phase space corresponding to the transformation to imaginary time $t \longrightarrow$ -it. The potential and the kinetic energy change their signs after the transformation, and the Lagrangian is replaced by the Hamiltonian in the classical equation of motion. By this Wick rotation, the standard oscillating WKB wave functions are transformed into exponentially decaying functions that vanish as $X \longrightarrow \pm \infty$. Following [10, 11], we use a slightly different formulation of the instanton method, assuming exponentially
decaying real-valued wave functions from the very beginning. Taking into account that the wave functions of bound states can be chosen as real quantities, we can therefore seek a solution to the Schrödinger equation in the form

$$
\begin{equation*}
\Psi=\exp (-\gamma \sigma(X)), \tag{2.1}
\end{equation*}
$$

where $\gamma$ is the semiclassical parameter that is assumed to be sufficiently large ( $\gamma \equiv m \Omega_{0} a_{0}^{2} / \hbar$, where $m$ is the mass of a particle; $a_{0}$ is a characteristic length in the problem, e.g., the tunneling distance; and $\Omega_{0}$ is a characteristic frequency, e.g., the oscillation frequency around the potential minimum; in what follows, we set $\hbar=1$, measuring energies in the units of frequency) and $\sigma$ can be called the action; this function must satisfy the first-order differential equation of the Ricatti type,

$$
\begin{equation*}
\gamma^{2}\left[-\frac{1}{2}\left(\frac{d \sigma}{d X}\right)^{2}+V(X)\right]+\gamma\left[\frac{1}{2} \frac{d^{2} \sigma}{d X^{2}}-\epsilon\right]=0, \tag{2.2}
\end{equation*}
$$

where $V(X)$ is the potential and $\epsilon$ gives particle eigenstates (energies). Here and in what follows, we use dimensionless variables $\left(\epsilon=E / \Omega_{0}\right.$ for the energy, $V=$ $U / \gamma \Omega_{0}$ for the potential, and $X=x / a_{0}$ for the coordinate, where $E$ and $U$ are the corresponding dimensional values of the energy and potential). We believe that $\gamma \gg 1$, and $\sigma(X)$ can therefore be expanded in the asymptotic series

$$
\begin{equation*}
\sigma(X)=W(X)+\gamma^{-1} W_{1}(X)+\gamma^{-2} W_{2}(X)+\ldots \tag{2.3}
\end{equation*}
$$

The first- and the second-order terms in $\gamma^{-1}$ become identically zero if the time-independent HamiltonJacobi equation (HJE) and the so-called transport equation (TE) are satisfied,

$$
\begin{equation*}
\frac{1}{2}\left(\frac{d W}{d X}\right)^{2}=V(X) \tag{2.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d W}{d X} \frac{d A}{d X}+\frac{1}{2} \frac{d^{2} W}{d X^{2}} A=\epsilon A \tag{2.5}
\end{equation*}
$$

where

$$
\begin{equation*}
A(X) \equiv \exp \left(-W_{1}(X)\right) . \tag{2.6}
\end{equation*}
$$

An essential advantage of the instanton method in comparison to the standard WKB is that, in the former approach, the HJE is solved at $E=0$, and the classically allowed regions therefore disappear. The price to be paid for this is the appearance of second-order turning points (in contrast to the WKB method, where all turning points are linear).

It is well known that the WKB wave functions are singular at the turning points, and therefore, different approximations represent the same wave function in different domains. The famous Stokes phenomenon [2] is related to the distribution of the turning points;

Stokes and anti-Stokes lines emanate from each turning point. By definition, Stokes lines are the lines where the dominance of the dominant exponential semiclassical solution to the Schrödinger equation becomes strongest, and anti-Stokes lines are the lines on which the dominance and subdominance of the solutions interchange. Evidently, the WKB approximation does not work and must be refined near Stokes and anti-Stokes lines [2]. On the contrary, because classically accessible regions do not exist in the instanton formalism, the Stokes lines continuously pass through second-order turning points, and globally uniform real solutions to the Schrödinger equation can be constructed using the asymptotically smooth transformation of the instanton wave functions into the Weber functions. This global uniformity is the principal advantage of the instanton method.

A clearer idea of the instanton approach is obtained by the derivation of the well-known [1] quantization rules for the harmonic oscillator $\left(V(X)=X^{2} / 2\right)$. For a given energy $\epsilon$, any solution to the Schrödinger equation can be represented as a linear combination of the solutions to the Weber equation [19]

$$
\begin{equation*}
\frac{d^{2} \Psi}{d z^{2}}+\left(v+\frac{1}{2}-\frac{z^{2}}{4}\right) \Psi(z)=0, \tag{2.7}
\end{equation*}
$$

where $z \equiv X \sqrt{\gamma}$ and $v=\epsilon-1 / 2$. The basic solutions of (2.7) are the parabolic cylinder functions [19], and only the function $D_{\mathrm{v}}(-z)$ vanishes as $z \longrightarrow \infty$ for $\arg z=0$. For $\arg z=\pi$, the asymptotic behavior of this function as $z=\infty$ is given by [19]

$$
\begin{gather*}
D_{\mathrm{v}}(-z)=\exp (i \pi v) z^{v} \exp \left(-\frac{z^{2}}{4}\right)  \tag{2.8}\\
-\frac{\sqrt{2} \pi}{\Gamma(-v)} z^{-v-1} \exp \left(\frac{z^{2}}{4}\right) .
\end{gather*}
$$

It can vanish as $z \longrightarrow \infty$ only at the poles of $\Gamma(-v)$, and this vanishing condition gives the exact eigenvalues of the harmonic oscillator

$$
\epsilon=n+\frac{1}{2} .
$$

Moreover, because $D_{\mathrm{v}}(-z)$ coincide with the known harmonic oscillator eigenfunctions for positive integer $v$ [1], the instanton approach to the harmonic oscillator is exact.

### 2.2. Tunneling Through the Harmonic Barrier

As a less trivial illustration of the instanton approach efficiency, we apply the method to the problem of quantum mechanical tunneling through the parabolic potential

$$
\begin{equation*}
U(x)=U_{0}-\frac{m \Omega_{0}^{2}}{2} x^{2}, \tag{2.9}
\end{equation*}
$$



Fig. 1. The phase of the wave reflected from the parabolic barrier: (1) the exact quantum and instanton solutions $\phi_{0}$;
(2) the WKB solution $\phi_{0}^{W K B}$; the dashed line is the difference $\phi_{0}-\phi_{0}^{W K B}$.
where $m$ is the mass of the tunneling particle and $\Omega_{0}$ is a characteristic frequency (the curvature of the potential). The potential involves an additional characteristic space scale $a_{0}$. Using $\Omega_{0}$ and $a_{0}$ to set the corresponding scales, we can rewrite parabolic potential (2.9) in the dimensionless form

$$
\begin{equation*}
V(X)=V_{0}-\frac{1}{2} X^{2} \tag{2.10}
\end{equation*}
$$

In these variables, the Schrödinger equation is given by

$$
\begin{equation*}
\frac{d^{2} \Psi}{d X^{2}}+\left(\gamma^{2} X^{2}-\alpha \gamma\right) \Psi(X)=0 \tag{2.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha=2 \frac{U_{0}-E}{\Omega_{0}} \tag{2.12}
\end{equation*}
$$

and $\gamma \gg 1$ semiclassical parameter introduced above.
Schrödinger equation (2.11) can be transformed into the Weber equation [19] by a $\pi / 4$ rotation in the complex plane,

$$
X=\frac{1}{\sqrt{2} \gamma} z \exp \left(\frac{i \pi}{4}\right)
$$

and the solution to (2.11) can therefore be represented as a linear combination of the parabolic cylinder functions $D_{v}$ [19],

$$
\begin{equation*}
\Psi_{\mathrm{v}}(z)=c_{1} D_{\mathrm{v}}(z)+c_{2} D_{\mathrm{v}}(-z) \tag{2.13}
\end{equation*}
$$

where $v=-1 / 2-i \alpha / 2$.

As $X \longrightarrow \infty$, only the transmitted wave exists with the amplitude (the transmission coefficient) $T$,

$$
\begin{equation*}
\Psi \approx T \exp \frac{i \gamma X^{2}}{2} \tag{2.14}
\end{equation*}
$$

As $X \longrightarrow-\infty$, both the incident wave $\left(\propto \exp \left(-i \gamma X^{2} / 2\right)\right)$ and the reflected wave proportional to $\operatorname{Rexp}\left(i \gamma X^{2} / 2\right)$ exist. By a standard quantum mechanical procedure [1], the transmission coefficient $T$ and the reflection coefficient $R$ can be found using the known asymptotic form of the parabolic cylinder functions [19] at fixed energy (i.e., at fixed $\alpha$ ). This leads to the well known expression [1]

$$
\begin{equation*}
|T|^{2}=\frac{1}{1+\exp (\pi \alpha)} \tag{2.15}
\end{equation*}
$$

We note that solutions (2.13) are the exact solutions to the Schrödinger equation in parabolic potential (2.10). We now apply the instanton approach described above to the same problem. The solutions to HJE (2.4) and TE (2.5), which are milestones of the method, can easily be found as

$$
\begin{gather*}
W= \pm i \frac{X^{2}}{2}  \tag{2.16}\\
A=A_{0} X^{-1 / 2} \exp \left( \pm i \alpha \ln \frac{X}{2}\right)
\end{gather*}
$$

where the integration constant $A_{0}$ determines energydependent phases of the wave functions. Comparing (2.16) and (2.13), we can see that the instanton wave functions are the asymptotic forms of the parabolic cylinder functions, and therefore, because the transmission $(T)$ and reflection $(R)$ coefficients are determined only by the asymptotic behavior, the values of $T$ and $R$ found in the framework of the instanton approach coincide with the exact quantum mechanical ones at any value of the energy (of the parameter $\alpha$ ). We recall that the instanton and the exact quantum mechanical solutions for the harmonic oscillator also coincide for any energy.

To finish this subsection, we mention for the skeptical reader that the WKB wave functions coincide with the exact solutions only at $\alpha \ll-1$. In the region where $|\alpha| \leq 1$, i.e., where the characteristic size of the forbidden region becomes comparable to the particle wavelength, specific interference phenomena between the transmitted and reflected waves occur, and phenomena of this kind cannot be reproduced in the standard WKB approach assuming that all turning points are independent.

As an illustration, in Fig. 1, we show the energy ( $\alpha$ ) dependence of the phase for the wave function reflected by the parabolic potential. The exact quantum mechanical and the instanton solutions ( $\phi_{0}$ in Fig. 1) are indistinguishable over a broad region of energies, while the

WKB solution ( $\phi_{0}^{W K B}$ in Fig. 1) deviates from both of them.

### 2.3. Connection Matrices

Our analysis can be recast into a more elegant form by introducing the so-called connection matrices. In the instanton approach (as in any semiclassical treatment of the scattering or transition processes), we deal with only the asymptotic solutions and their connections on the complex coordinate plane. It is therefore important to know the connection matrices. These connection matrices provide a very efficient method of finding semiclassical solutions to the Schrödinger equation in potentials with several turning points. This is also a relevant starting point for developing a good analytical approximation.

It is convenient to formulate the general procedure for calculating the connection matrices for an arbitrary combination of the first- and second-order turning points. The procedure can then be applied to any particular problem under investigation. Technically, this requires extending the procedure known for linear turning points [2]. All the necessary details of the generalization are given in the Appendix, and we present here only the main definitions and results. In the semiclassical limit $\gamma \gg 1$, the Stokes and anti-Stokes lines for the equation

$$
\begin{equation*}
\frac{d^{2} \Psi}{d z^{2}}+\gamma^{2} q(z) \Psi(z)=0 \tag{2.17}
\end{equation*}
$$

are determined by the respective conditions

$$
\begin{equation*}
\operatorname{Re} W(z)=0 \tag{2.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Im} W(z)=0, \tag{2.19}
\end{equation*}
$$

where

$$
\begin{equation*}
W(z)=\int_{z_{0}}^{z} \sqrt{q(z)} d z \tag{2.20}
\end{equation*}
$$

and $z_{0}$ is the turning point under consideration.
For the harmonic potential, there are only linear turning points for real ( $\alpha>0$ ) and imaginary ( $\alpha<0$ ) energies. In the Appendix, we calculate all the connection matrices that we need. To fully analyze the problem for the entire range of parameters, we must therefore know only the distributions of turning points and the Stokes and anti-Stokes lines on the complex plane. At real turning points $(\alpha>0)$ where $X_{1,2}= \pm(\alpha / \gamma)^{1 / 2}$, there are four Stokes and four anti-Stokes lines and two cuts in the complex plane (see Fig. 2).

For $\alpha \gg 1$, the connection matrix can be easily calculated as the direct product of the connection matrices


Fig. 2. The Stokes (solid) and anti-Stokes (dashed) lines for the two real-valued turning points $X_{1,2}$ with the surrounding contours $I$ and $I$. On contour $I I$, the Stokes lines for the Airy equation asymptotically matches the lines for the Weber equation. The cut is depicted by the wavy line.
found in the Appendix ( $\hat{M}^{-}$in Eq. (A.4) and the Hermitian conjugate matrix $\hat{M}^{+}$) and the diagonal shift matrix

$$
\left(\begin{array}{cc}
\exp (\pi \alpha / 2) & 0  \tag{2.21}\\
0 & \exp (-\pi \alpha / 2)
\end{array}\right)
$$

This leads to the transmission coefficient $T \approx \exp (-\pi \alpha / 2)$, which coincides with (2.15) with exponential accuracy in the limit $\alpha \gg 1$. To improve the accuracy at smaller values of $\alpha$, we must calculate the connection matrices taking into account not only the contributions of the contours encompassing the turning points, but also the additional contribution to the action of the closed path (with a radius $\gg X_{1,2} \mid$ ) encompassing both points $X_{1}$ and $X_{2}$ (see Fig. 2). The procedure changes the Stokes constant $T_{3}$ (on the dashed line separating regions 3 and 4 in Fig. 2), which becomes

$$
\left|T_{3}\right|=[1+\exp (-\pi \alpha)]^{1 / 2}
$$

This finally leads to the correct transmission coefficient

$$
T=i T_{3}^{-1} \exp \left(-\frac{\pi \alpha}{2}\right)
$$

which is identical to (2.15).
In the case where $\alpha<0$, the entire picture (see Fig. 3) of the Stokes and of the anti-Stokes lines and turning points is rotated by the angle $\pi / 2$ with respect to the picture in Fig. 2. If we bluntly take the point $X=0$ as the low integration limit for the action $W^{*}$ in Eq. (A.11), we obtain the transmission coefficient

$$
T=1-\frac{1}{2} \exp (-\pi|\alpha|)
$$



Fig. 3. The same as Fig. 2 for the case of two purely imaginary turning points $i X_{1,2}$.
which can be reliable (with the accuracy $\exp (-2 \pi|\alpha|)$ ) only for $|\alpha| \gg 1$. As in the case where $\alpha>0$, the accuracy can be improved by taking into account the contribution of the path surrounding both imaginary turning points (this fact was noticed by Pokrovskii and Khalatnikov long ago [3]).

At the isolated linear imaginary turning point $i X_{1}$, the connection matrix is found from (A.4),

$$
\tilde{M}_{1}^{+}=\left(\begin{array}{cc}
1 & i \exp (-\pi|\alpha| / 2)  \tag{2.22}\\
0 & 1
\end{array}\right)
$$

Similarly, the Hermitian conjugate matrix $\tilde{M}_{1}^{-}$comes from the contribution of the closed path surrounding $-i X_{1}$. These contours provide only the amplitude of the dominant (exponentially increasing) wave. But the accuracy is insufficient for finding the amplitude of the corresponding subdominant solution (the exponentially decaying wave function), and we obtain the incorrect transmission coefficient $T=1$. To improve the accuracy and to find $T$ correctly, we must include the connection matrix for the isolated second-order turning point in the procedure (in this particular example, this turning point is the maximum of the potential). Using (A.9), we can explicitly find this matrix as

$$
\begin{gather*}
\tilde{M}_{2} \\
=\left(\begin{array}{cc}
{[1+\exp (-\pi|\alpha|)]^{1 / 2}} & i \exp (-\pi|\alpha| / 2) \\
-i \exp (-\pi|\alpha| / 2) & {[1+\exp (-\pi|\alpha|)]^{1 / 2}}
\end{array}\right) . \tag{2.23}
\end{gather*}
$$

In principle, similar calculations can be performed in the adiabatic perturbation theory (which in fact employs the Planck constant smallness equivalent to $\gamma \gg 1)$. We note that, in [20], the contributions of the contours surrounding turning points (analogous to those presented above) were taken into account. It seems very plausible that, following this way, it will be possible to combine the instanton approach and the adiabatic perturbation theory, but this issue is beyond the scope of this paper and will be discussed elsewhere.

## 3. HIGHLY EXCITED STATES

## IN THE DOUBLE-WELL POTENTIAL

Literally, the instanton approach described in the previous section is valid for states with characteristic energies that are small compared to the barrier height. But as we show in this section, the instanton method works sufficiently well for the energy states near the barrier top $V_{0}$. As an illustration, we consider the symmetric double-well potential (quartic anharmonic $X^{4}$ potential)

$$
\begin{equation*}
V_{0}-V(X)=\frac{1}{2} X^{2}\left(1-X^{2}\right) \tag{3.1}
\end{equation*}
$$

The Schrödinger equation with potential (3.1) can be rewritten in dimensionless variables in the form

$$
\begin{equation*}
\frac{d^{2} \Psi}{d X^{2}}+\left[2 \gamma^{2}\left(V_{0}-V(X)\right)-\alpha \gamma\right] \Psi(X)=0 \tag{3.2}
\end{equation*}
$$

which is most convenient in applications of the instanton approach. The HJE and TE then become

$$
\begin{equation*}
\frac{1}{2}\left(\frac{d W}{d X}\right)^{2}=V_{0}-V(X) \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d W}{d X} \frac{d A}{d X}+\frac{1}{2}\left(\frac{d^{2} W}{d X^{2}}+i \alpha\right) A=0 \tag{3.4}
\end{equation*}
$$

Formal solutions to the set of equations (3.3), (3.4) are the even and odd instanton wave functions

$$
\begin{equation*}
\Psi_{I}^{ \pm}=A_{ \pm}(X) \exp \left(i \gamma W_{ \pm}(X)\right), \tag{3.5}
\end{equation*}
$$

where the action $W_{ \pm}$(a solution of the HJE) is to be determined from

$$
\begin{equation*}
\frac{d W_{ \pm}}{d X}= \pm \sqrt{2\left(V_{0}-V(X)\right)} \tag{3.6}
\end{equation*}
$$

and the amplitude (prefactor) is given by

$$
\begin{equation*}
A_{ \pm}=\left|\frac{d W_{ \pm}}{d X}\right|^{-1 / 2} \exp \left[-i \alpha \int\left(\frac{d W_{ \pm}}{d X}\right)^{-1} d X\right] \tag{3.7}
\end{equation*}
$$

The quantization rules [1] are related to continuous matching of the solutions at the turning points (the sec-ond-order turning point $X=0$ and the linear turning
points $X= \pm 1$ for $\alpha>0$ and $X= \pm i$ for $\alpha<0$ ). A crucial advantage of instanton solutions (3.5) is that these functions have no singularities inside the barrier, because the corresponding exponents are pure imaginary in the classically accessible regions (unlike the WKB solutions). In addition, the general form of the instanton wave functions does not noticeably depend on whether $E<V_{0}$ or $E>V_{0}$. This advantage allows us to include the instanton wave functions in the basis of globally uniform functions diagonalizing the Hamiltonian even for highly excited states.

The above general procedure for searching instanton solutions to the Schrödinger equation with model potential (3.1) has a subtle point, which motivates giving the explicit searching procedure in some detail; new results follow from our investigation. The procedure includes several steps.

1. Near the second order turning point, exact solution (2.14) to the Schrödinger equation can be used with $c_{1}= \pm c_{2}$ for the even and odd solutions respectively. For $|X| \gg 1$, it follows from (2.14) and from the known asymptotic forms of the parabolic cylinder functions [19] that

$$
\begin{equation*}
\Psi(X)=\frac{c_{1}}{\sqrt{X}}\left[\frac{\exp (i f(X))}{\Gamma((1-i \alpha) / 4)}+\frac{\exp (-i f(X))}{\Gamma((1+i \alpha) / 4)}\right], \tag{3.8}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{1}=-\frac{2 \pi}{\Gamma((3+i \alpha) / 4)} \exp \left(-\frac{\pi \alpha}{8}\right) 2^{-i \alpha / 4}(2 \gamma)^{-1 / 4} \tag{3.9}
\end{equation*}
$$

and

$$
\begin{equation*}
f(X)=\frac{\gamma}{2} X^{2}-\frac{\alpha}{2} \ln X-\frac{\alpha}{4} \ln \gamma-\frac{\pi}{8} . \tag{3.10}
\end{equation*}
$$

To obtain the correct even and odd linear combinations conforming to (3.5), we set

$$
\begin{equation*}
c_{ \pm}=c_{1} \frac{\exp \left( \pm i f_{1}\right)}{\Gamma((1 \pm i \alpha / \sqrt{2}) / 4)}, \tag{3.11}
\end{equation*}
$$

where

$$
f_{1}=\frac{\alpha \ln \gamma}{4}+\frac{\pi}{8} .
$$

2. Near the linear turning point $X= \pm 1$, the Schrödinger equation reduces to the Airy equation [19]

$$
\begin{equation*}
\frac{d^{2} \Psi}{d y^{2}}-y \Psi(y)=0 \tag{3.12}
\end{equation*}
$$

where

$$
\begin{equation*}
y=\gamma^{2 / 3}\left|X+1+\frac{\alpha}{\gamma}\right| \tag{3.13}
\end{equation*}
$$

for $X<0$. The solution that vanishes as $y \longrightarrow \infty$ is given by [19]

$$
\begin{equation*}
\Psi(y)=|y|^{-1 / 4} \sin \left(\frac{2}{3}|y|^{3 / 2}+\frac{\pi}{4}\right) . \tag{3.14}
\end{equation*}
$$

Continuing this solution to the regions $(X \pm 1) \sqrt{2 \gamma} \gg 1$ and sewing there with (3.8), we obtain

$$
\begin{equation*}
\frac{c_{+}}{c_{-}}=\exp \left(-i 2 \gamma W^{*}+i \frac{3 \pi}{2}\right) \tag{3.15}
\end{equation*}
$$

where $W^{*}$ is the energy-dependent action on the inter$\operatorname{val}[X=0, X=1]$.
3. Comparing (3.15) and (3.11), we find the quantization rules

$$
\begin{equation*}
\frac{\Gamma((1+i \alpha) / 4)}{\Gamma((1-i \alpha) / 4)}=\exp \left(-2 i \gamma W^{*}-i \frac{3 \pi}{2}\right) \tag{3.16}
\end{equation*}
$$

for the even states and

$$
\begin{equation*}
\frac{\Gamma((3+i \alpha) / 4)}{\Gamma((3-i \alpha) / 4)}=\exp \left(-2 i \gamma W^{*}-i \pi\right) \tag{3.17}
\end{equation*}
$$

for the odd states.
4. From (3.16) and (3.17), we finally obtain the quantization rule that can be written in the single form for both the even and the odd states as

$$
\equiv\left(\begin{array}{c}
2 \gamma W^{*}+2 \phi(\alpha) \\
\equiv\left(\begin{array}{c}
5 \pi \\
4
\end{array}+2 \pi n-\arctan \left(\tanh \left(\frac{\pi \alpha}{4}\right)\right)\right.  \tag{3.18}\\
\frac{3 \pi}{4}+2 \pi n-2 \arctan \left(\tanh \left(\frac{\pi \alpha}{4}\right)\right)
\end{array}\right) .
$$

Relation (3.18) is the sought quantization rule that now allows us to use the advantages of the instanton method. For highly excited states (i.e., for $\alpha \ll-1$ ), it follows from (3.18) that

$$
2 \gamma W^{*}+2 \phi(\alpha)=\pi\left(n+\frac{1}{2}\right)
$$

where $n$ is an integer. For low-energy states ( $\alpha \gg 1$ ), Eq. (3.18) reproduces the known quantization rule

$$
\gamma W_{L}^{*}=\pi\left(n+\frac{1}{2}\right) \pm \frac{1}{2} \exp \left(-\frac{\pi \alpha}{2}\right),
$$

where $W_{L}^{*}$ is the action in the classically admissible region between the linear turning point in the left well,

$$
\begin{equation*}
\gamma W_{L}^{*}=\gamma W^{*}+\phi(\alpha) . \tag{3.19}
\end{equation*}
$$

We note an essential advantage of instanton quantization rule (3.18) compared to the traditional WKB formalism, where the quantization rules are totally different [1] in the tunneling and overbarrier regions. The


Fig. 4. The dimensionless tunneling splitting $\Delta / \Omega_{0}$ for the anharmonic $X^{4}$ potential near the barrier top: (l) exact quantum and instanton calculations; (2) the WKB result.
instanton approach gives a single quantization rule, Eq. (3.18), which is valid in both regions and, in addition, quite accurately describes the crossover behavior near the barrier top, where periodic orbits localized at separate wells transform into a common figure-eight orbit enclosing both wells.

We illustrate the results of this section in Fig. 4, where we plot the universal dependence of the eigenvalues in symmetric double-well potential (3.1) on $\alpha$. For comparison, we show in the same figure the eigenvalues found by the conventional WKB procedure and by the exact quantum mechanical computation. It is clear from the figure that the WKB method errors are maximal in the region of small $|\alpha|$, because the oscillation period logarithmically diverges in this region (the particle spends infinitely long time near the secondorder turning point). On the contrary, the errors of the instanton approach are minimal near the barrier top (small $|\alpha|$ ).

As mentioned at the beginning of this section, the instanton approach is also very accurate near the potential minimum. Generally speaking, the instanton solutions are always correct when the deviation from the corresponding extremum is of the order of characteristic zero-point amplitudes. Mathematically, the accuracy of the instanton approach is based on the transformation of the semiclassical solutions into the harmonic oscillator eigenfunctions (which also ensures the correct normalization of the instanton wave functions). It is therefore natural to expect that the instanton method is very accurate near the barrier top and near the potential minimum. On the contrary, in the intermediate region, where the anharmonic shape of the potential is relevant, we should expect poor accuracy of the instanton method. Fortunately, it turns out that the mathematical nature of the problem is on our side, and the instanton approach has a reasonable accuracy (of the order of the accuracy of the WKB method) even in this region. The fact is that the instanton wave functions are exact not only in zero but also in the first order with respect to anharmonic corrections to the potential approximation. This can be shown using the anharmonic perturbative procedure that was proposed by Avilov and Iordanskii for the WKB functions [21] and was generalized for the instanton wave functions in [22].

For practical computations, it is also relevant that the instanton wave functions (unlike the WKB ones) are continuous near their "own" minimum. Numerical estimate shows that, in the intermediate energy region, the instanton wave functions reproduce exact quantum results with the accuracy about 5-10\%.

To finish the section, we present the connection matrices needed to find semiclassical solutions to the Schrödinger equation in the double-well potential. Similarly to the results in Section 2, the connection matrix for the instanton solutions is the product of connection matrices (A.4) for the linear turning points and the connection matrix for the second-order turning point, which is the maximum of the double-well potential in the case under consideration. Using (A.9), we can find this latter connection matrix as

$$
\left(\begin{array}{cc}
2\left[\exp \left(\frac{\pi \alpha}{2}\right)+(1+\exp (\pi \alpha))^{1 / 2} \cos \left(2 \gamma W^{*}\right)\right] & -(1+\exp (\pi \alpha))^{1 / 2} \sin \left(2 \gamma W^{*}\right)  \tag{3.20}\\
(1+\exp (\pi \alpha))^{1 / 2} \sin \left(2 \gamma W^{*}\right) & \frac{1}{2}\left[-\exp \left(\frac{\pi \alpha}{2}\right)+(1+\exp (\pi \alpha))^{1 / 2} \cos \left(2 \gamma W^{*}\right)\right]
\end{array}\right)
$$

It is worth noting that the reflected wave acquires a nontrivial phase factor near the barrier top. This phenomenon is related to the interference of the incident, reflected, and transmitted waves, and the phase therefore has some geometrical meaning, similarly to the famous Berry phase [23]. The geometrical origin of the
phase manifests itself more clearly if we recall that the semiclassical phase factor is determined by the probability density flow through the barrier,

$$
J=i \Psi * \frac{d \Psi}{d X}
$$

We can consider this phase factor from a slightly different standpoint, because tunneling results in a phase shift related to the change of the eigenvalues. Quantization rules (3.18) and (3.19) can be rewritten as

$$
\epsilon_{n}=n+\frac{1}{2}+\chi_{n}
$$

which is the definition of the eigenvalues $\boldsymbol{\epsilon}_{n}$ and where $n$ is an integer labeling the eigenvalues and $\chi_{n}$ is determined by the exponentially small phase shift due to the existence of the barrier between the two wells. The phase shift $\chi_{n}$ has the same functional form (and physical meaning) as the geometrical phase factor (appearing because of the interference phenomena) acquired by a quantum mechanical wave function upon a cyclic evolution [23-25].

## 4. THE DECAY POTENTIAL

In this section, we study highly excited states in a decay potential, which we choose as the anharmonic $X^{3}$ potential for definiteness,

$$
\begin{equation*}
V(X)=\frac{1}{2} X^{2}(1-X) \tag{4.1}
\end{equation*}
$$

As a first (but compulsory) step, we investigate the lowlying tunneling states.

### 4.1. Tunneling Decay of Metastable States

We start from this simple case to pick low-hanging fruit first, i.e., to describe the states under the conditions

$$
\begin{equation*}
V_{0} \gg \epsilon_{n} \gg V(X \longrightarrow \infty) \tag{4.2}
\end{equation*}
$$

which imply that a local minimum is separated from the continuum spectrum by a high energetical barrier, and the quasistationary states $\epsilon_{n}$ are therefore characterized by good quantum numbers $n$. We note that a generic decay potential shown in Fig. 5 is determined by the positions of the barrier top $X_{0}$ and the three turning points $-X_{1}, X=0$, and $+X_{2}$; near these points, we have

$$
V(X)=\left\{\begin{array}{l}
V_{0}-\left(\frac{d V}{d X}\right)_{X=-X_{1}}\left(X+X_{1}\right), \quad\left|X+X_{1}\right| \longrightarrow 0 \\
\frac{1}{2} X^{2}, \quad|X| \longrightarrow 0 \\
V_{0}-\frac{1}{2}\left(X-X_{0}\right)^{2}, \quad\left|X-X_{0}\right| \longrightarrow 0 \\
-\left(\frac{d V}{d X}\right)_{X=X_{2}}\left(X-X_{2}\right), \quad\left|X-X_{2}\right| \longrightarrow 0
\end{array}\right.
$$

Potential (4.1) is a particular example of the generic decay potential in Eq. (4.3) (with $X_{1}=1 / 3, X_{0}=2 / 3$, $X_{2}=1$, and $V_{0}=2 / 27$ ); we use it only as an explicit


Fig. 5. The $X^{3}$ anharmonic decay potential.
illustration, and, in order to be specific, while all the results given below are equally valid for the generic potential. As a note of caution, we also remark that, in the instanton approach to this problem, we must always deal with only two turning points. For low-energy states, the points are $X_{2}$ and the potential minimum $X=$ 0 , and for high-energy states, the points are $-X_{1}$ and the potential maximum $X_{0}$.

In accordance with (4.1), there are no turning points at $X>X_{2}$; at $X \gg X_{2}$, the potential can be considered as a constant, and therefore the wave functions must asymptotically coincide with plane waves for $X \gtrdot X_{2}$. Furthermore, near the linear turning point $X=1$, the Schrödinger equation with the $X^{3}$ anharmonic potential (4.1) is reduced to Airy equation (3.12), whose solutions are linear combinations of the Bessel functions with the indices $\pm 1 / 3$ at real (for $X<1$ ) and imaginary (for $X>1$ ) values of the arguments,

$$
\begin{equation*}
\Psi(u)=\sqrt{u}\left[B_{+} I_{1 / 3}\left(\frac{2 u^{3 / 2}}{3}\right)+B_{-} I_{-1 / 3}\left(\frac{2 u^{3 / 2}}{3}\right)\right] \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\Psi(\zeta)=\sqrt{\zeta}\left[-B_{+} J_{1 / 3}\left(\frac{2 \zeta^{3 / 2}}{3}\right)+B_{-} J_{-1 / 3}\left(\frac{2 \zeta^{3 / 2}}{3}\right)\right] \tag{4.5}
\end{equation*}
$$

where

$$
\begin{equation*}
u=(2 \gamma)^{2 / 3}\left[1-X-\frac{v+1 / 2}{\gamma}\right] \tag{4.6}
\end{equation*}
$$

for $X<1$ and

$$
\begin{equation*}
\zeta=(2 \gamma)^{2 / 3}\left[X-1+\frac{v+1 / 2}{\gamma}\right] \tag{4.7}
\end{equation*}
$$

for $X>1$ (we recall that $v=\epsilon_{n}-1 / 2$ here).
The coefficients $B_{ \pm}$must be chosen such that Eq. (4.5) gives plane waves for $\zeta \gg 1$; using the known
asymptotic forms of the Bessel functions [19], we thus obtain

$$
B_{+}=B_{-} \exp \left(-i \frac{\pi}{3}\right)
$$

In the classically forbidden region $u \gg 1$, the instanton solutions to HJE (2.4) and TE (2.5) that continuously match the quantum mechanical solutions of the Schrödinger equation near the turning points are given by

$$
\begin{equation*}
\Psi_{ \pm}=A_{ \pm} \exp ( \pm \gamma W), \tag{4.8}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{ \pm}=X^{-1 / 2}(1-X)^{-1 / 4}\left(\frac{1-\sqrt{1-X}}{1+\sqrt{1-X}}\right)^{n \epsilon_{n}} \tag{4.9}
\end{equation*}
$$

and

$$
\begin{equation*}
W=\frac{8}{15}-\frac{4}{3}(1-X)^{3 / 2}+\frac{4}{5}(1-X)^{5 / 2} . \tag{4.10}
\end{equation*}
$$

The sought wave functions of the quasistationary states are linear combinations of instanton solutions (4.8), with the coefficients in the linear combinations determined from the condition of asymptotically matching the parabolic cylinder functions in Eq. (2.13) and the Airy functions. This leads to the following equation for complex eigenvalues v :

$$
\begin{equation*}
-\frac{\sqrt{2 \pi}}{\Gamma(-v)} \exp \left(\frac{16}{15} \gamma\right)=i \gamma^{v+(1 / 2)} 2^{6 v+3} \tag{4.11}
\end{equation*}
$$

Because the function $\Gamma(z)$ has a simple pole at $z=-n$, we can easily find the leading contribution to the decay rate $\Gamma_{n}$ of the quasistationary state $\epsilon_{n}$,

$$
\begin{equation*}
\frac{\Gamma_{n}}{\Omega_{0}}=\sqrt{\frac{2}{\pi}} \frac{\gamma^{v+1 / 2} 2^{6 v+3}}{n!} \exp \left(-\frac{16}{15} \gamma\right) \tag{4.12}
\end{equation*}
$$

We note that, for the ground state, with $n=0$, Eq. (4.12) coincides with the result found by Caldeira and Legget [26]. On the other hand, the decay rate is related to the current flow [1] as $X \longrightarrow+\infty$, providing the constant amplitude of the outgoing wave,

$$
\begin{equation*}
\frac{\Gamma_{n}}{\Omega_{0}}=\left(2 i \sqrt{\gamma} \int|\Psi|^{2} d X\right)^{-1}\left(-\Psi * \frac{d \Psi}{d X}+\Psi \frac{d \Psi^{*}}{d X}\right) . \tag{4.13}
\end{equation*}
$$

Inserting the explicit forms of the wave functions in Eqs. (4.5)-(4.7) in (4.13), we obtain

$$
\begin{equation*}
\frac{\Gamma_{n}}{\Omega_{0}}=\frac{9}{8} \frac{\gamma^{1 / 6}}{2^{1 / 3}}\left|B_{+}\right|^{2} . \tag{4.14}
\end{equation*}
$$

In accordance with (4.14), the decay rate depends only on the normalization of the instanton wave function and on the amplitude of the outgoing wave. Both characteristics are determined essentially by the behavior of the instanton wave function in the vicinity of the turning points only. We note, however, that, in this
approximation, the instanton computation of decay rate (4.13) or (4.14) is satisfactory only for the ground state, because corrections of the order $\gamma^{-1}$ rapidly increase with the quantum number $n$. The method can be improved by taking the $X^{3}$ anharmonic contribution to the potential into account as a perturbation,

$$
\begin{gather*}
\frac{\Gamma_{n}}{\Omega_{0}}=\sqrt{\frac{2}{\pi}} \frac{\gamma^{v+1 / 2} 2^{6 v+3}}{n!} \exp \left(-\frac{16}{15} \gamma\right)  \tag{4.15}\\
\times\left[1-\frac{1}{576 \gamma}\left(164 n^{3}+246 n^{2}+1216 n+567\right)\right]
\end{gather*}
$$

The decay rate calculated in accordance with (4.15) is of the same accuracy level as the WKB and the exact quantum mechanical computations for $\gamma \geq 5$. Outside the regime of interest, the instanton theory loses all pretense of predictability.

### 4.2. Highly Excited States for the Anharmonic $X^{3}$ Potential

In Subsection 4.1, we calculated the decay rate of low-energy metastable states. In this case (where the states $\epsilon_{n}$ can be characterized by the good quantum number $n$ ), the period of oscillations in the well is smaller than the inverse decay rate $\left(\epsilon_{n} \geqslant \Gamma_{n} / \Omega_{0}\right)$ and $\Gamma_{n}$ is determined by the probability current density flowing from the well into the classically admissible region ( $X>X_{0}$ for a given energy $n$-see Fig. 5) under the condition of the vanishing backflow from this region to the barrier. Evidently, the method does not work for highly excited states with $\Gamma_{n} \geq \epsilon_{n} \Omega_{0}$. In this section, we go one step further with respect to Section 4.1 in extending the instanton approach to the decay of highly excited states.

First, it is worth noting that the wave functions must vanish as $X \longrightarrow-\infty$ and, moreover, can always be chosen as real-valued quantities as $X \longrightarrow+\infty$. From these two conditions, we can find the relations between the instanton wave functions in the regions $X<-X_{1}$ and $X>X_{0}$ (see the notation in Fig. 5) and, consequently, calculate the phase $\delta(\alpha)$ (counted from the barrier top) of the standing wave in the region $X>X_{0}$. It is given by

$$
\begin{gather*}
\exp (i 2 \delta)=-i \exp \left(-i 2 \gamma W^{*}\right) \\
\times\left\{1+\frac{\sqrt{2 \pi} \exp (-\pi \alpha / 4) \exp \left(i 2 \gamma W^{*}\right)}{\Gamma(1-i \alpha / 2)}\right\}  \tag{4.16}\\
\times\left\{1+\frac{\sqrt{2 \pi} \exp (-\pi \alpha / 4) \exp \left(-i 2 \gamma W^{*}\right)}{\Gamma(1+i \alpha / 2)}\right\}^{-1} .
\end{gather*}
$$

According to the standard quantum mechanics [1], phase (4.16) determines the scattering amplitude. We can therefore find the scattering amplitude deep in the classically forbidden region from (4.16) and, hence, compute the eigenvalues in this region. For the calculation, we must know the terms of the order $\exp (-\pi|\alpha|)$ in
the expansion of the $\Gamma$ functions (these terms are beyond the standard Stirling formula) [19],

$$
\begin{gather*}
\Gamma\left(\frac{1 \pm i \alpha}{2}\right) \approx \sqrt{2 \pi} \exp \left(-\frac{\pi \alpha}{4} \pm i \phi\right)  \tag{4.17}\\
\times\left[1-\frac{1}{2} \exp (-\pi|\alpha|)\right]
\end{gather*}
$$

where

$$
\begin{equation*}
\phi(\alpha) \equiv \frac{\alpha}{2}\left[\ln \frac{|\alpha|}{2}-1\right] \tag{4.18}
\end{equation*}
$$

Finally, taking Eqs. (4.17) and (4.18) into account, we find the poles of the scattering amplitude from (4.16) (with the required exponential accuracy) as

$$
\begin{gather*}
2 \gamma W_{L}^{*}=2 \gamma W^{*}+\phi(\alpha) \\
=\pi(2 n+1)-i\left[\frac{\pi}{4}(|\alpha|-\alpha)+\frac{1}{2} \exp (-\pi|\alpha|)\right] \tag{4.19}
\end{gather*}
$$

Explicitly solving (4.19), we find the complex eigenvalues and, in particular, the decay rate for highly excited states in the anharmonic decay potential.

In the same way as for low-energy tunneling states, the real part of the eigenvalues $\epsilon_{n}$ for highly excited states (i.e., for $|\alpha| \gg 1$ ) is determined by the action along closed trajectories in the well, whereas the imaginary part (i.e., the decay rate $\Gamma_{n}$ ) is related to the probability current density flow from the well to the barrier.

Using the instanton approach procedure described in Sections 2 and 3 (see [10, 11] for the details), we can find not only the eigenvalues but also the eigenstates. The real-valued instanton wave functions are determined by the action $W\left(X_{1}, X\right)$, which is counted from the linear turning point $X_{1}$,

$$
\begin{equation*}
\Psi(X)=A(\alpha)\left|X-X_{1}\right|^{-1 / 4} \sin \left(\gamma W\left(X_{1}, X\right)+\frac{\pi}{4}\right) \tag{4.20}
\end{equation*}
$$

where the amplitude $A(\alpha)$ of the wave function acquires maximum values at the poles of (4.16) with the widths proportional to $\Gamma_{n}$. We plot the functions $|A(\alpha)|^{2}$ in Fig. 6.

## 5. RESONANCE TUNNELING

The phenomenon of the electron resonance tunneling is familiar [27] and was observed (see, e.g., [28] and also [29] for more recent references) in semiconducting heterostructures possessing the so-called double-barrier potentials (see Fig. 7). This phenomenon manifests itself as peaks in the tunneling current at voltages near the quasistationary states of the potential well. The physical mechanism of the resonance tunneling can be understood as a constructive interference between the wave reflected from the left barrier and the wave outgoing to the left of the well.


Fig. 6. The amplitude of the wave function localized in the potential shown in Fig. 5 (the dashed line is a nonresonant part of the amplitude and $\gamma=101$ ).


Fig. 7. The model two-barrier potential structure for the resonance tunneling.

In the instanton method, the total transmission coefficient $T$ is determined by the second-order turning points of the double-barrier potential (i.e., the maxima of the potential); in accordance with the procedure described in the Section 2, $T$ is given by

$$
\begin{align*}
|T|^{2} & =\pi^{2} \Gamma_{L} \Gamma_{R}\left\{\left[1-\sqrt{\left(1+\pi \Gamma_{L}\right)\left(1+\pi \Gamma_{R}\right)}\right]^{2}\right.  \tag{5.1}\\
& \left.+4 \sqrt{\left(1+\pi \Gamma_{L}\right)\left(1+\pi \Gamma_{R}\right)} \cos ^{2}\left(\gamma W_{R}^{*}\right)\right\}^{-1}
\end{align*}
$$

where we use the notation

$$
\begin{equation*}
\Gamma_{L, R}=\frac{1}{\pi} \exp \left(-\pi \alpha_{L, R}\right) \tag{5.2}
\end{equation*}
$$

and, similarly to (2.12),

$$
\begin{equation*}
\alpha_{L, R}=2 \frac{U_{0(L, R)}-E}{\Omega_{0(L, R)}} \tag{5.3}
\end{equation*}
$$



Fig. 8. The transmission coefficient for the potential shown in Fig. $7(\gamma=54)$.

Similarly to (3.19), the action in the classically admissible region is given by

$$
\begin{equation*}
\gamma W_{R}^{*}=\gamma W^{*}-\phi\left(\alpha_{L}\right)-\phi\left(\alpha_{R}\right) . \tag{5.4}
\end{equation*}
$$

In the resonance region, where

$$
\gamma W_{R}^{*}=\pi\left(n+\frac{1}{2}\right)
$$

in accordance with the stationary quantization rule, the transmission coefficient in (5.1) is given by

$$
\begin{equation*}
|T|^{2}=\frac{4 \Gamma_{L} \Gamma_{R}}{\left(\Gamma_{L}+\Gamma_{R}\right)^{2}} \tag{5.5}
\end{equation*}
$$

Far from the resonance, it is given by

$$
\begin{equation*}
|T|^{2}=\frac{\pi^{2} \Gamma_{L} \Gamma_{R}}{4 \cos ^{2}\left(\gamma W_{R}^{*}\right)} . \tag{5.6}
\end{equation*}
$$

We thus found the resonance amplification of the transmission. For the symmetric case at the resonance, $T=$ 1 , and the interference completely suppresses the reflection. In the opposite case of strongly asymmetric barriers, $T$ in (5.1) is almost coincident with the transmission coefficient for the highest barrier, and the influence of the lower barrier is suppressed by the interference. In Fig. 8, we show the energy dependence of $T$ for the symmetric structure of the barriers. The resonances become broader as the energy approaches the top of the potential barriers and disappear at higher energies (above the top). It is worthwhile to stress that the instanton solution of the resonance tunneling problem allows us to study the phenomenon in a very broad energy region, including the states near the tops of barriers.

We finally present the connection matrices for the instanton solutions found above. The corresponding matrix can be found as the product of two connection matrices connecting instanton solutions near the secondorder turning points (see (A.9) and (3.20)) and diagonal shift matrix (A.6),

$$
\left.\begin{array}{l}
\left(2 \pi \exp \left(\pi \frac{\alpha_{L}+\alpha_{R}}{4}\right) \exp \left(i \gamma W^{*}\right)\left[\Gamma\left(\frac{1+i \alpha_{L}}{2}\right) \Gamma\left(\frac{1+i \alpha_{R}}{2}\right)\right]^{-1}+\exp \left(\pi \frac{\alpha_{L}+\alpha_{R}}{2}\right) \exp \left(-i \gamma W^{*}\right)\right. \\
\quad-i \sqrt{2 \pi} \exp \left(3 \pi \frac{\alpha_{R}+\alpha_{L}}{8}\right)\left[\exp \left(i \gamma W^{*}\right) \Gamma^{-1}\left(\frac{1+i \alpha_{R}}{2}\right)+\exp \left(-i \gamma W^{*}\right) \Gamma^{-1}\left(\frac{1-i \alpha_{L}}{2}\right)\right] \\
i \sqrt{2 \pi} \exp \left(3 \pi \frac{\alpha_{R}+\alpha_{L}}{8}\right)\left[\exp \left(i \gamma W^{*}\right) \Gamma^{-1}\left(\frac{1+i \alpha_{L}}{2}\right)+\exp \left(-i \gamma W^{*}\right) \Gamma^{-1}\left(\frac{1-i \alpha_{R}}{2}\right)\right]  \tag{5.7}\\
2 \pi \exp \left(\pi \frac{\alpha_{L}+\alpha_{R}}{4}\right) \exp \left(-i \gamma W^{*}\right)\left[\Gamma\left(\frac{1+i \alpha_{L}}{2}\right) \Gamma\left(\frac{1+i \alpha_{R}}{2}\right)\right]^{-1}+\exp \left(\pi \frac{\alpha_{L}+\alpha_{R}}{2}\right) \exp \left(i \gamma W^{*}\right)
\end{array}\right) .
$$

Here, $W^{*}$ denotes the action between the turning points (in this case, between the second-order turning points).

## 6. CONCLUSIONS

This paper could be considered as a formal one, in the sense that we asked theoretical questions that most solid-state or chemical physics experimentalists would
not think to ask. But answering these very basic questions can be illuminating.

We first summarize the results of the paper. Within the framework of the instanton approach, we derived accurate analytical solutions for a number of onedimensional semiclassical problems and checked the results numerically. As an illustration of the method, we considered a simple quantum mechanical problem, penetration of a particle through the parabolic potential
barrier. In this case, the instanton solutions (which are asymptotic solutions of the Weber equation) are exact. We also considered the description of highly excited states in a double-well potential. For definiteness and simplicity, we studied the quartic anharmonic $X^{4}$ potential. The instanton approach enables us to accurately reproduce not only the asymptotic behavior but also the crossover region from the single-well to the doublewell quantization (in contrast to the standard WKB approach, which fails to describe the crossover behavior). A similar problem for the $X^{3}$ anharmonic potential was also studied, and the instanton method allowed us to study the resonance broadening and collapse phenomena. In addition, we investigated the so-called resonance tunneling phenomena, not only interesting in their own right but also playing a relevant role in many semiconducting double-barrier structures. We also computed the connection matrices that provide a very efficient method of finding semiclassical solutions to the Schrödinger equation in potentials with several turning points (they are also useful in developing a good analytical approximation).

All the examples selected to illustrate the efficiency of the instanton approach belong to the fundamental problems in chemical dynamics and molecular spectroscopy (see, e.g., [9] and references therein). Symmetric or slightly asymmetric double-well potentials are characteristic of molecules and van der Waals complexes with more than one stable configurations [1417]. The states of such systems that are close to the barrier top (theoretically described by the instanton approach in our paper) are not easy to investigate experimentally, because optical transitions between these states and the localized ones are typically inactive. But precisely these states are most relevant for radiationless evolution of highly excited states. In a certain sense, these states have a double (localized-delocalized) nature that manifests itself in the form of wave functions that simultaneously contain both components, the one localized in one of the wells and the other delocalized between the two wells. Consequently, any initially prepared localized state evolves via formation and decay of these states. Our calculations are intended to pave the way to the investigation of this class of problems using the wave functions computed within the instanton approach.

The states that are close to the barrier top of decay potentials govern thermally activated overbarrier transition amplitudes. For low-energy states, the main reduction factor is the tunneling exponent, while the contribution of highly excited states is limited by the Boltzmann factor. The energy width of the region dominating in the total transition rate is traditionally postulated in the transition rate theory [30] to be of the order of the temperature T. But our results in Section 3 predict another estimate. Instanton calculations demonstrate that the intermediate region between the quasistationary ( $\Gamma \ll \Omega$ ) and the delocalized states could be much
larger than $T$, namely, of the order $\Omega$. This implies that no sharp boundary exists between the quasistationary and the delocalized states and that all of the states within the interval $V^{*}-\Omega, V^{*}+T$ equally contribute to the total rate constant for the penetration through the barrier.

One more point should be emphasized. It was recently shown in [18] that quantum irreversibility phenomena occur when the spacing between neighboring levels of the deeper well becomes smaller than the typical transition matrix element. Obviously, this criterion can also be applied to the states near the barrier top. We note that, for low-energy states, the asymmetry providing the irreversible behavior must be very large, whereas, for states near the barrier top, the condition of the ergodic behavior is not very severe; it suffices that the asymmetry of the potential is comparable to the barrier height.

The method and the results can also be applied to various systems in physics, chemistry, and biology exhibiting double-level behavior and resonance tunneling. Literally speaking, we dealt with the microscopic Hamiltonians in this paper. But because of rapid development of electronics and cryogenic technologies, it has become possible to apply the same Hamiltonians to study cases where the corresponding variables are macroscopic (e.g., the magnetic flux through a SQUID ring, or charge or spin density wave phase in certain onedimensional solids). In this paper, we studied the example of a tunneling processes in which the system penetrates into a classically forbidden region (a potential barrier). It is an intrinsically quantum effect with no classical counterpart, but it can nevertheless occur for macroscopic systems, and the tunneling of a macroscopic variable of the macroscopic system (e.g., spin or charge tunneling in atomic condensates trapped in a double-well potential [31]) can also be investigated by our method.

With this background in mind, our results are also intended to clarify different subtle aspects of tunneling phenomena. An example was given at the end of Section 3, where we found the geometrical phase acquired by a particle tunneling through a potential barrier. This phase can be tuned by the particle energy and by the barrier shape, and specific interference phenomena might occur. The observation of oscillations related to this geometrical phase in real systems has proved challenging. Evidently, because the forms of the model potentials that we used are rather special (and, in addition, only one-dimensional), we cannot discuss the behavior for general cases with full confidence. Nevertheless, we believe that the instanton approach employed in this work should also be useful in deriving valuable results for the general and multidimensional potentials.

It is essential that, in the instanton method discussed in this paper, a mere observation of several classical trajectories suffices to develop a qualitative insight for the


Fig. 9. The Stokes (solid) and anti-Stokes (dashed) lines in the vicinity of the linear turning point $V(X)=-X$. The cut is depicted by the wavy line, and the Stokes constant are $T_{1}$, $T_{2}$, and $T_{3}$.
quantum behavior. Although the semiclassical instanton approach is reliable in this context (as we illustrated in a number of particular examples), it is much more than a qualitative picture. As an approximation, the instanton method can be surprisingly precise. We also note that the results presented here are not only interesting in their own right (at least in our opinion) but may also be directly tested experimentally, because there are many systems where the model investigated in the paper is a reasonable model of reality.

The theory presented in our paper could be extended in several directions. One very interesting question is how our quantum mechanical instanton formulas (e.g., Eqs. (4.12)-(4.14) for the tunneling rate in the anharmonic $X^{3}$ decay potential) are modified by interactions with the surrounding media (see, e.g., [32], where the WKB approach was used to study the time evolution of quantum tunneling in a thermally fluctuating medium). Theoretical modelling of this case is hampered by the absence of detailed knowledge of the medium and of the interaction with it. A more specific study might become appropriate once suitable experimental results become available. A simple criterion for the strength of the interaction with the environment (in other words, for the effective temperature) for the crossover from the thermally activated classical to quantum mechanical decay can easily be found by equating the corresponding Arrhenius factor and the characteristic frequency oscillations inside the barrier $\Omega_{*}$ (see (A.10)).

All of the potentials investigated in this paper can be considered in a number of realistic cases as effectively resulting from avoiding the adiabatic level crossing in the situation where the adiabatic splitting is so large
that any influence of the upper adiabatic states on the lower states can be neglected. Certainly, in the general case of an arbitrary coupling strength, this interaction of higher and lower adiabatic states must be taken into account, and the tunneling matrix elements must be accompanied by the corresponding Franck-Condon factors arising because of the violation of the BornOppenheimer approximation. We defer these problems to the future, although there is no doubt that the instanton approach is also useful in problems of this kind.
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APPENDIX
Following [2], we introduce short notation for the standard basic WKB solutions,

$$
\begin{equation*}
(\circ, z) \equiv(q(z))^{-1 / 4} \exp (i \gamma W(z)) \tag{A.1}
\end{equation*}
$$

and

$$
\begin{equation*}
(z, \circ) \equiv(q(z))^{-1 / 4} \exp (-i \gamma W(z)) \tag{A.2}
\end{equation*}
$$

The position of the turning point is denoted by $\circ$ and is inessential if we seek solutions in the region $|z| \geqslant 1$. In accordance with definitions (2.18) and (2.19), we must add the dominant solution times a certain constant (the Stokes constant) to the subdominant (decaying) solution on the Stokes lines; the dominant and the subdominant solutions are exchanged on the anti-Stokes lines. To find the Stokes constant, we must match both solutions by encompassing the turning point and taking the cut on the complex $z$ plane into account (see Fig. 9).

We first consider the linear turning point

$$
\begin{equation*}
q(z)=-z \tag{A.3}
\end{equation*}
$$

with the classically admissible region corresponding to $X>0$. In this case, we have three Stokes lines, three anti-Stokes lines, one cut, and therefore seven different regions on the complex $z$ plane where functions (A.1) and (A.2) must be matched; as a result, three Stokes constants must be determined. After not very sophisticated but rather tedious algebraic calculations, we find all the three Stokes constants

$$
T_{1}=T_{2}=T_{3}=i
$$

and the connection matrix

$$
\hat{M}^{-}=\exp \left(-i \frac{\pi}{4}\right)
$$

$$
\times\left(\begin{array}{cc}
\exp (i \pi / 4) & (1 / 2) \exp (-i \pi / 4)  \tag{A.4}\\
\exp (-i \pi / 4) & (1 / 2) \exp (i \pi / 4)
\end{array}\right)
$$

relating the coefficients of the linear combinations of basic solutions (A.1) and (A.2) in the classically forbidden region $\left(A_{1}, A_{2}\right)$ and in the classically admissible region $\left(A_{2}, B_{2}\right)$ as

$$
\begin{equation*}
\binom{A_{2}}{B_{2}}=\hat{M}^{-}\binom{A_{1}}{B_{1}} \tag{A.5}
\end{equation*}
$$

For the other linear turning point $q(z)=+z$, the connection matrix $\hat{M}^{+}$is Hermitian conjugate to $\hat{M}^{-}$. The variation of the coefficients in the region between the two independent linear turning points $z_{1}$ and $z_{2}$ is determined by the diagonal matrix

$$
\hat{L}=\left(\begin{array}{cc}
\exp \left(-i \gamma W^{*}\right) & 0  \tag{A.6}\\
0 & \exp \left(i \gamma W^{*}\right)
\end{array}\right)
$$

where

$$
W^{*}=\int_{z_{1}}^{z_{2}} \sqrt{q(z)} d z
$$

Finally, for the solutions in the classically forbidden regions $X<X_{1}$ and $X>X_{2}$, the connection matrix is the direct matrix product of the above matrices,

$$
\hat{M}=\hat{M}^{+} \hat{L} \hat{M}^{-}
$$

To generalize the procedure to second-order turning points, we must find the connection matrices relating the basic solutions to the Weber equation, namely,

$$
\begin{equation*}
(0, z) \equiv(z)^{v} \exp \left(-\frac{z^{2}}{4}\right) \tag{A.7}
\end{equation*}
$$

and

$$
\begin{equation*}
(z, \circ) \equiv(z)^{-v-1} \exp \left(\frac{z^{2}}{4}\right) \tag{A.8}
\end{equation*}
$$

In this case, we have four Stokes lines, four anti-Stokes lines, and one cut, and therefore nine different regions where the solutions must be matched (see Fig. 10a as an illustration). Four Stokes constants are given by

$$
\begin{gathered}
\tilde{T}_{1}=\tilde{T}_{2}^{-1}[\exp (i 2 \pi v)-1], \quad \tilde{T}_{3}=\tilde{T}_{1}^{*} \\
\tilde{T}_{4}=-\tilde{T}_{2} \exp (-i 2 \pi v)
\end{gathered}
$$

From the known asymptotic form of the parabolic cylinder functions, we can obtain the remaining Stokes constant

$$
\tilde{T}_{2}=\frac{\sqrt{2 \pi}}{\Gamma(-v)}
$$



Fig. 10. The Stokes and anti-Stokes lines in the vicinity of the second-order turning points (with the same notation as in Fig. 9); (a) $V(X)=(1 / 2) X^{2}$; (b) $V(X)=-(1 / 2) X^{2}$.

The connection matrix for an isolated second-order turning point can therefore be represented as

$$
\left(\begin{array}{cc}
-\tilde{T}_{2} & \cos (\pi v)  \tag{A.9}\\
\cos (\pi v) & -\frac{\sin ^{2}(\pi v)}{\tilde{T}_{2}}
\end{array}\right) .
$$

This matrix depending on the energy $\epsilon$ determines, e.g., the instanton semiclassical solutions for the harmonic oscillator, $\epsilon=v+1 / 2$. It can be verified by explicit calculations that, for the harmonic oscillator, the connection matrix also has the same form (A.9) in the WKB approach. The difference could appear only from anharmonic terms in the potential. But for low-energy states with $\epsilon / \gamma \ll 1$, the anharmonic corrections are small and the instanton and WKB connection matrices coincide up to the second order in these correction terms.

For the symmetric double-well potential, the connection matrix describing the variation of the coefficients at the basic solutions in Eqs. (A.7) and (A.8) between the two second-order turning points $X_{2}^{0}$ and $X_{3}^{0}$ is given by

$$
\left(\begin{array}{cc}
\frac{n!}{\sqrt{2 \pi}}\left(\frac{\Omega_{0} \gamma}{\Omega_{*}}\right)^{-v+1 / 2} \exp \left(\gamma W_{E}^{*}\right) & 0  \tag{A.10}\\
0 & \frac{\sqrt{2 \pi}}{n!}\left(\frac{\Omega_{0} \gamma}{\Omega_{*}}\right)^{v+1 / 2} \exp \left(-\gamma W_{E}^{*}\right)
\end{array}\right)
$$

where the instanton action is

$$
\begin{equation*}
W_{E}^{*}=\int_{x_{2}^{0}}^{x_{3}^{0}} \sqrt{2\left(V(X)-\frac{\epsilon}{\gamma}\right)} d X \tag{A.11}
\end{equation*}
$$

$$
\left(\begin{array}{cc}
\left(\frac{n!}{\sqrt{2 \pi}}\right)^{1 / 2}\left(\frac{\Omega_{0} \gamma}{\Omega_{*}}\right)^{-(1 / 2)(v+1 / 2)} \exp \left(\gamma W_{E}^{*}\right) & 0  \tag{A.12}\\
0 & \left(\frac{\sqrt{2 \pi}}{n!}\right)^{1 / 2}\left(\frac{\Omega_{0} \gamma}{\Omega_{*}}\right)^{(1 / 2)(v+1 / 2)} \exp \left(-\gamma W_{E}^{*}\right)
\end{array}\right)
$$

All the above matrices allow us to find any other connection matrix that we need in the particular examples considered in the main text of the paper. Any of them can be constructed as a corresponding product of the matrices in (A.4)-(A.6), (A.9), (A.10), and (A.12). It is worth noting a general property of the connection matrices that the connection matrix is real-valued for all bound states, and off-diagonal elements of the connection matrix are complex for continuum spectrum states.

Similarly to the problem of tunneling through the potential barrier $V(X)=-(1 / 2) X^{2}$, all the Stokes and antiStokes lines are rotated by the angle $\pi / 4$ (see Fig. 10b) with respect to the corresponding lines for the parabolic well $\left(V(X)=(1 / 2) X^{2}\right.$ considered above-see Fig. 10a). The connection matrix for the tunneling through the barrier is given by

$$
\left(\begin{array}{cc}
S_{1} & -i \exp \left(\frac{\pi \alpha}{2}\right)  \tag{A.13}\\
i \exp \left(\frac{\pi \alpha}{2}\right) & S_{1}^{-1}(\exp (\pi \alpha)+1)
\end{array}\right)
$$

where $\alpha=i(2 v+1)$ and $S_{1}$ is the Stokes constant on the first quadrant bisectrix (see Fig. 10b). To find the Stokes constant $S_{1}$, we must match the sum of the incident and reflected waves to the solutions of the Weber
equation at $X \longrightarrow-\infty$ and to the transmitted wave as $X \longrightarrow \infty$. This gives

$$
S_{1}=\frac{\sqrt{2 \pi}}{\Gamma[(1+i \alpha) / 2]} \exp \left(\frac{\pi \alpha}{4}\right)
$$
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#### Abstract

Based on the quasi-classical approach, we solve the problem of a radiative cascade between Rydberg states in the space of parabolic quantum numbers that correspond to atom (or ion) quantization in a plasma microfield. We consider the level population source associated with the dielectronic recombination of electrons on ions with the cores in an external electric field. We determine the populations of states and the intensities of transitions between levels with a small change in principal quantum number. These "dynamic" intensities are compared with the "statistical" intensities that correspond to an equidistribution in Stark sublevels. An appreciable discrepancy was found between the two types of intensities in plasma of low density that corresponds to the dominance of radiative transitions over collisional transitions. © 2002 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The problem of the statistical and dynamic intensities of atomic spectral lines in an electric field observed in a dense or rarefied medium arose at the first stages of Stark effect measurements. It was discussed in detail by Bethe and Salpeter [1] in their well-known monograph. The essence of this problem is that statistical intensities emerge in a dense medium where each excitation is either proportional to the statistical weight of the states or (if this is not the case) is accompanied by collisional "mixing" in statistical weights after excitation in a time shorter than the time of radiative decay from these states. In this case, the observed line intensities can generally be obtained by summing the intensities of the transitions from individual sublevels proportionally to their statistical weights. In contrast, dynamic intensities emerge at a low density when, after the population of a particular sublevel, the radiative transition occurs directly from this sublevel in a fairly short time when collisions have no time to establish a statistical equilibrium between the sublevels. Under these conditions, the intensity of radiation from the entire line is the sum of the products of the intensities of individual components by the component distribution function determined by the radiative cascade. The explicit form of this distribution function and, hence, the difference between the statistical and dynamic intensities can be calculated for hydrogen-like states in plasma. This is the subject of our study.

Note that most calculations of spectral line profiles were performed for a statistical distribution of atomic populations (see [2]). A few calculations of the profiles for low-excitation lines of multiply charged ions, where the populations and line profiles were calculated simul-
taneously based on the density-matrix formalism, constitute an exception. However, these calculations are cumbersome even for these low-excitation lines, and it is unlikely that they can be applied to highly excited atomic states.

It is pertinent to point out that the population of atomic states in the space of quantum numbers is multidimensional in nature. For a statistically equilibrium population, it will suffice to restrict our analysis to a one-dimensional cascade that includes transitions only between various principal quantum numbers $n$ (the $n$ cascade), which is widely used in atomic kinetics [3]. At a low plasma density and in the absence of an electric field, a two-dimensional spherically symmetric radiative cascade in the space of principal ( $n$ ) and orbital $(l)$ quantum numbers is a natural approximation [4]. An important factor in plasma is the electric field produced by the surrounding electric charges. In this field, spherical symmetry is lost, so the radiative cascade in the space of principal ( $n$ ), electric ( $k$ ), and magnetic $(m)$ quantum numbers is three-dimensional.

Note that the direct quantum calculation of a radiative cascade in an electric field is cumbersome when transitions between highly excited (Rydberg) states are included, because it necessitates taking into account an extremely large number of matrix elements for which there are no strict selection rules in the parabolic basis that diagonalizes the interaction with the field. Indeed, for the principal quantum number $n=10^{2}$, the number of matrix elements between adjacent levels is of the order of $10^{4} \times 10^{4}=10^{8}$. Since the number of such sublevels is of the order of $10^{2}$ and since of the order of $10^{3}$ matrix elements must also be known for their population to be taken into account, we conclude that the total
number of such matrix elements is of the order of $10^{13}$. This value is unrealistic for its direct allowance in the chain of cascades. Therefore, below, we use the classical approximation, which is valid for large quantum numbers, to calculate the cascade.

The plasma electric microfield produced by plasma ions is assumed to be constant (static), while the electrons are responsible for the collisional mixing of sublevels. The static nature of the field implies that the Stark splitting of atomic sublevels in it is large compared to the characteristic frequency of its variation; i.e., the atom adiabatically "follows" the field while conserving its parabolic quantum numbers $k$ and $m$. The following standard condition serves as the criterion for the field being static:

$$
\begin{equation*}
g=\Delta \omega_{S} \tau_{F} \gg 1 \tag{1}
\end{equation*}
$$

where

$$
\begin{gathered}
\Delta \omega_{S}=\frac{3}{2} \frac{\hbar}{m_{e}} \frac{n(n-1)}{Z} F \sim \frac{n^{2}}{Z} F, \\
\tau_{F}^{-1} \sim \frac{v_{i}}{r} \sim N_{i}^{1 / 3} v_{i},
\end{gathered}
$$

whence we obtain

$$
g=\frac{Z n^{2}}{Z} N_{i}^{2 / 3} \frac{1}{N_{i}^{1 / 3} v_{i}}=\left(\frac{N_{e}}{Z}\left(\frac{n^{2}}{v_{i}}\right)^{3}\right)^{1 / 3} \gg 1 .
$$

Here, $Z$ is the ion charge, $F=Z N_{i}^{2 / 3}$ is the plasma ion microfield strength, $\tau_{F}$ is the characteristic time of the ion field variation ( $N_{i}$ is the ion density, and $v_{i}$ is their thermal velocity), and $m_{e}$ is the electron mass. Clearly, this condition corresponds to a fairly high plasma electron density $N_{e}$.

The second condition is the population "nonmixing" of atomic states in the time of their radiative decay. This implies that we consider ions with a sufficiently large charge $Z$, for which the radiative width $A$ proportional to $Z^{4}$ is large enough compared to the frequency of the electron collisions $\Gamma$ responsible for the mixing,

$$
\Gamma \ll A .
$$

In contrast, this condition corresponds to a low density and it is given, for example, in the monograph [3]. The set of these conditions limits the electron density both from above (collisions are disregarded) and from below (the field is static). Substituting an electron temperature of the order of the ionization potential, $T_{e}=Z^{2} \mathrm{Ry}$, into these conditions yields the following inequalities for the electron density:

$$
\begin{equation*}
\left(\frac{3 Z}{n^{2}}\right)^{3} \ll \frac{N_{e}}{10^{18} \mathrm{~cm}^{-3}}<\left(\frac{Z}{n}\right)^{7} . \tag{2}
\end{equation*}
$$

For example, for ions with a charge of the order of 30 and for principal quantum numbers of the order of $10^{2}$, the density range is

$$
\begin{equation*}
10^{12} \mathrm{~cm}^{-3} \ll N_{e} \ll 10^{15} \mathrm{~cm}^{-3} \tag{3}
\end{equation*}
$$

Comparing the left- and right-hand sides of inequalities (2), we find the ranges of atomic parameters in our approximation

$$
\begin{equation*}
Z^{4} \geqslant 10 n \tag{4}
\end{equation*}
$$

Clearly, these ranges of plasma and atomic-ion parameters refer to thermally equilibrium plasma. However, there is a considerable number of objects in which multiply charged ions and excited atoms exist at low plasma temperatures and densities, at which the radiative cascade plays a dominant role. Here, we primarily note the plasma of storage rings and the rarefied plasma of gaseous nebulae.

Thus, we consider below the population of highly excited states for multiply charged ions via the radiative cascade produced by a population source. We consider the dielectronic recombination of electrons on ions with complex cores having transitions without any change in principal quantum number $n_{c}$ (the $\Delta n_{c}=0$ transitions) as this source. Dielectronic recombination on such transitions populates the highly excited ion states with the principal quantum number $n=10^{2}$. The hydrogen-like nature of such Rydberg states allows us to determine universal distributions for the intensities of the cascade-populated lines and to derive an explicit relation between the statistical and dynamic intensities of these lines.

## 2. THE KRAMERS FORMULAS IN PARABOLIC COORDINATES: THE INTENSITIES OF RADIATIVE TRANSITIONS

The presence of an external electric field acting on an atom in plasma or produced by external sources necessitates considering radiative transitions in parabolic quantum numbers, in contrast to the spherical basis for a free atom. The passage from the spherical basis to the parabolic one is known [5] to be determined by the transformation of the wave functions with the Clebsch-Gordan coefficients:

$$
\begin{equation*}
\Psi\left(n, n_{1}, n_{2}, m\right)=\sum_{l} C\left(n, n_{1}, n_{2}, l, m\right) \Psi(n, l), \tag{5}
\end{equation*}
$$

where $n_{1}$ and $n_{2}$ are the parabolic quantum numbers; $m$ is the magnetic quantum number; and $C\left(n, n_{1}, n_{2}, l, m\right)$ are the Clebsch-Gordan coefficients.

Below, we use the "electric" quantum number $k$ that defines the level energy shift in an electric field:

$$
\begin{equation*}
k=n_{1}-n_{2} . \tag{6}
\end{equation*}
$$



Fig. 1. The trajectory of an atomic electron in a Coulomb field and the angles defining the relationship between the spherical and parabolic variables that describe the motion.

The passage to relations (5) and (6), which are similar to the relations for a hydrogen-like atom, occurs for a sufficiently strong electric field, when the level quantum defects may be ignored and the states may be assumed to be completely mixed by this field. In practice, complete mixing occurs for the Rydberg states under consideration at low field strengths (of the order of $10 \mathrm{~V} \mathrm{~cm}^{-1}$; see [6]), whereas the plasma microfield strengths are several orders of magnitude higher. In addition, the quantum defect rapidly decreases with increasing orbital angular momentum, and the statistical weights of states with low angular momenta are also low. Therefore, we use below the approximation of mixed hydrogen-like atomic states.

As was noted above, the direct calculations with the wave functions (5) are cumbersome. Therefore, we use the quasi-classical and purely classical approximations. In these approximations, the transition probabilities in the spherical and parabolic bases are related by the squares of the Clebsch-Gordan coefficients. The latter are [5]

$$
\begin{equation*}
[C(n, k \mid l, m)]^{2}=\frac{2 l}{\pi\left[\left(l^{2}-l_{\min }^{2}\right)\left(l_{\max }^{2}-l^{2}\right)\right]^{1 / 2}} \tag{7}
\end{equation*}
$$

Table 1. Comparison of the Kramers probabilities for the radiative transition from the $n=10$ level described by the quantum numbers $n, k$, and $m=0$ to all the low-lying levels with numerical results [7]

| $k$ | $B(k, m=0)$ | Exact |
| :---: | :---: | :---: |
| 1 | 0.73 | 0.48 |
| 3 | 0.77 | 0.57 |
| 5 | 0.88 | 0.77 |
| 7 | 1.15 | 1.17 |
| 9 | 2.63 | 2.15 |

where

$$
\begin{gathered}
l_{\min }^{2}=\frac{1}{2}\left\{\left[(n-1)^{2}+m^{2}-k^{2}\right]\right. \\
\left.-\left[\left[(n-1)^{2}+m^{2}-k^{2}\right]-4(n-1)^{2} m^{2}\right]^{1 / 2}\right\}, \\
l_{\max }^{2}=\frac{1}{2}\left\{\left[(n-1)^{2}+m^{2}-k^{2}\right]\right. \\
\left.+\left[\left[(n-1)^{2}+m^{2}-k^{2}\right]^{2}-4(n-1)^{2} m^{2}\right]^{1 / 2}\right\}
\end{gathered}
$$

and we use the electric quantum numbers. The quantities $l_{\text {max }}$ and $l_{\text {min }}$ define the relationship between the parabolic and spherical variables. The geometric meaning of this relationship directly follows from an examination of the trajectory of an atomic electron in a Coulomb field shown in Fig. 1.

The relationship between the spherical (orbital angular momentum) and parabolic (the projection of orbital eccentricity $\varepsilon$ ) variables directly follows from Fig. 1:

$$
\begin{equation*}
\frac{k}{n}=\varepsilon \sin \alpha=\varepsilon \sqrt{1-\frac{m^{2}}{l^{2}}} . \tag{8}
\end{equation*}
$$

It is of interest to establish the explicit form of the classical radiative transition probabilities in parabolic coordinates. To this end, we transform the standard Kramers formulas for the radiative decay probability in the spherical basis by using the quasi-classical representation of the Clebsch-Gordan coefficients (7) according to the relation

$$
\begin{equation*}
B(k, m)=\int_{l_{\min }}^{l_{\max }} A(n, l)[C(n, k \mid l, m)]^{2} d l . \tag{9}
\end{equation*}
$$

Directly calculating the integrals in (9) yields

$$
\begin{gather*}
B(k, m)=\frac{4 Z^{4}}{\pi \sqrt{3} c^{3}} \frac{1}{n^{3}(n-1)|m|},  \tag{10}\\
B(k, m=0)=\frac{4 Z^{4}}{\pi^{2} \sqrt{3} c^{3} n^{3}} \frac{2}{\left[(n-1)^{2}-k^{2}\right]^{1 / 2}} \tag{11}
\end{gather*}
$$

( $c$ is the speed of light). Formulas (10) and (11) are the "parabolic analogs" of the Kramers formulas in the spherical basis. Note that, for $m \neq 1$, these probabilities do not depend on the electric quantum number $k$.

It is of interest to compare the calculations in the Kramers approximation with accurate numerical calculations of the transition probabilities in the parabolic basis [7]. The results of this comparison are presented in Table 1 for $m=0$ and Table 2 for $m \neq 0$. As follows from the tables, the Kramers probabilities have a high accuracy, particularly for $m \neq 0$. Note that these data refer to moderate principal quantum numbers, $n=10$.

Next, let us consider the probabilities of radiative transitions in parabolic coordinates between two levels with high $n$ and various parabolic quantum numbers. These probabilities are defined by the matrix elements of the radius-vector components for an atomic electron between states with certain parabolic quantum numbers. The corresponding results are known to be described by the Gordon formulas, which are expressed in terms of cumbersome hypergeometric functions. However, these formulas can be significantly simplified in the quasi-classical range or, to be more precise, in the range of large quantum numbers with their small change [8]:

$$
\begin{equation*}
n \gg 1, \quad \Delta n \ll n . \tag{12}
\end{equation*}
$$

In this range, the array of the matrix elements that correspond to the upper parabolic quantum numbers $n_{1}, n_{2}$, $m$ and the lower parabolic quantum numbers $n_{1}^{\prime}, n_{2}^{\prime}, m^{\prime}$ can be broken down into large-scale and small-scale blocks. The large scale corresponds to the combination of quantum numbers

$$
\begin{equation*}
K=\left(n_{1}-n_{2}\right)-\left(n_{1}^{\prime}-n_{2}^{\prime}\right) . \tag{13}
\end{equation*}
$$

At the same time, the intensities of the Stark components within each block in $K$ are described by the smallscale variable

$$
\begin{equation*}
k=n_{1}^{\prime}-n_{2}^{\prime}, \tag{14}
\end{equation*}
$$

which is assumed below to change continuously between $-n$ and $n$.

The intensity of the large-scale blocks decreases sharply as their number increases, so only the first two or three blocks must be taken into account. The smallscale dependence admits a simple analytic representation in the form of power functions. Thus, for the $\Delta n=$ $1\left(\Delta n=n-n^{\prime}\right)$ transitions, which will be widely used below for illustration, this dependence is [9]

$$
\begin{gather*}
X_{m}^{m-1} \approx b \sqrt{\left(n_{1}+m\right)\left(n_{2}+m\right)} \\
\times\left(1-\frac{\left(n_{1}+1\right)\left(n_{2}+1\right)}{b^{2}}\right),  \tag{15}\\
X_{m}^{m+1} \approx b \sqrt{n_{1} n_{2}}\left(1-\frac{\left(n_{1}+m\right)\left(n_{2}+m\right)}{b^{2}}\right),  \tag{16}\\
Z_{m}^{m} \approx b\left[\sqrt{n_{1}\left(n_{1}+m\right)} \delta_{K,+1}\right. \\
\left.+\sqrt{n_{2}\left(n_{2}+m\right)} \delta_{K,-1}\right],  \tag{17}\\
b=\frac{4 n n^{\prime}}{\left(n-n^{\prime}\right)^{2}}=4 n(n-1) .
\end{gather*}
$$

It should be noted that the above results can also be obtained from a purely classical analysis of the electron trajectory in a Coulomb field in parabolic coordinates (see [10]). Indeed, the relative radiation amplitudes cal-

Table 2. Same as Table 1 for $n, k$, and $m>0$

| $m$ | $\bar{B}^{\mathrm{Kr}}(m)$ | $\bar{B}^{0}(m)$ | $\bar{B}^{2}$ |
| :---: | :---: | :---: | :---: |
| 1 | 1.129 | 1.045 | 1.0871 |
| 2 | 0.556 | 0.518 | 0.552 |
| 3 | 0.363 | 0.341 | 0.366 |
| 4 | 0.265 | 0.254 | 0.272 |

Note: $\bar{B}^{0}(m)$ is the quasi-classical formula from [8], $\bar{B}$ is the quantum calculation, and $\bar{B}^{\mathrm{Kr}}(m)$ was calculated using formula (10) with averaging over $k$.
culated by Born [10] are the double Fourier expansion in parabolic variables and are given in the Appendix.

Integrating these formulas over the magnetic quantum number $m$ yields the total relative intensities of the Stark $\pi$ and $\sigma$ components for $\Delta n=1$ :

$$
\begin{gathered}
I_{k}^{\sigma} \sim \sum_{m}\left[\left(X_{m}^{m-1}\right)^{2}+\left(X_{m}^{m+1}\right)^{2}\right] \\
\approx \frac{1}{3 n^{2}}\left(2 n^{3}-3 n^{2} k+k^{3}\right), \\
I_{k}^{\pi} \sim \sum_{m}\left(Z_{m}^{m}\right)^{2} \approx \frac{1}{6 n^{2}}\left(n^{3}+3 n^{2} k-3 n k|k|-k^{2}|k|\right) .
\end{gathered}
$$

These expressions are used below to calculate the intensities of spectral lines.

## 3. THE KINETIC EQUATION

The kinetic equation for the populations of atomic states that describes the radiative cascade in the space of quantum numbers is the relation for balance between the probabilities of arrival in a given quantum state and departure from this state through photon emission. As was noted above, the quantum kinetic equation is cumbersome because of the large number of transitions that must be taken into account in solving it. For highly excited states, the quantum equation can be transformed into the classical continuity equation, which expresses the flow of an electron fluid in the space of the corresponding quantum numbers. The passage to this equation was closely followed in spherical coordinates (see [4]). The corresponding results match the classical kinetic equation for a radiative cascade that was first derived by Belyaev and Budker [11]:

$$
\begin{equation*}
\dot{n} \frac{\partial}{\partial n} f+i \frac{\partial}{\partial l} f=q(n, l) . \tag{18}
\end{equation*}
$$

Here, $f$ is the distribution function in energy (principal quantum number) and angular-momentum (orbital quantum number) space that determines the atomic level populations. The quantity $q(n, l)$ is the population
source that depends on the specific population mechanism for excited atomic states during collisions with plasma particles. The changes in quantum numbers [the derivatives in Eq. (18)] are defined by purely classical relations for the loss of energy and angular momentum through radiation in a Coulomb field [12]:

$$
\begin{gather*}
\dot{n}=\frac{Z^{4}}{c^{3} l^{5}}\left(3-\frac{l^{2}}{n^{2}}\right)  \tag{19}\\
\dot{l}=\frac{2 Z^{4}}{c^{3} n^{3} l^{2}} \tag{20}
\end{gather*}
$$

The classical kinetic equation describes the population of atomic states with a high accuracy even for small principal quantum numbers, as was shown in [4] by a detailed comparison with the results of quantum calculations (see also [8]).

The plasma microfield is taken into account by passing from the spherically symmetric system "atom in the absence of field" to the system "atom in field," which is quantized in parabolic coordinates. The classical picture of the motion of an atomic electron in an electric field consists in the orbital precession around the field direction with the frequency determined by the angular momentum component along the field direction (i.e., Stark splitting) and a slow (compared to this frequency) decrease in the parameter of a Keplerian ellipse due to the radiative friction force. The structure of this force (and, hence, the intensities of the corresponding radiative transitions) is determined by the electron motion in a Keplerian ellipse unperturbed by the electric field, whose strength is assumed to be small compared to the Coulomb field strength. For a quantum treatment, this is expressed in that, to a first approximation, the intensities of the split Stark components do not depend on the electric-field strength and are defined by the standard Gordon formulas. The field dependence of the radiation intensity arises in a higher order of the perturbation theory and leads to small corrections to the intensities of the Stark components calculated in [13]. Thus, in our approximation, the classical orbital precession results in Stark state splitting, while the intensities of radiative transitions are determined by unperturbed Keplerian motion as before. Nevertheless, for the intensities of radiative transitions to be related to certain Stark splitting, this motion must be considered in the parabolic variables that correspond to a certain component of the dipole moment along the field direction.

Let us transform the kinetic equation (18) to the parabolic variables. Clearly, this requires knowing the Jacobian of the corresponding transformation. It can be easily found from the above relations (8) between the spherical and parabolic variables. The relation between these variables is (see also Fig. 1)

$$
\begin{equation*}
k^{2}=\left(n^{2}-l^{2}\right)\left(1-\frac{m^{2}}{l^{2}}\right) \tag{21}
\end{equation*}
$$

Given this relation, the classical equation for a radiative cascade in parabolic variables takes the form

$$
\begin{equation*}
\dot{n} \frac{\partial}{\partial n} f+\dot{k} \frac{\partial}{\partial k} f+\dot{m} \frac{\partial}{\partial m} f=q(n, k, m) \tag{22}
\end{equation*}
$$

Here, all the derivatives (19) and (20) are expressed in terms of the parabolic variables by substituting in the dependence $l=l(n, k, m)$ that follows from (21):

$$
\begin{align*}
\dot{k}= & \dot{n} \frac{\partial k}{\partial n}+\dot{l} \frac{\partial k}{\partial l}+\dot{m} \frac{\partial k}{\partial m}=Z \frac{4 l^{2}(n, k, m)-m^{2}}{c^{3}} \\
& \times \frac{n^{2}\left(3 n^{2}-l^{2}(n, k, m)\right)-2 l^{4}(n, k, m)}{n^{3} l^{7}(n, k, m) k} \tag{23}
\end{align*}
$$

Equation (22) is three-dimensional, in contrast to the two-dimensional spherical case, because the spherical symmetry of atomic states breaks down in an external electric field.

The right-hand side of Eq. (22) is the population source in parabolic variables. This source cannot always be obtained from the corresponding spherical source by its transformation with the Clebsch-Gordan coefficients. As we show below, its calculation is a problem of its own. The characteristics are introduced by reducing the left-hand side of the equation to the total derivative:

$$
\begin{equation*}
\left\{\frac{\partial}{\partial n}+\frac{\dot{k}}{\dot{n}} \frac{\partial}{\partial k}+\frac{\dot{m}}{\dot{n}} \frac{\partial}{\partial m}\right\} f=\frac{d}{d n} f=\frac{q(n, k, m)}{\dot{n}} \tag{24}
\end{equation*}
$$

The equation is integrable if the variables $k$ and $m$ satisfy the characteristic equations

$$
\begin{equation*}
\frac{\partial k}{\partial n}=\frac{\dot{k}}{\dot{n}}, \quad \frac{\partial m}{\partial n}=\frac{\dot{m}}{\dot{n}} \tag{25}
\end{equation*}
$$

Their solutions are the functions

$$
\begin{gather*}
m^{2}=\frac{k^{2}}{\ln \frac{n^{2}}{n^{2}-k^{2}}-k^{2} C_{2}}  \tag{26}\\
k^{2}=n^{2}\left(1-C_{1}^{2 / 3} m^{2}\right)+m^{2} \tag{27}
\end{gather*}
$$

where the constants $C_{1}$ and $C_{2}$ are the characteristics of the equations. Given (24)-(27), the distribution function takes the form

$$
\begin{gather*}
f(n, k, m)=\varphi(n, k, m) \\
+\int_{n+1}^{\infty} \frac{q\left(n^{\prime}, k\left[n^{\prime}, m, C_{1}\right], m\left[n^{\prime}, k, C_{2}\right]\right)}{\left|\dot{n}\left(n^{\prime}, k\left[n^{\prime}, m, C_{1}\right], m\left[n^{\prime}, k, C_{2}\right]\right)\right|} d n^{\prime} \tag{28}
\end{gather*}
$$

where $\varphi(n, k, m)$ is the boundary conditions.
In solving Eq. (22), we chose the boundary conditions in such a way that, when letting $n$ tend to infinity, the solution matched the direct population determined by the ratio of the source to the total radiative decay
probability of a given state. Clearly, the latter is defined by the Kramers formulas in parabolic variables.

Thus, the problem of calculating the populations of highly excited states in the presence of a known population source is solved.

## 4. THE POPULATION SOURCES

The main population sources for highly excited states are associated with the recombination to highly excited levels. As for the radiative recombination, it can be obtained from the corresponding results for the spherical basis by their transformation with the Clebsch-Gordan coefficients, much as we did in Section 2 when deriving the Kramers formulas. In this case, since the Clebsch-Gordan coefficients are normalized, the total recombination flux into the atom, i.e., the total rate of radiative recombination, is conserved. The rate of recombination to a given level summed over all the spherical (or parabolic) quantum numbers that belong to this level is also conserved. Differences are possible for the populations of separate Stark components, because the radiative transitions even from a statistically equilibrium continuum do not result in the statisti-cal-weight population of individual sublevels (see $[4,8]$ ).

As we pointed out above, the main population source considered here is dielectronic recombination. Dielectronic recombination for transitions in the ion core without any change in principal quantum number $n_{c}$ populates the highly excited (Rydberg) states of the ion up to principal quantum numbers of the order of $10^{2}$ (see [3]).

Dielectronic recombination is peculiar in that the corresponding results for the population source in the parabolic basis cannot be obtained from the results in the spherical basis by the direct transformation with the Clebsch-Gordan coefficients. Indeed, the rate of dielectronic recombination is the probability of an impinging electron being captured on a doubly excited level multiplied by the probability of radiative stabilization of the ion core excited during the capture. The latter is determined by the so-called branching factor, which depends on the ratio of the radiative stabilization rate for the core to the autoionization rate (inverse decay) of the captured electron [3]. Of these two quantities, only the autoionization rate can be transformed to the parabolic basis with the Clebsch-Gordan coefficients. At the same time, the ion core is not affected noticeably by the electric field, and its radiative stabilization probability is constant in both bases. In fact, the ion is the part associated with the highly excited electron that is strongly affected by the electric field and associated with the core that is virtually unaffected by the field.

Thus, the dielectronic recombination rate for an ion with charge $Z$ at temperature $T$ in the parabolic basis can be written as

$$
\begin{gather*}
Q_{D R}(n, k, m)=\left(\frac{4 \pi \mathrm{Ry}}{T}\right)^{3 / 2} \frac{g_{f}}{g_{i}} \\
\times a_{0}^{3} W_{R} e^{-\hbar \omega_{c} / T+\mathrm{Z}^{2} \mathrm{Ry} / 2 n^{2} T} \frac{W_{A}(n, k, m)}{W_{R}+W_{A}(n, k, m)} \tag{29}
\end{gather*}
$$

where $W_{R}=2 \omega^{2} f_{i j} / c^{3}$ is the radiative stabilization rate of the core; $f_{i j}$ is the transition oscillator strength in the core; $\omega_{c}$ is the transition frequency in the core; $a_{0}$ is the Bohr radius; $g_{i}$ and $g_{f}$ are the statistical weights of the initial and final states, respectively; $T$ is the electron temperature; and $W_{A}$ is the autoionization rate in the parabolic basis, which is related by the Clebsch-Gordan coefficients to the autoionization rate in the spherical basis:

$$
\begin{equation*}
W_{A}(n, k, m)=\int_{l_{\min }}^{l_{\max }} W_{A}(n, l)[C(n, k \mid l, m)]^{2} d l \tag{30}
\end{equation*}
$$

The autoionization width in the spherical basis can be calculated exactly with the Coulomb wave functions [14]. Passing to large quantum numbers, we can obtain simple analytic results for the autoionization widths. The same results can be obtained in a purely classical way if it is considered that the matrix elements in the quasi-classical case must transform into the Fourier coefficients for the electron trajectory in a Coulomb field. The latter are known to be expressed in terms of Bessel functions [12]. We are concerned with the limiting forms of these functions that correspond to highly curved trajectories of the electron, where it undergoes the highest acceleration and, thus, the most intense radiative transitions. In this region, the transition probability is determined by the orbital angular momentum of the electron alone and does not depend on its initial energy. This region serves as the basis for the so-called Kramers electrodynamics, which allows even highly inelastic transitions to be described classically [15]. Formally, the following simple considerations form the basis for using classical methods to calculate the rates of dielectronic recombination. Indeed, the recombination of an electron requires that its initial energy $E$ be lower than the core excitation energy, which is equal to $Z$ Ry in order of magnitude. In that case, the following conditions are clearly satisfied:

$$
\begin{equation*}
E \ll Z R y \ll Z^{2} \mathrm{Ry}, \quad \frac{Z e^{2}}{\hbar v} \gtrdot 1, \tag{31}
\end{equation*}
$$

i.e., exactly the conditions for the electron motion in a Coulomb field being quasi-classical.

Note that the autoionization width is uniquely related to the threshold inelastic excitation cross section [3]. For the $\Delta n_{c}=0$ transitions, these cross sections are also well described in the quasi-classical approximation (see [16]).


Fig. 2. Autoionization widths of the level with the principal quantum number $n=50$ versus orbital quantum number $l$ (dashed line) and versus electric quantum number $k$ (solid line) for a lithium-like ZnXXVIII ion (in arb. units). The lower straight line represents the radiative width.

Using any of the above methods of calculation, we derive the following expression for the autoionization width in spherical coordinates [8]:

$$
\begin{equation*}
W_{A}=\frac{f_{i f}}{\pi n^{3}} l G\left(\frac{\omega_{c}(l+1 / 2)^{3}}{3 Z^{2}}\right) \tag{32}
\end{equation*}
$$

where

$$
G(x)=x\left[K_{1 / 3}^{2}(x)+K_{2 / 3}^{2}(x)\right]
$$

We see that the effective values of the orbital angular momentum that contribute to the autoionization width are of the order of

$$
\begin{equation*}
l_{\mathrm{eff}}=\left(\frac{3 Z^{2}}{\omega_{c}}\right)^{1 / 3} \tag{33}
\end{equation*}
$$

Note that expression (32) is valid if the orbital angular momentum is not too large; otherwise, the pattern of decrease in autoionization width will be different (see [8]), but this region does not contribute appreciably to the cascade.

For the transformation to the parabolic basis, let us integrate (32) with the square of the Clebsch-Gordan coefficients similar to (9). The result can be expressed in terms of the universal function

$$
\begin{equation*}
W_{A}(n, k, m)=\frac{f_{i f}}{\pi n^{3}} I(n, k, m) \tag{34}
\end{equation*}
$$

where

$$
I(n, k, m)=\frac{2 l_{\mathrm{eff}}}{\pi} \int_{t_{\min }}^{t_{\max }} \frac{t^{2} G\left(t^{3}\right)}{\sqrt{\left(t^{2}-t_{\min }^{2}\right)\left(t_{\mathrm{max}}^{2}-t^{2}\right)}} d t
$$

$$
\begin{gathered}
t_{\min } \approx \frac{(n-1) m}{\sqrt{(n-1)^{2}+m^{2}-k^{2}}}, \quad t_{\max } \approx \frac{(n-1) m}{t_{\min }} \\
t_{\max }=\frac{l_{\max }}{l_{\mathrm{eff}}}
\end{gathered}
$$

Formula (34) is a universal representation of the autoionization width in parabolic variables for all the ions that have transitions without any change in principal quantum number within the core. Its dependence on the electric quantum number is much less sharp than the dependence on the orbital quantum number in the spherical basis. In Fig. 2, the autoionization widths are plotted against the corresponding quantum numbers for an ion with $Z=30$ and for the $n=100$ level. It is seen that the region of phase space occupied by the electric quantum numbers is much wider than the region occupied by the orbital quantum numbers. This circumstance underlies the fact that the dielectronic recombination in an electric field significantly exceeds this recombination in the absence of an electric field.

The result (34) should be substituted into the general formula (29) for the dielectronic recombination rate. It is convenient to write the rate of recombination to a specified parabolic state by introducing the effective principal quantum number of the sublevel being populated given by the relation

$$
\begin{gather*}
q_{D R}=\frac{B\left(Z, T_{e}\right)}{c^{3}\left(1+\frac{n^{3}}{n^{* 3}}\right)}  \tag{35}\\
B\left(Z, T_{e}\right)=2 \frac{g_{f}}{g_{i}}\left(\frac{2 \pi}{T_{e}}\right)^{3 / 2} \omega^{2} f_{i j} e^{-\omega / T_{e}}, \\
n^{* 3}=\frac{c^{3} l_{\mathrm{eff}}^{2}}{\omega_{c}^{2} \pi l_{\max }}\left(\frac{l_{\min }}{l_{\mathrm{eff}}}\right)^{2^{\infty}} \int_{1}^{t^{2} e^{-2\left(l_{\min } / l_{\mathrm{eff}}\right)^{3} t^{3}}}  \tag{36}\\
\sqrt{t^{2}-1}
\end{gather*} t . .
$$

The result (35) defines the population source of a specified parabolic state. It should be substituted into the general solution to the kinetic equation to obtain the level populations (the distribution functions in parabolic quantum numbers).

## 5. LEVEL POPULATIONS

For the level populations to be calculated, we must perform the integration in Eq. (28). The characteristic that corresponds to the correct initial conditions is identical to the function $l_{\text {eff. }}$. It is easy to derive the limiting expressions for the populations in the range of quantum


Fig. 3. The population distribution function for the $n=100$ level versus quantum numbers $k$ and $m$ (in arb. units).
numbers that are small and large compared to the effective quantum number (36):

$$
\begin{gather*}
f(n, k, m, Z)=\frac{B(Z, T)}{Z^{4}}\left(\frac{\pi \sqrt{3} n^{4}|m|}{4}+\frac{\sqrt{2}}{4} \pi \frac{l_{\min }^{5}}{3}\right. \\
\left.\times\left(\frac{c^{3} l_{\min }^{3}}{\omega^{2} \pi m} \int_{1}^{\infty} \frac{t^{2} e^{-2\left(l_{\min } / l_{\text {lff }}\right)^{3} t^{3}}}{\sqrt{t^{2}-1}} d t\right)^{1 / 4}\right), \quad n \ll n^{*}  \tag{37}\\
f(n, k, m, Z)=\frac{B(Z, T)}{Z^{4}} \frac{c^{3}}{\pi \omega^{2}} \\
\times\left(\frac{\pi \sqrt{3}|m|^{3}}{4}+\frac{1}{9} \frac{|m|^{7}}{(n+1)^{3}}\right)  \tag{38}\\
\times \int_{1}^{\infty} \frac{t^{2} e^{-2\left(l_{\min } / l_{\mathrm{eff}}\right)^{3} t^{3}}}{\sqrt{t^{2}-1}} d t, \quad n \gg n^{*}
\end{gather*}
$$

The calculations in the entire range of parabolic quantum numbers are performed numerically using formulas (37) and (38).

Let us consider the population structure of the parabolic states for a lithium-like zinc ion with the nuclear charge $Z=30$ populated by dielectronic recombination followed by a radiative cascade in high-temperature plasma. Figures 3-5 show the level population distributions in the space of electric $(k)$ and magnetic $(m)$ quantum numbers for various principal quantum numbers. For comparison, Fig. 6 shows a plot of the population distribution in the spherical basis against orbital angular momentum. We see from comparison of these data


Fig. 4. Same as Fig. 3 for $n=30$. The left and right parts on the $m$ scale correspond to the direct and cascade populations, respectively.
that the distribution in magnetic quantum number in the parabolic basis is similar in pattern to the distribution in orbital angular momentum in the spherical basis. At the same time, the distribution in electric quantum number is much wider, of the order of the principal quantum number $n$. Therefore, it is clear that the total (integrated over all quantum numbers) population in the parabolic basis is considerably larger than that in the spherical basis. This increase is determined by the factor $n / l_{\text {eff }} \gg 1$, which is several tens. However, this increase is virtually unobservable, because no highly excited states take place


Fig. 5. Same as Fig. 3 for $n=10$.


Fig. 6. Direct (1) and cascade (2) terms of the population distribution function for the $n=30$ level in the spherical basis versus orbital quantum number $l$ for a lithium-like ZnXXVIII ion (in arb. units).
under actual plasma conditions because of their ionization both in the electric field and by secondary collisions with electrons. Nevertheless, the increase in recombination in the field can be significant (see 6, 17]).

The relationship between the direct and cascade populations in the parabolic basis also changes compared to the spherical basis. Thus, the cascade term is of the order of the direct population term even for $n=$ 30 in the spherical basis and only for $n=20$ in the parabolic basis.

Interestingly, the parabolic distribution cannot be obtained from the spherical distribution by directly substituting the characteristic $l_{\text {min }}(n, k, m)$ for the orbital angular momentum. This is because it is nontrivial to introduce the population source in parabolic coordinates (as we noted above).

## 6. THE STATISTICAL AND DYNAMIC INTENSITIES OF SPECTRAL LINES

Let us determine the statistical and dynamic intensity distributions in parabolic quantum numbers by using the results obtained above. As was pointed out in Section 1, the statistical intensities $I^{\text {stat }}$ can be calculated by assuming a statistical population distribution in all parabolic variables. Consider the transitions with a small change in principal quantum number by using the transition intensity distributions in large-scale and small-scale blocks from Section 2. The total line intensity can then be calculated by summing the individual intensities over the large-scale blocks (denoted by the quantum number $K$ ), over the small-scale blocks (denoted by the electric quantum number $k$ ) with allow-


Fig. 7. The intensity distribution $I(\omega)$ (in arb. units) in an electric field $F$ as a function of the frequency shift $\Delta \omega$ [in $\left(3 e a_{0} / 2 \hbar\right) F$ ] for $H_{n \alpha}$ lines with $n \gg 1$ : (a) the separate distributions for the Stark components ( 1 , the statistical $\sigma$ component; 2 , the dynamic $\sigma$ component; 3 , the statistical $\pi$ component; 4 , the dynamic $\pi$ component); (b) the total distribution ( 1 , the statistical total intensity; 2 , the dynamic total intensity).
ance made for their shift in an electric field, and over all magnetic quantum numbers:

$$
\begin{align*}
& I^{\text {stat }}(n, \Delta n)=\sum_{K, k, m} I(K, n, \Delta n, k, m)  \tag{39}\\
& \quad \times \delta\left(\frac{\Delta \omega}{\omega_{F}}-K n-\Delta n k\right)
\end{align*}
$$

Here, the dimensionless frequency shift $\Delta \omega / \omega_{F}$ in an electric field $F$ is expressed in units of the typical splitting in the field,

$$
\omega_{F}=3 e a_{0} F / 2 \hbar Z
$$

The summation in (39) is performed over all quantum numbers with the same weight, which reflects the equidistribution between the Stark sublevels.

The dynamic intensities $I^{\text {dyn }}$ can be calculated by the summation of the intensities of individual transitions multiplied by the normalized distribution function (or population) $f(n, k, m)$ of the initial state, which reflects
the pattern of Stark sublevel population by the radiative cascade:

$$
\begin{align*}
& I^{\mathrm{dyn}}(n, \Delta n)=\sum_{K, k, m} I(K, n, \Delta n, k, m) \\
& \times \frac{f(n, k, m)}{\sum_{k, m} f(n, k, m)} \delta\left(\frac{\Delta \omega}{\omega_{F}}-K n-\Delta n k\right) \tag{40}
\end{align*}
$$

The results of our calculations of the statistical and dynamic intensities for the $\Delta n=1$ transitions performed with formulas (39) and (40) by taking into account the results (37) and (38) for the distribution function are shown in Fig. 7a separately for the $\sigma$ and $\pi$ line components and in Fig. 7b for the total intensity distribution. We see an appreciable difference between the two types of intensities.

Note that the observed intensities can be obtained by the summation over all magnetic quantum numbers. Clearly, this corresponds to a spherically symmetric distribution of the electric field in equilibrium plasma. At the same time, the intensity of the radiation from an individual atom, as well as its distribution function (sublevel population), significantly depends on the magnetic quantum number, which reflects the conservation of its component along the field direction when the field varies slowly (adiabatically).

The statistical intensities have been commonly used to calculate the line profiles in plasma. As is clear from our analysis, this is by no means always proper.

## 7. DISCUSSION

We have determined the distribution function (level populations) in parabolic quantum numbers in an electric microfield that corresponds to the population by dielectronic recombination and by a radiative cascade. We also calculated the dynamic intensities of the spectral lines that emerge during radiative transitions from these levels.

One of our main conclusions is that the populations of excited states in an electric field increase compared to the calculations without any field. This may affect the interpretation of the spectroscopic data on absolute spectral line intensity measurements for multiply charged ions in rarefied plasma. Indeed, an increase in state populations, together with line intensities, implies that the ion abundance in the interpretation of observational data in the spherical basis may prove to be significantly overestimated. Actually, the observed increase in intensities is attributable to the plasma microfield.

The difference between the statistical and dynamic intensity distributions is also of great importance in calculating the spectral line shape for which this distribu-
tion serves as the starting point (see [2]). As follows from our analysis, the differences between the line profiles can change in moderately dense plasma, where radiative transitions dominate over collisional transitions. However, the calculation of the profiles for specific lines is beyond the scope of this study. Note only that, in our case of highly excited (Rydberg) states, for which the condition (2) is satisfied, the Stark splitting significantly exceeds the Doppler splitting.

The difference between the statistical and dynamic intensities also implies that the population kinetics of atomic states is essentially multidimensional when radiative transitions dominate over collisional transitions in low-density plasma.
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## APPENDIX

Below, we give an expression for the relative amplitudes:

$$
\begin{align*}
& Z_{\Delta n_{1} \Delta n_{2}}^{\Delta m} \approx \approx \frac{1}{\Delta n}\left\{\sigma_{2} J_{\Delta n_{1}}\left(\Delta n \sigma_{1}\right) J_{\Delta n_{2}}^{\prime}\left(\Delta n \sigma_{2}\right)\right. \\
&\left.-\sigma_{1} J_{\Delta n_{1}}^{\prime}\left(\Delta n \sigma_{1}\right) J_{\Delta n_{2}}\left(\Delta n \sigma_{2}\right)\right\} \\
&= \frac{1}{\Delta n}\left\{-\frac{K}{\Delta n} J_{\Delta n_{1}}\left(\Delta n \sigma_{1}\right) J_{\Delta n_{2}}\left(\Delta n \sigma_{2}\right)\right. \\
&- \sigma_{2} J_{\Delta n_{1}}\left(\Delta n \sigma_{1}\right) \Delta J_{\Delta n_{2}+1}\left(\Delta n \sigma_{2}\right) \\
&+\left.\sigma_{1} J_{\Delta n_{1}+1}\left(\Delta n \sigma_{1}\right) J_{\Delta n_{2}}\left(\Delta n \sigma_{2}\right)\right\},  \tag{A.1}\\
& \times\left\{\frac{n \sigma_{1} \sigma_{2}}{\sqrt{n_{1} n_{2}}} J_{\Delta n_{1}}\left(\Delta n \sigma_{1}\right) J_{\Delta n_{2}}\left(\Delta n \sigma_{2}\right)\right. \\
&\left.-\frac{\sqrt{n_{1} n_{2}}}{n} J_{\Delta n_{1} \pm 1}\left(\Delta n \sigma_{1}\right) J_{\Delta n_{2} \pm 1}\left(\Delta n \sigma_{2}\right)\right\},
\end{align*}
$$

where $J_{p}(g)$ is the Bessel function with integer indices $p$,

$$
\begin{gather*}
\sigma_{1}=\frac{\sqrt{n_{1}\left(n_{1}+m\right)}}{n} \\
=\frac{1}{2 \sqrt{n n^{\prime}}} \sqrt{(n+k-1)^{2}-m^{2}} \\
\sigma_{2}=\frac{\sqrt{n_{2}\left(n_{2}+m\right)}}{n} \\
=\frac{1}{2 \sqrt{n n^{\prime}}} \sqrt{(n-k-1)^{2}-m^{2}}  \tag{A.2}\\
\Delta n_{1}=\frac{1}{2}(\Delta n+K \mp \Delta m) \\
\Delta n_{2}=\frac{1}{2}(\Delta n-K \mp \Delta m) \\
K=\left(n_{1}-n_{1}^{\prime}\right)-\left(n_{2}-n_{2}^{\prime}\right)=\Delta n_{1}-\Delta n_{2} \\
s=n_{1}-n_{2}, \quad s^{\prime}=n_{1}^{\prime}-n_{2}^{\prime}=k
\end{gather*}
$$

It is easy to notice that the $\pi$ and $\sigma$ components correspond to even and odd $\Delta n+K$, respectively. It is also easy to show that the terms with small $K$ mainly contribute to the intensities. $\mp$

Expanding the Bessel functions in the expression for the squares of the relative amplitudes (A.1) in the small parameter $\Delta n^{2} / 4 n n^{\prime}$, we can easily obtain simple universal expressions for the relative intensities of the $\pi$ and $\sigma$ components for transitions with any $\Delta n \ll n$ :

$$
\begin{gathered}
I_{K=0}^{\pi}(m) \approx Z_{K=0}^{2} \approx\left(\frac{1}{2}\right)^{2(\Delta n+1)}\left(\frac{\Delta n^{2}}{4 n n^{\prime}}\right)^{\Delta n} \\
\times \frac{\left[\left(n^{2}-k^{2}\right)^{2}-2 m^{2}\left(n^{2}+k^{2}\right)+m^{4}\right]^{\Delta n / 2}}{(\Delta n / 2)!^{2}((\Delta n+1) / 2)!^{2}}\left(\frac{k}{n}\right)^{2}, \\
I_{K \neq 0}^{\pi}(m) \approx Z_{K \neq 0}^{2} \approx\left(\frac{1}{2}\right)^{2 \Delta n}\left(\frac{\Delta n^{2}}{4 n n^{\prime}}\right)^{\Delta n}\left(\frac{K}{\Delta n^{2}}\right)^{2} \\
\times \frac{\left.\left[\left(n^{2}+k^{2}\right)^{2}-m^{2}\right]\right]^{|\Delta n+K| / 2}\left[\left(n^{2}-k^{2}\right)^{2}-m^{2}\right]|\Delta n-K| / 2}{(|\Delta n-K| / 2)!^{2}(|\Delta n-K| / 2)!^{2}}, \\
I_{K}^{\sigma}(m) \approx\left(X^{\Delta m=+1}\right)^{2}+\left(X^{\Delta m=-1}\right)^{2}
\end{gathered}
$$

$$
\begin{gather*}
\approx\left(\frac{1}{2}\right)^{2(\Delta n-3)}\left(\frac{\Delta n^{2}}{4 n n^{\prime}}\right)^{\Delta n} \frac{1}{\Delta n^{4}}  \tag{A.5}\\
\times \frac{\left[(n+k)^{2}-m^{2}\right]^{|\Delta n-1+K| / 2}\left[(n-k)^{2}-m^{2}\right]^{|\Delta n-1-K| / 2}}{(|\Delta n-1+K| / 2)!^{2}(|\Delta n-1-K| / 2)!^{2}}
\end{gather*}
$$
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#### Abstract

The dynamics of large-sized ( $70-180 \mu \mathrm{~m}$ ) spherical bronze particles in a direct current glow discharge plasma was studied experimentally under microgravitation conditions. The temperatures, velocities, pair correlation functions, and self-diffusion coefficients of macroparticles were measured at various discharge currents. The charges of dust particles (on the order of $10^{6} \mathrm{e}$ ) corresponded to high surface potentials of about 3040 V . The experimental data were in close agreement with the simulation data on Yukawa systems with weak screening of dust charges. The influence of macroparticles on equilibrium ionization in a dense dust cloud was considered. © 2002 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

A dust plasma is a partially ionized gas containing charged particles of matter (dust) of micron dimensions. The size of dust particles allows them to be recorded on a videotape, which significantly simplifies the use of direct contactless methods for their diagnostics. A dust plasma is therefore a convenient experimental model for studying various transport phenomena in systems of interacting particles, such as charging and mass transfer and the formation of dust structures and complex oscillatory modes [1-10]. In recent years, considerable attention has been given to experimental studies of dust plasmas under microgravitation conditions [6-10]. Such experiments allow a wide range of phenomena that cannot be observed in laboratories on the Earth to be studied [6-8]. These are photoemission charging of aerosols in the upper layers of the atmosphere, ambipolar diffusion, the dynamics of largesized (larger than $100 \mu \mathrm{~m}$ ) dust particles in a plasma, etc. Recent experiments performed by the RussianGerman team on the International Space Station revealed the occurrence of several new phenomena in an RF discharge plasma, such as dust beats, the formation of complex crystalline lattices and opposite charging of macroparticles. No analogues of such processes are observed under usual laboratory conditions [10].

In this work, we describe some of the earliest experiments on the dynamics of macroparticles under microgravitation conditions performed aboard the Mir space station during the 28 th orbital expedition. The experiments were performed for large-sized (hundred
micron) bronze particles in a direct current glow discharge plasma.

## 2. EXPERIMENTAL

The experimental unit is schematically shown in Fig. 1. The main element of the working chamber was a gas discharge tube of radius $R_{t} \approx 1.6 \mathrm{~cm}$ filled with neon (Ne) to a pressure of $P=1$ Torr. The distance between a plane anode and a cathode was 28 cm . An insulated electrode was mounted at a distance of 4.5 cm from the anode. The electrode was made as two steel grids (wire $60 \mu \mathrm{~m}$ in diameter) with $150 \times 150 \mu \mathrm{~m}$ meshes, and the distance between the grids was 1 cm . During experiments, the electrode was under a floating potential and prevented negatively charged macroparticles from escaping to the anode. Bronze spherical particles (fraction of particles $70-180 \mu \mathrm{~m}$ in diameter, mean radius $\left\langle a_{p}\right\rangle=62.5 \mu \mathrm{~m}$, density of the material $\rho \approx$ $8.2 \mathrm{~g} / \mathrm{cm}^{3}$ ) were placed between the grid electrode and the cathode.

The diagnostics of macroparticles was performed with the use of a plane laser beam ("laser knife" about $300 \mu \mathrm{~m}$ wide, wavelength $0.67 \mu \mathrm{~m}$ ) and additional illumination of the dust cloud by an incandescent lamp. In the latter case, the number of detected particles was determined by the depth of field of the video system, which allowed us to keep track of particle positions for a long time sufficient for analyzing their transport characteristics. The image was recorded on a videotape at a $50-s^{-1}$ frame frequency. The video data were processed using a special program for identifying the displace-


Fig. 1. Schematic drawing of the experimental unit.
ments of separate particles in the visual field of video recording.

Experiments were performed at discharge currents ( $I=0.1-0.8 \mathrm{~mA}$ ) varied by the current source. Bronze particles were initially situated on tube walls. For this reason, the system was subjected to a dynamic action
(pushed) after switching on a discharge with a given current I to shake off particles from tube walls. After the dynamic action, bronze particles moved toward insulated grid electrodes, in the vicinity of which ordered structures were formed (Figs. 2a, 2b). The discharge was then "quenched," the particles relaxed to the initial state (went away to tube walls), and the experiment was repeated at a new gas discharge current value.

Plasma concentration $n^{0} \approx n_{e}^{0} \approx n_{i}^{0}$ [here, $n_{e(i)}^{0}$ is the concentration of electrons (ions) in the absence of dust particles] in the region of the positive discharge column can be estimated from discharge current density measurements, $j=I / \pi R_{t}^{2} \approx 12-96 \mu \mathrm{~A} / \mathrm{cm}^{2}$; this value should remain constant over the whole tube length:

$$
\begin{equation*}
j=e \mu_{e} E n_{e}^{0} \tag{1}
\end{equation*}
$$

where $\mu_{e}$ is the mobility of electrons [for neon, $\mu_{e} P \approx$ $1.5 \times 10^{6} \mathrm{Torr}^{\left.\mathrm{cm}^{2} /(\mathrm{V} \mathrm{s})\right] \text {. In tubes with radii of } 1-2 \mathrm{~cm}}$ and $P \approx 1$ Torr, field, of the positive column in a normal glow discharge in neon is $E \approx 1 \mathrm{~V} / \mathrm{cm}$, the normal current density is $j_{n} \approx 5-6 \mu \mathrm{~A} / \mathrm{cm}^{2}$, and the mean electron energy characterizing electron temperature $T_{e}$ is about $3-5 \mathrm{eV}$ [11]. Under our experimental conditions, discharges occurred in an anomalous mode (which followed from both the recorded current densities and the current-voltage characteristics), and the electric field strength obeyed the equation $E \propto j^{1 / 2}$ [11]. At $E=$ $1.5 \mathrm{~V} / \mathrm{cm}$ and $j=12 \mu \mathrm{~A} / \mathrm{cm}^{2}$, the mean plasma concentration calculated by (1) was $n^{0} \approx(5-14) \times 10^{7} \mathrm{~cm}^{-3}(j \approx$ $12-96 \mu \mathrm{~A} / \mathrm{cm}^{2}$ ). Taking into account the Bessel radial profile, the plasma density along the tube axis, where


Fig. 2. Video images of (a) gas-discharge tube and (b) particle trajectories from the discharge positive column toward insulated grid electrodes.


Fig. 3. Mean thermal $V_{p}^{T}$ and drift $V_{p}$ velocities of particles from the positive column region (Fig. 2b, field $A$ ) to grid electrodes at various discharge currents $I$.
the parameters of dust particles were measured, reached values on the order of $2.4 n^{0}$ [11]. The further estimates will therefore be based on the assumption that, in the absence of particles, the $n_{e(i)}^{0}$ concentration of electrons (ions) varied in the range from $10^{8}$ to $3 \times 10^{8} \mathrm{~cm}^{-3}$ under current density variations from 12 to $96 \mu \mathrm{~A} / \mathrm{cm}^{2}$.

## 3. MEASUREMENT RESULTS AND THEIR ANALYSIS

### 3.1. The Determination of Dust Charges from the Drift Velocity of Macroparticles

The mean drift velocity $V_{p}$ of particles from the positive column (Fig. 2b, field $A$ ) to the grid electrode is shown in Fig. 3 as a function of discharge current $I$. As the velocity of particle motions in the measurement volume remained virtually constant, their charges $e Z_{p}$ could be found from the equation of motion [8]

$$
\begin{equation*}
m_{p} d V_{p} / d t=-v_{f r} m_{p} V_{p}+E e Z_{p} \equiv 0, \tag{2}
\end{equation*}
$$

where $m_{p}$ is the mass of the particle and $v_{f r}$ is the friction coefficient of dust particles, which determines the frequency of their collisions with surrounding gas neutrals [12, 13],

$$
\begin{equation*}
m_{p} v_{f r}=6 \pi a_{p} \eta\left(1-l_{g}\left(1-\exp \left(-2 a_{p} / l_{g}\right)\right) / 2 a_{p}\right) . \tag{3}
\end{equation*}
$$

Here, $l_{g}[\mu \mathrm{~m} /$ Torr $] \approx 125 / P$ is the free path of neon neutrals, and $\eta \approx 3.17 \times 10^{-4} \mathrm{~g} /(\mathrm{cm} \mathrm{s})$ is the viscosity of neon at $l_{g} \ll a_{p}$. Setting $E[\mathrm{~V} / \mathrm{cm}]=$ $1.5 \sqrt{j\left[\mu \mathrm{~A} / \mathrm{cm}^{2}\right] / 12}$ and $\left\langle a_{p}\right\rangle=62.5 \mu \mathrm{~m}$ in (2) and (3), we find that particle charge $Z_{p} \approx 10^{6}$ is virtually independent of discharge current (Fig. 4, curve 1 ) and cor-


Fig. 4. Particle charge $Z_{p}$ as a function of discharge current $I$ obtained from (1) equation of motion (2) for $\left\langle a_{p}\right\rangle=$ $62.5 \mu \mathrm{~m}$, (2) diffusion measurements by (5) and (6) for $a_{p}=$ $62.5 \mu \mathrm{~m}$, and (3) diffusion measurements for $a_{p}=35 \mu \mathrm{~m}$.
responds to fairly high surface potentials $\varphi_{s}=e Z_{p} / a_{p} \approx$ 35-37 V. The errors in the $\varphi_{s}$ values obtained by this method are determined by the availability of a priori information on the field and friction coefficient values in (2).

### 3.2. The Formation of Liquid Dust Structures

The characteristic dimensions of dust clouds formed in the vicinity of the grid electrode (Fig. 2b, field $B$ ) were about 2 cm in the radial direction and $0.7-1.3 \mathrm{~cm}$ from the grid edge along the tube axis. Pair correlation functions $g(r)$ for various discharge currents $I$ are shown in Fig. 5. It is easy to see that, at low $I$ values, the degree of ordering of particles in the dust cloud


Fig. 5. Pair correlation functions $g$ versus $l / l_{p}$ for dust structures formed close to grid electrodes (Fig. 2b, field $B$ ) at discharge currents $I$ of (1) 0.1 , (2) 0.4 , and (3) 0.8 mA .


Fig. 6. (a) Measurement time dependences of Lindemann parameter $\delta_{c}=\Delta(t) / l_{p}(I=0.4 \mathrm{~mA})$ obtained using various averaging techniques: (1) $\Delta(t) \equiv \Delta_{N}(t), N_{p}=16$; (2) $\Delta(t) \equiv$ $\Delta_{N}^{t}(t), N_{p}=16$; and (3) $\Delta(t) \equiv \Delta_{N}^{t}(t), N_{p}=96$ and (b) "jumps" in simulated Yukawa systems (thick line corresponds to $\Delta_{N}^{t}(t)$ for $\Gamma^{*}=92$ ).
increases as their concentration $n_{p}$ grows. An increase in $n_{p}$ is accompanied by a decrease in $l_{\text {max }}$,

$$
l_{\max } \approx l_{p}=n_{p}^{-1 / 3}
$$

where $l_{\text {max }}$ is the position of the main $g(r)$ maximum and $l_{p}$ is the mean interparticle distance. Because of a fairly small number of particles in the laser knife plane, a quantitative analysis of the experimental $g(r)$ functions is virtually impossible. Nevertheless, the presence of fairly well-defined secondary $g(r)$ maxima is evidence of strong interparticle interactions and weak screening of particles (screening parameter $\kappa=l_{p} / \lambda<1$, where $\lambda$ is the screening length).

According to the Lindemann criterion, a solid phase melts if the ratio between the root of the mean-square
displacement $\Delta_{0}$ of particles from their equilibrium positions and the mean interparticle distance $l_{p}$ reaches about 0.15 [14]. In experiments, particle displacements are usually measured from the center of mass of the system, that is, $\Delta=\sqrt{2} \Delta_{0}$, and the Lindemann parameter at the melting curve is therefore $\delta_{c}=\Delta / l_{p} \approx 0.21$. The $\delta_{c}(t)=\Delta_{N}(t) / l_{p}$ time dependence [here, $\Delta_{N}(t)=$ $\sqrt{\langle l(t)-l(0)\rangle_{N}^{2}}, l(t)$ is the displacement of a separate particle, and $\left\rangle_{N}\right.$ denotes averaging over the ensemble of $N$ particles] for 16 particles $\left(N_{p}=16\right)$, which remain in the visual field of the video system for about 4.5 s , is shown in Fig. 6a. Note that, during some time intervals, the $\Delta_{N}(t) / l_{p}$ ratio remains constant and corresponds to the Lindemann criterion. When the observation time was decreased to about 1 s , the number of identified trajectories increased to $N_{p}=70-120$ at the expense of particles that experienced transitions between "settled" states from one cloud region to another. Averaging of particle displacements $\Delta_{N}(t)$ over the ensemble was then close to time averaging,

$$
\Delta_{N}^{t}=\sqrt{\left\langle\langle l(t)-l(0)\rangle_{N}\right\rangle_{t}^{2}}
$$

(Fig. 6a). Here, $\left\rangle_{N, t}\right.$ denotes averaging over the ensemble and time, respectively. A similar picture was observed in numerical simulations of the dynamics of macroparticles with the Yukawa interaction potential $\varphi=e Z_{p} \exp (-l / \lambda) / l$ in a strongly nonideal dust liquid [15]. "Jumps" observed in simulated systems are illustrated by Fig. 6b, where the difference between the ensemble $\Delta_{N}(t) / l_{p}$ and time $\Delta_{N}^{t} / l_{p}$ averages close to the crystallization curve of the system, where the $\Gamma^{*}$ normalized nonideality parameter tends to 102 , is shown. This difference vanishes as $\Gamma^{*}$ decreases, and the system under study becomes ergodic.

The $\Gamma^{*}$ normalized parameter value determines the degree of ordering and the dynamics of particles in nonideal Yukawa systems [15, 16],

$$
\begin{equation*}
\Gamma^{*}=\left(1+\kappa+\kappa^{2} / 2\right) \exp (-\kappa) \Gamma \tag{4}
\end{equation*}
$$

where

$$
\Gamma=\frac{(e Z)^{2} n_{p}^{1 / 3}}{T_{p}}
$$

Here, $T_{p}$ is the temperature of macroparticles in energy units.

### 3.3. Diffusion of Macroparticles

The self-diffusion coefficient of macroparticles $D_{p}$ can be found from measured mean-square displacements $\Delta_{N}^{t}$ as

$$
\begin{equation*}
D_{p}=\lim _{t \rightarrow \infty} D(t)=\left\langle\langle l(t)-l(0)\rangle_{N}^{2}\right\rangle_{t} / 6 t \tag{5}
\end{equation*}
$$



Fig. 7. Dependences $D_{p}(t)$ in a discharge with $I=0.4 \mathrm{~mA}$ for particles in the visual field of the video system during the (1) first, (2) second, and (3) third seconds of observation and (4) for 16 particles in the visual field for 4.5 s .

The $D_{p}(t)$ values measured in an $I=0.4 \mathrm{~mA}$ discharge are shown in Fig. 7 for various numbers of particles $N_{p}=70-120$ in the visual field of the video system during the first, second, and third seconds of observations. The same figure contains the $D_{p}(t)$ dependence for 16 macroparticles in the visual field during 4.5 s of observations. It is easy to see that the $D_{p}=\lim _{t \rightarrow \infty} D(t)$ coefficient is virtually independent of the size of the sample of particles $\left(N_{p}\right)$ in spite of different behaviors of the systems at initial time moments.

The relation between the $D_{p}$ self-diffusion coefficient given by (5) and the $\Gamma^{*}$ value (4) in strongly correlated ( $\Gamma^{*}>30$ ) liquid Yukawa systems can be written as

$$
\begin{equation*}
D_{p} \approx \frac{T_{p} \Gamma^{*}}{12 \pi\left(\omega_{l}+v_{f r}\right) m_{p}} \exp \left(-3 \frac{\Gamma^{*}}{\Gamma_{c}}\right), \tag{6}
\end{equation*}
$$

where $\Gamma^{*} \approx 102$ is the $\Gamma^{*}$ parameter value at the crystallization point [16] and

$$
\omega_{l}=e Z \sqrt{\frac{n_{p}}{\pi m_{p}}} \sqrt{1+\kappa+\kappa^{2} / 2} \exp \left(-\frac{\kappa}{2}\right) \equiv \sqrt{\frac{\Gamma^{*} T_{p}}{\pi l_{p}^{2} m_{p}}}
$$

is the normalized dust frequency. The error involved in approximation (6) sharply decreases as $\Gamma^{*}$ increases; it amounts to about $30 \%$ for $\Gamma^{*} \approx 30$ and less than $3 \%$ at $\Gamma^{*}>50$ [15]. Equation (6) allows $\Gamma^{*}$ to be determined fairly easily from the results obtained in measurements of the mean interparticle distance $l_{p}$, temperature $T_{p}$, and the $D_{p}$ diffusion coefficient of macroparticles. The discharge current dependences of these parameters ( $l_{p}$, $T_{p}$, and $D_{p}$ ) and of the ratio between $D_{p}$ and the diffusion coefficient of noninteracting particles $D_{0}=$


Fig. 8. Mean interparticle distance $l_{p}$, temperature $T_{p}$, and diffusion coefficients $D_{p}$ of macroparticles and the ratio between the $D_{p}$ coefficient and the $D_{0}$ diffusion coefficient of noninteracting particles as functions of discharge current $I$.
$T_{p} / m_{p} v_{f r}$ are shown in Fig. 8; the $D_{0}$ value was found to be more than an order of magnitude larger than the $D_{p}$ value calculated by (5). The temperature of macroparticles was established by finding the Maxwell distribution that best described the recorded spectrum of instantaneous velocities of particles obtained by analyzing video records. A similar procedure for determining temperature was described in [2, 7]. The mean velocities of chaotic movement of particles were about $1 \mathrm{~mm} / \mathrm{s}$ (see Fig. 3). Note that this procedure could underestimate the mean chaotic energy of particles (kinetic temperature) if the frame frequency $w\left(50 \mathrm{~s}^{-1}\right.$ in our experiments) did not satisfy the condition $w \gtrdot \mathrm{v}_{f r}[2]$.

### 3.4. The Nonideality Parameter and Macroparticle Charges

The $\Gamma^{*}$ normalized parameter values reproduced by (6) from diffusion coefficient measurements are shown in Fig. 9 for the mean $\left(\left\langle a_{p}\right\rangle=62.5 \mu \mathrm{~m}\right)$ and minimal $\left[\left(a_{p}\right)_{\min }=35 \mu \mathrm{~m}\right]$ particle sizes. Note that $\Gamma^{*}$ determinations are only based on measurement results. The $v_{f r}$ friction coefficient value depends on the radius of particles, but it does not significantly influence the $\Gamma^{*}$ value because $\mathrm{v}_{f r}<\omega_{l}$ under the experimental conditions.

If the effects of screening macroparticles in a plasma-dust system are significant, an analysis of diffusion of macroparticles on the assumption of negligibly weak screening $\left(\Gamma^{*}=\Gamma, \kappa<1\right)$ gives a minimal estimate of the charge $Z_{p}$ of dust macroparticles irrespective of the form of the interparticle interaction potential. Parameter $\Gamma^{*} \approx \Gamma$ measurements for $\kappa=0$ allow surface potentials at $I \leq 0.5 \mathrm{~mA}$ to be determined. This gives $\varphi_{s} \approx 42 \mathrm{~V}$ for medium-sized particles $\left\langle a_{p}\right\rangle=62.5 \mu \mathrm{~m}$


Fig. 9. Normalized nonideality parameters $\Gamma^{*}$ reproduced from diffusion coefficient measurements for particles of different sizes: (1) $\left\langle a_{p}\right\rangle=62.5 \mu \mathrm{~m}$ and (2) $\left(a_{p}\right)_{\min }=35 \mu \mathrm{~m}$; error intervals for reproducing $\Gamma^{*}$ by (4) are shown.
and $\varphi_{s} \approx 30 \mathrm{~V}$ for particles of radius $\left(a_{p}\right)_{\text {min }}=35 \mu \mathrm{~m}$ (see Fig. 4). For $I=0.8 \mathrm{~mA}$, the recorded surface potential value is lower by approximately $30 \%$. The error in determining the charge of macroparticles is then substantially larger, because, at low $\Gamma^{*}<35$ values, (6) is fairly inaccurate (see Fig. 9). The obtained macroparticle charge estimates are in agreement with the results of determining $Z_{p}$ from equation of motion (2). We can therefore hope that the surface potentials $\varphi_{s} \approx 30-42 \mathrm{~V}$ $(I \leq 0.5 \mathrm{~mA})$ and $\varphi_{s} \approx 22-30 \mathrm{~V}(I=0.8 \mathrm{~mA})$ correctly reproduce real $Z_{p}$ charge values, and, accordingly, the assumption of weak screening ( $\kappa<1$ ) of macroparticles corresponds well with the conditions existing in the dust system under study.

### 3.5. Screening of Macroparticles

The suggestion of weak screening ( $\kappa<1$ ) of dust charges in our experiments is indirectly substantiated by the behavior of correlation functions (Fig. 5) and is in agreement with numerical simulation results. For instance, it was shown in [17] that screening of isolated particles of size $a_{p} \approx 2 \lambda_{i}-\lambda_{e}$, where $\lambda_{i(e)}$ was the Debye ionic (electronic) radius, was determined by the $\lambda_{e}$ value at the distances

$$
l<l_{D} \approx(5-7) \lambda_{i}
$$

from the surface of the particle. As the size of particles increases to $a_{p}>\lambda_{e}$, the effective screening length $\lambda$ becomes substantially larger than the $\lambda_{e}$ value.

According to the condition of electroneutrality of the plasma-dust system,

$$
\begin{equation*}
Z_{p} n_{p}+n_{e}=n_{i}, \tag{7}
\end{equation*}
$$

where $n_{e(i)}$ is the concentration of electrons (ions) in the dust cloud. Note that condition (7) is necessary for the
confinement of negatively charged particles in the absence of other nonelectrostatic forces that can compensate mutual repulsion of dust particles. The $n_{e(i)}$ concentration of electrons (ions) in a dust cloud under the conditions of our experiments can therefore be estimated as

$$
n_{e}<Z_{p} n_{p} \approx(2-4) \times 10^{9} \mathrm{~cm}^{-3}<n_{i} .
$$

This gives $\lambda_{i}<20-30 \mu \mathrm{~m}$ and $\lambda_{e}>200-300 \mu \mathrm{~m}$ for ions with temperature $T_{i} \approx 0.03 \mathrm{eV}$ and electrons with $T_{e}>$ 3 eV . The obtained $\lambda_{e}$ value may be strongly underestimated because of a possible increase in the temperature of electrons in the dust cloud and because of the law of current density conservation in a gas-discharge tube, $j=$ const [see (1)]. It follows that, if electric field variations are ignored, the $n_{e}$ mean concentration of electrons in the dust cloud should be comparable in order of magnitude with the $n^{0}$ concentration of plasma in the absence of particles, that is, $n_{e} \approx 10^{8} \mathrm{~cm}^{-3}$. The screening parameter is then $\kappa=l_{p} / \lambda \leqslant 1$, because $l_{p} \approx 7200-$ $1000 \mu \mathrm{~m}$. Note also that the surface potential ceases to obey the exponential law as the distance from a macroparticle increases to $l>l_{D} \approx(5-7) \lambda_{i} \approx 100-200 \mu \mathrm{~m}$ because of effective electron-ion recombination on the surface of the macroparticle. At such distances, the potential exhibits a power dependence on $l$ [17, 18]. This effect weakens screening of large-sized particles in the dust cloud when the $l_{p}$ mean interparticle distance exceeds $l_{D}[19]$.

### 3.6. The Kinetics of Charging Dust Particles

Equilibrium charge $Z_{p}$ of dust particles in a plasma is determined by the equation

$$
\begin{equation*}
\frac{d Z_{p}}{d t}=\sum_{j} I_{j} \equiv 0 \tag{8}
\end{equation*}
$$

where the summation is over all flows $I_{j}$ of charged particles absorbed or emitted by the dust particle. Most of the theoretical models of charging particles of size $a<$ $l_{e(i)}\left[l_{e(i)}\right.$ is the free path of electrons (ions)] are based on the restricted orbit approximation (OML theory). In a gas-discharge plasma, where emission processes are of no significance, the charge of a macroparticle is negative because of a higher mobility of electrons. OML calculations of flows $I_{e(i)}$ of electrons (ions) per negatively charged spherical particle yield [20]

$$
\begin{align*}
I_{e} & =\pi a_{p}^{2} n_{e} v_{T_{e}} \exp \left(e \varphi_{s} / T_{e}\right),  \tag{9}\\
I_{i} & =\pi a_{p}^{2} n_{i} v_{i}\left(1-\frac{2 e \varphi_{s}}{m_{i} v_{i}^{2}}\right), \tag{10}
\end{align*}
$$

where $T_{e(i)}, m_{i e(i)}$, and $n_{e(i)}$ are the temperature, mass, and concentration of electrons (ions) in the dust cloud, respectively; $\mathrm{v}_{T_{e}}=\sqrt{8 T_{e} / \pi m_{e}}$ is the thermal velocity
of electrons; and $v_{i}$ is the velocity of ions, which, depending on the conditions, can be set equal to either the thermal velocity ( $v_{i} \equiv \sqrt{8 T_{i} / \pi m_{i}}$ ) or the directed velocity ( $\mathrm{v}_{i} \equiv \mathrm{v}_{s}$ ). Simultaneously solving (7)-(10) yields the equilibrium charge of particles in the form

$$
\begin{equation*}
\exp (-z)=\frac{v_{i}}{v_{T_{e}}}\left(1+z \frac{2 T_{e}}{v_{i}^{2} m_{i}}\right)(1+z \chi), \tag{11}
\end{equation*}
$$

where

$$
\begin{equation*}
\chi=\frac{Z_{p} n_{p}}{z n_{e}} \tag{12}
\end{equation*}
$$

and the $z$ parameter is proportional to the ratio between the surface potential $\varphi_{s}$ of the dust particle and the temperature of electrons,

$$
\begin{equation*}
z=\frac{e \varphi_{s}}{T_{e}} \equiv \frac{\left|Z_{p}\right| e^{2}}{a_{p} T_{e}} \tag{13}
\end{equation*}
$$

The $z$ value is determined by buffer gas ions. For rare gases such as neon and argon, $z \approx 2-4$ for most of the experimental conditions in a direct current glow discharge [21,22]. Note that, in the presence of large-sized particles with $a_{p}>10-20 \mu \mathrm{~m}$, the $l_{i}$ free path of ions ( $\mathrm{Ar}, \mathrm{Ne}$ ) becomes comparable with or smaller than $a_{p}$ at room temperature [11] and typical buffer gas pressures $P \approx 1$ Torr. This decreases flow $I_{i}$ of ions onto the surface of a dust particle [Eq. (10)] and, therefore, increases $\varphi_{s}$ and $z$ [Eq. (13)]. The corresponding effect was observed experimentally. For instance, it was shown in [8] that the surface potential of a particle grew approximately from 9 to 30 V as the particle radius increased from 2 to $7 \mu \mathrm{~m}$ in neon at $P \approx 0.5-1.5$ Torr. This corresponded to changes in $z$ approximately from 3 to 10 at $T_{e}=3 \mathrm{eV}$. In our experiments, the mean size of particles ( $\left\langle a_{p}\right\rangle=62.5 \mu \mathrm{~m}$ ) was much larger than in [8]; we could therefore expect that $z$ should be close to 10. It follows that the obtained $\varphi_{s} \approx 30-42 \mathrm{~V}$ values are in close agreement with the results of measurements performed in [8]. It should, however, be borne in mind that the $z$ and $\varphi_{s}$ values decrease in a dense dust cloud with $\chi>1$ [see (12)] [22]. This decrease can in part be compensated by an increase in electronic temperature under the conditions of changes in equilibrium ionization processes considered below.

Note also that high macroparticle charges $Z_{p} \approx 10^{6}$ at their concentrations $n_{p} \approx 10^{3} \mathrm{~cm}^{-3}$ do not correspond with the suggestion of the electroneutrality of the system, Eq. (7), if we assume that the presence of dust particles has no significant influence on discharge conditions and the concentration of ions in the dust cloud is comparable with their concentration in the absence of macroparticles, $n_{i} \approx n_{i}^{0} \approx 10^{8} \mathrm{~cm}^{-3}$. Such a discrepancy has already been observed in laboratory conditions on the Earth. For instance, heavy glass particles hovered in
weak fields (about $1-12 \mathrm{~V} / \mathrm{cm}$ ) of glow discharge strata and positive columns in neon [19], which led the authors of [19] to suggest either the existence of higher charges $Z_{p}$ or a sharp increase in electric field $E$ caused by a change in the discharge conditions in the dust cloud.

### 3.7. The Influence of Macroparticles on Equilibrium Ionization

The influence of macroparticles on kinetic processes in a glow discharge can be substantial, because a considerable decrease in the concentration $n_{e}$ of electrons as a consequence of their effective loss on dust cloud particles results in an increase in electric field strength ( $j=$ const $\longrightarrow E n_{e}=$ const). The mean electron energy then increases, which causes an increase in ionization frequency $v_{i}$, which in turn increases the concentration of electrons to its equilibrium value.

As glow discharges in rare gases are usually controlled by ambipolar diffusion (plasma recombination on gas-discharge tube walls), this sequence is only observed if the electron loss frequency $v_{e p}$ on dust cloud particles is comparable with or much larger than the $\mathrm{v}_{a b}$ frequency of diffusion electron loss [11],

$$
\begin{equation*}
v_{a b} \approx(2.4)^{2} D_{a} / R_{\mathrm{tr}}^{2}, \tag{14}
\end{equation*}
$$

where $D_{a} \approx \mu_{i} T_{e} / e$ is the ambipolar diffusion coefficient at $T_{e} \gg T_{i}$ and $\mu_{i} \approx 3200 \mathrm{~cm}^{2} /(\mathrm{V} \mathrm{s})$ is the mobility of singly charged ions in neon at $P=1$ Torr.

The $v_{e p}$ electron loss frequency on dust cloud particles can be estimated as

$$
\begin{equation*}
v_{e p} \approx \sqrt{8 \pi T_{e} / m_{e}} n_{p} a_{p}^{2} \exp (-z) . \tag{15}
\end{equation*}
$$

Substituting the conditions of our experiments $\left[a_{p} \equiv\right.$ $\left\langle a_{p}\right\rangle=62.5 \mu \mathrm{~m}$ and $\left.n_{p} \approx(1-3) \times 10^{3} \mathrm{~cm}^{-3}\right]$ into (15), we find that, at $z=3-4$, the $v_{e p}$ electron loss frequency on dust cloud particles far exceeds the $v_{a b}$ diffusion loss frequency $\left(v_{e p} / v_{a b}>10\right.$ at $\left.T_{e}<15 \mathrm{eV}\right)$. We can therefore assume that discharge conditions in our experiments are determined by plasma recombination on the surface of particles.

Under steady state conditions, the rate of electron loss should be compensated by the rate of particle creation, and, accordingly, the ionization frequency $v_{i}$ should coincide with the electron loss frequency. If the shape of the spectrum of electron velocities is close to a Maxwell distribution, the temperature of electrons is related to the ionization frequency as [11]

$$
\begin{equation*}
v_{i} \approx \gamma C_{i} n_{g} \sqrt{8 T_{e} / \pi m_{e}}\left(W+2 T_{e}\right) \exp \left(-W / T_{e}\right), \tag{16}
\end{equation*}
$$

where $W \approx 21.6 \mathrm{eV}$ is the ionization potential of neon, $C_{i} \approx 1.6 \times 10^{-18} \mathrm{~cm}^{2} / \mathrm{eV}$ is the experimental ionization constant of neon, and $\gamma$ is the coefficient that takes into account the depletion of the spectrum of fast electrons with energies $\varepsilon>I$ in the Maxwell distribution tail
caused by their loss in excitation of atoms (for neon, $\gamma<0.1$ ). The assumption of a Maxwell spectrum of electron velocities is valid when the $v_{u} \approx \delta v_{T_{e}} / l_{e}$ frequency of electron energy loss in collisions with neutrals is lower than the frequency of their collisions with each other $\left(v_{u}<v_{e e}\right)$. Here, $\delta$ is the coefficient of the effectiveness of collisions (for neon, $\delta \approx 10^{-4}$ ) [11]. Equation (16) is also used to estimate the $T_{e}$ temperature of electrons in a weakly ionized glow discharge plasma when the positive column length $L$ is larger than the characteristic energy relaxation length $\Lambda=0.8 l_{e} \delta^{1 / 2}$. For neon at $P=1$ Torr, $\Lambda \approx 9.7 \mathrm{~cm}$ [11], which is smaller than the length $L \approx 20 \mathrm{~cm}$ observed experimentally. The temperature of electrons in the absence of dust particles can therefore be obtained from the equation $v_{i}=v_{e p}$, which gives $T_{e} \approx 3.1 \mathrm{eV}$. This value is in close agreement with the results of $T_{e}$ measurements for tubes with $1-2 \mathrm{~cm}$ radii [11].

The determination of the spectrum of electron velocities in a dense dust cloud in the presence of additional ionization sources is a complex independent problem. For this reason, the mean electron energies in a dust cloud will also be qualitatively estimated by (16) taking into account that the $v_{u}$ electron energy loss frequency in collisions with neutrals is much lower than the $n_{e d} \approx \pi a_{p}^{2} v_{T_{e}} n_{p}$ frequency of casual collisions between electrons and dust cloud macroparticles under our experimental conditions ( $v_{u} \ll \mathrm{v}_{e d}$ ). The electron velocity spectrum in the electric field of macroparticles whose surface potentials are comparable with electron energy $\varepsilon_{e}$ can then be fairly close to the Gaussian spectrum with the variance proportional to $\varepsilon_{e} \approx T_{e}$ [23]. The temperature of electrons can therefore be estimated from the equality $v_{i}=v_{e p}$ by simultaneously solving (15) and (16). For $\gamma=0.1$ and $z=3-4$, this yields $T_{e} \approx$ $8-10 \mathrm{eV}$ and $\varphi_{s} \approx 30-32 \mathrm{~V}$ if $n_{p} \approx(2-3) \times 10^{3} \mathrm{~cm}^{-3}$. A decrease in the concentration to $n_{p} \approx 1.2 \times 10^{3} \mathrm{~cm}^{-3}(I=$ 0.8 mA ) results in $T_{e} \approx 6-8 \mathrm{eV}$ and $\varphi_{s} \approx 24 \mathrm{~V}$. Lowering $\gamma$ increases the $T_{e}$ and $\varphi_{s}$ values.

Electric field $E$ necessary for electrons to acquire mean energy $T_{e}$ can be estimated on the assumption that $T_{e} \propto \tau^{1 / 2} E$, where $\tau$ is the characteristic time required for the electron to acquire its mean energy [11]. In diffu-sion-controlled discharges, the $v_{a b}$ diffusion escape frequency given by (14) is much smaller than the $v_{u} \approx$ $10^{5} \mathrm{~s}^{-1}$ electron energy loss frequency in collisions with neutrals ( $P=1$ Torr), and we have $\tau \approx v_{u}^{-1}$. The characteristic $\tau$ value in a dense dust cloud is determined by the $v_{e p}$ electron loss frequency on macroparticles [Eq. (15)], $\tau \approx v_{e p}^{-1}\left(v_{e p}>v_{u}\right)$. The change in field $E^{p}$ in
a dust cloud with respect to positive column field $E^{0}$ is then, to within an order of magnitude, given by

$$
\frac{E^{p}}{E^{0}} \approx \sqrt{\frac{v_{e p}}{v_{u}} \frac{T_{e}^{p}}{T_{e}^{0}}}=\left(\pi a_{p}^{2} n_{p} \exp (-z) l_{e} / \delta\right)^{-0.5}\left(\frac{T_{e}^{p}}{T_{e}^{0}}\right)^{1.25},
$$

where $T_{e}^{p}$ and $T_{e}^{0}$ are the temperatures of electrons in the dust cloud and positive column, respectively. According to this equation, the field increases 15-20 times in the dust cloud if $a_{p}=62.5 \mu \mathrm{~m}, n_{p} \approx(1-2) \times 10^{3} \mathrm{~cm}^{-3}$, $z=3$, and $T_{e}^{p} / T_{e}^{0}=3$. That is, at $E^{0}=1.5 \mathrm{~V} / \mathrm{cm}, E^{p} \approx$ $22-30 \mathrm{~V} / \mathrm{cm}$, which is comparable with the $e Z_{p} n_{p}^{2 / 3} \approx$ $14-45 \mathrm{~V} / \mathrm{cm}$ value for two-particle interactions in the system under consideration $\left(Z_{p} \approx(1-2) \times 10^{6}\right)$.

Note that, in a positive column free of particles, ionization equilibrium is attained by equalizing the rates of plasma ionization $\left(n_{e}^{0} v_{i}\right)$ and recombination on tube walls $\left(\beta_{a b} n_{e}^{0} n_{i}^{0}\right)$,

$$
n_{e}^{0} v_{i} \equiv n_{e}^{0} v_{a b}=\beta_{a b} n_{e}^{0} n_{i}^{0},
$$

and the condition of ionization equilibrium in a dust cloud is

$$
n_{e} v_{i} \equiv n_{e} v_{e p}=\beta_{e p} n_{e} n_{i}
$$

where $\beta_{a b}$ and $\beta_{e p}$ are the corresponding recombination coefficients. Suppose that the plasma recombination coefficients on tube walls and on the surface of dust particles are approximately equal, $\beta_{a b} \approx \beta_{e p}$. The ratio between the $n_{i}^{p}$ concentration of ions in a dust cloud and the $n_{i}^{0}$ concentration of ions in a plasma without macroparticles is then given by

$$
\begin{equation*}
n_{i} / n_{i}^{0} \equiv v_{e p} / v_{a b} \tag{17}
\end{equation*}
$$

where the $n_{i}^{0} \approx(1-3) \times 10^{8} \mathrm{~cm}^{-3}$ value corresponds to the experimental current density. Using (17) and taking into account (14) and (15), we find that

$$
n_{i} \approx(5-7.5) \times 10^{9} \mathrm{~cm}^{-3}
$$

at various discharge currents at $z=4$. At $z=3, n_{i}$ is approximately three times smaller. The condition $Z_{p} n_{p}<n_{i}$ [see (7)] necessary for the confinement of negatively charged particles is therefore quite attainable in the plasma-dust system under consideration. Note in conclusion that plasma parameter estimates considered in this section are used to analyze a qualitative picture of the influence of particles on ionization processes under the conditions of a dense dust cloud.

## 4. CONCLUSION

This work describes the results of experimental studies of the dynamics of bronze macroparticles in a direct current glow discharge plasma under microgravitation conditions. The temperatures, concentrations, pair correlation functions, self-diffusion coefficients, and charges of macroparticles were measured in various discharge currents. An analysis of the measurement results showed that the observed structures of macroparticles corresponded to a strongly nonideal dust liquid ( $\Gamma^{*} \approx 60-75$ ), and their dynamics was in close agreement with the results of simulating Yukawa systems characterized by weak screening ( $\kappa<1$ ). The recorded time dependence of mean-square displacements of separate macroparticles (Fig. 6) was characteristic of the behavior of the system close to the liquidcrystal phase transition line. The normalized nonideality parameter was noticeably smaller than its $\Gamma_{c} \approx 102$ value on the system crystallization line. This circumstance could be explained by either polydispersity of macroparticles or a possible decrease in $\Gamma_{c}$ caused by finite dust cloud dimensions.

Experimental estimates of macroparticle charges corresponded to surface potentials of the order of $30-$ 40 V , which far exceeded values predicted by the OML theory. This discrepancy could be related to both a decrease in the effective flow of ions onto particles whose radii were larger than the free path of ions and an increase in the temperature of electrons in the dust cloud. It was shown that changes in equilibrium ionization processes in dense dust clouds could cause a substantial increase in the mean energy of electrons and in the concentration of the plasma component.

Note once more in conclusion that experiments on studying interaction potentials and charging processes for large-sized hundred-micron particles in a dust plasma cannot be performed under Earth gravitation conditions.
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#### Abstract

The problem of the kinetic justification of the generalized thermodynamics of nonequilibrium processes using the method of moments for solving the kinetic equation for a multicomponent gas mixture is examined. Generalized expressions are obtained for the entropy density, entropy flux density, and entropy production as functions of an arbitrary number of state variables (moments of the distribution function). Different variants of writing the relations between fluxes and thermodynamic forces are considered, which correspond to the Onsager version for spatially homogeneous systems and, in a more general case, lead to the generalized thermodynamic forces of a complicated form, including derivatives of the fluxes with respect to time and spatial coordinates. Some consequences and new physical effects, following from the obtained equations, are analyzed. It is shown that a transition from results of the method of moments to expressions for the entropy production and the corresponding phenomenological relations of the generalized nonequilibrium thermodynamics is possible on the level of a linearized Barnett approximation of the Chapman-Enskog method. © 2002 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

In recent years, there were successful attempts at going beyond the conventional limits of applicability of the classical linear nonequilibrium thermodynamics (LNT) [1-10]. The main idea underlying generalization of the classical approach consists in increasing the number of variables describing nonequilibrium states of the system: the set of usual classical variables employed in the LNT is supplemented with new independent variables representing dissipative fluxes (e.g., heat flux $\mathbf{q}$, tensor of viscous stresses $\pi_{i k}$, or diffusion flux $\mathbf{J}_{\alpha}$ ). In this formulation, a local entropy of the system also becomes a function of the new variables; expressions for the entropy flux density and entropy production (entering into the general entropy balance equation) acquire a different (generalized) form.

Another important circumstance is that, in contrast to the classical variables obeying the laws of conservation and varying relatively slowly, the fluxes are "fast" variables satisfying equations of the evolution type. Note that the relaxation character of these equations eliminates the paradox of infinite velocity of the propagation of thermal and shear perturbations, which follows from the usual linear Fourier and Newton laws for the heat flux and the viscous stress tensor. Realization of the above concepts led to the construction of the socalled extended irreversible thermodynamics [1, 2].

It should be noted that the idea of generalizing the LNT was already present in the early works of Grad [11] devoted to development of the method of moments
in the kinetic theory of gases. Grad pointed out the possibility of applying nonequilibrium thermodynamics to more general cases, when a nonequilibrium state of a homogeneous gas (and the nonequilibrium entropy of the system) depends not only on the local density and internal energy (temperature), but on an arbitrary number of additional state variables (moments of the distribution function) as well. The latter variables satisfy quasi-linear differential equations of the relaxation type obtained on the basis of the Boltzmann equation using expansion of the distribution function of the gas molecules into series in Hermite polynomials [11].

The kinetic aspect of the problem still plays an important role in development of generalized nonequilibrium thermodynamics (GNT). Previously [5-8], it was demonstrated that the GNT principles are compatible with the highest order approximations of the Chap-man-Enskog method on a level of the linearized Barnett approximation. Upon this transition, additional terms enter into the expression for the entropy production, which contain higher (second-order and above) derivatives of the principal macroscopic variables with respect to coordinates. Accordingly, the system of phenomenological equations for the fluxes and thermodynamic forces is expanded.

An important role of the spatial derivatives of fluxes (high-order moments) in the linearized equations of moments was demonstrated within the framework of the method of moments [9, 10, 12]. It should be noted that the idea of including new quantities proportional to the derivatives of fluxes and possessing the correspond-
ing tensor dimension into the number of independent thermodynamic forces involved in the transfer equations was put forward in 1962 by Kagan in the course of the study [12] and then elaborated in [5, 6, 8-10]. The introduction of such terms brings the GNT relations outside the framework of the usual linear equations of the classical LNT, but, despite certain complication of the generalized thermodynamic forces, an expression for the entropy production still appears as a bilinear combination of thermodynamic forces and fluxes.

Until now, the GNT relations were formulated and analyzed mostly in application to the case of a simple (single-component) gas. Only Heckl and Muller [13] considered the corresponding equations on the kinetic level for a gas mixture, in a particular case of so-called Maxwellian molecules with the interaction potential inversely proportional to the fourth power of the interparticle distance. Moreover, the investigation was restricted for the most part to an approximation of 13 moments with the additional variables representing the vector of the heat flux and the viscous stress tensor. However, an allowance for the highorder moments becomes important in a number of cases. For example, realistic transfer coefficients as functions of the frequency and wavenumber for the socalled generalized hydrodynamics can be obtained within the framework of an approximation using at least 26 moments [14, 15].

This paper considers problems pertaining to the kinetic justification of the GNT in the most general form based on a linearized variant of the method of moments applied to a multicomponent gas mixture with an arbitrary potential of the intermolecular interaction. A linearized Boltzmann equation is used to obtain an infinite chain of linked equations for the coefficients of expansion of the distribution function in a system of tensor polynomials (equations of moments). Using these equations, we obtain generalized expressions for the entropy density, entropy flux density, and entropy production, which allow different variants of the relations between fluxes and thermodynamic forces to be considered. For spatially homogeneous systems, these relations correspond to the Onsager version of the LNT. In a more general case, thermodynamic forces involved in the transfer equations are significantly redefined to include, besides the usual gradients of the initial macroscopic parameters, derivatives of the dissipative fluxes with respect to time and coordinates. Some consequences and new physical effects, following from the obtained equations, are analyzed. It is shown that a transition from results of the generalized method of moments to the well-known results obtained by the Chapman-Enskog method [8, 15, 16] is possible on the level of both the first and the next (Barnett) approximation.

It should be noted that the possibility of using the methods of nonequilibrium thermodynamics on the level of transfer equations in the Barnett approximation was repeatedly discussed $[17,18]$. Below, we reveal the source of such misunderstanding, obtain a generalized expression for the entropy production, and construct a system of phenomenological equations of the linearized Barnett approximation completely conforming to the principles of nonequilibrium thermodynamics. A series of "nonphysical" fluxes involved, together with the usual ones, in this scheme provides for completeness of the system and ensures validity of the necessary Onsager relations between the cross coefficients. The proposed system of equations admits obvious generalization to the cases of super-Barnett and higher approximations.

## 2. LINEARIZED KINETIC EQUATION FOR A GAS MIXTURE

Consider an $N$-component gas mixture consisting of monoatomic molecules of various types. Let the state of the mixture deviate slightly from equilibrium, in which case the velocity distribution function for particles of the $\alpha$ type can be represented as

$$
\begin{gather*}
f_{\alpha}=f_{\alpha}^{(0)}\left(1+\phi_{\alpha}\right), \\
f_{\alpha}^{(0)}=n_{\alpha}\left(\frac{\beta_{\alpha}}{\pi}\right)^{3 / 2} \exp \left(-\beta_{\alpha} c_{\alpha}^{2}\right), \tag{1}
\end{gather*}
$$

where $f_{\alpha}^{(0)}$ is the local Maxwell distribution, $\phi_{\alpha}$ is a small correction ( $\left|\phi_{\alpha}\right| \ll 1$ ), $\beta_{\alpha}=m_{\alpha} / 2 k T, n_{\alpha}$ is the number density of particles of the $\alpha$ type, $k$ is the Boltzmann constant, $T$ is the absolute temperature, $m_{\alpha}$ is the mass of particles of the $\alpha$ type, $\mathbf{c}_{\alpha}=\mathbf{v}_{\alpha}-\mathbf{u}$ is the relative velocity of a particle, and $\mathbf{u}$ is the mass-average velocity of the mixture. The values of $n_{\alpha}, \mathbf{u}$, and $T$ are determined by the following relations:

$$
\begin{gather*}
n_{\alpha}=\int f_{\alpha} d \mathbf{c}_{\alpha}, \quad \mathbf{u}=\rho^{-1} \sum_{\alpha} \int m_{\alpha} \mathbf{v}_{\alpha} f_{\alpha} d \mathbf{c}_{\alpha},  \tag{2}\\
\frac{3}{2} n k T=\sum_{\alpha} \int \frac{m_{\alpha}}{2} c_{\alpha}^{2} f_{\alpha} d \mathbf{c}_{\alpha} .
\end{gather*}
$$

Here, $\rho=\sum_{\alpha} \rho_{\alpha}$, where $\rho_{\alpha}=m_{\alpha} n_{\alpha}$ is the density of molecules of the $\alpha$ type, and $n=\sum_{\alpha} n_{\alpha}$ is the number density of particles in the mixture.

Introducing the internal scalar product of functions in the Hilbert space,

$$
\begin{equation*}
n_{\alpha}\left(g_{\alpha} \cdot h_{\alpha}\right)=\int f_{\alpha}^{(0)} g_{\alpha} h_{\alpha} d \mathbf{c}_{\alpha}, \tag{3}
\end{equation*}
$$

we can determine the values of $n_{\alpha}, \mathbf{u}$, and $T$ in a similar form for both $f_{\alpha}$ and $f_{\alpha}^{(0)}$, by virtue of which

$$
\begin{gather*}
\left(1, \phi_{\alpha}\right)=0, \quad \sum_{\alpha} n_{\alpha}\left(m_{\alpha} \mathbf{c}_{\alpha}, \phi_{\alpha}\right)=0,  \tag{4}\\
\sum_{\alpha} n_{\alpha}\left(m_{\alpha} \mathbf{c}_{\alpha}^{2}, \phi_{\alpha}\right)=0 .
\end{gather*}
$$

Let us define nonequilibrium macroscopic parameters of the mixture components, including the diffusion flux $\mathbf{J}_{\alpha}$, the partial viscous stress tensor $\hat{\boldsymbol{\pi}}_{\alpha}$, and the partial heat flux $\mathbf{q}_{\alpha}$ as

$$
\begin{align*}
& \mathbf{J}_{\alpha}=\rho_{\alpha} \mathbf{w}_{\alpha}=n_{\alpha} m_{\alpha}\left(\mathbf{c}_{\alpha}, \phi_{\alpha}\right), \\
& \hat{\boldsymbol{\pi}}_{\alpha}=n_{\alpha} m_{\alpha}\left(\overleftarrow{\mathbf{c}_{\alpha} \mathbf{c}_{\alpha}}, \phi_{\alpha}\right),  \tag{5}\\
& \mathbf{q}_{\alpha}=\frac{1}{2} n_{\alpha} m_{\alpha}\left(c_{\alpha}^{2} \mathbf{c}_{\alpha}, \phi_{\alpha}\right),
\end{align*}
$$

where $\mathbf{w}_{\alpha}=\mathbf{u}_{\alpha}-\mathbf{u}$ is the diffusion velocity of particles of the $\alpha$ type, $\pi_{\alpha i k}=P_{\alpha i k}-p_{\alpha} \delta_{i k}, P_{\alpha i k}$ is the partial stress tensor, and $p_{\alpha}$ is the scalar pressure of particles of the $\alpha$ type. Here and below, expression | $\mathbf{a} a .$. | refers to irre- |
| :---: | :---: | ducible symmetric tensors, for example,

$$
\left({\left.\overline{\mathbf{c}_{\alpha}} \mathbf{c}_{\alpha}\right)_{i k}=c_{\alpha i} c_{\alpha k}-\frac{1}{3} \delta_{i k} c_{\alpha}^{2} . . . . .}^{2}\right.
$$

The quantities $\rho_{\alpha}, \mathbf{J}_{\alpha}, P_{\alpha i k}$, and $2 \mathbf{q}_{\alpha}$ represent the first several moments of the distribution function. Note also that $p_{\alpha}$ can be represented in the form of the product

$$
p_{\alpha}=n_{\alpha} k T_{\alpha},
$$

where $T_{\alpha}$ is the temperature of the $\alpha$ component of the mixture defined as

$$
\begin{equation*}
k T_{\alpha}=k T+\frac{1}{3} m_{\alpha}\left(c_{\alpha}^{2}, \phi_{\alpha}\right) . \tag{6}
\end{equation*}
$$

The correction $\phi_{\alpha}\left(\mathbf{c}_{\alpha}, \mathbf{r}, t\right)$ in expression (1) satisfies the linearized kinetic Boltzmann equation [19, 20]

$$
\begin{equation*}
D_{\alpha} \ln f_{\alpha}^{(0)}+D_{\alpha} \phi_{\alpha}=\sum_{\beta} L_{\alpha \beta} \phi_{\beta}, \tag{7}
\end{equation*}
$$

where the operators are defined as

$$
\begin{gather*}
D_{\alpha}=\frac{d}{d t}+\left(\mathbf{c}_{\alpha} \cdot \nabla\right)+\left(\frac{\mathbf{F}_{\alpha}}{m_{\alpha}} \cdot \nabla_{v}\right),  \tag{8}\\
\frac{d}{d t}=\frac{\partial}{\partial t}+(\mathbf{u} \cdot \nabla)
\end{gather*}
$$

Here, $\mathbf{F}_{\alpha}$ is the external force acting upon a particle of the $\alpha$ type, $\nabla_{V}$ is the gradient operator in the space of velocities, and $L_{\alpha \beta}$ is the linearized operator of collisions [19]:

$$
\begin{equation*}
L_{\alpha \beta} \phi_{\beta}=\int f_{\beta}^{(0)}\left(\phi_{\alpha}^{\prime}+\phi_{1 \beta}^{\prime}-\phi_{\alpha}-\phi_{1 \beta}\right) g \sigma_{\alpha \beta} d \boldsymbol{\Omega} d \mathbf{v}_{1 \beta} \tag{9}
\end{equation*}
$$

where $g$ is the relative velocity of colliding particles, $\boldsymbol{\sigma}_{\alpha \beta}(g, \boldsymbol{\Omega})$ is the differential scattering cross section, and $\boldsymbol{\Omega}$ is the solid angle (primes indicate the values upon collision and subscript 1 is introduced to distinguish the colliding particles when $\alpha=\beta$ ).

The mass, momentum, and kinetic energy of the particles are the invariants of collisions, which can be expressed as

$$
\begin{gather*}
\left(m_{\alpha}, L \phi_{\alpha}\right)=0, \quad \sum_{\alpha} n_{\alpha}\left(m_{\alpha} \mathbf{c}_{\alpha}, L \phi_{\alpha}\right)=0,  \tag{10}\\
\sum_{\alpha} n_{\alpha}\left(m_{\alpha} c_{\alpha}^{2}, L \phi_{\alpha}\right)=0
\end{gather*}
$$

where we introduce the notation

$$
L \phi_{\alpha}=\sum_{\beta} L_{\alpha \beta} \phi_{\beta} .
$$

Below, we will use two well-known properties of the linearized operator of collisions [19], including the symmetry relation

$$
\begin{equation*}
\sum_{\alpha} n_{\alpha}\left(\psi_{\alpha}, L \phi_{\alpha}\right)=\sum_{\alpha} n_{\alpha}\left(\phi_{\alpha}, L \psi_{\alpha}\right) \tag{11}
\end{equation*}
$$

and the condition

$$
\begin{equation*}
\sum_{\alpha} n_{\alpha}\left(\phi_{\alpha}, L \phi_{\alpha}\right) \leq 0 \tag{12}
\end{equation*}
$$

(where equality corresponds to the case of satisfied conditions (10)).

Using the expression for $f_{\alpha}^{(0)}$, the first term in the left-hand part of the kinetic equation (7) can be represented as

$$
\begin{gather*}
D_{\alpha} \ln f_{\alpha}^{(0)}=\left\{\left(\frac{1}{n_{\alpha}} \frac{d n_{\alpha}}{d t}+\nabla \mathbf{u}\right)\right. \\
+\left(\beta_{\alpha} c_{\alpha}^{2}-\frac{3}{2}\right)\left(\frac{1}{T} \frac{d T}{d t}+\frac{2}{3} \nabla \mathbf{u}\right)  \tag{13}\\
+\mathbf{c}_{\alpha} \frac{1}{p_{\alpha}}\left[\nabla p_{\alpha}+\rho_{\alpha}\left(\frac{d \mathbf{u}}{d t}-\frac{\mathbf{F}_{\alpha}}{m_{\alpha}}\right)\right] \\
\left.+\mathbf{c}_{\alpha}\left(\beta_{\alpha} c_{\alpha}^{2}-\frac{5}{2}\right) \frac{1}{T} \nabla T+2 \beta_{\alpha} \overline{\mathbf{c}_{\alpha} \mathbf{c}_{\alpha}}: \nabla \mathbf{\nabla}\right\}
\end{gather*}
$$

where

$$
\begin{equation*}
(\nabla \mathbf{u})_{i k}=\frac{1}{2}\left(\frac{\partial u_{i}}{\partial x_{k}}+\frac{\partial u_{k}}{\partial x_{i}}\right)-\frac{1}{3} \delta_{i k} \nabla \mathbf{u} . \tag{14}
\end{equation*}
$$

## 3. EXPANSION OF THE DISTRIBUTION FUNCTION: LINEARIZED EQUATIONS OF MOMENTS

Let us expand the small nonequilibrium correction $\phi_{\alpha}$ in a series with respect to an orthonormalized system of irreducible tensor polynomials $\mathbf{P}_{\alpha}^{m n}\left(\mathbf{W}_{\alpha}\right)$ :

$$
\begin{equation*}
\phi_{\alpha}=\sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \mathbf{a}_{\alpha}^{m n}(\mathbf{r}, t) \mathbf{P}_{\alpha}^{m n}\left(\mathbf{W}_{\alpha}\right) \tag{15}
\end{equation*}
$$

where $\mathbf{W}_{\alpha}=\beta_{\alpha}^{1 / 2} \mathbf{c}_{\alpha}$ is the dimensionless velocity of particles of the $\alpha$ type. To within the normalization, the $\mathbf{P}_{\alpha}^{m n}\left(\mathbf{W}_{\alpha}\right)$ polynomials represent the products of the Sonin polynomials $S_{m+1 / 2}^{n}\left(W_{\alpha}^{2}\right)$ by the tensor spherical harmonics $\mathbf{R}^{(m)}\left(\mathbf{W}_{\alpha}\right)$ [20, 21],

$$
\begin{equation*}
\mathbf{P}_{\alpha}^{m n}\left(\mathbf{W}_{\alpha}\right)=\gamma_{m n} S_{m+1 / 2}^{n}\left(W_{\alpha}^{2}\right) \mathbf{R}^{(m)}\left(\mathbf{W}_{\alpha}\right), \tag{16}
\end{equation*}
$$

where $\gamma_{m n}$ are the normalization factors:

$$
\gamma_{m n}=(-1)^{n} \sqrt{\frac{2^{m+n} n!(2 m+1)!!}{m!(2 m+2 n+1)!!}}
$$

The first several $\mathbf{P}^{m n}(\mathbf{W})$ polynomials are as follows:

$$
\begin{gather*}
P^{00}=1, \quad P^{01}=\sqrt{\frac{2}{3}}\left(W^{2}-\frac{3}{2}\right), \\
\mathbf{P}^{10}=\sqrt{2} \mathbf{W}, \\
\mathbf{P}^{11}=\sqrt{\frac{4}{5}} \mathbf{W}\left(W^{2}-\frac{5}{2}\right), \quad \mathbf{P}^{20}=\sqrt{2} \overline{\mathbf{W}},  \tag{17}\\
\mathbf{P}^{30}=\sqrt{\frac{4}{3}} \overline{\mathbf{W W W}} .
\end{gather*}
$$

A normalization condition for the $\mathbf{P}_{\alpha}^{m n}\left(\mathbf{W}_{\alpha}\right)$ polynomials is

$$
\begin{equation*}
\left(\mathbf{P}_{\alpha}^{m n}, \mathbf{P}_{\alpha}^{m n^{\prime} n^{\prime}}\right)=\delta_{m m^{\prime}} \boldsymbol{\delta}_{n n^{\prime}} \Delta^{(m)} \tag{18}
\end{equation*}
$$

where $\Delta^{(m)}$ is the unit projection tensor [20].
According to the condition of orthogonality of the polynomials, the coefficients of expansion (15) are given by the relations

$$
\begin{equation*}
n_{\alpha} \mathbf{a}_{\alpha}^{m n}=\int \mathbf{P}_{\alpha}^{m n} f_{\alpha}^{(0)} \phi_{\alpha} d \mathbf{c}_{\alpha}=n_{\alpha}\left(\mathbf{P}_{\alpha}^{m n}, \phi_{\alpha}\right) \tag{19}
\end{equation*}
$$

Using these formulas, the expansion coefficients can be expressed through the corresponding moments of the
distribution function. The first five coefficients are as follows:

$$
\begin{gather*}
a_{\alpha}^{00}=0, \quad a_{\alpha}^{01}=\sqrt{\frac{3}{2}} \frac{T_{\alpha}-T}{T}, \\
\mathbf{a}_{\alpha}^{10}=\sqrt{2} \sqrt{\beta_{\alpha}} \mathbf{w}_{\alpha},  \tag{20}\\
\mathbf{a}_{\alpha}^{11}=\sqrt{\frac{4}{5}} \sqrt{\beta_{\alpha}} \frac{\mathbf{h}_{\alpha}}{p_{\alpha}}, \quad \hat{\mathbf{a}}_{\alpha}^{20}=\frac{\sqrt{2}}{2} \frac{\hat{\pi}_{\alpha}}{p_{\alpha}},
\end{gather*}
$$

where

$$
\begin{equation*}
\mathbf{h}_{\alpha}=\mathbf{q}_{\alpha}-(5 / 2) p_{\alpha} \mathbf{w}_{\alpha} \tag{21}
\end{equation*}
$$

is the reduced partial heat flux.
The system of equations for the coefficients $n_{\alpha} \mathbf{a}_{\alpha}^{m n}$ (the system of equations of moments) is constructed by multiplying the linearized kinetic equation (7) by $f_{\alpha}^{(0)} \mathbf{P}_{\alpha}^{m n}$, followed by integrating with respect to velocities, which yields

$$
\begin{equation*}
n_{\alpha}\left(\mathbf{P}_{\alpha}^{m n}, D_{\alpha} \ln f_{\alpha}^{(0)}\right)+n_{\alpha}\left(\mathbf{P}_{\alpha}^{m n}, D_{\alpha} \phi_{\alpha}\right)=\mathbf{R}_{\alpha}^{m n}, \tag{22}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{R}_{\alpha}^{m n}=\sum_{\beta} \int \mathbf{P}_{\alpha}^{m n} f_{\alpha}^{(0)} L_{\alpha \beta} \phi_{\beta} d \mathbf{c}_{\alpha}=n_{\alpha}\left(\mathbf{P}_{\alpha}^{m n}, L \phi_{\alpha}\right) \tag{23}
\end{equation*}
$$

is the moment relative to the collision integral.
Note that each term in the expression (13) for $D_{\alpha} \ln f_{\alpha}^{(0)}$ contains some $\mathbf{P}_{\alpha}^{m n}$ polynomial (17) as a factor. Then, integrating the first term in (7) and using the orthogonality condition (18), we obtain

$$
\begin{gather*}
n_{\alpha}\left(\mathbf{P}_{\alpha}^{m n}, D_{\alpha} \ln f_{\alpha}^{(0)}\right)=n_{\alpha}\left\{\left(\frac{1}{n_{\alpha}} \frac{d n_{\alpha}}{d t}+\nabla \mathbf{u}\right) \delta_{m 0} \delta_{n 0}\right. \\
+\sqrt{\frac{3}{2}}\left(\frac{1}{T} \frac{d T}{d t}+\frac{2}{3} \nabla \mathbf{u}\right) \delta_{m 0} \delta_{n 1} \\
+\frac{\sqrt{2}}{2} \beta_{\alpha}^{-1 / 2} \frac{1}{p_{\alpha}}\left[\nabla p_{\alpha}+\rho_{\alpha}\left(\frac{d \mathbf{u}}{d t}-\frac{\mathbf{F}_{\alpha}}{m_{a}}\right)\right] \delta_{m 1} \delta_{n 0}  \tag{24}\\
\left.\quad+\sqrt{\frac{5}{4}} \beta_{\alpha}^{-1 / 2} \nabla \ln T \delta_{m 1} \delta_{n 1}+\sqrt{2} \nabla \mathbf{u} \delta_{m 2} \delta_{m 0}\right\} .
\end{gather*}
$$

In the expression obtained upon integration of the second term in (7), we omit all nonlinear terms including the products of moments (or the $n_{\alpha} \mathbf{a}_{\alpha}^{m n}$ coefficients) by small gradients of the corresponding thermodynamic variables, as well as the small potential gradients (weak external fields). As a result, this yields

$$
\begin{equation*}
n_{\alpha}\left(\mathbf{P}_{\alpha}^{m n}, D_{\alpha} \phi_{\alpha}\right)=\frac{d n_{\alpha} \mathbf{a}_{\alpha}^{m n}}{d t} \tag{25}
\end{equation*}
$$

$$
+\nabla n_{\alpha}\left(\mathbf{c}_{\alpha} \mathbf{P}_{\alpha}^{m n}, \phi_{\alpha}\right)+\text { nonlinear terms. }
$$

By substituting the expansion (15) for $\phi_{\alpha}$, the second term (flux term) in the right-hand part of Eq. (25) can be represented as a linear combination of derivatives with respect to coordinates of the coefficients at the $(m+1)$ th and $(m-1)$ th tensor dimensions [20, 21]:

$$
\begin{align*}
& \nabla n_{\alpha}\left(\mathbf{c}_{\alpha} \mathbf{P}_{\alpha}^{m n}, \phi_{\alpha}\right)=\sum_{k} \sum_{l}\left(\mathbf{c}_{\alpha}\left(\mathbf{P}_{\alpha}^{m n}, \mathbf{P}_{\alpha}^{k l}\right)\right) \nabla n_{\alpha} \mathbf{a}_{\alpha}^{k l}  \tag{26}\\
& =\sum_{l}\left(\mathbf{A}_{\alpha m n}^{m+1, l} \nabla n_{\alpha} \mathbf{a}_{\alpha}^{m+1, l}+\mathbf{B}_{\alpha m n}^{m-1, l}{\overleftarrow{\nabla n_{\alpha}} \mathbf{a}_{\alpha}^{m-1, l}}^{m}\right)
\end{align*}
$$

where $\mathbf{A}_{\alpha}$ and $\mathbf{B}_{\alpha}$ are operators expressed as

$$
\begin{align*}
& \mathbf{A}_{\alpha m n}^{m+1, l}=\frac{1}{2 m+3}\left(\mathbf{c}_{\alpha} \mathbf{P}_{\alpha}^{m n}, \mathbf{P}_{\alpha}^{m+1, l}\right), \\
& \mathbf{B}_{\alpha m n}^{m-1, l}=\frac{1}{2 m+1}\left(\mathbf{c}_{\alpha} \mathbf{P}_{\alpha}^{m n}, \mathbf{P}_{\alpha}^{m-1, l}\right), \tag{27}
\end{align*}
$$

and the notation $\nabla_{n_{\alpha} \mathbf{a}_{\alpha}}{ }^{m-1, l}$ corresponds to a symmetric irreducible tensor. For example, if $\mathbf{a}_{\alpha}^{m-1, l}$ is a vector (for $m=2$ ), $\nabla_{n_{\alpha} \mathbf{a}_{\alpha}}{ }^{1, l}$ is an irreducible second-order tensor with the components

$$
\begin{equation*}
\frac{1}{2}\left(\frac{\partial n_{\alpha} \mathbf{a}_{\alpha i}^{1 l}}{\partial x_{j}}+\frac{\partial n_{\alpha} \mathbf{a}_{\alpha j}^{1 l}}{\partial x_{i}}\right)-\frac{1}{3} \delta_{i j} \frac{\partial n_{\alpha} \mathbf{a}_{\alpha l}^{1 l}}{\partial x_{l}} \tag{28}
\end{equation*}
$$

Now, let us transform the quantity $\mathbf{R}_{\alpha}^{m n}$ by substituting the corrections $\phi_{\alpha}$ and $\phi_{\beta}$, expanded according to (15), into the linearized collision integral. This yields

$$
\begin{gather*}
\mathbf{R}_{\alpha}^{m n}=-\sum_{\beta=1}^{N} \sum_{k} \sum_{l} n_{\alpha} n_{\beta}  \tag{29}\\
\times\left(\left[\mathbf{P}^{k l}, \mathbf{P}^{m n}\right]_{\alpha \beta}^{\prime} \mathbf{a}_{\alpha}^{k l}+\left[\mathbf{P}^{k l}, \mathbf{P}^{m n}\right]_{\alpha \beta}^{\prime \prime} \mathbf{a}_{\beta}^{k l}\right),
\end{gather*}
$$

where we have introduced the so-called integral brackets of the $\mathbf{P}_{\alpha}^{m n}$ polynomials. A general definition of the integral brackets is as follows [16, 19]:

$$
\begin{gather*}
{[F, G]_{\alpha \beta}^{\prime}=\frac{1}{n_{\alpha} n_{\beta}}} \\
\times \int f_{\alpha}^{(0)} f_{\beta}^{(0)}\left(F_{\alpha}-F_{\alpha}^{\prime}\right) G_{\alpha} g \sigma_{\alpha \beta} d \boldsymbol{\Omega} d \mathbf{c}_{\alpha} d \mathbf{c}_{\beta}  \tag{30}\\
{[F, G]_{\alpha \beta}^{\prime \prime}=\frac{1}{n_{\alpha} n_{\beta}}} \\
\times \int f_{\alpha}^{(0)} f_{\beta}^{(0)}\left(F_{\beta}-F_{\beta}^{\prime}\right) G_{\alpha} g \sigma_{\alpha \beta} d \mathbf{\Omega} d \mathbf{c}_{\alpha} d \mathbf{c}_{\beta} .
\end{gather*}
$$

Using definition (16) of the $\mathbf{P}_{\alpha}^{m n}\left(\mathbf{W}_{\alpha}\right)$ polynomials and the relation valid for the integral brackets of the $\mathbf{R}^{(m)}(\mathbf{W})$ polynomials,

$$
\begin{equation*}
\left[\mathbf{R}^{(k)}, \mathbf{R}^{(m)}\right]=\frac{1}{2 m+1}\left[\mathbf{R}^{(m)}, \mathbf{R}^{(m)}\right] \delta_{k m} \tag{31}
\end{equation*}
$$

the final expression for $\mathbf{R}_{\alpha}^{m n}$ can be written as

$$
\begin{equation*}
\mathbf{R}_{\alpha}^{m n}=-\sum_{\beta} \sum_{l} C_{\alpha \beta}^{m n l} \mathbf{a}_{\beta}^{m l}, \tag{32}
\end{equation*}
$$

where

$$
\begin{gather*}
C_{\alpha \beta}^{m n l}=\delta_{\alpha \beta} \sum_{\gamma} A_{\alpha \gamma}^{m n l}+B_{\alpha \beta}^{m n l},  \tag{33}\\
\times\left[S_{m+1 / 2}^{l}\left(W^{2}\right) \mathbf{R}^{m}(\mathbf{W}), S_{m+1 / 2}^{n}\left(W^{2}\right) \mathbf{R}^{(m)}(\mathbf{W})\right]_{\alpha \beta}^{\prime}, \\
B_{\alpha \beta}^{m n l}=n_{\alpha} n_{\beta} Q_{m n l} \\
\times\left[S_{m+1 / 2}^{l}\left(W^{2}\right) \mathbf{R}^{m}(\mathbf{W}), S_{m+1 / 2}^{n}\left(W^{2}\right) \mathbf{R}^{(m)}(\mathbf{W})\right]_{\alpha \beta}^{\prime \prime}  \tag{34}\\
Q_{m n l}=\frac{1}{2 m+1} \gamma_{m n} \gamma_{m l} .
\end{gather*}
$$

The integral quantities $[\ldots]_{\alpha \beta}^{\prime}$ and $[\ldots]_{\alpha \beta}^{\prime \prime}$ correspond to the well-known integral brackets of the Sonin polynomials introduced in the Chapman-Enskog theory $[16,19]$.

Taking into account the above expressions, the system of linearized equations of moments can be written in the following final form:

$$
\begin{gather*}
\frac{d n_{\alpha} \mathbf{a}_{\alpha}^{m n}}{d t} \\
+\sum_{l}\left(\mathbf{A}_{\alpha m n}^{m+1, l} \nabla n_{\alpha} \mathbf{a}_{\alpha}^{m+1, l}+\mathbf{B}_{\alpha m n}^{m-1, l} \nabla{n_{\alpha} \mathbf{a}_{\alpha}}^{m-1, l}\right) \\
+n_{\alpha}\left\{\left(\frac{1}{n_{\alpha}} \frac{d n_{\alpha}}{d t}+\nabla \mathbf{u}\right) \delta_{m 0} \delta_{n 0}+\sqrt{\frac{3}{2}}\left(\frac{1}{T} \frac{d T}{d t}+\frac{2}{3} \nabla \mathbf{u}\right) \delta_{m 0} \delta_{n 1}\right.  \tag{36}\\
+\frac{\sqrt{2}}{2} \beta_{\alpha}^{-1 / 2} \frac{1}{p_{\alpha}}\left[\nabla p_{\alpha}+\rho_{\alpha}\left(\frac{d \mathbf{u}}{d t}-\frac{\mathbf{F}_{\alpha}}{m_{\alpha}}\right)\right] \delta_{m 1} \delta_{n 0} \\
\left.+\sqrt{\frac{5}{4}} \beta_{\alpha}^{-1 / 2} \nabla \ln T \delta_{m 1} \delta_{n 1}+\sqrt{2} \nabla \mathbf{u} \delta_{m 2} \delta_{n 0}\right\} \\
=-\sum_{\beta} \sum_{l} C_{\alpha \beta}^{m n l} \mathbf{a}_{\beta}^{m l}
\end{gather*}
$$

These equations should be supplemented with the relations following from definitions (4) and (6):

$$
\begin{equation*}
\sum_{\alpha} m_{\alpha} n_{\alpha} \beta_{\alpha}^{-1 / 2} \mathbf{a}_{\alpha}^{10}=0, \quad \sum_{\alpha} n_{\alpha} a_{\alpha}^{01}=0 \tag{37}
\end{equation*}
$$

Equations (36) form an infinite system of linked equations for scalar ( $m=0$ ), vector ( $m=1$ ), and tensor ( $m=2,3, \ldots$ ) quantities. The search for particular solutions is possible upon restricting expansion (15) to a finite number of terms. Depending on the $m$ and $n$ values adopted, the general system (36) splits into independent sets of equations for the scalar, vector, and tensor coefficients $n_{\alpha} \mathbf{a}_{\alpha}^{m n}$. For example, the case of $m=0$ and $n=0$ corresponds to the continuity equation. Summing the expressions for $m=1, n=0$ or $m=0, n=1$ with respect to $\alpha$ leads to an equation of motion and a linearized equation of energy of the gas mixture. With an allowance for conditions (10) and (37), the corresponding conservation equations take the form

$$
\begin{gather*}
\frac{d n_{\alpha}}{d t}+n_{\alpha} \nabla \mathbf{u}+\nabla n_{\alpha} \mathbf{w}_{\alpha}=0,  \tag{38}\\
\rho \frac{d u}{d t}+\nabla p+\nabla \hat{\pi}+\sum_{\alpha} n_{\alpha} \mathbf{F}_{\alpha}=0,  \tag{39}\\
n k \frac{d T}{d t}+\frac{2}{3} p \nabla \mathbf{u}+\frac{2}{3} \nabla \mathbf{q}-k T \sum_{\alpha} \nabla n_{\alpha} \mathbf{w}_{\alpha}=0, \tag{40}
\end{gather*}
$$

where $p=n k T$ is the total pressure, $\hat{\boldsymbol{\pi}}=\sum_{\alpha} \hat{\boldsymbol{\pi}}_{\alpha}$ is the viscous stress tensor, and $\mathbf{q}=\sum_{\alpha} \mathbf{q}_{\alpha}$ is the heat flux. Note that, using Eqs. (39) and (40), it is possible to exclude the time derivatives $d \mathbf{u} / d t$ and $d T / d t$ from the left-hand part of Eq. (36), while the continuity equation (38) entering into Eqs. (36) is identically valid.

## 4. ENTROPY BALANCE EQUATION

Multiplying the linearized kinetic equation (7) by $f_{\alpha}^{(0)}\left(\ln f_{\alpha}-1\right)$, integrating with respect to energies, and summing over $\alpha$, we obtain the entropy balance equation [22]

$$
\begin{equation*}
\rho \frac{d s}{d t}+\nabla \mathbf{J}_{s}=\sigma \tag{41}
\end{equation*}
$$

where

$$
\begin{equation*}
\rho s=(\rho s)_{0}-\frac{k}{2} \sum_{\alpha} n_{\alpha}\left(1, \phi_{\alpha}^{2}\right) \tag{42}
\end{equation*}
$$

is the local entropy density, $(\rho s)_{0}$ representing the density of entropy in the state of local equilibrium:

$$
\begin{gather*}
(\rho s)_{0}=-\sum_{\alpha} \int f_{\alpha}^{(0)}\left(\ln f_{\alpha}^{(0)}-1\right) d \mathbf{c}_{\alpha}  \tag{43}\\
=-\frac{1}{T}\left(\sum_{\alpha} \rho_{\alpha} \mu_{\alpha}-\rho U-p\right)
\end{gather*}
$$

For the ideal gas of monoatomic molecules [23], the quantity

$$
\begin{equation*}
\mu_{\alpha}=\frac{k T}{m_{\alpha}}\left(\ln n_{\alpha}-\frac{3}{2} \ln \frac{2 \pi k T}{m_{\alpha}}\right)+\text { const } \tag{44}
\end{equation*}
$$

represents the chemical potential (per unit mass) of particles of the $\alpha$ type and $U=3 k T / 2 m$ is the internal energy density.

The entropy flux $\mathbf{J}_{s}$ and the local entropy production $\sigma$ are given by the expressions

$$
\begin{gather*}
\mathbf{J}_{s}=\frac{1}{T}\left(\mathbf{q}-\sum_{\alpha} \mu_{\alpha} \mathbf{J}_{\alpha}\right)-\frac{k}{2} \sum_{\alpha} n_{\alpha}\left(\mathbf{c}_{\alpha}, \phi_{\alpha}^{2}\right),  \tag{45}\\
\sigma=-k \sum_{\alpha}\left(L \phi_{\alpha}, \phi_{\alpha}\right) . \tag{46}
\end{gather*}
$$

Using expansion (15), expressions (42), (45), and (46) can be written as

$$
\begin{gather*}
\rho s=(\rho s)_{0}-\frac{k}{2} \sum_{\alpha} \sum_{m, n} n_{\alpha} \mathbf{a}_{\alpha}^{m n} \mathbf{a}_{\alpha}^{m n},  \tag{47}\\
\mathbf{J}_{s}=\frac{1}{T}\left(\mathbf{q}-\sum_{\alpha} \mu_{\alpha} \mathbf{J}_{\alpha}\right)  \tag{48}\\
-\frac{k}{2} \sum_{\alpha} \sum_{m, n} \sum_{k, l} n_{\alpha} \mathbf{a}_{\alpha}^{m n}\left(\mathbf{P}_{\alpha}^{m n}, \mathbf{c}_{\alpha} \mathbf{P}_{\alpha}^{k l}\right) \mathbf{a}_{\alpha}^{k l}, \\
\sigma=-k \sum_{\alpha} \sum_{m} \sum_{n} n_{\alpha} \mathbf{a}_{\alpha}^{m n}\left(\mathbf{P}_{\alpha}^{m n}, L \phi_{\alpha}\right)  \tag{49}\\
=-k \sum_{\alpha} \sum_{m} \sum_{n} n_{\alpha} \mathbf{a}_{\alpha}^{m n} \mathbf{R}_{\alpha}^{m n} .
\end{gather*}
$$

In the last expression, $R_{\alpha}^{m n}$ can be replaced by the lefthand part of Eq. (22). Then, using formulas (25) and (26), we arrive at

$$
\begin{gather*}
\sigma=\sigma^{(1)}+\sigma^{(2)},  \tag{50}\\
\sigma^{(1)}=-k \sum_{\alpha} \sum_{m} \sum_{n} n_{\alpha} \mathbf{a}_{\alpha}^{m n}\left[\left(\mathbf{P}_{\alpha}^{m n}, D_{\alpha} \ln f_{\alpha}^{(0)}\right)\right],  \tag{51}\\
\sigma^{(2)}=-k \sum_{\alpha} \sum_{m} \sum_{n} n_{\alpha} \mathbf{a}_{\alpha}^{m n}\left[\frac{d n_{\alpha} \mathbf{a}_{\alpha}^{m n}}{d t}\right. \\
\left.+\sum_{l}\left(A_{\alpha m n}^{m+1, l} \nabla n_{\alpha} \mathbf{a}_{\alpha}^{m+1, l}+B_{\alpha m n}^{m-1, l} \nabla{n_{\alpha} \mathbf{a}_{\alpha}^{m-1, l}}^{m}\right)\right] . \tag{52}
\end{gather*}
$$

## 5. GENERALIZED NONEQUILIBRIUM THERMODYNAMICS

The entropy balance equation (41), together with the relations (42), (45), (46) or (47)-(49) constitute the basis of the generalized nonequilibrium thermodynamics of multicomponent systems, in which the state of a mixture is determined not only by local values of the density, mass-average velocity, and temperature, but also by an arbitrary number of additional state variables. The latter variables represent the coefficients of expansion of the nonequilibrium corrections to the distribution function ( $\mathbf{a}_{\alpha}^{m n}$ ) or the corresponding moments of the distribution function. For a simple single-component gas ( $N=1$ ), the above derived expressions correspond to our results obtained previously [9, 10]. Analogous equations for a single-component gas were earlier considered in $[1,2]$ and, for the particular case of a gas mixture of Maxwellian molecules [13], within the framework of the extended irreversible thermodynamics developed in recent years.

Let us turn to relations (50)-(52) for the entropy production. In order to calculate $\sigma^{(1)}$, we can use an expression for $D_{\alpha} \ln f_{\alpha}^{(0)}$. This yields

$$
\begin{equation*}
\sigma^{(1)}=\left[\sigma^{(1)}\right]_{0}+\left[\sigma^{(1)}\right]_{1}, \tag{53}
\end{equation*}
$$

where

$$
\begin{gather*}
{\left[\sigma^{(1)}\right]_{0}=-\frac{1}{T^{2}}(\mathbf{h}, \nabla T)-\frac{1}{T} \sum_{\alpha=1}^{N}\left(\frac{\mathbf{J}_{\alpha}}{\rho_{\alpha}}, p \mathbf{d}_{\alpha}\right)-\frac{1}{T} \hat{\pi}: \nabla \mathbf{u},}  \tag{54}\\
{\left[\sigma^{(1)}\right]_{1}=\frac{1}{T} \sum_{\alpha=1}^{N}\left(\frac{\mathbf{J}_{\alpha}}{\rho_{\alpha}}, \frac{\rho_{\alpha}}{\rho} \nabla \hat{\pi}\right)} \\
+\frac{1}{T} \sum_{\alpha=1}^{N} \frac{n_{\alpha}}{n} \frac{T_{\alpha}-T}{T}\left(\nabla \mathbf{q}-\frac{3}{2} k T \sum_{\beta=1}^{N} \nabla \frac{\mathbf{J}_{\beta}}{\rho_{\beta}}\right) . \tag{55}
\end{gather*}
$$

The quantity

$$
\begin{equation*}
\mathbf{h}=\sum_{\alpha} \mathbf{h}_{\alpha}=\mathbf{q}-\frac{5}{2} \sum_{\alpha} p_{\alpha} \mathbf{w}_{\alpha} \tag{56}
\end{equation*}
$$

represents the reduced total heat flux in the mixture, and $\mathbf{d}_{\alpha}$ is called the diffusive thermodynamic force [19, 22] and is defined as

$$
\begin{align*}
& \mathbf{d}_{\alpha}=\nabla y_{\alpha}+\left(y_{\alpha}-\frac{\rho_{\alpha}}{\rho}\right) \nabla \ln p \\
& -p^{-1}\left(n_{\alpha} \mathbf{F}_{\alpha}-\frac{\rho_{\alpha}}{\rho} \sum_{\alpha} n_{\alpha} \mathbf{F}_{\alpha}\right), \tag{57}
\end{align*}
$$

where $y_{\alpha}=n_{\alpha} / n$ is the relative number density of component $\alpha$.

The expression for $\left[\sigma^{(1)}\right]_{0}$ exactly coincides with the well-known representation of the local entropy production in the classical LNT [22] in the form of a bilinear combination of the fluxes $\hat{\boldsymbol{\pi}}, \mathbf{h}$, and $\left.\mathbf{w}_{\alpha}=\mathbf{J}_{\alpha} / \rho_{\alpha}\right)$ and the conjugated thermodynamic forces $\nabla \mathbf{u},(1 / T) \nabla T$, and $p \mathbf{d}_{\alpha}$. This expression essentially follows from (51), where $D_{\alpha} \ln f_{\alpha}^{(0)}$ is replaced by expression (13) with $d \mathbf{u} / d t$ and $d T / d t$ taken from the equations of conservation (39) and (40) in the Euler form, whereby all dissipative terms proportional to the spatial derivatives of the fluxes are omitted. As can be readily seen, this is equivalent to using the linearized kinetic equation (7) with only the $D_{\alpha} \ln f_{\alpha}^{(0)}$ term retained in the left-hand part, which corresponds to the well-known first approximation of the Chapman-Enskog method [16, 19]. This approximation is known to yield results coinciding with conclusions of the classical LNT [22]. Taking into account the condition

$$
\sum_{\alpha=1}^{N} \mathbf{J}_{\alpha}=0
$$

the expression for $\left[\sigma^{(1)}\right]_{0}$ can be represented in an alternative form

$$
\begin{gather*}
{\left[\sigma^{(1)}\right]_{0}=-\frac{1}{T^{2}}(\mathbf{h}, \nabla T)} \\
-\frac{1}{T} \sum_{\alpha=1}^{N-1}\left(\left(\frac{\mathbf{J}_{\alpha}}{\rho_{\alpha}}-\frac{\mathbf{J}_{N}}{\rho_{N}}\right), p \mathbf{d}_{\alpha}\right)-\frac{1}{T} \hat{\pi}: \nabla \mathbf{u} . \tag{58}
\end{gather*}
$$

The linear phenomenological relations corresponding to this representation appear as

$$
\begin{gather*}
\mathbf{h}=-L_{00} \frac{\nabla T}{T}-\sum_{\beta=1}^{N-1} L_{0 \beta} p \mathbf{d}_{\beta}, \\
\frac{\mathbf{J}_{\alpha}}{\rho_{\alpha}}-\frac{\mathbf{J}_{N}}{\rho_{N}}=-L_{\alpha 0} \frac{\nabla T}{T}-\sum_{\beta=1}^{N-1} L_{\alpha \beta} p \mathbf{d}_{\beta},  \tag{59}\\
\hat{\boldsymbol{\pi}}=-2 K_{00} \nabla_{\mathbf{u}},
\end{gather*}
$$

where $L_{\alpha \beta}$ obey the Onsager relations [22]

$$
\begin{equation*}
L_{\alpha \beta}=L_{\beta \alpha}, \quad L_{\alpha 0}=L_{0 \alpha} . \tag{60}
\end{equation*}
$$

In the entropy production part $\left[\sigma^{(1)}\right]_{1}$, the thermodynamic forces are represented by spatial derivatives of the fluxes, appearing upon substitution of the equations of conservation (38)-(40) into expression (13). Analogous terms, proportional to the spatial derivatives of partial fluxes, enter into the expression for $\sigma^{(2)}$. Combining the corresponding terms from all such expressions leads to overdetermination and a certain complication of the thermodynamic forces. Nevertheless, an expression for the entropy production still retains the
form of a bilinear combination of the generalized thermodynamic forces and fluxes.

Another important feature of the total expression (50) for the entropy production is the presence of time derivatives $d n_{\alpha} \mathbf{a}_{\alpha}^{m n} / d t$. Note that, in the case of a spatially homogeneous gas mixture, the expression for $\sigma$ takes the form

$$
\begin{equation*}
\sigma=-k \sum_{\alpha} \sum_{m} \sum_{n} n_{\alpha} \mathbf{a}_{\alpha}^{m n} \frac{d n_{\alpha} \mathbf{a}_{\alpha}^{m n}}{d t} \tag{61}
\end{equation*}
$$

This form corresponds quite well to the LNT version as formulated by Onsager [22]. In this case, the entropy production is described by an expression bilinear in fluxes and conjugated thermodynamic forces, whereby the fluxes are represented by the derivatives $d n_{\alpha} \mathbf{a}_{\alpha}^{m n} / d t$, and the forces, by the coefficients $-k n_{\alpha} \mathbf{a}_{\alpha}^{m n}$. In the Onsager theory, the thermodynamic forces are defined as the partial derivatives of the entropy with respect to the corresponding state variables $\mathbf{a}_{\alpha}^{m n}$. The quadratic form of expression (47) for the nonequilibrium entropy with respect to the state variables is just what leads to such a definition. According to the Onsager theory generalized to the case of multicomponent systems, the expression for the entropy production (61) must correspond to linear phenomenological relations of the type

$$
\begin{equation*}
\frac{d n_{\alpha} \mathbf{a}_{\alpha}^{m n}}{d t}=\sum_{\beta} \sum_{l} \Lambda_{\alpha \beta}^{m n l} \mathbf{a}_{\beta}^{m l} \tag{62}
\end{equation*}
$$

As can be readily seen, relations (62) in the case of a spatially homogeneous system are in perfect agreement with the equations of moments (36), provided that $\Lambda_{\alpha \beta}^{m n l}=$ $-C_{\alpha \beta}^{m n l}$. Validity of the Onsager relations for the kinetic cross coefficients can be shown to follow from the symmetry relations (11) for the linearized operator of collisions. Thus, the method of moments provides for an independent corroboration of the Onsager theory in the case of spatially homogeneous states of the gas mixtures. In application to simple gases, this problem was previously discussed in [5, 6, 24].

More complicated is the situation with analysis of the GNT for spatially inhomogeneous systems. In this case, according to a conventionally accepted scheme, the fluxes are represented by the variables $n_{\alpha} \mathbf{a}_{\alpha}^{m n}$, and the thermodynamic forces, by gradients of the initial macroscopic parameters of the mixture (see the expression for $\left.\left[\sigma^{(1)}\right]_{0}\right)$. Here, according to relations (20), the first several coefficients $n_{\alpha} \mathbf{a}_{\alpha}^{m n}$ correspond to the fluxes possessing a clear physical sense (e.g., to the diffusion flux $\mathbf{J}_{\alpha}$, the reduced heat flux $\mathbf{h}_{\alpha}$, and the partial viscous
stress tensor $\hat{\boldsymbol{\pi}}_{\alpha}$, as well as the relative temperature difference $\left(T_{\alpha}-T\right) / T$. Within the framework of the GNT,
thermodynamic forces conjugated with these fluxes are complicated by an additional contribution related to derivatives of the fluxes with respect to time and spatial coordinates. In addition, there is an increase in number of the state variables for which their own phenomenological transfer equations can be written. Note that bilinearity of the expression for the entropy production implies the possibility of various definitions of the fluxes and conjugated thermodynamic forces, whereby these quantities are mutually interchanged. Below, we will analyze this situation in more detail for the wellknown approximation of 13 N moments.

## 6. THE APPROXIMATION OF $13 N$ MOMENTS

In this approximation, expansion of the distribution function (15) retains the terms with the coefficients $\mathbf{a}_{\alpha}^{01}$, $\mathbf{a}_{\alpha}^{10}, \mathbf{a}_{\alpha}^{11}$, and $\mathbf{a}_{\alpha}^{20}$. The equations of moments are written for the variables $n_{\alpha}$ (or $\rho_{\alpha}$ ), $\mathbf{u}$, and $T$, entering into the weighting function (local Maxwell distribution) corresponding to the equations of conservation (38)(40), and for the expansion coefficients expressed through moments of the distribution function by formulas (20). Here, or we will digress from the case of scalar quantities, which will be specially considered below. This implies that $a_{\alpha}^{01}=0$ and $T_{\alpha}=T$ for all components of the gas mixture.

Turning to expressions for the local density of entropy and entropy flux and the entropy production in the approximation adopted, we obtain from (47) and (48)

$$
\begin{gather*}
\rho s=\rho s_{0}-\frac{1}{2 T} \sum_{\alpha} \frac{1}{\rho_{\alpha}} \mathbf{J}_{\alpha} \mathbf{J}_{\alpha}  \tag{63}\\
-\frac{1}{4 T} \sum_{\alpha} \frac{1}{p_{\alpha}} \hat{\boldsymbol{\pi}}_{\alpha} \hat{\boldsymbol{\pi}}_{\alpha}-\frac{1}{5 T} \sum_{\alpha} \frac{\rho_{\alpha}}{p_{\alpha}^{2}} \mathbf{h}_{\alpha} \mathbf{h}_{\alpha} \\
\mathbf{J}_{s}=\frac{1}{T}\left(\mathbf{q}-\sum_{\alpha} \mu_{\alpha} \mathbf{J}_{\alpha}\right)-\frac{2}{5} \frac{1}{T} \sum_{\alpha} \frac{1}{p_{\alpha}} \hat{\boldsymbol{\pi}}_{\alpha} \mathbf{q}_{\alpha} \tag{64}
\end{gather*}
$$

According to (50)-(52), the entropy production is expressed as

$$
\begin{array}{r}
\sigma=-\frac{1}{T} \sum_{\alpha=1}^{N-1}\left(\left(\frac{\mathbf{J}_{\alpha}}{\rho_{\alpha}}-\frac{\mathbf{J}_{N}}{\rho_{N}}\right),\left(\frac{d \rho_{\alpha} \mathbf{w}_{\alpha}}{d t}+p \mathbf{d}_{\alpha}^{*}\right)\right) \\
-\frac{1}{T} \sum_{\alpha=1}^{N}\left(\mathbf{h}_{\alpha},\left(\frac{2}{5} \frac{m_{\alpha}}{p_{\alpha} k T} \frac{d \mathbf{h}_{\alpha}}{d t}+\frac{1}{T} \nabla T+\frac{2}{5 p_{\alpha}} \nabla \hat{\boldsymbol{\pi}}_{\alpha}\right)\right)  \tag{65}\\
-\frac{1}{T} \sum_{\alpha=1}^{N} \pi_{\alpha i k}\left(\frac{1}{p_{\alpha}} \frac{d \pi_{\alpha i k}}{d t}+2 \varepsilon_{i k}+\frac{4}{5 p_{\alpha}}\left\{\frac{\partial q_{\alpha i}}{\partial x_{k}}\right\}\right)
\end{array}
$$
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where

$$
\begin{equation*}
p \mathbf{d}_{\alpha}^{*}=p \mathbf{d}_{\alpha}+\nabla \hat{\boldsymbol{\pi}}_{\alpha}-\left(\rho_{\alpha} / \rho\right) \nabla \hat{\boldsymbol{\pi}} \tag{66}
\end{equation*}
$$

and

$$
\begin{gathered}
\left\{A_{i} B_{k}\right\}=\frac{1}{2}\left(A_{i} B_{k}+B_{i} A_{k}\right)-\frac{1}{3} A_{l} B_{l} \delta_{i k}, \\
\varepsilon_{i k}=\left\{\frac{\partial u_{i}}{\partial x_{k}}\right\}
\end{gathered}
$$

(repeated italic subscripts imply summation).
Bilinearity of the expression for the entropy production indicates that the fluxes and conjugated thermodynamic forces can be selected in two alternative ways. The first possibility is to identify generalized thermodynamic forces with the expressions in parentheses in each term of the general expression for $\sigma$ (65). In this case, the corresponding phenomenological relations acquire the following form:

$$
\begin{align*}
& \mathbf{h}_{\alpha}=- \sum_{\beta=1}^{N} \hat{L}_{\alpha \beta}\left(\frac{2}{5} \frac{m_{\beta}}{p_{\beta} k T} \frac{d \mathbf{h}_{\beta}}{d t}+\frac{1}{T} \nabla T+\frac{2}{5 p_{\beta}} \nabla \hat{\boldsymbol{\pi}}_{\beta}\right)  \tag{67}\\
&-\sum_{\beta=1}^{N-1} \check{L}_{\alpha \beta}\left(\frac{d \rho_{\beta} \mathbf{w}_{\beta}}{d t}+p \mathbf{d}_{\beta}^{*}\right), \\
&=-\sum_{\beta=1}^{N} \tilde{L}_{\alpha \beta}\left(\frac{2}{5} \frac{m_{\beta}}{\rho_{\beta} k T}-\frac{d \mathbf{h}_{\beta}}{d t}+\frac{1}{T} \nabla T+\frac{2}{5 p_{\beta}} \nabla \hat{\boldsymbol{\pi}}_{\beta}\right) \\
&-\sum_{\beta=1}^{N-1} L_{\alpha \beta}\left(\frac{d \rho_{\beta} \mathbf{w}_{\beta}}{d t}+p \mathbf{d}_{\beta}^{*}\right),  \tag{68}\\
& \pi_{\alpha i k}=- \sum_{\beta=1}^{N} K_{\alpha \beta}\left(\frac{1}{p_{\beta}} \frac{d \pi_{\beta i k}}{d t}+2 \varepsilon_{i k}+\frac{4}{5 p_{\beta}}\left\{\frac{\partial q_{\beta i}}{\partial x_{k}}\right\}\right) .
\end{align*}
$$

Note that the quantities $L_{\alpha \beta}$ coincide with the corresponding coefficients in Eqs. (59) and

$$
\sum_{\alpha, \beta=1}^{N} \hat{L}_{\alpha \beta}=L_{00}, \quad \sum_{\alpha, \beta=1}^{N} K_{\alpha \beta}=K_{00}, \quad \sum_{\alpha=1}^{N} \breve{L}_{\alpha \beta}=L_{0 \beta} .
$$

The alternative form of writing equations employs the possibility of interchanging the fluxes and forces in expression (65) for $\sigma$. In this case, expressions in the parentheses in each term of the general expression for the entropy production correspond to fluxes, rather than
to the thermodynamic forces. The corresponding linear phenomenological relations are as follows:

$$
\begin{gather*}
\frac{d \rho_{\alpha} \mathbf{w}_{\alpha}}{d t}+p \mathbf{d}_{\alpha}^{*}=-\sum_{\beta=1}^{N} \Lambda_{\alpha \beta} \frac{\mathbf{J}_{\beta}}{\rho_{\beta}}-\sum_{\beta=1}^{N} \hat{\Lambda}_{\alpha \beta} \frac{\mathbf{h}_{\beta}}{p_{\beta}}  \tag{70}\\
\frac{d \mathbf{h}_{\alpha}}{d t}+\frac{5}{2} \frac{k}{m_{\alpha}} p_{\alpha} \nabla T+\frac{k T}{m_{\alpha}} \nabla \hat{\boldsymbol{\pi}}_{\alpha} \\
=-\frac{5}{2} \frac{k T}{m_{\alpha}} p^{2}\left(\sum_{\beta=1}^{n} \bar{\Lambda}_{\alpha \beta} \frac{\mathbf{J}_{\beta}}{\rho_{\beta}}+\sum_{\beta=1}^{N} \tilde{\Lambda}_{\alpha \beta} \frac{\mathbf{h}_{\beta}}{p_{\beta}}\right)  \tag{71}\\
\frac{d \pi_{\alpha i k}}{d t}+2 p_{\alpha} \varepsilon_{i k}+\frac{4}{5}\left\{\frac{\partial q_{\alpha i}}{\partial x_{k}}\right\}=-p^{2} \sum_{\beta=1}^{N} \Omega_{\alpha \beta} \frac{\pi_{\beta i k}}{p_{\beta}} . \tag{72}
\end{gather*}
$$

It should be noted that equations of an analogous structure follow directly from the system of equations of moments (36), whereby coefficients in the righthand parts of equations no longer represent phenomenological quantities and are expressed in terms of the integral brackets of the Sonin polynomials (34). The corresponding explicit expressions for the right-hand parts of Eqs. (70)-(72) in the approximation of 13 N moments were obtained in [12, 25].

There is one important circumstance that is worth mentioning: the method of moments encounters a problem of selecting polynomials to be used for constructing a system of the equations of moments for a given approximation of the distribution function. As can be seen from the above considerations, nonequilibrium thermodynamics allows a unique system of equations of moments to be constructed using only the form of the approximating function: it follows from relations (70)(72) that the required system should be constructed using the moments in which the distribution function is expanded.

This approach offers two advantages. First, the entropy balance equation is exactly satisfied when the entropy, entropy flux, and entropy production are calculated using the approximate distribution function (the condition of strict validity of the entropy balance equation is analogous to the requirement of observation of the laws of mass, momentum, and energy conservation usually posed on approximate equations). Second, for this construction of a system of equations of moments, the Onsager symmetry relations are strictly obeyed both for the local kinetic coefficients of the equations of type (70)-(72) and for the integral kinetic coefficients in the macroscopic phenomenological equations, irrespective of the accuracy of calculations [26].

Let us consider a simple gas. In this case, Eqs. (67) and (69) can be reduced to the following form:

$$
\begin{equation*}
\tau_{\lambda} \frac{d \mathbf{q}}{d t}+\mathbf{q}=-\lambda\left(\nabla T+\frac{2}{5} \frac{T}{p} \nabla \boldsymbol{\pi}\right) \tag{73}
\end{equation*}
$$

$$
\begin{equation*}
\tau_{\eta} \frac{d \hat{\boldsymbol{\pi}}}{d t}+\hat{\boldsymbol{\pi}}=-2 \eta\left(\stackrel{\rightharpoonup \mathbf{u}}{d}+\frac{2}{5} \frac{1}{p} \stackrel{q}{\mathbf{q}}\right) \tag{74}
\end{equation*}
$$

where $L_{00}=\lambda T$ and $K_{00}=\eta$. The quantities $\eta$ and $\lambda$ represent the coefficients of viscosity and thermal conductivity, respectively, related to the corresponding relaxation times by the formulas

$$
\begin{equation*}
\eta=p \tau_{\eta}, \quad \lambda=\frac{5 k}{2 m} p \tau_{\lambda}, \quad \tau_{\lambda}=\frac{15}{4} \tau_{\eta} \tag{75}
\end{equation*}
$$

Note that equations analogous to (73) and (74) also follow from relations (71) and (72), where the case of a simple gas corresponds to $\Omega_{11}=\eta^{-1}$ and $\tilde{\Lambda}_{11}=(\lambda T)^{-1}$.

Equation (73) with $\nabla \hat{\pi}=0$ is known as the Max-well-Cattaneo equation [27]. Relations analogous to (73) and (74) were also considered within the framework of the extended irreversible thermodynamics [1, 2]. The presence of relaxation terms in these equations allows the propagation of thermal and shear perturbations in the gas to be analyzed in a more justified manner. The corresponding equations for the temperature and velocity acquire the form of hyperbolic differential equations. This eliminates the paradox of infinite velocity of the propagation of thermal and shear perturbations, which is inherent in the usual linear relations of classical nonequilibrium thermodynamics (the Fourier and Newton laws). Indeed, using Eq. (73) (with neglect of $\nabla \hat{\boldsymbol{\pi}}$ ) together with the energy conservation equation (40) leads to an equation of the type

$$
\begin{equation*}
\tau_{\lambda} \frac{\partial^{2} T}{\partial t^{2}}+\frac{\partial T}{\partial t}=\frac{\lambda}{\rho c_{v}} \Delta T \tag{76}
\end{equation*}
$$

This telegraph equation predicts a temperature wave propagating at a velocity

$$
V_{T}^{0}=\left(\lambda / \rho c_{v} \tau_{\lambda}\right)^{1 / 2}=(5 p / 3 \rho)^{1 / 2}
$$

An analogous equation for the pressure $p$, which follows from (39) and (74), describes a transverse shear wave propagating at a velocity

$$
V_{p}^{0}=\left(\eta / \rho \tau_{\eta}\right)^{1 / 2}=(p / \rho)^{1 / 2}
$$

An allowance for $\nabla \boldsymbol{\pi}$ and $\nabla \mathbf{q}$ in Eqs. (73) and (74) yields finite corrections to these velocities and their dispersions. In particular, the velocity of propagation of the transverse shear wave in a gas with a homogeneous temperature field in a high-frequency approximation is [1]

$$
V_{p}^{1}=(7 p / 5 \rho)^{1 / 2}
$$

In the case when $\tau_{\eta} \ll \tau_{L}$ ( $\tau_{L}$ is a characteristic time of the problem), the terms containing derivatives of the fluxes with respect to time can be omitted and we arrive at the well-known linear relations for $\mathbf{q}$ and $\hat{\boldsymbol{\pi}}[9,11]$.

In the case of established viscous flows, the general equation of motion (39) yields $\nabla \hat{\boldsymbol{\pi}}=-\nabla p$ and the expression for $\mathbf{q}$ acquires the following form [9]:

$$
\mathbf{q}=-\lambda\left(\nabla T-\frac{2}{5} \frac{T}{p} \nabla p\right)
$$

Thus, an allowance for the spatial derivatives of fluxes in the transfer equations may lead to the appearance of additional terms linear in gradients of the thermodynamic parameters.

In the case of a multicomponent mixture, an allowance for the corresponding terms leads to the generalized linear relations for $\pi_{i k}$ and $\pi_{\alpha i k}$, which can be presented in the following form (for simplicity, the nonstationary terms are omitted):

$$
\begin{align*}
\pi_{i k} & =-2 K_{00} \varepsilon_{i k}+\sum_{\beta=1}^{N} K_{0 \beta} \frac{4}{5 p_{\beta}}\left\{\frac{\partial q_{\beta i}}{\partial x_{k}}\right\} \\
\pi_{\alpha i k} & =-2 K_{\alpha 0} \varepsilon_{i k}+\sum_{\beta=1}^{N} K_{\alpha \beta} \frac{4}{5 p_{\beta}}\left\{\frac{\partial q_{\beta i}}{\partial x_{k}}\right\}, \tag{77}
\end{align*}
$$

where $K_{\alpha 0}=K_{0 \alpha}$. Analogous expressions can be written for $\mathbf{h}=\sum_{\alpha} \mathbf{h}_{\alpha}$ and $\mathbf{h}_{\alpha}$, in which case the Onsager symmetry relations are valid for the coefficients $L_{\alpha \beta}\left(\hat{L}_{\alpha 0}=\right.$ $\hat{L}_{0 \alpha}$.

Let us consider an equation following from relation (70) for the diffusion velocities of components. In the simplest case, when it is possible to ignore a contribution of the partial thermal fluxes in the right-hand part of (70) (this assumption is strictly valid for a mixture of Maxwellian molecules), the diffusion equation is as follows:

$$
\begin{equation*}
\frac{d \rho_{\alpha} \mathbf{w}_{\alpha}}{d t}+p \mathbf{d}_{\alpha}^{*}=-\sum_{\beta=1}^{N-1} \Lambda_{\alpha \beta}\left(\mathbf{w}_{\alpha}-\mathbf{w}_{N}\right) \tag{78}
\end{equation*}
$$

The right-hand part of this equation is conveniently presented in the form whereby relations for determining the diffusion rates take the form known as the StefanMaxwell equation. From the conditions

$$
\sum_{\alpha=1}^{N} \rho_{\alpha} \mathbf{w}_{\alpha}=0, \quad \sum_{\alpha=1}^{N} \mathbf{d}_{\alpha}^{*}=0
$$

it follows that

$$
\sum_{\alpha=1}^{N} \sum_{\beta=1}^{N} \Lambda_{\alpha \beta}\left(\mathbf{w}_{\beta}-\mathbf{w}_{N}\right)=0
$$

This is possible only provided that

$$
\sum_{\alpha=1}^{N} \Lambda_{\alpha \beta}=\sum_{\beta=1}^{N} \Lambda_{\beta \alpha}=0
$$

or

$$
\Lambda_{\alpha \alpha}=-\sum_{\beta \neq \alpha}^{N} \Lambda_{\beta \alpha}
$$

As a result, Eq. (78) acquires the following form:

$$
\begin{equation*}
\frac{d \rho_{\alpha} \mathbf{w}_{\alpha}}{d t}+p \mathbf{d}_{\alpha}^{*}=-\sum_{\beta \neq \alpha}^{N} \Lambda_{\alpha \beta}\left(\mathbf{w}_{\alpha}-\mathbf{w}_{\beta}\right) \tag{79}
\end{equation*}
$$

A comparison to the results of the kinetic theory [12, 25] yields

$$
\begin{equation*}
\Lambda_{\alpha \beta}=n_{\alpha} \mu_{\alpha \beta} \tau_{\alpha \beta}^{-1}=\frac{n_{\alpha} n_{\beta} k T}{n\left[D_{\alpha \beta}\right]_{1}}, \tag{80}
\end{equation*}
$$

where $\tau_{\alpha \beta}^{-1}$ is the effective frequency of collisions,

$$
\mu_{\alpha \beta}=\frac{m_{\alpha} m_{\beta}}{m_{\alpha}+m_{\beta}}
$$

is the reduced mass of particles of the $\alpha$ and $\beta$ types, and $\left[D_{\alpha \beta}\right]_{1}$ is the coefficient of binary diffusion (the first Chapman-Cowling approximation) [16].

With neglect of the derivative $d \rho_{\alpha} \mathbf{w}_{\alpha} / d t$, that is, when $\tau_{\alpha \beta} \ll \tau_{L}$, and for $\mathbf{d}_{\alpha}^{*}=\mathbf{d}_{\alpha}$, Eq. (79) corresponds to a usual equation for the diffusion rates written in the Stefan-Maxwell form. Taking into account the time derivative of $\rho_{\alpha} \mathbf{w}_{\alpha}$ in Eq. (79) and considering this equation together with the continuity equation (38), we arrive at a hyperbolic equation for the particle concentration and obtain the following rate of propagation of the concentration perturbation:

$$
V_{c}^{0}=\left(\frac{\rho \mu_{12}\left[D_{12}\right]_{1}}{\rho_{2} m_{1} \tau_{12}}\right)^{1 / 2}=\left(\frac{\rho k T}{n m_{1} m_{2}}\right)^{1 / 2} .
$$

An interesting effect is observed with an allowance for the spatial derivatives of the viscous stress tensors in expression (66) for $p \mathbf{d}_{\alpha}^{*}$. In this case, a solution to Eqs. (72) with neglect of the contribution due to derivatives of the heat flux yields for the established viscous flows

$$
\begin{equation*}
\hat{\boldsymbol{\pi}}_{\alpha}=-2 \eta_{\alpha} \stackrel{\nabla}{\nabla \mathbf{u}}, \quad \hat{\boldsymbol{\pi}}=-2 \eta \nabla \overrightarrow{\nabla \mathbf{u}} \tag{81}
\end{equation*}
$$

where $\eta_{\alpha}$ and $\eta$ are the partial and total viscosity coefficients of the mixture [12]. Then, using relation $2 \eta \nabla^{2} \mathbf{u}=\nabla p$ and omitting the time derivative of $\rho_{\alpha} \mathbf{w}_{\alpha}$, Eq. (79) can be reduced to

$$
\begin{equation*}
\nabla p_{\alpha}-\frac{\eta_{\alpha}}{\eta} \nabla p=\sum_{\beta \neq \alpha}^{N} \frac{n_{\alpha} n_{\beta} k T}{\left[D_{\alpha \beta}\right]_{1}}\left(\mathbf{w}_{\alpha}-\mathbf{w}_{\beta}\right) . \tag{82}
\end{equation*}
$$

Thus, an allowance for the spatial derivatives of $\hat{\boldsymbol{\pi}}_{\alpha}$ and $\hat{\pi}$ in Eq. (79) leads to redefining the pressure diffusion constant, which becomes essentially a kinetic quantity [12].

In a more general case, the equations of transfer for a multicomponent gas mixture can be written using an iterative procedure with respect to a small parameterthe Knudsen number $\mathrm{Kn}=l / L$, where $l$ is the effective mean free path length of gas molecules and $L$ is a characteristic linear parameter of the problem. In this procedure, the first approximation employs relations (59) based on the concept of entropy production (58). In the next approximation, the stationary transfer relations in the absence of external forces take the following form:

$$
\begin{gather*}
\sum_{\beta \neq \alpha} \frac{n_{\alpha} n_{\beta} k T}{n\left[D_{\alpha \beta}\right]_{2}}\left(\mathbf{w}_{\alpha}-\mathbf{w}_{\beta}\right)=-\left(\nabla p_{\alpha}-\frac{\rho_{\alpha}}{\rho} \nabla p\right)  \tag{83}\\
+\left(\eta_{\alpha}-\frac{\rho_{\alpha}}{\rho} \eta\right) \nabla^{2} \mathbf{u}+\sum_{\beta} \xi_{\alpha \beta}\left(\frac{\lambda_{\alpha}}{\rho_{\alpha}}-\frac{\lambda_{\beta}}{\rho_{\beta}}\right) \nabla T \\
\pi=-2 \eta \nabla \mathbf{u}+\frac{4}{5} \sum_{\alpha} \frac{\eta_{\alpha} \lambda_{\alpha}}{p_{\alpha}} \nabla \nabla T  \tag{84}\\
\mathbf{q}=\frac{5}{2} \sum_{\alpha} p_{\alpha} \mathbf{w}_{\alpha}-\lambda \nabla T  \tag{85}\\
+T \sum_{\alpha} \sum_{\beta} \frac{\lambda_{\alpha}}{\rho_{\alpha}} \xi_{\alpha \beta}\left(\mathbf{w}_{\alpha}-\mathbf{w}_{\beta}\right)+\frac{2}{5} T \sum_{\alpha} \frac{n_{\alpha} \lambda_{\alpha}}{\rho_{\alpha}} \nabla^{2} \mathbf{u} .
\end{gather*}
$$

Here, $\lambda_{\alpha}$ is the partial coefficient of thermal conductivity $[12,25],\left[D_{\alpha \beta}\right]_{2}$ is the binary diffusion coefficient (the second Chapman-Cowling approximation) [16, 19], and

$$
\xi_{\alpha \beta}=\frac{n_{\alpha} n_{\beta}}{n\left[D_{\alpha \beta}\right]_{1}} \mu_{\alpha \beta}\left(\frac{6}{5} C_{\alpha \beta}^{*}-1\right),
$$

where the parameter $C_{\alpha \beta}^{*}$ is determined by the character of interparticle interaction [19]; in particular, for Maxwellian molecules,

$$
(6 / 5) C_{\alpha \beta}^{*}-1=0,
$$

which implies vanishing of the terms related to thermal diffusion in the gas mixture.

Note the following circumstance: considering relations (83)-(85) as the phenomenological equations of nonequilibrium thermodynamics, generalizing Eqs. (59) to the case of thermodynamic forces of higher approximation and corresponding to Eqs. (67)-(69), we encounter the violation of the Onsager symmetry relations for the terms with second-order derivatives. Breakage of the Onsager symmetry inspired some researchers $[17,18]$ to suggest that nonequilibrium thermodynamics becomes inapplicable on
the passage to the Barnett approximation of the kinetic theory of gases. Misconception of this conclusion was demonstrated [5-9] by calculation of the entropy production based on the distribution function of the Barnett approximation and by construction of the corresponding phenomenological equations, which exhibit no discrepancies with nonequilibrium thermodynamics, provided that some nonphysical fluxes (see below) are naturally introduced into consideration.

In concluding this section, let us discuss the problem of a difference between the component temperatures $T_{\alpha}$ and the overall mixture temperature $T$. According to (61), the relative temperature difference can be expressed by a phenomenological relation of the type

$$
\begin{equation*}
\frac{T_{\alpha}-T}{T}=H_{\alpha 0} \frac{n_{\alpha}}{n}\left(\nabla \mathbf{q}_{\alpha}-\frac{3}{2} k T \sum_{\alpha=1}^{N} \nabla \frac{\mathbf{J}_{\alpha}}{\rho_{\alpha}}\right) . \tag{86}
\end{equation*}
$$

According to this, deviations of $T_{\alpha}$ from $T$ are determined by the divergences of vector fluxes or by the second derivatives of the temperature and concentration, which usually corresponds to values of the second order of smallness with respect to the parameter $\mathrm{Kn}=$ $/ / L$. However, this situation takes place only for a gas mixture of monoatomic molecules. In a mixture of diatomic and polyatomic gases, the molecules of which possess internal degrees of freedom, the quantity $T_{\alpha}$ in
the transfer equations is replaced by $T_{\alpha}^{\mathrm{tr}}$, the temperature of the translational degrees of freedom. The latter value exhibits relaxation to the overall translational temperature of the mixture, $T^{\mathrm{tr}}$, during a time period on the order of the effective elastic collision time $\tau_{\alpha \beta}$ of molecules. The value of $T^{t r}$ differs from the temperatures of the internal degrees of freedom, $T_{\alpha}^{\text {in }}$, which leads to the appearance of an additional scalar term in the diagonal part of the pressure tensor, this term being proportional to the divergence of the mass-average velocity (volume viscosity) (see [28]).

## 7. EQUATIONS OF GENERALIZED NONEQUILIBRIUM THERMODYNAMICS IN THE BARNETT APPROXIMATION OF THE CHAPMAN-ENSKOG METHOD

Previously [9], we demonstrated the possibility of reducing the GNT equations, obtained by the method of moments for a simple gas, to the corresponding equations of the linearized Barnett approximation of the Chapman-Enskog method. This procedure employed perturbation theory with respect to a small parameter (the Knudsen number) of the system of equations of moments (applied in the Chapman-Enskog method to the distribution function). Below, we show how to pass from equations of the method of moments directly to the Chapman-Enskog equations for a multicomponent gas mixture and how to derive an expression for the entropy production corresponding to a generalized sys-
tem of phenomenological equations in the Barnett approximation. The approach employed here is somewhat different from that used in [9].

We proceed from the system of equations of moments (36) and the equations of conservation (38)(40). Let us represent the coefficients $a_{\alpha}^{m n}$ in the form of a series

$$
\begin{equation*}
\mathbf{a}_{\alpha}^{m n}=\mathbf{a}_{\alpha}^{m n}(1)+\mathbf{a}_{\alpha}^{m n}(2)+\ldots \tag{87}
\end{equation*}
$$

Since the right-hand parts of the equations of moments are linear combinations of terms on the order of $\tau_{\alpha \beta}^{-1} n_{\alpha} \mathbf{a}_{\alpha}^{m n}$, where $\tau_{\alpha \beta}$ is the effective mean time between the collisions of molecules, expansion (87) is conveniently considered as a formal expansion with respect to a small parameter $\varepsilon_{\alpha \beta}=\left\langle v_{\alpha \beta}\right\rangle \tau_{\alpha \beta} L^{-1}$, where $\left\langle v_{\alpha \beta}\right\rangle$ is the average relative velocity of particles of the types $\alpha$ and $\beta$ (for a simple gas, a small parameter in this case is the Knudsen number $\mathrm{Kn}=l / L$, where $l=$ $\langle v\rangle \tau)$. Let us assume that the order of each succeeding term in expansion (87) with respect to $\varepsilon$ decreases by unity. In addition, we assume (as in the ChapmanEnskog method) that the equations of conservation (38)-(40) are valid in each step with an accuracy corresponding to the approximation order number minus unity.

Let us consider first the equations of moments (36) for vector quantities ( $m=1$ ). To the first approximation, replacing $d \mathbf{u} / d t$ by expressions according to the equations of motion (39) in the Euler form, we obtain

$$
\begin{gather*}
\frac{\sqrt{2}}{2} \beta_{\alpha}^{-1 / 2} \frac{1}{p_{\alpha}} p \mathbf{d}_{\alpha} \delta_{n 0}+\sqrt{\frac{5}{4}} \beta_{\alpha}^{-1 / 2} \nabla \ln T \delta_{n 1} \\
=-\sum_{\beta=1}^{N} \sum_{l=0}^{\infty} C_{\alpha \beta}^{1 n l} \mathbf{a}_{\beta}^{1 l}(1) \tag{88}
\end{gather*}
$$

where $\mathbf{d}_{\alpha}$ is given by expression (57). Multiplying both sides of Eq. (88) by $f_{\alpha}^{(0)} \mathbf{P}_{\alpha}^{l n}\left(\mathbf{W}_{\alpha}\right)$, summing the products over $n$, and taking into account the property of orthogonal polynomials forming a complete system,

$$
\begin{equation*}
\sum_{n} \mathbf{P}_{\alpha}^{m n}\left(\mathbf{W}_{\alpha}\right) f_{\alpha}^{(0)}\left(\mathbf{W}_{\alpha}\right) \mathbf{P}_{\alpha}^{m n}\left(\mathbf{W}_{\alpha}^{\prime}\right)=\delta\left(\mathbf{W}_{\alpha}-\mathbf{W}_{\alpha}^{\prime}\right) \tag{89}
\end{equation*}
$$

we arrive at the equation

$$
\begin{gather*}
\frac{1}{p_{\alpha}} \mathbf{c}_{\alpha} p \mathbf{d}_{\alpha}+\mathbf{c}_{\alpha}\left(\beta_{\alpha} c_{\alpha}^{2}-\frac{5}{2}\right) \nabla \ln T \\
=\sum_{\beta=1}^{N} L_{\alpha \beta}\left(\sum_{l} \mathbf{a}_{\beta}^{1 l}(1) \mathbf{P}_{\beta}^{1 l}\right) . \tag{90}
\end{gather*}
$$

As expected, this equation corresponds to the first approximation for vector quantities in the ChapmanEnskog method [19, 20]. Naturally, this equation can also be obtained directly, proceeding from the initial
linearized kinetic equation (7) and using the standard procedure of the Chapman-Enskog method. The above approach is more convenient, since it will be also employed for obtaining the following approximations. Applying this procedure to the equations of moments for the tensor component ( $m=2$ ), we arrive at

$$
\begin{equation*}
2 \beta_{\alpha} \stackrel{\mathbf{c}_{\alpha} \mathbf{c}_{\alpha}}{ }: \overline{\nabla \mathbf{u}}=\sum_{\phi=1}^{N} L_{\alpha \beta}\left(\sum_{l} \mathbf{a}_{\beta}^{2 l}(1) \mathbf{P}_{\beta}^{2 l}\right) \tag{91}
\end{equation*}
$$

A solution to Eqs. (90) and (91) can be represented in the standard form [20]

$$
\begin{gather*}
\sum_{l} \mathbf{a}_{\beta}^{2 l}(1) \mathbf{P}_{\beta}^{1 l}=\mathbf{c}_{\beta} \Phi_{t \beta} \nabla \ln T+\mathbf{c}_{\beta} \sum_{\gamma} \Phi_{d \beta}^{\gamma} \mathbf{d}_{\gamma}  \tag{92}\\
\sum_{l} \mathbf{a}_{\beta}^{2 l}(1) \mathbf{P}_{\beta}^{2 l}=\overrightarrow{\mathbf{c}}_{\beta} \mathbf{c}_{\beta} \Phi_{p \beta}
\end{gather*}
$$

$\Phi_{t \beta}, \Phi_{p \beta}$, and $\Phi_{d \beta}^{\gamma}$ are the known solutions obtained within the Chapman-Enskog theory [19]. Thus, the distribution function in the first approximation takes the form

$$
\begin{gather*}
\Phi_{\alpha}^{(1)}=\Phi_{t \alpha}\left(\mathbf{c}_{\alpha} \cdot \nabla\right) \ln T \\
+\Phi_{p \alpha} \overleftarrow{\mathbf{c}}_{\alpha} \mathbf{c}_{\alpha}: \overparen{\nabla u}+\left(\mathbf{c}_{\alpha}, \sum_{\beta} \Phi_{d \alpha}^{\beta} \mathbf{d}_{\beta}\right) . \tag{93}
\end{gather*}
$$

Now we pass to the second approximation and retain the spatial derivatives of $\mathbf{a}_{\alpha}^{m n}$ (1) in the left-hand part. Putting aside equations for the scalar quantities, we write down a system for the vector and tensor moments:

$$
\begin{align*}
& \sum_{l} \mathbf{A}_{\alpha 1 n}^{2 l} \nabla n_{\alpha} \mathbf{a}_{\alpha}^{2 l}(1)-\frac{\sqrt{2}}{2} \beta_{\alpha}^{-1 / 2} \frac{1}{p_{\alpha}} \frac{\rho_{\alpha}}{\rho} \nabla \boldsymbol{\pi}(1) \delta_{n 0} \\
& =-\sum_{\beta=1}^{N} \sum_{l} C_{\alpha \beta}^{1 n l} \mathbf{a}_{\beta}^{1 l}(2), \\
& \sum_{l} \mathbf{A}_{\alpha 2 n}^{3 l}{\overparen{\nabla n_{\alpha} \mathbf{a}_{\alpha}}}^{1 l}(2)+\sum_{l} \mathbf{B}_{\alpha 2 n}^{1 l}{\overleftarrow{\nabla n_{\alpha} \mathbf{a}_{\alpha}}}^{1 l}(1)  \tag{94}\\
& =-\sum_{\beta=1}^{N} \sum_{l} C_{\alpha \beta}^{2 n l} \mathbf{a}_{\beta}^{2 l}(2), \\
& \sum_{l} \mathbf{B}_{\alpha 3 n}^{2 l} \nabla n_{\alpha} \mathbf{a}_{\alpha}^{2 l}(1)=-\sum_{\beta=1}^{N} \sum_{l} C_{\alpha \beta}^{3 n l} \mathbf{a}_{\beta}^{3 l}(2) .
\end{align*}
$$

For a correct transition to the linearized Barnett approximation of the Chapman-Enskog method, we added an equation for moments of the third-order tensor to the system of equations for the vector and sec-
ond-order tensor moments. In writing the first of these equations, we took into account that the equation of conservation should be taken in the first approximation (in order to exclude $d \mathbf{u} / d t$ ), which accounts for the appearance of $\nabla \boldsymbol{\pi}(1)$. Equations of the Barnett approximation are obtained upon multiplying Eqs. (92) by $f_{\alpha}^{(0)} P_{\alpha}^{m n}$, summing over $n$, and using the property of orthogonal polynomials (89):

$$
\begin{gather*}
\left(\frac{1}{5} \mathbf{c}_{\alpha} \mathbf{c}_{\alpha}^{2} \Phi_{p \alpha}+\mathbf{c}_{\alpha} \frac{1}{p_{\alpha}} \frac{\rho_{\alpha}}{\rho} \eta\right) \Delta \mathbf{u}=\sum_{\beta} L_{\alpha \beta}\left(\Phi_{B}^{1}\right) \\
{\overleftarrow{\mathbf{c}_{\alpha}} \mathbf{c}_{\alpha} \Phi_{t \alpha}}^{\nabla} \nabla \vec{\nabla} \ln T+\overleftarrow{\mathbf{c}_{\alpha} \mathbf{c}_{\alpha}} \sum_{\gamma} \Phi_{d \alpha}^{\gamma} \overline{\nabla \mathbf{d}_{\gamma}}  \tag{95}\\
=\sum_{\beta} L_{\alpha \beta}\left(\Phi_{B}^{2}\right) \\
\mathbf{c}_{\alpha} \mathbf{c}_{\alpha} \mathbf{c}_{\alpha} \\
: \nabla \nabla \nabla \mathbf{u} \Phi_{p \alpha}=\sum_{\beta} L_{\alpha \beta}\left(\Phi_{B}^{3}\right)
\end{gather*}
$$

In writing this, we used solutions (92), the relation $\boldsymbol{\pi}=$ $-2 \eta \nabla \mathbf{u}$, and the notation $\Phi_{B}^{i}$ for corrections in the Barnett approximation of the $i$ th-order tensor:

$$
\Phi_{\alpha}^{(2)}=\Phi_{B \alpha}^{1}+\Phi_{B \alpha}^{2}+\Phi_{B \alpha}^{3}
$$

The equations analogous to (95) obtained by direct application of the Chapman-Enskog method were considered in [8]. Thus, we have demonstrated that, proceeding from a system of equations of the method of moments, it is possible to obtain equations of the Chap-man-Enskog theory accurate to within the Barnett approximation.

Now, let us determine the entropy production in the Barnett approximation. Using the general expression (46) for $\sigma$ and replacing the collision integral by the left-hand parts of equations taken from the corresponding approximation, we obtain

$$
\begin{equation*}
\sigma=\sigma(1)+\sigma(2) \tag{96}
\end{equation*}
$$

where $\sigma(1)=\left\lfloor\sigma^{(1)}\right\rfloor_{0}$ corresponds to the classical entropy production (54) (the first Chapman-Enskog approximation) and $\sigma(2)$ corresponds to the Barnett entropy production [8]

$$
\begin{gather*}
\sigma(2)=-\frac{1}{T} \\
\times\left(\mathbf{J}^{\vee} \Delta \mathbf{u}+\mathbf{J}^{u} \overline{\nabla \nabla \mathbf{u}}+\mathbf{J}^{T} \frac{1}{T} \stackrel{\nabla \nabla}{ } T+\sum_{\beta} J_{\beta}^{D}{\overrightarrow{\nabla \mathbf{d}_{\beta}}}_{\beta}\right) \tag{97}
\end{gather*}
$$

Additional thermodynamic fluxes appearing in this approximation are determined by the following expressions:

$$
\begin{gather*}
\mathbf{J}^{v}=k T \sum_{\alpha}\left(\left(\Phi_{p_{\alpha}} \frac{c_{\alpha}^{2}}{5}+\frac{1}{p_{\alpha}} \frac{\rho_{\alpha}}{\rho} \eta\right) \mathbf{c}_{\alpha}, \Phi_{\alpha}\right), \\
\mathbf{J}^{u}=k T \sum_{\alpha}\left(\Phi_{p \alpha} \mathbf{c}_{\alpha} \mathbf{c}_{\alpha} \mathbf{c}_{\alpha}, \Phi_{\alpha}\right),  \tag{98}\\
\mathbf{J}^{T}=k T \sum_{\alpha}\left(\Phi_{t \alpha} \widehat{\mathbf{c}_{\alpha} \mathbf{c}_{\alpha}}, \Phi_{\alpha}\right), \\
\mathbf{J}_{\beta}^{D}=k T\left(\Phi_{d}^{\beta} \widehat{\mathbf{c}}_{\alpha} \mathbf{c}_{\beta}, \Phi_{\beta}\right),
\end{gather*}
$$

where

$$
\Phi_{\alpha}=\Phi_{\alpha}^{(1)}+\Phi_{\alpha}^{(2)}
$$

The forms of the corresponding thermodynamic forces are clear from the structure of expression (97) for $\sigma(2)$.

Representation of the entropy production in the form of Eqs. (96) and (97) corresponds to a system of linear phenomenological equations. This system separates into three subsystems related to the vector fluxes $\left(\mathbf{w}_{\alpha}-\mathbf{w}_{N}, \mathbf{h}\right.$, and $\left.\mathbf{J}^{V}\right)$, second-order tensor fluxes ( $\hat{\boldsymbol{\pi}}, \hat{\mathbf{J}}^{T}$, and $\hat{\mathbf{J}}_{\alpha}^{D}-\hat{\mathbf{J}}_{N}^{D}$ ), and the third-order tensor flux $\hat{\mathbf{J}}^{u}$. Here are expressions for the vectors,

$$
\begin{gathered}
\mathbf{q}-\frac{5}{2} \sum_{\alpha} p_{\alpha} \mathbf{w}_{\alpha}=\lambda_{00} \nabla \ln T+\sum_{\beta} \lambda_{0 \beta} p \mathbf{d}_{\beta}+\lambda_{0 N+1} \Delta \mathbf{u} \\
\mathbf{w}_{\alpha}-\mathbf{w}_{N}=\lambda_{\alpha 0} \nabla \ln T+\sum_{\beta} \lambda_{\alpha \beta} p \mathbf{d}_{\beta}+\lambda_{\alpha N+1} \Delta \mathbf{u},(99) \\
\mathbf{J}^{v}=\lambda_{N+1,0} \nabla \ln T+\sum_{\beta} \lambda_{\alpha \beta} p \mathbf{d}_{\beta}+\lambda_{N+1, N+1} \Delta \mathbf{u}
\end{gathered}
$$

for the second-order tensors,

$$
\begin{gather*}
\hat{\pi}=\Lambda_{00} \overrightarrow{\nabla \mathbf{u}}+\sum_{\beta} \Lambda_{0 \beta} \overrightarrow{\nabla d}_{\beta}+\Lambda_{0 N+1} \overrightarrow{\nabla \nabla} \ln T, \\
\mathbf{J}_{\alpha}^{D}-\mathbf{J}_{N}^{D}=\Lambda_{\alpha 0} \overparen{\nabla \mathbf{u}}+\sum_{\beta} \Lambda_{\alpha \beta} \overrightarrow{\nabla \mathbf{d}_{\beta}}+\Lambda_{\alpha N+1} \overparen{\nabla \nabla} \ln T,  \tag{100}\\
\mathbf{J}^{T}=\Lambda_{N+1,0} \nabla \mathbf{u} \\
\\
+\sum_{\beta} \Lambda_{\alpha \beta} \overparen{\nabla d}_{\beta}+\Lambda_{N+1, N+1} \nabla \nabla \ln T
\end{gather*}
$$

and for the third-order tensors,

$$
\begin{equation*}
\mathbf{J}^{u}=l_{00} \overparen{\nabla \nabla \mathbf{u}} \tag{101}
\end{equation*}
$$

As can be seen, the equations of thermal conductivity and diffusion contain additional terms related (with an allowance for the condition $\eta \Delta \mathbf{u}=\nabla p$ ) to the pres-sure-gradient-induced heat flux and diffusion (these
additional terms were considered above). In order to provide for the Onsager symmetry, the system of phenomenological equations has to be supplemented with a new equation for the "nonphysical" flux $\mathbf{J}^{v}$. Direct calculation shows that the kinetic coefficients in system (99) obey the symmetry relations.

The system of phenomenological equations (100) for the tensor quantities contains two nonphysical fluxes corresponding to the appearance of two contributions to the stress tensor, related to the temperature and concentration stresses. In this system of equations, the kinetic coefficients can also be readily shown to obey the symmetry relations.

Finally, note that the nonequilibrium thermodynamics predicts the appearance of phenomenological equations for the third-order tensors in the Barnett approximation. However, presently it is difficult to reveal the physical sense of these quantities.

Evidently, increasing the order of approximation in the Chapman-Enskog theory is accompanied both by expansion of the systems of phenomenological equations (99)-(101) due to the appearance of new terms and by an increase in the number of systems due to growing dimension of the tensor corrections entering into the Chapman-Enskog distribution function. The appearance of additional (nonphysical) fluxes significantly expands the system of phenomenological equations and establishes the necessary relations between the cross coefficients, thus ensuring validity of the Onsager relations. By directly using the equations of moments, the analogous relations can be obtained only upon going outside the approximation of 13 N moments. Equations of the linearized Barnett approximation obtained above formally correspond to an allowance for the infinite number of moments of the corresponding tensor dimension in the expansion of the distribution function.

## 8. CONCLUSION

Nonequilibrium thermodynamics and kinetic theory are two closely related approaches to description of nonequilibrium processes in various physical media. The well-developed methods available for an approximate solution to the Boltzmann kinetic equation for simple gases and gas mixtures (the Chapman-Enskog method, the Grad method of moments) provide a reliable basis for generalization of nonequilibrium thermodynamics and determination of the limits of applicability of the generalized theory. One of such generalizations is the extended irreversible thermodynamics developed in recent years [1, 2], which is now rather widely applied to the description of nonequilibrium phenomena in various media. However, in constructing this theory, many important problems encountered in the description of multicomponent systems were ignored, the consequences following from using an infinite system of equations of moments were not prop-
erly analyzed, and the possibilities of passing to description on the level of the canonical ChapmanEnskog method were underestimated.

An important, still unresolved question of the classical LNT is the problem of a relation between nonequilibrium thermodynamics in the Onsager formulation (whereby the fluxes are determined as derivatives of state variables with respect to time and the generalized thermodynamic forces, as partial derivatives of the entropy density with respect to these variables) and the variant in which the fluxes are real physical (vector and tensor) fluxes and the thermodynamic forces are represented by gradients of the initial macroscopic parameters. Application of the method of moments in the kinetic theory provides for progress in understanding this relation, since use of a system of equations of the relaxation type for the state variables allows the two variants of nonequilibrium thermodynamics to be considered as partial cases realized in spatially homogeneous and inhomogeneous systems. We hope that approaches proposed in this paper to the construction of GNT of multicomponent systems will additionally stimulate application of the GNT methods to investigation of a wide class of nonequilibrium phenomena.
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#### Abstract

We investigate a classical analog of electromagnetically induced transparency (EIT) currently popular in quantum electronics. We consider EIT for electron cyclotron waves in finite-temperature plasma. We derive an expression for the effective refractive index of an electromagnetic wave and study the dispersion and absorption of this wave under EIT conditions. Allowance for thermal motion is shown to radically change the behavior of the dispersion curves for the signal wave in the EIT region compared to the case of cold plasma. © 2002 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

A popular parametric effect in modern physics of nonlinear waves is the electromagnetically induced transparency ${ }^{1}$ in ensembles of three-level atoms attributable to the interference of quantum electron states. This effect manifests itself as the formation of a transparency window within a resonance absorption line of a three-level system in the presence of a pump wave, which is accompanied by a record high deceleration of the signal light wave (see, e.g., [1] for a review). At present, using EIT in problems of spectroscopy and the formation and correction of the spatiotemporal structure of laser radiation is generally recognized to hold considerable promise [1]; in the EIT regime, the power thresholds of most known nonlinear optical effects were significantly lowered [1, 2]. In particular, EIT underlies the recent widely known "light stopping" experiments $[3,4]$.

From the viewpoint of the general theory for nonlinear wave processes, investigating classical analogs of EIT is obviously of interest. This interest also stems from the hopes to extend new ideas of quantum electronics to classical microwave electronics and plasma physics. Thus, for example, the authors of [5-7] analyzed the formation of a transparency region for a wave with a frequency lower than the plasma frequency in isotropic cold plasma through its parametric interaction with an intense pump wave. However, they considered a completely conservative system in which the processes significantly differ from the formation of a transparency window within a resonance absorption line typical of EIT [1]. Litvak and Tokman [8] investigated a closer (direct) classical analog of this effect in a wave

[^19]system: EIT for an electromagnetic wave at the electron cyclotron resonance frequency in cold collisional plasma. They considered a situation where the beats between the signal and pump waves effectively excite a plasma electrostatic mode.

In addition, Litvak and Tokman [8] pointed out a classical analog of EIT for a lumped-parameter system: dynamic damping (see, e.g., [9]). Two coupled oscillators with a harmonically varying coupling coefficient form such a system. As was shown, an external action (an analog of the signal wave) on one of the oscillators for such a system produces no resonant excitation of its oscillations due to the resonant excitation of oscillations in the second oscillator (because of parametric coupling), i.e., through dynamic damping of this resonant excitation. In its standard case [9], this effect is produced by ordinary linear coupling between the two oscillators, which causes the damping system to be excited at the frequency of the driving generalized force. In the case under consideration, however, the parametric coupling between the oscillators leads to the excitation of the damping system at the combination frequency; this is the principal feature of wave interactions in the EIT regime.

Here, we investigate the effect of thermal plasma particle motion on EIT for electron cyclotron waves. The spatial dispersion attributable to thermal motion turns out to radically change the pattern of EIT, giving rise to a number of important features that are absent both in the original quantum case and in cold plasma.

The paper is structured as follows. The hydrodynamic theory of EIT is outlined in Section 2. In Sections 3 and 4 , this effect is studied in terms of the kinetic theory: an expression for the effective refractive index of the signal wave is derived in Section 3, and properties of the dispersion and absorption of the signal wave for warm plasma are discussed in Section 4.

## 2. THE HYDRODYNAMIC THEORY

Although the hydrodynamic model disregards one of the most important plasma effects, collisionless damping, the qualitative behavior of the dispersion curves for the signal wave in warm plasma can be understood in terms of this model. Our statement of the problem is the same as that in [8]. Let two circularly polarized waves with the electric field rotating in the sense of the electron cyclotron rotation (extraordinary waves) propagate in magnetoactive plasma along a constant external magnetic field $\mathbf{H}=\mathrm{Hz}_{0}$ :

$$
\begin{gather*}
\mathbf{E}_{\perp}(z, t)=\operatorname{Re}\left\{\mathbf { e } _ { + } \left[E_{1} \exp \left(-i \omega_{1} t+i k_{1} z\right)\right.\right.  \tag{1}\\
\left.\left.+E_{2} \exp \left(-i \omega_{2} t+i k_{2} z\right)\right]\right\}
\end{gather*}
$$

where $\mathbf{e}_{+}=2^{-1 / 2}\left(\mathbf{x}_{0}+i \mathbf{y}_{0}\right)$ is the wave polarization vector and $\mathbf{x}_{0}, \mathbf{y}_{0}, \mathbf{z}_{0}$ are the unit vectors of the Cartesian axes.

The oscillations of the transverse and longitudinal (relative to the constant magnetic field) electron velocities are described by the Euler equations including the Lorentz force from the wave fields:

$$
\begin{align*}
& \frac{\partial \mathbf{V}_{\perp}}{\partial t}+\omega_{H}\left[\mathbf{V}_{\perp} \times \mathbf{z}_{0}\right]+\gamma \mathbf{V}_{\perp}+V_{\|} \frac{\partial \mathbf{V}_{\perp}}{\partial z} \\
= & -\frac{e}{m}\left(\mathbf{E}_{\perp}(z, t)+V_{\|} \frac{\partial}{\partial z} \int_{-\infty}^{t} \mathbf{E}_{\perp}(z, t) d t\right)  \tag{2}\\
& \frac{\partial V_{\|}}{\partial t}+\gamma V_{\|}+V_{\|} \frac{\partial V_{\|}}{\partial z}=-\frac{1}{m N_{e}} \frac{\partial p}{\partial z} \\
& -\frac{e}{m} E_{p}(z, t)+\frac{e}{m} \mathbf{V}_{\perp} \frac{\partial}{\partial z} \int_{-\infty}^{t} \mathbf{E}_{\perp}(z, t) d t
\end{align*}
$$

Here, $\omega_{H}=e H / m c$ is the electron gyrofrequency, $e$ and $m$ are the electron charge and mass $(e>0), \gamma$ is the effective collision frequency, $E_{p}$ is the plasma-wave electric field, $p$ is the gas-kinetic pressure, and $N_{e}$ is the electron density. System (2) must be supplemented with the continuity equation

$$
\begin{equation*}
\frac{\partial N_{e}}{\partial t}+\frac{\partial}{\partial z}\left(N_{e} V_{\|}\right)=0 \tag{3}
\end{equation*}
$$

and with the equation that describes the excitation of an electric field in the plasma wave:

$$
\begin{equation*}
\frac{\partial E_{p}}{\partial t}=-4 \pi j_{z}=4 \pi e N_{e} V_{\|} \tag{4}
\end{equation*}
$$

Here, $j_{z}$ is the longitudinal electron current component. Assuming the constancy of the ion density $N_{i}$ and quasi-neutrality,

$$
\begin{gather*}
n=N_{e}-N_{i} \ll N_{e}, N_{i}  \tag{5}\\
N_{i}=N_{0}=\mathrm{const}
\end{gather*}
$$

we can derive a system of equations that describes the excitation of longitudinal collective oscillations by the ponderomotive force from the high-frequency fields (for definiteness, consider an adiabatic process) from Eqs. (2)-(4):

$$
\begin{gather*}
\frac{\partial^{2} n}{\partial t^{2}}+\gamma \frac{\partial n}{\partial t}+\omega_{p}^{2} n-3 V_{T}^{2} \frac{\partial^{2} n}{\partial z^{2}} \\
=-\frac{e N_{0}}{m} \frac{\partial}{\partial z} \mathbf{V}_{\perp} \frac{\partial}{\partial z} \int_{-\infty}^{t} \mathbf{E}_{\perp}(z, t) d t  \tag{6}\\
V_{\|}=-N_{0}^{-1} \int_{-\infty}^{z} \frac{\partial n}{\partial t} d z
\end{gather*}
$$

Here, $\omega_{p}=\left(4 \pi e N_{0} / m\right)^{1 / 2}$ is the electron plasma frequency, and $V_{T}=(T / m)^{1 / 2}$ and $T$ are the thermal electron velocity and temperature, respectively.

We assume that the following synchronism conditions are satisfied:

$$
\begin{align*}
\left|\omega_{1}-\omega_{H}\right|, \gamma & <\omega_{1}, \omega_{H}  \tag{7a}\\
\left|\omega_{L}-\omega_{p}\right|, \gamma & \ll \omega_{L}, \omega_{p}  \tag{7b}\\
k_{1,2, L} V_{T} & \ll \omega_{1,2, L} \tag{7c}
\end{align*}
$$

Here, $\omega_{L}=\omega_{1}-\omega_{2}$ and $k_{L}=k_{1}-k_{2}$ are the frequency and wavenumber of the beats between the signal and pump waves, respectively. Inequality (7a) implies the satisfaction of the electron cyclotron resonance conditions for the signal wave and, hence, the cyclotron absorption of this wave in the absence of a pump wave. Inequality (7b) is the condition for the excitation of plasma waves at the combination frequency $\omega_{L}$. Inequality (7c) is the condition for weak spatial dispersion.

Given the synchronism conditions (7a) and (7b), only the terms with the "resonance" frequencies can be retained in Eqs. (2)-(4); i.e., the method of "shortened" equations $[9,10]$ can be used. As a result, we have the system of equations

$$
\begin{gather*}
-i Z_{1} \hat{V}_{1}=-\frac{e}{m} E_{1}+\frac{e}{2 m} \frac{k_{2}}{\omega_{2}} E_{2} \hat{V}_{\|}-\frac{i}{2} k_{2} \hat{V}_{2} \hat{V}_{\|}, \\
-i Z_{2} \hat{V}_{2}=-\frac{e}{m} E_{2} \\
-i Z_{N} \hat{V}_{N}=\frac{e}{2 m} \frac{k_{2}}{\omega_{2}} E_{2}^{*} \hat{V}_{\|}+\frac{i}{2} k_{2} \hat{V}_{2}^{*} \hat{V}_{\|}  \tag{8}\\
-i \frac{Z_{p}}{\omega_{L}} \hat{V}_{\|}=-\frac{e}{2 m} \frac{k_{1}}{\omega_{1}} E_{1} \hat{V}_{2}^{*}-\frac{e}{2 m} \frac{k_{2}}{\omega_{2}} E_{2}^{*} \hat{V}_{1} \\
-\frac{e}{2 m} \frac{k_{2}}{\omega_{2}} E_{2} \hat{V}_{N}, \quad \hat{n}=\frac{k_{L}}{\omega_{L}} N_{0} \hat{V}_{\|}
\end{gather*}
$$

Here,

$$
\begin{gathered}
Z_{1,2}=\omega_{1,2}-\omega_{H}+i \gamma, Z_{N}=\omega_{1}-2 \omega_{2}+\omega_{H}+i \gamma \\
\text { and } Z_{p}=\omega_{L}^{2}-\omega_{p}^{2}-3 k_{L}^{2} V_{T}^{2}+i \gamma \omega_{L}
\end{gathered}
$$

$Z_{p}=0$ being the standard "hydrodynamic" dispersion relation for plasma waves. In (8), we introduced the complex amplitudes of the corresponding quantities:

$$
\begin{gather*}
\mathbf{V}_{\perp}=\operatorname{Re}\left[\mathbf{e}_{+} \sum_{j=1,2} \hat{V}_{j} \exp \left(-i \omega_{j} t+i k_{j} z\right)\right. \\
\left.+\mathbf{e}_{-} \hat{V}_{N} \exp \left[-i\left(\omega_{1}-2 \omega_{2}\right) t+i\left(k_{1}-2 k_{2}\right) z\right]\right] \tag{9}
\end{gather*}
$$

$$
V_{\|}=\operatorname{Re}\left[\hat{V}_{\|} \exp \left(-i \omega_{L} t+i k_{L} z\right)\right]
$$

$$
n=\operatorname{Re}\left[\hat{n} \exp \left(-i \omega_{L} t+i k_{L} z\right)\right]
$$

where $\mathbf{e}_{-}=2^{-1 / 2}\left(\mathbf{x}_{0}-i \mathbf{y}_{0}\right)$ is the polarization vector for the circularly polarized wave with the electric field rotating oppositely to the sense of the electron cyclotron rotation (ordinary wave).

We can derive an expression for the complex oscillation amplitudes of the velocity $\hat{V}_{1,2}$ and density $\hat{n}$ from system (8) and an expression for the effective refractive index of the signal wave from the latter (see, e.g., [11]):

$$
\begin{equation*}
N_{\mathrm{hyd}}^{2}=1-\frac{4 \pi \hat{j}_{1}}{i \omega_{1} E_{1}} \tag{10}
\end{equation*}
$$

Here, $\hat{j}_{1}$ is the complex amplitude of the electric current $\mathbf{j}_{1}$ at frequency $\omega_{1}$ :

$$
\begin{gather*}
\mathbf{j}_{1}=\operatorname{Re}\left[\mathbf{e}_{+} \hat{j}_{1} \exp \left(-i \omega_{1} t+i k_{1} z\right)\right] \\
\hat{j}_{1}=-e\left(N_{0} \hat{V}_{1}+\frac{\hat{n} \hat{V}_{2}}{2}\right) \tag{11}
\end{gather*}
$$

The final expression for $N_{\text {hyd }}^{2}$ is

$$
\begin{gather*}
N_{\mathrm{hyd}}^{2}=1-\frac{\omega_{p}^{2}}{\omega_{1}} \\
\times \frac{Z_{p}+\xi_{E C} \omega_{L} \omega_{2}\left(2 k_{1} / k_{2}-1-\omega_{1} / 2 \omega_{2}\right)}{\left(\omega_{1}-\omega_{H}+i \gamma\right) Z_{p}-\omega_{L}^{2} \omega_{1} \xi_{E C}} \tag{12}
\end{gather*}
$$

Here

$$
\xi_{E C}=\left|\frac{e E_{2}}{2 m\left(\omega_{2}-\omega_{H}+i \gamma\right)}\right|^{2}\left(\frac{k_{2}}{\omega_{2}}\right)^{2}=\frac{\left|V_{2}\right|^{2}}{\left(2 V_{\mathrm{ph}}\right)^{2}}
$$

is a dimensionless nonlinearity parameter representing the ratio of the squares of the oscillatory and phase velocities for the pump field $E_{2} \exp \left(-i \omega_{2} t+i k_{2} z\right)$. Expression (12) differs from that derived in [8] by the


Fig. 1. The dispersion law for an electron cyclotron wave under EIT conditions, the hydrodynamic theory. $\xi_{E C}=1 \times$ $10^{-3}$ (solid line) and 0 (dashed line); $Z_{p}=0(\Delta) ; \omega_{p} / \omega_{H}=$ $0.75, \omega_{2} / \omega_{H}=0.2, \gamma / \omega_{H}=2.5 \times 10^{-3}, V_{T} / c=7.5 \times 10^{-3}$.
corrections $3 k_{L}^{2} V_{T}^{2}$, because we took into account thermal motion.

Let us now discuss the dispersion law of the signal wave under EIT conditions for warm plasma. To this end, we represent Eq. (12) as

$$
\begin{gather*}
Z_{p}\left(N_{\mathrm{hyd}}^{2}-N_{0, \mathrm{hyd}}^{2}\right)=-\xi_{E C} \frac{\omega_{2} \omega_{L}^{2}}{Z_{1}} \\
\times\left[1-N_{\mathrm{hyd}}^{2}+\frac{\omega_{p}^{2}}{\omega_{1} \omega_{L}}\left(\frac{2 k_{1}}{k_{2}}-1-\frac{\omega_{1}}{2 \omega_{2}}\right)\right] . \tag{13}
\end{gather*}
$$

Here,

$$
N_{0, \text { hyd }}^{2}=1-\frac{\omega_{p}^{2}}{\omega_{1}\left(\omega_{1}-\omega_{H}+i \gamma\right)}
$$

is the "linear" refractive index of the signal wave in cold magnetoactive plasma (see, e.g., [11]). The quantity $\xi_{E C}$ is a small parameter of the problem: for reasonable pump intensities (of the order of $100 \mathrm{~kW} \mathrm{~cm}{ }^{-2}$ ), $\xi_{E C}$ is $10^{-4}-10^{-6}$. Therefore, the signal-wave dispersion curves defined by Eq. (13) pass either near the linear signal-wave dispersion curve defined by the relation $N_{\text {hyd }}^{2}=N_{0, \text { hyd }}^{2}$ or near the plasma-wave dispersion curve $Z_{p}=0$ (shifted by the pump frequency $\omega_{2}$ and wavenumber $k_{2}$ ). This behavior of the dispersion curves is violated only near the points of intersection of the $N_{\text {hyd }}^{2}=N_{0, \text { hyd }}^{2}$ and $Z_{p}=0$ curves, where the signal-wave dispersion curves pass from one curve to the other. All of these results are confirmed by numerical calculations for relation (13) (see Fig. 1). Figure 2 shows the behavior of the signal-wave absorption line in the EIT frequency range. On the one hand, it follows from these


Fig. 2. The formation of a transparency window within the cyclotron absorption line $\left[\operatorname{Re}\left(k_{1}\right)>0\right]$, the hydrodynamic theory. $\xi_{E C}=1 \times 10^{-3}$ (solid line) and 0 (dashed line). For $\xi_{E C} \neq 0$, only the segment of the curve that corresponds to low absorption is shown. All parameters are the same as those in Fig. 1.
figures that EIT also exists in warm plasma (there is a high group deceleration of the signal wave and the appearance of a transparency region within the cyclotron absorption line). On the other hand, since the plasma wave frequency depends on wave number, the behavior of the dispersion curves in the EIT window significantly differs from that for cold plasma (see [8]). The signal-wave propagation is discussed in detail in Section 4 in terms of the kinetic theory.

## 3. THE KINETIC THEORY

As was noted above, collisionless wave damping is disregarded in the hydrodynamic theory. Therefore, EIT in high-temperature plasma can be properly studied only in terms of the kinetic theory. We consider the propagation of a bichromatic field (1) in plasma. Let us write the kinetic equation for the electron distribution function $f$,

$$
\begin{gather*}
\frac{\partial f}{\partial t}+\mathbf{V} \frac{\partial f}{\partial \mathbf{r}}-\omega_{H}\left[\mathbf{V} \times \mathbf{z}_{0}\right] \frac{\partial f}{\partial \mathbf{V}} \\
-\frac{e}{m}\left(\mathbf{E}+\frac{1}{c}[\mathbf{V} \times \mathbf{B}]\right) \frac{\partial f}{\partial \mathbf{V}}=-\gamma\left(f-f_{0}\right) \tag{14}
\end{gather*}
$$

( $f_{0}$ is the equilibrium distribution function), and the equation that describes the excitation of plasma waves,

$$
\begin{equation*}
\frac{\partial E_{p}}{\partial t}=-4 \pi j_{z}=4 \pi e \int V_{\|} f d^{3} V \tag{15}
\end{equation*}
$$

As above, we assume that inequalities (7a)-(7c) hold. Let us consider the simplified collision integral in Eq. (14). This form of the collision integral allows us to properly pass to the Landau formula with a determining contribution of collisionless damping. In this case, in view of (7a), the collisionless damping decrement for the signal wave is large, while, in view of (7c), the collisionless damping decrement for the pump and plasma
waves is exponentially small; for the parameters of interest, it is much lower than the transport frequency for Coulomb collisions of thermal particles. Thus, it would be reasonable to take $\gamma$ in (14) to be equal to the transport frequency of Coulomb collisions at a given temperature (see, e.g., [12]):

$$
\begin{equation*}
\gamma=\frac{4 \pi e^{4} N_{0} L_{e}}{m^{2} V_{T}^{3}} \tag{16}
\end{equation*}
$$

Here, $L_{e}$ is the Coulomb logarithm. Let us introduce the complex amplitudes of the harmonics of the distribution function $f$ and electric field $E_{p}$ :

$$
\begin{gather*}
f=f_{0}\left(V_{\perp}, V_{\|}\right) \\
+\operatorname{Re}\left\{\sum_{j=1,2} f_{j}\left(V_{\perp}, V_{\|}, \varphi\right) \exp \left(-i \omega_{j} t+i k_{j} z\right)\right. \\
+f_{\|}\left(V_{\perp}, V_{\|}, \varphi\right) \exp \left(-i \omega_{L} t+i k_{L} z\right)  \tag{17}\\
+f_{N}\left(V_{\perp}, V_{\|}, \varphi\right) \\
\left.\times \exp \left[-i\left(\omega_{1}-2 \omega_{2}\right) t+i\left(k_{1}-2 k_{2}\right) z\right]\right\} \\
E_{p}=\operatorname{Re}\left\{E_{\|} \exp \left(-i \omega_{L} t+i k_{L} z\right)\right\}
\end{gather*}
$$

Here, $V_{\|}$and $V_{\perp}$ are the longitudinal and transverse electron velocity components relative to the external magnetic field, and $\varphi$ is the azimuthal angle in the $x y$ plane. Below, we give the $\varphi$ dependence of the $f_{1,2, \|, N}$ components; since these components are periodic in $\varphi$, they can be represented as the Fourier series

$$
\begin{equation*}
f_{1,2, \|, N}=\sum_{n=-\infty}^{\infty} f_{1,2, \|, N}^{(n)} \exp (i n \varphi) \tag{18}
\end{equation*}
$$

Clearly, only the harmonic $f_{1}^{(1)}=\hat{f}_{1}$ for $f_{1}$ gives a nonzero contribution to the nonlinear current at frequency $\omega_{1}$. Next, it follows from the specific form of the shortened equations following from (14) that only the harmonics $f_{2}^{(1)}=\hat{f}_{2}, f_{\|}^{(0)}=\hat{f}_{\|}$, and $f_{N}^{(-1)}=\hat{f}_{N}$ give a nonzero contribution to $f_{1}^{(1)}$. Thus, the expression for $f$ in (17) can be represented as

$$
\begin{gather*}
f=f_{0}\left(V_{\perp}, V_{\|}\right) \\
+\operatorname{Re}\left\{\sum_{j=1,2} \hat{f}_{j}\left(V_{\perp}, V_{\|}\right) \exp \left(-i \omega_{j} t+i k_{j} z+i \varphi\right)\right.  \tag{19}\\
+\hat{f}_{\|}\left(V_{\perp}, V_{\|}\right) \exp \left(-i \omega_{L} t+i k_{L} z\right)+\hat{f}_{N}\left(V_{\perp}, V_{\|}\right) \\
\left.\times \exp \left[-i\left(\omega_{1}-2 \omega_{2}\right) t+i\left(k_{1}-2 k_{2}\right) z-i \varphi\right]\right\} .
\end{gather*}
$$

The system of shortened equations follows from (14)(19). To write it in a more compact form, let us introduce new variables:

$$
\begin{equation*}
\hat{p}_{1,2, N}=\int \hat{f}_{1,2, N} V_{\perp} d^{2} V_{\perp}, \quad \hat{n}=\int \hat{f}_{\|} d^{2} V_{\perp} . \tag{20}
\end{equation*}
$$

Our system then takes the form

$$
\begin{gather*}
-i Z_{1} \hat{p}_{1}=-\frac{e}{m} E_{1}\left(1-\frac{k_{1} V_{\|}}{\omega_{1}}\right) N_{0} \\
+\frac{e}{m} \frac{k_{1}}{\omega_{1}} E_{1} \frac{d}{d V_{\|}} \int V_{\perp}^{2} f_{0} d^{2} V_{\perp} \\
-\frac{e}{2 m} E_{2}\left(1-\frac{k_{2} V_{\|}}{\omega_{2}}\right) \hat{n}+\frac{e}{2 m} \frac{k_{2}}{\omega_{2}} E_{2} \\
\times \frac{d}{d V_{\|}} \int V_{\perp}^{2} f_{\|} d^{2} V_{\perp}+\frac{e}{2 m} E_{\|} \frac{d \hat{p}_{2}}{d V_{\|}}, \\
-i Z_{2} \hat{p}_{2}=-\frac{e}{m} E_{2}\left(1-\frac{k_{2} V_{\|}}{\omega_{2}}\right) N_{0} \\
+\frac{e}{m} \frac{k_{2}}{\omega_{2}} E_{2} \frac{d}{d V_{\|}} \int V_{\perp}^{2} f_{0} d^{2} V_{\perp},  \tag{21}\\
-i Z_{N} \hat{p}_{N}=-\frac{e}{2 m} E_{2}^{*}\left(1-\frac{k_{2} V_{\|}}{\omega_{2}}\right) \hat{n} \\
+\frac{e}{2 m} \frac{k_{2}}{\omega_{2}} E_{2}^{*} \frac{d}{d V_{\|}} \int V_{\perp}^{2} f_{\|} d^{2} V_{\perp}+\frac{e}{2 m} E_{\|} \frac{d \hat{p}_{2}^{*}}{d V_{\|}}, \\
-i Z_{\|} \hat{n}=\frac{e}{m} E_{\|} \frac{d N_{0}}{d V_{\|}}+\frac{e}{2 m} \frac{k_{1}}{\omega_{1}} E_{1} \frac{d \hat{p}_{2}^{*}}{d V_{\|}} \\
+\frac{e}{2 m} \frac{k_{2}}{\omega_{2}} E_{2}^{*} \frac{d \hat{p}_{1}}{d V_{\|}}+\frac{e}{2 m} \frac{k_{2}}{\omega_{2}} E_{2} \frac{d \hat{p}_{N}}{d V_{\|}}, \\
-i \omega_{L} E_{\|}=4 \pi e \int_{-\infty}^{\infty} \hat{n} V_{\|} d V_{\|}
\end{gather*}
$$

Here, we denoted

$$
\begin{gather*}
Z_{1,2}=\omega_{1,2}-\omega_{H}-k_{1,2} V_{\|}+i \gamma, \\
Z_{N}=\omega_{1}-2 \omega_{2}+\omega_{H}-\left(k_{1}-2 k_{2}\right) V_{\|}+i \gamma,  \tag{22}\\
Z_{\|}=\omega_{L}-k_{L} V_{\|}+i \gamma .
\end{gather*}
$$

To solve system (21), we use the following considerations. The amplitude of the electric field $E_{\|}$in a plasma wave is proportional to $F_{\| \mid} / D\left(\omega_{L}, k_{L}\right)$, where $F_{\|}$is the Lorentz force from the wave fields and $D\left(\omega_{L}, k_{L}\right)$ is such that $D\left(\omega_{L}, k_{L}\right)=0$ is the dispersion relation for plasma waves [e.g., $D\left(\omega_{L}, k_{L}\right)$ corresponds to the previously introduced quantity $Z_{p}$ in the hydrodynamic theory]. Since we assume the plasma waves to be effectively excited, $D\left(\omega_{L}, k_{L}\right)$ in our case is a small parameter. Therefore, apart from the linear terms, it would be
appropriate to retain only the terms proportional to $E_{\|}$in the equation for $\hat{p}_{1}$ in (21). This assumption allows us to find a solution to system (21) and to derive an expression for the effective refractive index of the signal wave from it in terms of the kinetic theory [cf. (10) and (11)]:

$$
\begin{gather*}
N_{\mathrm{kin}}^{2}=1-\frac{4 \pi \hat{j}_{1}}{i \omega_{1} E_{1}}, \\
\hat{j}_{1}=-e \int V_{\perp} e^{-i \varphi} f_{1} d^{3} V=-e \int_{-\infty}^{\infty} \hat{p}_{1} d V_{\|} . \tag{23}
\end{gather*}
$$

The final expression for $N_{\text {kin }}^{2}$ is

$$
\begin{equation*}
N_{\text {kin }}^{2}=N_{0, \text { kin }}^{2}-\xi_{E C} \frac{A\left(\omega_{1}, k_{1}\right)}{D\left(\omega_{L}, k_{L}\right)-\xi_{E C} B\left(\omega_{1}, k_{1}\right)} . \tag{24}
\end{equation*}
$$

Here, $N_{0, \text { kin }}^{2}$ is the expression for the "linear" refractive index of the extraordinary wave that follows from the kinetic theory (see, e.g., [11]):

$$
\begin{gather*}
N_{0, \text { kin }}^{2}=1-\frac{\omega_{p}^{2}}{\omega_{1}^{2}} \\
\times \int_{-\infty}^{\infty} \frac{\left(\omega_{1}-k_{1} V_{\|}\right) F_{0}-k_{1} \partial\left(\left\langle V_{\perp}^{2}\right\rangle F_{0}\right) / \partial V_{\|}}{\omega_{1}-\omega_{H}-k_{1} V_{\|}+i \gamma} d V_{\|} ; \tag{25}
\end{gather*}
$$

$D\left(\omega_{L}, k_{L}\right)$ is the "longitudinal" permittivity of magnetoactive plasma [11]:

$$
\begin{equation*}
D\left(\omega_{L}, k_{L}\right)=1+\frac{\omega_{p}^{2}}{\omega_{L}} \int_{-\infty} \frac{\left(\partial F_{0} / \partial V_{\|}\right) V_{\|} d V_{\|}}{\omega_{L}-k_{L} V_{\|}+i \gamma} . \tag{26}
\end{equation*}
$$

The equation $D\left(\omega_{L}, k_{L}\right)=0$ describes the dispersion law of plasma waves, and $A$ and $B$ are functions that do not depend on $\xi_{E C}$ :

$$
\begin{gather*}
A=\frac{\omega_{p}^{2}}{\omega_{1}^{2}}\left[\int_{-\infty}^{\infty} \frac{\omega_{p}^{2}}{\omega_{L} Z_{\|}}\left(\frac{k_{1}}{k_{2}} \frac{\omega_{2}}{Z_{2}^{*}}-\frac{\omega_{1}}{Z_{1}}\right) F_{0} d V_{\|}\right] \\
\times\left[\int_{-\infty}^{\infty} \frac{\left|Z_{2}^{(0)}\right|^{2}}{Z_{1} Z_{\|}}\left(\frac{\omega_{2}}{Z_{2}}-1+\frac{k_{L}}{k_{2}} \frac{\omega_{2}}{Z_{2}} \frac{Z_{1}}{Z_{\|}}\right) F_{0} d V_{\|}\right], \\
B=\int_{-\infty}^{\infty} \frac{\omega_{p}^{2}}{\omega_{L} Z_{\|}} \frac{\left|Z_{2}^{(0)}\right|^{2}}{Z_{1} Z_{2}}  \tag{27}\\
\times\left[\frac{\omega_{2}}{Z_{2}}-1-\left(\frac{3 k_{L}}{k_{2}}-1-\frac{Z_{\|}}{\omega_{2}}\right) \frac{Z_{1} \omega_{2}}{Z_{\|}^{2}}\right] F_{0} d V_{\|},
\end{gather*}
$$

where

$$
F_{0}\left(V_{\|}\right)=N_{0}^{-1} \int f_{0} d^{2} V_{\perp}
$$



Fig. 3. The dispersion law for an electron cyclotron wave under EIT conditions, the kinetic theory. $I_{2}=400$ (a) and
300 (b) $\mathrm{kW} \mathrm{cm}^{-2}$ (solid line), 200 (a), 100 (b) $\mathrm{kW} \mathrm{cm}^{-2}$ (thick dashed line), and 0 (thin dashed line); $\operatorname{Re} D\left(\omega_{L}, k_{L}\right)=$ $0(\Delta)$. Panel (b) shows in more detail a segment of the dispersion curve near the point of its intersection with the linear dispersion curve. $T=30$ (a), 610 (b) $\mathrm{eV} ; N_{0}=10^{13} \mathrm{~cm}^{-3} ; H=$ $35 \mathrm{kG}\left(\omega_{H} / 2 \pi=94 \mathrm{GHz}\right) ; \gamma / \omega_{H}=4.0 \times 10^{-6}(\mathrm{a}), 4.0 \times 10^{-8}(\mathrm{~b}) ;$ $\omega_{2} / \omega_{H}=0.7$ (a), 0.72 (b).
is the unperturbed longitudinal velocity distribution function normalized to unity,

$$
\left\langle V_{\perp}^{2}\right\rangle=\frac{\int f_{0} V_{\perp}^{2} d^{2} V_{\perp}}{\int f_{0} d^{2} V_{\perp}}, \quad Z_{2}^{(0)}=Z_{2}\left(V_{T}=0\right)
$$

In deriving (24), we disregarded small terms of the order of $k V_{T} / \omega$ and $\left(k V_{T} / \omega\right)^{2}$ because of condition (7c). For $\xi_{E C}=0$, the linear expression $N_{0, \text { kin }}^{2}$ for the refractive index clearly follows from (24), while, in the limiting case of cold plasma $\left(F_{0}\left(V_{\|}\right)=\delta\left(V_{\|}\right)\right)$, expression (24) is identical to that for cold plasma from the hydrodynamic theory [expression (12), in which we must set $\left.V_{T}=0\right]$.

## 4. SIGNAL-WAVE PROPAGATION

As was noted above, $\xi_{E C}$ is a small parameter. Consequently, the contribution of the second term on the right-hand side of Eq. (24), which corresponds to the manifestation of EIT, is significant only if $D\left(\omega_{L}, k_{L}\right)$ is small enough. Therefore, the criterion for EIT to take place can be written as

$$
\begin{equation*}
\xi_{E C} \gg \max \left\{\operatorname{Re} D\left(\omega_{L}, k_{L}\right), \operatorname{Im} D\left(\omega_{L}, k_{L}\right)\right\} . \tag{28}
\end{equation*}
$$

This implies that, just as in the hydrodynamic approach, the behavior of the dispersion curves for the signal wave in the EIT region is mainly determined by the dispersion law of plasma waves $\operatorname{Re} D\left(\omega_{L}, k_{L}\right)=0$. This is in contrast to the case of cold plasma [8], where their behavior is unambiguously specified by the parameter $\xi_{E C}$. In general, this result could be predicted based on the theoretical oscillatory treatment of EIT formulated in [8]. In order for EIT to take place, of fundamental importance is the parametric excitation of "damping" oscillations, which in our case satisfy the dispersion relation $\operatorname{Re} D\left(\omega_{L}, k_{L}\right)=0$.

Below, we present the results of our numerical analysis of expression (24); the unperturbed distribution function is assumed to be Maxwellian and isotropic:

$$
\begin{equation*}
f_{0}=(2 \pi)^{-3 / 2} V_{T}^{-3} \exp \left(-\frac{V_{\perp}^{2}+V_{\|}^{2}}{2 V_{T}^{2}}\right) . \tag{29}
\end{equation*}
$$

Figure 3 shows the signal-wave dispersion curves ${ }^{2}$ in the EIT region for various pump intensities $I_{2}$. We see from Fig. 3 that the behavior of the dispersion curves in the EIT region is actually determined by the dispersion law of plasma waves. In particular, the dispersion curves contain segments that correspond to a high group deceleration of the signal wave down to a zero group velocity (which is not possible in a three-level quantum system). In this case, the frequency $\omega_{1}$ and the wavenumber $\operatorname{Re} k_{1}$ that correspond to a zero group velocity are roughly determined by their values at the minimum of the dispersion curves for plasma waves:

$$
\begin{gather*}
\omega_{1}=\omega_{2}+\omega_{p}+O\left(\xi_{E C}\right)  \tag{30}\\
\operatorname{Re} k_{1}=k_{2}+O\left(\xi_{E C}\right)
\end{gather*}
$$

Figure 4 shows the absorption-line profile ${ }^{3}$ for the signal wave under EIT conditions. We see that, as in cold plasma, there is a frequency range where the resonant wave absorption is suppressed, with the absorption minimum roughly corresponding to the point on the dispersion curve with a zero group velocity. Note that the "linear" curves in Figs. 3 and 4 are defined by Eq. (25); i.e., their behavior significantly depends on the electron temperature (for $N_{0, \text { kin }}^{2}$, there is a standard expression $[11,13]$ in terms of the Kramp function).

Let us estimate the characteristic width of the sig-nal-wave transparency band $\Delta \omega$ under EIT conditions.

[^20]For cold plasma, as follows from (12), the wave absorption significantly decreases in the frequency band

$$
\left|\left(\omega_{1}-\omega_{H}\right)\left(\left(\omega_{1}-\omega_{2}\right)^{2}-\omega_{p}^{2}\right)\right| \approx \omega_{p}^{2} \omega_{H} \xi_{E C}
$$

i.e., $\Delta \omega$ can be estimated as

$$
\begin{equation*}
\Delta \omega \sim\left(\omega_{p} \omega_{H} \xi_{E C}\right)^{1 / 2} \tag{31}
\end{equation*}
$$

In the hydrodynamic theory for warm plasma, it follows from (12) that the transparency band width is given by the relation

$$
\left|\left(\omega_{1}-\omega_{H}\right) \operatorname{Re} Z_{p}\right| \approx \omega_{p}^{2} \omega_{H} \xi_{E C}
$$

which leads to the expression

$$
\begin{equation*}
\Delta \omega \sim \max \left\{\left(\omega_{p} \omega_{H} \xi_{E C}\right)^{1 / 2}, \frac{k_{L}^{2} V_{T}^{2}}{\omega_{p}}\right\} \tag{32}
\end{equation*}
$$

Since expressions (24)-(27) for $N_{0, \text { kin }}^{2}$ are complex, a simple analytic expression for $\Delta \omega$ cannot be derived in terms of the kinetic theory. However, numerical calculations indicate that relation (32) is also valid in the kinetic theory. In particular, it follows from this relation that the transparency band width in warm plasma can be significantly larger than that in cold plasma if the plasma temperature is high enough:

$$
\begin{equation*}
\frac{T}{m c^{2}}>\omega_{p}^{2}\left(c k_{L}\right)^{-2}\left(\frac{\omega_{H} \xi_{E C}}{\omega_{p}}\right)^{1 / 2} \tag{33}
\end{equation*}
$$

In this case, the transparency band width ceases to depend on $\xi_{E C}$ altogether (see Fig. 4). Thus, for example, for a pump intensity of $100 \mathrm{~kW} \mathrm{~cm}{ }^{-2}$ and for the remaining parameters corresponding to Fig. 4, the plasma temperature must exceed 150 eV .

The table presents the dependence of basic parameters for the dispersion law and the signal-wave absorption line in the EIT region on pump intensity (the remaining parameters correspond to Fig. 4): the characteristic group velocity ${ }^{4} V_{g r}$, the transparency band width $\Delta \omega$, and the absorption length $L=\left(2 \operatorname{Im} k_{1}\right)^{-1}$ at the minimum of the absorption line. In this case, relations (28) and (33) are assumed to hold. As we see from the table, for a sufficiently wide intensity range, only $L$ changes significantly, while $V_{g r}$ and $\Delta \omega$, which are determined by the structure of the plasma-wave dispersion curve, are constant.

The above estimates of basic parameters for the EIT window allows us to formulate the most pessimistic requirements for the conditions for this effect to take place in plasma. The constraints on the admissible non-

[^21]

Fig. 4. The formation of a transparency window within the cyclotron absorption line $\left[\operatorname{Re}\left(\mathrm{k}_{1}\right)>0\right]$, the kinetic theory. $I_{2}=300 \mathrm{~kW} \mathrm{~cm}{ }^{-2}$ (thick solid line), $100 \mathrm{~kW} \mathrm{~cm}^{-2}$ (thick dashed line), $30 \mathrm{~kW} \mathrm{~cm}{ }^{-2}$ (thin solid line), and 0 (thin dashed line). Panel (b) shows in more detail a portion of the absorption line that corresponds to minimum signal-wave absorption. We see that the wave absorption decreases with increasing pump intensity. All parameters are the same as those in Fig. 3b.
uniformity of the magnetic field $H$ and density $N_{0}$ are given by relation (32):

$$
\begin{equation*}
\delta H, \delta N_{0} \sim \max \left\{\left(\frac{\omega_{H} \xi_{E C}}{\omega_{p}}\right)^{1 / 2}, \frac{k_{L}^{2} V_{T}^{2}}{\omega_{p}^{2}}\right\} \tag{34}
\end{equation*}
$$

Here, $\delta H$ and $\delta N_{0}$ are the relative detunings of $H$ and $N_{0}$, respectively. For a pump intensity of the order of $100 \mathrm{~kW} \mathrm{~cm}^{-2}$ and for temperatures of the order of 1 and $10 \mathrm{keV}, \delta H$ and $\delta N_{0}$ must be no larger than 1 and $5 \%$, respectively. In this case, the characteristic size of the working region must be of the order of one meter, as we

## Table

| $I_{2}, \mathrm{~kW} \mathrm{~cm}^{-2}$ | 300 | 100 | 10 | 0 |
| :--- | ---: | ---: | ---: | :---: |
| $L, \mathrm{~cm}$ | 60 | 15 | 2 | 0.025 |
| $\Delta \omega / \omega_{1}$ |  | - |  |  |
| $\left(\right.$ at $\left.\operatorname{Im} k_{1} / \operatorname{Re} k_{1}=0.1\right)$ |  | $\approx 1 \times 10^{-3}$ |  | - |
| $V_{\mathrm{gr}} / c$ |  | $\approx 3 \times 10^{-3}$ | - |  |

see from the table. However, it may well be that a more detailed EIT theory for an inhomogeneous layer will yield more relaxed constraints.

## CONCLUSION

We have shown that EIT in plasma also exists when thermal electron motion is taken into account: there is a high group deceleration and the formation of a transparency band within the cyclotron absorption line of the signal wave. At the same time, thermal motion was found to significantly change the behavior of the dispersion curves and the signal-wave absorption line. These relationships are mainly determined by the dispersion law of the damping system (plasma waves) and are virtually independent of the pump wave intensity. EIT takes place in an invariable range of frequencies and wavenumbers of the signal wave for arbitrary pump intensities (in our examples, of the order of $10-100 \mathrm{~kW} \mathrm{~cm}^{-2}$ ). At the same time, the corresponding frequency range in cold plasma narrows with decreasing pump intensity.

The possible applications of EIT in ensembles of classical electrons can be associated with its realization in plasma microwave electronic devices (e.g., to compress pulses) or with problems of thermonuclear plasma spectroscopy. However, a generalization of the theory developed here to wave propagation at an arbitrary angle to the magnetic field in inhomogeneous plasma sheets is required for more detailed applications.
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#### Abstract

The influence of the self-consistent electric field of a surface electron layer on the energy spectrum of photoelectrons emitted under the action of a picosecond laser pulse on a metallic target was determined. © 2002 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

Experimental studies of the energy spectrum of photoelectrons formed under the action of picosecond laser pulses on a metallic target revealed the presence of photoelectrons with unexpectedly high energies, up to 600 eV [1]. Similar earlier studies performed using nanosecond laser pulses of the same energy and wavelength gave no evidence of the existence of photoelectrons with energies exceeding 10 eV [2].

The initial theoretical explanations related the appearance of "fast" photoelectrons to the influence of a surface electron cloud formed when laser radiation acted on the surface of a metal [1, 3]. However, the mechanism of the formation of the surface electron cloud was not suggested in these works, and its physical properties were not determined. In particular, the conditions imposed on laser radiation parameters (laser pulse intensity and width) under which the produced electron layer could noticeably influence surface processes were not determined. Accordingly, the obtained theoretical results were purely qualitative in character and were incapable of providing a convincing explanation of the appearance of fast electrons.

In the more recent theoretical work [4], the formation of fast electrons was related to surface polarization of metallic conductor electrons under the action of glancing laser radiation rather than to electronic cloud influence. The main claim in [4] was that phase coherence between the laser electric field and surface electron oscillations inside a metal was established when a glancing laser beam with the required polarization properties passed along the surface of the metal. The necessary condition for the establishment of phase coherence was the requirement of smallness of electron temperature under irradiation conditions (the temperature of electrons had to be of the order of the temperature of the lattice, that is 300 K ).

Note, however, that the phase coherence condition cannot be satisfied in real experiments with picosecond laser pulses. Indeed, even for a Nd laser beam glancing along a metallic surface (at an angle of about $5^{\circ}$ in real experiments [1]), we cannot ignore heating of electrons inside the metal in a layer of thickness of the order of laser radiation wavelength $\left(\lambda=1.06 \times 10^{-4} \mathrm{~cm}\right.$, that is, heating depth of about $10^{4}$ lattice layers). The gap between the temperature of electrons and the temperature of the lattice under Nd laser pulses of an $I \sim$ $10^{10} \mathrm{~W} / \mathrm{cm}^{2}$ intensity reaches values of about $10^{5} \mathrm{~K}$ [5], which violates the phase coherence condition.

In this work, the appearance of fast photoelectrons under picosecond laser actions on a metallic target is related to the influence of the electric field formed under certain conditions in a surface electron layer on separate photoelectrons [6].

## 2. SURFACE ELECTRON LAYER

The main reason for the formation of a surface electron layer under the action of ultranarrow laser pulses on a metallic target is a substantial (of the order of 1 eV ) gap between the temperature of the electronic component and the temperature of the lattice [5]. This causes a sharp increase in thermoemission current and the formation of a fairly extended volume negative charge region near the surface.

The double electric layer is known to exist near the surface of a metal also under the conditions of thermodynamic equilibrium between the electronic and lattice subsystems. The electron gas is then degenerate, and the concentration of electrons decreases at a very high rate as the distance from the surface increases,

$$
n_{e} \propto z^{-2} \exp (-\beta z)
$$

where $\beta^{-1}$ is a value of the order of the mean interelectronic distance in the metal [7]. The surface layer of
degenerate electrons can therefore be considered arbitrarily thin, and its influence on laser beam penetration inside the metal can be ignored. The degree of degeneracy, however, decreases at a high rate as the concentration of electrons lowers, and electrons experience the transition to the classical state when the Fermi energy $E_{F}\left(n_{e}\right)$ becomes of the order of $k T$. A further decrease in the concentration of electrons follows a much smoother law [6],

$$
\begin{equation*}
n_{e}(z)=n_{0}\left(1+\frac{z}{\sqrt{2} L_{d}}\right)^{-2} \tag{1}
\end{equation*}
$$

where

$$
L_{d}=\left(\varepsilon_{0} k T / e^{2} n_{0}\right)^{1 / 2}
$$

is the Debye screening length and $n_{0}$ is the concentration boundary determined from the degeneracy condition

$$
E_{F}\left(n_{0}\right) \approx k T
$$

that is,

$$
n_{0} \propto T^{3 / 2}
$$

It follows that the dimensions of the surface electron layer region, where the concentration decreases according to (1), increase as the temperature of electrons rises. Simultaneously, concentration boundary $n_{0}$ also increases, and, at temperatures of the order of $E_{F}$, all electrons in the surface electron layer experience the transition to the classical state. Their distribution then obeys (1), and $n_{0}$ becomes of the order of the concentration of electrons in the metal. It follows that intense nonequilibrium heating of the electronic component of a metal can cause the formation of a fairly extended layer of electrons with a high concentration near the surface.

The formation of a surface electron layer whose electrophysical characteristics enable it to substantially influence near-surface processes under the action of ultranarrow laser pulses is only possible within limited laser pulse intensity $I_{e m}$ and width $\tau_{p}$ intervals,

$$
I_{e m}^{\min } \leq I_{e m} \leq I_{e m}^{\max }, \quad \tau_{p}^{\min } \leq \tau_{p} \leq \tau_{p}^{\max }
$$

The $I_{e m}^{\mathrm{min}}$ lower intensity boundary is determined from the condition that a fairly effective gap between the $T_{e}$ electronic component temperature and the $T_{l}$ lattice temperature should be attained during a pulse,

$$
\Delta T=T_{e}-T_{l} \approx T_{F} \sim 10^{4}-10^{5} \mathrm{~K}
$$

where $T_{F}$ is the temperature of the degenerate electronic subsystem; that is (see [8]),

$$
I_{e m}^{\min } \approx \alpha_{l} l \Delta T
$$

where $\alpha_{l} \sim 10^{10} \mathrm{~W} / \mathrm{cm}^{3} \mathrm{~K}$ ) is the energy exchange rate between the electronic and lattice subsystems and $l$ is the depth of the metal layer heated during a pulse, $l \sim$ $\max \left[\delta, \sqrt{\chi \tau_{p}}\right]$ ( $\delta$ is the skin depth, and $\chi$ is the electron thermal diffusivity). Picosecond pulses are characterized by $l \sim 10^{-5} \mathrm{~cm}$, that is, $I_{e m}^{\mathrm{min}} \sim 10^{9} \mathrm{~W} / \mathrm{cm}^{2}$.

According to [5], when picosecond laser pulses of intensity $I_{e m} \sim 3 \times 10^{9} \mathrm{~W} / \mathrm{cm}^{2}$ act on the surface of typical metals, two competing processes of electron escape from the surface, namely, thermoemission and photoemission, have the same order of magnitude. We can therefore expect that the collective thermoemission process should most noticeably influence the one-particle photoemission process under these conditions. Thermoemission begins to predominate over photoemission as the intensity of radiation increases; that is, because of thermoemission, the formation of the surface electron layer at the specified radiation intensities occurs in time

$$
\tau_{s} \approx L_{d} / V_{T} \sim 10^{-14}-10^{-13} \mathrm{~s}
$$

Here, $v_{T}$ is the thermal velocity of electrons [6]. Note in addition that the character of thermoemission is then substantially different from that of thermoemission from an electrode in a closed circuit, because thermoemission that we are considering occurs from an insulated metallic surface, on which an uncompensated positive charge remains, and a volume negative charge is formed near the surface, which in turn influences the thermoemission current. This considerably complicates the description of the formation of the surface electron layer. Nevertheless, the time $\tau_{s}$ of formation of the spatial distribution is much shorter than the picosecond laser pulse width $\tau_{p}$. The spatial distribution of the surface electron layer can therefore be considered stationary with the corresponding layer temperature virtually over the whole pulse width.

The upper intensity boundary $I_{e m}^{\max }$ corresponds to the prethreshold region of the beginning of melting and ablation of the target material. Such processes are observed when the density of the energy accumulated in the electronic subsystem under the action of an ultranarrow laser pulse exceeds a certain threshold,

$$
I_{e m}^{\max } \tau_{p} \leq F_{a b l}
$$

where the threshold energy density of laser ablation $F_{a b l} \approx 0.2-0.5 \mathrm{~J} / \mathrm{cm}^{2}[9,10]$; that is, at a $\tau_{p} \sim 1 \mathrm{ps}$ pulse width, we have $I_{e m}^{\max } \sim 10^{12} \mathrm{~W} / \mathrm{cm}^{2}$.

The limitations imposed on the width of laser pulses $\tau_{p}$ are determined from the conditions

$$
\tau_{p}^{\min } \geq \tau_{s}
$$

where $\tau_{s} \sim 10^{-13} \mathrm{~s}$ is the time of formation of the surface electron layer with a nondegenerate electronic component, and

$$
\tau_{p}^{\max } \leq \tau_{e l}
$$

where $\tau_{e l}$ is the characteristic time of energy transfer from electrons to the lattice. The second condition guarantees that the lattice is not heated during a laser pulse and the pulse width is insufficient for creating conditions of developed vaporization of the target material, when the role played by the surface electron layer loses significance.

To summarize, it follows from the results described above that the surface electron layer can exert substantial influence on surface processes within limited laser pulse intensity and width ranges, which are, however, fairly important for technical applications, namely, $10^{10} \mathrm{~W} / \mathrm{cm}^{2} \leq I_{e m} \leq 10^{12} \mathrm{~W} / \mathrm{cm}^{2}$ and $10^{-13} \leq \tau_{p} \leq 10^{-11} \mathrm{~s}$, respectively.

## 3. THE ENERGY SPECTRUM OF FAST PHOTOELECTRONS IN THE ELECTRIC FIELD OF THE SURFACE ELECTRON LAYER

As in [11], the self-consistent electric field of the surface electron layer $E_{z}$ created by the positive charge of the conductor and electrons under surface irradiation by picosecond laser pulses was found by solving the set of equations that described electronic component temperature variations with time and electron layer formation. The ionization of the neutral gas taken into account in [11] could, however, be ignored at pressures and picosecond laser pulse intensities under consideration (of about 1 atm and $\sim 10^{10} \mathrm{~W} / \mathrm{cm}^{2}$, respectively).

Let us turn to the system of equations that describe surface electron layer formation near the surface of a condensed substance. First consider the heat equation. At $z<0$ (a conducting condensed substance), we have

$$
\begin{equation*}
C_{m} \frac{\partial T_{e}}{\partial t}=\frac{\partial}{\partial z}\left[\chi_{m} \frac{\partial T_{e}}{\partial z}\right]-\alpha\left(T_{e}-T_{l}\right)+q(z, t) . \tag{2}
\end{equation*}
$$

Here, $C_{m}$ and $\chi_{m}$ are the heat capacity and the heat conductivity of the conducting condensed substance, respectively, and $\alpha$ is the coefficient of heat exchange between electrons and the lattice, which is virtually independent of the temperature of electrons [12],

$$
\alpha=\frac{\pi^{2}}{6} \frac{m c_{s}^{2} v_{\mathrm{eff}} n_{m}}{T_{l}}
$$

where $v_{\text {eff }}=v_{\text {eff }}\left(T_{l}\right)$ and $c_{s}$ is the velocity of sound in the conducting condensed substance. For typical metals with $n_{m} \sim 10^{22} \mathrm{~cm}^{-3}$, we have $\alpha \sim 10^{10} \mathrm{~W} /\left(\mathrm{cm}^{3} \mathrm{~K}\right)$. The heat capacity and heat conductivity of the condensed
substance were approximated by the asymptotic equations [12]

$$
\begin{gathered}
C_{m}= \begin{cases}\frac{\pi^{2}}{2} n_{m} k\left(\frac{k T_{e}}{E_{F}}\right), & k T_{e} \ll E_{F}, \\
\frac{3}{2} n_{m} k, & k T_{e} \geq E_{F},\end{cases} \\
\chi_{m}= \begin{cases}\chi_{m 0} \frac{T_{e}}{T_{l}}, & k T_{e} \ll E_{F}, \\
\frac{1}{2} n_{m} k \frac{\bar{v}_{e}^{2}}{v_{\mathrm{eff}}}, & k T_{e} \geq E_{F},\end{cases}
\end{gathered}
$$

where $\bar{v}_{e}$ is the mean thermal velocity of electrons and $\chi_{m 0}$ is the equilibrium thermal conductivity coefficient of the condensed conducting substance at initial temperature $T_{0}$. The $q(z, t)$ volume energy release function has the form

$$
q(z, t)=\kappa_{r} \kappa_{i} k_{0} \varepsilon_{0} c\left|E_{0}\right|^{2} \exp \left(2 k_{0} \kappa_{i} z\right)
$$

where $\kappa_{r}$ and $\kappa_{i}$ are the refractive indexes of the condensed conducting substance and $E_{0}$ is the amplitude of the wave field at $z=0$.

The heat equation for a gas $(z>0)$ has the form

$$
\begin{gather*}
\frac{3}{2} k \frac{\partial T_{e}}{\partial t}=\frac{1}{n_{e}} \frac{\partial}{\partial z}\left[\chi_{e} \frac{\partial T_{e}}{\partial z}\right]-\frac{3 m}{M} k\left(T_{e}-T_{a}\right) v_{e} \\
+\frac{e^{2}|E|^{2} v_{e}}{2 m\left(\omega^{2}+v_{e}^{2}\right)}, \tag{3}
\end{gather*}
$$

where $M$ is the atomic weight of the gas (in $m$ units), $\nu_{e}=\sigma_{a} n_{a} \bar{v}_{e}$ is the frequency of electronic collisions in the gas, and $\sigma_{a}=\sigma_{a}\left(\bar{v}_{e}\right)$ is the transport cross section of electron scattering by atoms. The $\sigma_{a}\left(\bar{v}_{e}\right)$ dependence is well known for rare gases. We used the data from [13] in our calculations.

The equations describing variations in lattice temperature $T_{l}$ and in the $T_{a}$ temperature of the heavy gas component (atoms) have the form

$$
\begin{gathered}
C_{l} \frac{\partial T_{l}}{\partial t}=\alpha\left(T_{e}-T_{l}\right), \\
\frac{\partial T_{a}}{\partial t}=\frac{2 m}{M} \frac{n_{e}}{n_{a}} v_{e a}\left(T_{e}-T_{a}\right),
\end{gathered}
$$

where $C_{l}$ is the heat capacity of the lattice:

$$
C_{l} \approx 3 n_{l} k
$$

Problem conditions correspond to very fast processes ( $t \ll \tau_{l} \sim 10^{-10} \mathrm{~s}$ ), and, according to the equations given

Table 1

$$
\begin{array}{l|l|l}
\hline I_{e m}^{(1)}=0.3 \times 10^{10} \mathrm{~W} / \mathrm{cm}^{2} & I_{e m}^{(2)}=10^{10} \mathrm{~W} / \mathrm{cm}^{2} & I_{e m}^{(3)}=3 \times 10^{10} \mathrm{~W} / \mathrm{cm}^{2} \\
T_{1}=4.6 \times 10^{4} \mathrm{~K} & T_{1}=7.5 \times 10^{4} \mathrm{~K} & T_{3}=11.3 \times 10^{4} \mathrm{~K} \\
n_{0}^{(1)}=3.8 \times 10^{17} \mathrm{~cm}^{-3} & n_{0}^{(2)}=2.2 \times 10^{19} \mathrm{~cm}^{-3} & n_{0}^{(3)}=6 \times 10^{19} \mathrm{~cm}^{-3} \\
E_{1}=1.3 \times 10^{7} \mathrm{~V} / \mathrm{cm} & E_{2}=1.6 \times 10^{7} \mathrm{~V} / \mathrm{cm} & E_{3}=1.8 \times 10^{7} \mathrm{~V} / \mathrm{cm} \\
\hline
\end{array}
$$

above, the temperatures of the lattice and the heavy gas component change very insignificantly during such time intervals. For instance, even at the mean electron temperature $T_{e} \sim 10 \mathrm{eV}$, the temperature of the lattice changes by a value of the order of $10^{2} \mathrm{~K}$ in time $t \sim$ $10^{-13} \mathrm{~s}$. For this reason, we assumed in our calculations that $T_{l}=T_{a}=T_{0}$.

The boundary conditions for (2) and (3) have the form

$$
\begin{align*}
& \frac{\partial T_{e}}{\partial z}=0, \quad z=-l_{m}, l_{a} \\
& {\left[\chi \frac{\partial T_{e}}{\partial z}\right]=0, \quad z=0} \tag{4}
\end{align*}
$$

where $l_{m}$ and $l_{a}$ are the boundaries of the region under consideration in the condensed conducting substance and gas, respectively (formally, $l_{m}, l_{a} \longrightarrow \infty$ ).

Next, consider the equations that describe the kinetics of surface electron layer formation. The continuity equation for the concentration of electrons should be solved simultaneously with the Maxwell equations in the $z<0$ and $z>0$ regions. It is, however, sufficient to consider the continuity equation in the $z>0$ region rather than in the whole space. The boundary condition at $z=0$ should then correspond to distributions (1) of surface electron layer electrons as functions of temperature (see above),

$$
\left.n_{e}\right|_{z=0}=n_{0}
$$

where $n_{0}$ is the boundary concentration of the surface electron layer at a given time moment (note that surface electron layer electrons form an ideal Coulomb system at $T \geq 4-5 \mathrm{eV})$. There is sufficient time for the concentration profile of the surface electron layer near the surface to keep track of temperature variations, because the characteristic time of the formation of this layer is about $\omega_{p}^{-1}$.

## Table 2

| $L_{s}^{1}=2.2 \times 10^{-5} \mathrm{~cm}$ | $L_{s}^{2}=10^{-6} \mathrm{~cm}$ | $L_{s}^{3}=8.5 \times 10^{-7} \mathrm{~cm}$ |
| :--- | :--- | :--- |
| $W_{e}^{1}=191 \mathrm{eV}$ | $W_{e}^{2}=46 \mathrm{eV}$ | $W_{e}^{3}=98 \mathrm{eV}$ |

Consider the continuity equation for the electronic component,

$$
\begin{equation*}
\frac{\partial n_{e}}{\partial t}=\frac{\partial}{\partial z}\left[D_{e} \frac{\partial n_{e}}{\partial z}+\mu_{e} E_{z} n_{e}\right] \tag{5}
\end{equation*}
$$

where $D_{e}$ and $\mu_{e}$ are the diffusion and mobility coefficients defined as

$$
\mu_{e}=\frac{e}{m_{e} v_{e}}, D_{e}=\frac{\bar{v}_{e}^{2}}{3 v_{e}}
$$

The boundary conditions for (5) have the form

$$
\begin{gather*}
z=0: n_{e}=n_{0} \\
z=l_{a}: D_{e} \frac{\partial n_{e}}{\partial z}+\mu_{e} E_{z} n_{e}=0 \tag{6}
\end{gather*}
$$

The initial condition for $n_{e}$ corresponds to the distribution of surface layer electrons at the initial temperature $T_{0}$. The distribution of the longitudinal electric field $E_{z}$ is found from the equation

$$
\begin{equation*}
\frac{\partial E_{z}}{\partial z}=-\frac{e n_{e}}{\varepsilon_{0}} \tag{7}
\end{equation*}
$$

The boundary condition that corresponds to this equation at each time step has the form

$$
\left.E_{z}\right|_{z=0}=\frac{e}{\varepsilon_{0}} \int_{0}^{l_{a}} n_{e} d z
$$

The results obtained in calculating the electrophysical parameters of the surface electron layer near the surface of a metallic target are listed in Table 1 as a function of the intensity of the picosecond laser pulse polarized along the surface of the target $\left(T_{1,2,3}\right.$ and $n_{0}$ are the temperature and the concentration of electrons, respectively, and $E_{1,2,3}$ is the self-consistent electric field in the surface electron layer directed normally to the surface of the target). Taking into account the Coulomb character of collisions between surface electron layer electrons, we can use the data given in Table 1 to determine the free path of electrons $L_{s}$ and the energy $W_{e}$ accumulated along the free path. These data are listed in Table 2.

The energy accumulated by a separate photoelectron in the electric field of the surface electron layer should be determined taking into account the special

(a) Maximum energy of fast photoelectrons and (b) probability of the appearance of electrons with a given energy as functions of the intensity of picosecond laser pulses $\left(I_{e m}^{(1)}=0.3 \times 10^{10} \mathrm{~W} / \mathrm{cm}^{2}, I_{e m}^{(2)}=1.1 \times 10^{10} \mathrm{~W} / \mathrm{cm}^{2}\right.$, $\left.I_{e m}^{(3)}=3 \times 10^{10} \mathrm{~W} / \mathrm{cm}^{2}\right)$.
features of the spatial profile of the surface layer in the direction normal to the surface of the target (axis $z$ ). The concentration distribution of surface thermal electrons can conventionally be divided into two main regions. The first one (region 1) is the near-wall region whose size is close to the $L_{D}$ Debye length. The major part of surface layer electrons are concentrated in this region. Note, however, that our problem has planar symmetry, and the electric field decreases fairly slowly within this layer. According to (1) and (7), electric field $E_{z}$ is inversely proportional to $z$ with scale $L_{D}$. It follows that the electric field of the positively charged surface of a conductor passes a plane Debye layer, within which it decreases insignificantly (approximately by a factor of 2), and passes into a relatively rarefied region outside the Debye layer, whose characteristic size is of the order of several times the free path $L_{s}$. This is region 2 . It follows that a separate photoelectron can accumulate substantial energy in region 2 over a free path distance along the line of the electric field. After elastic reflection from region 1 with a change in the velocity direction, this electron can escape the near-wall region at a small angle with respect to the surface of the conductor with a complete store of accumulated energy. The probability of such an elementary event can be estimated at $L_{D} / L_{s}$.

## 4. CONCLUSION

The following conclusions can be drawn from a comparison of the numerical calculation results with the data of real experiments [1,2].
(1) Fast photoelectrons were not emitted under the action of nanosecond ( $\tau_{p}=27 \mathrm{~ns}$ ) Nd laser pulses of energy $W_{p}=0.05 \mathrm{~J}$ [2] because the surface electron layer was not formed under these conditions. Accordingly, there was no electric field capable of "heating" photoelectrons to substantial energies.
(2) The experimental data on the action of picosecond ( $\tau_{p}=8 \mathrm{ps}$ ) Nd laser pulses with intensities of $1.3 \times$ $10^{10}$ to $2.5 \times 10^{10} \mathrm{~W} / \mathrm{cm}^{2}$ showed that photoelectrons formed under these conditions had maximum energies of 100 to 600 eV [1]. These data were fairly well explained by numerical calculations of the influence of the electric field of a surface electron layer on separate photoelectrons; such a layer is formed at the specified laser radiation parameters, as is well seen from the figure.

## ACKNOWLEDGMENTS

The authors thank A.A. Rukhadze for interest in this work and support.

## REFERENCES

1. G. Farkas and C. Toth, Phys. Rev. A 41, 4123 (1990).
2. E. M. Logothetis and P. L. Hartman, Phys. Rev. 187, 460 (1969).
3. G. Petite, P. Agostini, R. Trainham, et al., Phys. Rev. B 45, 12210 (1992).
4. S. Varro and F. Ehlotzky, Phys. Rev. A 57, 663 (1998).
5. S. I. Anisimov, B. L. Kapeliovich, and T. L. Perel'man, Zh. Éksp. Teor. Fiz. 66, 776 (1974) [Sov. Phys. JETP 39, 375 (1974)].
6. A. V. Ivlev, K. B. Pavlov, and M. A. Yakovlev, Zh. Tekh. Fiz. 64 (9), 50 (1994) [Tech. Phys. 39, 888 (1994)].
7. A. K. Gupta and K. S. Singwi, Phys. Rev. B 15, 1801 (1977).
8. S. I. Anisimov and B. Retfel'd, Izv. Akad. Nauk, Ser. Fiz. 61, 1642 (1997).
9. Yu. V. Afanas'ev, N. N. Demchenko, I. N. Zavestkovskaya, et al., Izv. Akad. Nauk, Ser. Fiz. 63, 667 (1999).
10. D. Riley, A. J. Langley, P. F. Taday, et al., J. Phys. D 31, 515 (1998).
11. A. V. Ivlev, M. A. Yakovlev, and A. N. Bordenyuk, Zh. Tekh. Fiz. 68 (8), 42 (1998) [Tech. Phys. 43, 921 (1998)].
12. S. I. Anisimov, B. I. Makshantsev, and A. V. Barsukov, Opt. Acoust. Rev. 1, 251 (1990).
13. L. J. Kieffer, At. Data 2 (4), 293 (1971).

Translated by V. Sipachev

# A Liquid-Liquid Phase Transition in the "Collapsing" Hard Sphere System" 

V. N. Ryzhov ${ }^{\text {a, } *}$ and S. M. Stishov ${ }^{\text {a, }}$ b<br>${ }^{a}$ Institute for High Pressure Physics, Russian Academy of Sciences, Troitsk, Moscow oblast, 142190 Russia<br>${ }^{b}$ Los Alamos National Laboratory, Los Alamos, NM 87545, USA<br>*e-mail: ryzhov@hppi.troitsk.ru<br>Received May 6, 2002


#### Abstract

A liquid-liquid phase transition is discovered in a system of collapsing hard spheres using the thermodynamic perturbation theory. This is the first evidence in favor of the existence of that kind of phase transition in systems with purely repulsive and isotropic interactions. © 2002 MAIK "Nauka/Interperiodica".


It has been known for many years that the system of hard spheres only experiences a phase transition at a high density, when $\sigma \approx l$, where $l$ is the hard sphere diameter and $l=(V / N)^{1 / 3}$ is the average interparticle distance ( $V$ is the system volume and $N$ is the number of particles). This transition corresponds to the ordering of the centers of gravity of the particles and can be called an order-disorder transition, or crystallization. In case of hard particles of different shapes such as hard rods, ellipses, and discs, a number of orientational phase transitions can occur in accordance with a hierarchy of characteristic lengths defined by particle shapes. A new situation arises when an extra interaction of a finite amplitude $\varepsilon$ is added to the system of hard particles. As known from the van der Waals theory, a negative value of $\varepsilon$ inevitably causes an instability of the system in a certain range of densities and generally leads to a firstorder phase transition with no symmetry change (the order parameter characterizing this transition is simply the density difference of the coexisting phases, $\Delta \rho=\rho_{1}$ $-\rho_{2}$ ). This situation is almost universal and independent of the interaction length.

Much less is known about the case where the interaction parameter $\varepsilon$ has a positive value. The simplest example of an interaction of that kind is the so-called repulsive step potential (Fig. 1):

$$
\Phi(r)= \begin{cases}\infty, & r \leq \sigma  \tag{1}\\ \varepsilon, & \sigma<r \leq \sigma_{1} \\ 0, & r>\sigma_{1}\end{cases}
$$

In what follows, the system of particles interacting via potential (1) is called the system of "collapsing" hard spheres [1]. Systems of this type are studied in relation to anomalous melting curves, isostructural phase transitions, transformations in colloid systems, etc. (see,

[^22]e.g., [2-5]). A general conclusion derived from numerous studies of the system is that the repulsive interaction of finite amplitude and length results in the melting curve anomaly and the isostructural solid-solid phase transition. The latter is a first-order phase transition and can end in a critical point, because there is no symmetry change across the phase transition line. The existence of a phase transition of that type is a direct consequence of the form of the interparticle interaction, and we see no particular reason why it cannot occur in a fluid phase.


Fig. 1. (a) The hard-sphere potential with the hard-sphere diameter $\sigma_{1}$. (b) The repulsive step potential; $\sigma$ is the hardcore diameter, $\sigma_{1}$ is the soft-core diameter, and $\varepsilon$ is the height of the repulsive step.

Despite the growing interest in the possible polymorphic phase transitions in liquids and glasses (see, e.g., [6] for recent reviews), the nature of different phases that can be found in dense (and possibly metastable) liquids is still puzzling. In recent years, experimental evidence of such features of the phase diagram as liquid-liquid transitions and polymorphism appeared for a wide range of systems including water, Si, I, Se, S, C, P, etc. [6]. The complexity of the phase diagrams in these substances may result from complex interactions depending on the intermolecular orientations. At the same time, exploring the possibility that simple fluids interacting through isotropic potentials may exhibit a similar behavior represents a serious challenge for theorists.

The possibility of the existence of a liquid-liquid phase transition drastically depends on the shape of the interparticle potential. After the pioneering work by Hemmer and Stell [2], much attention has been paid to investigating the properties of the systems with the socalled core-softened potentials-the potentials that have a negative curvature region in their repulsive core. It has been shown that, depending on the parameters of the potentials, waterlike thermodynamic anomalies and the second critical point can be observed in this system [6-10]. It is widely believed, however (see, e.g., [7, 8]), that the existence of a fluid-fluid transition must be related to the attractive part of the potential. In this paper, we show that the purely repulsive step potential in Eq. (1) is sufficient to explain a liquid-liquid phase transition and the anomalous behavior of the thermal expansion coefficient.

We apply the second-order thermodynamic perturbation theory for fluids to this problem. The soft core of potential (1) (Fig. 1b) is treated as a perturbation with respect to the hard sphere potential (Fig. 1a). In this case, the free energy of the system can be written as [11, 12]

$$
\begin{gather*}
\frac{F-F_{H S}}{N k_{B} T}=\frac{1}{2} \rho \beta \int u_{1}(r) g_{H S}(r) d \mathbf{r} \\
-\frac{1}{4} \rho \beta^{2}\left[k_{B} T\left(\frac{\partial \rho}{\partial P}\right)_{0}\right]\left[\left[u_{1}(r)\right]^{2} g_{H S}(r) d \mathbf{r},\right. \tag{2}
\end{gather*}
$$

where $\rho=V / N$ is the mean number density, $\beta=1 / k_{B} T$, $u_{1}(r)$ is the perturbation part of the potential $u_{1}(r)=$ $\Phi(r)-\Phi_{H S}(r), \Phi_{H S}(r)$ is the hard sphere singular potential, and $g_{H S}(r)$ is the hard sphere radial distribution function, which is taken in the Percus-Yevick approximation [13]. In the same approximation, the compressibility can be written as [12]

$$
\begin{equation*}
k_{B} T\left(\frac{\partial \rho}{\partial P}\right)_{0}=\frac{(1-\eta)^{4}}{(1+2 \eta)^{2}} \tag{3}
\end{equation*}
$$

We note that the actual small parameter in expansion (2) is the ratio $\varepsilon /\left(k_{B} T\right)$, and therefore, the perturbation scheme used in this paper works very well at high


Fig. 2. Compression isotherms of the collapsing sphere system at various temperatures.


Fig. 3. The thermal expansion coefficient $\alpha_{P}$ as a function of temperature for two values of specific volume $V_{1}=0.85$ and $V_{2}=1.25, V_{1}<V_{c}<V_{2}$.
temperatures and gives quantitative agreement with computer simulations for intermediate temperatures and sufficiently high densities [11, 12]. We believe that, in the range of temperatures and densities considered in this paper, Eq. (2) gives correct results at least qualitatively.

To calculate $F_{H S}$, we can use, e.g., the approximate equation [12]

$$
\begin{equation*}
\frac{F_{H S}}{k_{B} T N}=3 \ln \lambda-1+\ln \rho+\frac{4 \eta-3 \eta^{2}}{(1-\eta)^{2}}, \tag{4}
\end{equation*}
$$

where $\lambda=h /\left(2 \pi m k_{B} T\right)^{1 / 2}$ and $\eta=\pi \rho \sigma^{3} / 6$. In what follows, we use the reduced quantities $\tilde{P}=P \sigma^{3} / \varepsilon, \tilde{V}=$ $V / N \sigma^{3}=1 / \tilde{\rho}$, and $\tilde{T}=k_{B} T / \varepsilon$, omitting the tildas.

The results of the calculations are demonstrated in Figs. 2 and 3. In Fig. 2, a family of pressure isotherms


Fig. 4. Phase diagram of the liquid-liquid phase transition for different values of $\sigma_{1} / \sigma$.
is shown for the system with $\sigma_{1} / \sigma=1.5$. The van der Waals loops in the isotherms are clearly seen at low temperatures, indicating the existence of a first-order liquid-liquid phase transition. A critical point is found at $T_{c} \approx 0.21$ and $V_{c} \approx 1.015$.

An interesting and unusual feature of the isotherms in Fig. 2 is their intersection in the low-density region. This behavior implies a negative value of the thermal expansion coefficient in a certain region of density and temperature. Most liquids contract upon cooling. But this is not the case for the most important liquid on Earth, water. It is well known that the specific volume of water increases when cooled below $T=4 C$. The existence of this anomaly can be related to the hypothetical liquid-liquid phase transition in supercooled water [14, 15]. This anomaly is not restricted to water but is also present in other liquids [16].

In Fig. 3, the thermal expansion coefficient $\alpha_{P}=$ $V^{-1}(\partial V / \partial T)_{P}$ is shown as a function of the temperature for two values of specific volume $V_{1}=0.85$ and $V_{2}=$ 1.25 , corresponding to high-density and low-density liquids, respectively. We can see that for the low-density liquid, there is a range of negative values of $\alpha_{P}$ below the critical temperature. The appearance of the negative thermal expansion coefficient can easily be understood for repulsive step potential (1). At low temperatures and densities, the particles do not penetrate the soft core of the potential. As the temperature increases, the particles can penetrate the soft core, and the average distance between particles can therefore decrease, resulting in the anomalous behavior of $\alpha_{P}$. At high densities, this process is less pronounced because most of the particles are inside the soft core due to the external contraction. It must be noted that Stillinger and collaborators also found a negative thermal expansion coefficient $\alpha_{P}<0$ for a purely repulsive Gaussian
potential [17, 18], but without a liquid-liquid transition.

Using the Maxwell construction, we were able to calculate the equilibrium lines of the liquid-liquid phase transitions at different values of $\sigma_{1} / \sigma$ (Fig. 4). We cannot extend the transition lines to zero temperature because of the limitations of the perturbative approach. We can see from Fig. 4 that the critical temperature decreases as the ratio $\sigma_{1} / \sigma$ increases and the slope of the transition curves drastically changes with changes in the ratio $\sigma_{1} / \sigma$ and the temperature. The decrease in the critical temperature may suggest that the transition ceases to exist at high values of the ratio $\sigma_{1} / \sigma$. This is not surprising because, for a long-range interaction, perturbation energy can be treated in the mean-field approximation. The perturbation energy is then a positive monotonic function of the volume ( $\delta F \propto 1 / V$ ) and cannot provide any grounds for the existence of a phase transition. In accordance with the Clausius-Clapeyron equation $d T / d P=\Delta V / \Delta S$ (where $\Delta V$ and $\Delta S$ are the variations of volume and entropy at the transition), the change in the slope of the transition line implies that the entropy jump at the transition changes its sign for different values of the ratio $\sigma_{1} / \sigma$ and the temperature. This behavior of the entropy change can possibly be understood in terms of the entropy of mixing, implying that two states of particles in the system can be considered as two different species.

The liquid-liquid transition line found most probably lies below the melting curve and can be observed only in the metastable liquid state, as was discovered in supercooled water [14, 15]. On the other hand, the liq-uid-liquid transition can be observed in stable liquids in some cases [6, 19, 20]. It must be noted that computer simulations also show [8] that, for some choices of the parameters of the potential (and in the presence of the attractive part of the potential), a liquid-liquid phase transition can occur in the stable range of the phase diagram.

We note that a second phase transition corresponding to the liquid-gas transformation can be expected when an attractive tail is appended to the repulsive step potential, as was observed in the molecular dynamic simulations [9, 10]. We performed the corresponding calculations using the second-order perturbation scheme with the parameters of the core-softened potential proposed by Stanley and coauthors [9, 10] and found a second phase transition and a second critical point. That may be viewed as some sort of justification of our approach to phase transformations in liquids.

Finally, for the first time, we found essential evidence for a first-order phase transition in the liquid state of the system of collapsing hard spheres.
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#### Abstract

We theoretically study a single disclination motion in a thin free-standing liquid crystalline film. Backflow effects and the own dynamics of the orientational degree of freedom (bond or director angle) are taken into account. We find the orientation field and the hydrodynamic velocity distribution around the moving disclination, which allows us to relate the disclination velocity to the angle gradient far from the disclination. Different cases are examined depending on the ratio of the rotational and shear viscosity coefficients. © 2002 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The physics of thin liquid-crystalline films has been a recurrent hot topic during the past decade because of their intriguing physical properties and a wide range of applications in display devices, sensors, and for many other purposes. Hexatic, nematic, and smectic- $C$ liq-uid-crystalline films belong to two-dimensional systems with a spontaneously broken continuous rotational symmetry. An essential role in the behavior of the films is therefore played by vortexlike excitations (disclinations). Defects are almost necessarily present in liquid crystals, and their dynamics plays a crucial role in the overall pattern organization. Early studies of defects focused on classifying the static properties of the defects and their interactions [1, 2]. More recently, the focus has shifted to examining the dynamics of defects (see, e.g., [3] and references therein). We note that, although defects are undesirable in most practical applications of liquid crystals, such as traditional display devices, because they destroy an optical adjustment, there are novel display designs (bistable, multidomain liquid-crystalline structures) exploiting defect properties.

Although experimental dynamic studies are likely to be more fruitful than static ones, theoretical research of the film dynamics is in a rather primitive stage. This is largely accounted for by a complexity of dynamic phenomena in films, and a complete and unifying description of the problem is still unavailable. Moreover, some papers devoted to this problem (dynamics of defects) claim contradicting results. These contradictions come mainly from the fact that different authors take different

[^23]microscopic dissipation mechanisms into account, but partially the source of controversy is related to semantics, because different definitions of the forces acting on defects are used (see, e.g., the discussion in [4]). We believe that such problems are irrelevant if the macroscopic (phenomenological) approach to the film dynamics is used.

In this paper, we theoretically examine the disclination dynamics in free-standing liquid-crystalline films at scales that are much larger than the film thickness, where the films can be treated as 2D objects. Our investigation is devoted to the first (but compulsory) step of defect dynamics studies: a single point disclination in a liquid-crystalline film. A number of theoretical efforts [5-9] deal with similar problems. Our justification for adding one more paper to the subject is the fact that, in the literature, we did not see a full investigation of the problem with the hydrodynamic backflow effects taken into account. Evidently, these effects can drastically modify the dynamics of defects. The goal of this work is to study the disclination motion in free-standing liquid crystalline films on the basis of hydrodynamic equations containing some phenomenological parameters (the elasticity modulus and shear and rotational viscosity coefficients).

In our approach, the disclination is assumed to be driven by a large-scale inhomogeneity in the bond or director angle, which leads to a motion of the disclination with a nonzero velocity relative to the film. As a physical realization of such a nonuniform angle field, a system of disclinations distributed with a finite density can be imagined. The inhomogeneity in the vicinity of a given disclination is then produced by fields of other disclinations. We can also think about a pair of discli-
nations of the opposite topological charges, in which case the inhomogeneity is related to the mutual orientational distortion fields created by each disclination at the point of its counterpart. In fact, the majority of experimental and numerical studies of disclination motions in liquid crystals [10-18] is devoted to the investigation of the dynamics of two oppositely charged defects. We solve the hydrodynamic equations and find the bond (director) angle and the flow velocity distributions around the moving disclination. The results enable us to relate the disclination velocity and the gradient of the angle far from the disclination.

An obvious context where our results can be applied is the film dynamics near the Berezinskii-KosterlitzThouless phase transition. The static properties of the films near the transition have been investigated in a great number of papers starting from the famous papers by Berezinskii [19] and Kosterlitz and Thouless [20]. There are several works discussing the theory of dynamic phenomena associated with vortexlike excitations in condensed matter physics: vortices in type-II superconductors (see, e.g., [21]), vortices in superfluid ${ }^{4} \mathrm{He}$ and ${ }^{3} \mathrm{He}$ (see, e.g., [22, 23]), dislocations in 2D crystals, and disclinations (and other topological defects) in liquid crystals (see [10-14, 24-27]). But most of the theoretical works on the subject start from phenomenological equations of motion of the defects, and our aim is to derive the equations and to verify their validity.

The structure of our paper is as follows. Section 2 contains basic hydrodynamic equations for liquid-crystalline films necessary for our investigation. In Section 3, we find the bond (director) angle and the flow velocity around the uniformly moving disclination, which allows us to relate the disclination velocity to the angle gradient far from the disclination. Different cases, depending on the ratio of the rotational and shear viscosity coefficients, are examined in Section 4. Section 5 contains a summary and discussion. The appendices are devoted to the details of calculations of the velocity and bond angle fields around the moving disclination. Those readers who are not very interested in mathematical derivations can skip these appendices, finding all the essential physical results in the main text of the paper.

## 2. BASIC RELATIONS FOR LIQUID-CRYSTALLINE FILMS

We formulate the basic relations needed to describe a disclination motion in thin liquid-crystalline films. Here, we investigate freely suspended hexatic, nematic, and smectic-C films that can be pulled from 3D (bulk) smectics [3]. We examine scales larger than the film thickness, where the films can be treated as two-dimensional objects and can be described in terms of a macroscopic approach containing some phenomenological parameters.

Liquid crystalline films with the in-plane orientational ordering of different types (hexatic, nematic, and smectic- $C$ ) are observed experimentally. In these films, as in 3D nematic liquid crystals, the rotational symmetry is spontaneously broken. The general analysis of their symmetry can be found in [28]. The smectic-C films are characterized by the director that is tilted with respect to the normal to the film, which defines a preferred direction in the plane of the film. The ordering of this type can be described by a vector $Q_{\alpha}$ (the subscripts denoted by Greek letters take two values, because we treat the films as 2D objects). The nematic films have higher symmetry $D_{2}$, which corresponds to the 2D nematic phase. The order parameter of the nematic phase is the irreducible (traceless) symmetric tensor of the second rank $Q_{\alpha \beta}$. In the hexatic films (pulled from smec-tics- $B$ ), molecules are locally arranged in a triangular lattice, but the lattice is not an ideal one. The positional order does not extend over distances larger than several molecular sizes. Nevertheless, the bond order extends over macroscopic distances. The phase is therefore characterized by the $D_{6 h}$ point group symmetry, and hence, the order parameter for the case is the sixth-rank symmetric irreducible tensor $Q_{\alpha \beta \gamma \delta \mu v}$. In liquid crystalline films of all the types enumerated above, the order parameter $Q$ has two independent components (e.g., $Q_{x x}$ and $Q_{x y}$ for the 2D nematics). We note that the order can be readily observed in the smectic-C or nematic films by looking for in-plane anisotropies in quantities such as the dielectric permeability tensor. Because of its intrinsic sixfold rotational symmetry, the hexatic orientational order is hardly observable. But it can be detected, e.g., as a sixfold pattern of spots in the inplane monodomain $X$-ray structure factor, proportional to $Q_{\alpha \beta \gamma \delta \mu v}$ (see, e.g., [3] and references therein).

In accordance with the Goldstone theorem, in films of all types with a broken rotational symmetry, the only degree of freedom of the order parameter that is relevant at large scales is an angle $\varphi$ (like the phase of the order parameter for the superfluid ${ }^{4} \mathrm{He}$ ). In hexatics, it is the bond angle, whereas, in 2D nematics and in smec-tic- $C$ films, it is an angle related to the director. It is convenient to express a variation of the order parameter in terms of a variation of the angle $\varphi$. For the smectic$C$ films, the relation is

$$
\begin{equation*}
\delta Q_{\alpha}=-\delta \varphi \epsilon_{\alpha \mu} Q_{\mu}, \tag{2.1}
\end{equation*}
$$

where $\epsilon_{\alpha \mu}$ is the two-dimensional antisymmetric tensor. For an orientational order with a higher symmetry, the relation has a similar form. For example, for hexatic films,

$$
\begin{equation*}
\delta Q_{\alpha \beta \gamma \delta \mu \nu}=-\delta \varphi \epsilon_{\alpha \rho} Q_{\rho \beta \gamma \delta \mu \nu}+\ldots, \tag{2.2}
\end{equation*}
$$

where the dots represent the sum of all other possible combinations of the same structure. Therefore, for films of all types, the order parameter can be characterized by its absolute value $|Q|$ and the phase $\varphi$, which are traditionally represented as a complex quantity $\Psi$ (see, e.g.,
[24]). The quantity is written as $\Psi=|Q| \exp (6 i \varphi)$ for hexatic films, as $\Psi=|Q| \exp (2 i \varphi)$ for 2D nematic films, and as $\Psi=|Q| \exp (i \varphi)$ for smectic- $C$ films.

The angle $\varphi$ should be included in the set of macroscopic variables of the films. A convenient starting point of the consideration is the energy density (per unit area) $\rho v^{2} / 2+\varepsilon$, where $\rho$ is the 2D mass density, $\mathbf{v}$ is the film velocity, and $\varepsilon$ is the internal energy density. The latter is a function of the mass density $\rho$, the specific entropy $\sigma$, and the angle $\varphi$. In fact, $\varepsilon$ depends on $\nabla \varphi$, because any homogeneous shift of the angle $\varphi$ does not affect the energy. For hexatic films, the leading terms of the energy expansion over gradients of $\varphi$ are

$$
\begin{equation*}
\varepsilon=\varepsilon_{0}(\rho, \sigma)+\frac{K}{2}(\nabla \varphi)^{2} \tag{2.3}
\end{equation*}
$$

where $K$ is the only (because of the hexagonal symmetry) orientational elastic module of the film. For lowsymmetry films (2D nematic or smectic- $C$ films), two orientational elastic modules are introduced, the longitudinal and transversal ones with respect to the specific in-plane direction (characterized by the so-called $\mathbf{c}$ director). But fluctuations of the director lead to a renormalization of the modules, and isotropization of the smectic- $C$ or 2D nematic films [29] occurs at large scales. The same isotropic expression (2.3) for the elastic energy can therefore be used at large scales.

The complete dynamic equations for the freely suspended liquid-crystalline films, valid at scales larger than the film thickness, can be found in [30]. We consider a quasistationary motion of the disclination. Then, hard degrees of freedom are not excited. In other words, we can accept incompressibility and neglect bending deformations (which are suppressed by the presence of the surface tension in freely suspended films). Similarly, the thermodiffusive mode is not excited for the quasistationary disclination motion, which implies the isothermal condition. For freely suspended films, such effects as the substrate friction (relevant, e.g., for Langmuir films) are absent. In describing the disclination motion, we can therefore consider the system of equations for only the velocity $\mathbf{v}$ and the angle $\varphi$. The equations have to be formulated under the conditions $\rho=$ const, $T=$ const (where $T$ is the temperature), and $\nabla \mathbf{v}=0$.

The equation for the velocity follows from the momentum density $\mathbf{j}=\rho \mathbf{v}$ conservation law,

$$
\begin{equation*}
\partial_{t} j_{\alpha}=-\nabla_{\beta}\left[T_{\alpha \beta}-\eta\left(\nabla_{\alpha} V_{\beta}+\nabla_{\beta} V_{\alpha}\right)\right] \tag{2.4}
\end{equation*}
$$

where $T_{\alpha \beta}$ is the reactive (nondissipative) stress tensor and $\eta$ is the 2D shear viscosity coefficient of the film. For two-dimensional hexatics, the reactive stress tensor is (see [30], Chapter 6)

$$
\begin{gather*}
T_{\alpha \beta}=\rho v_{\beta} v_{\alpha}-\varsigma \delta_{\alpha \beta}+K \nabla_{\alpha} \varphi \nabla_{\beta} \varphi \\
-\frac{K}{2} \epsilon_{\alpha \gamma} \nabla_{\gamma} \nabla_{\beta} \varphi-\frac{K}{2} \epsilon_{\beta \gamma} \nabla_{\gamma} \nabla_{\alpha} \varphi, \tag{2.5}
\end{gather*}
$$

where $\varsigma=\varepsilon-\rho \partial \varepsilon / \partial \rho$ is the surface tension. We note that the ratio $K \rho / \eta^{2}$ is a dimensionless parameter that can be estimated by substituting 3D quantities instead of 2D ones (because all the 2D quantities can be estimated as the corresponding 3D quantities times the film thickness, and the latter drops from the ratio). For all known liquid crystals, the ratio is $10^{-3}-10^{-4}$ (see, e.g., [1-3, 31]) and can therefore be treated as a small parameter of the theory.

The second dynamic equation, the equation for the bond angle, is

$$
\begin{equation*}
\partial_{t} \varphi=\frac{1}{2} \epsilon_{\alpha \beta} \nabla_{\alpha} V_{\beta}-v_{\alpha} \nabla_{\alpha} \varphi+\frac{K}{\gamma} \nabla^{2} \varphi \tag{2.6}
\end{equation*}
$$

where $\gamma$ is the so-called 2D rotational viscosity coefficient. We did not find the values of the coefficient $\gamma$ for thin liquid-crystalline films in the literature. For bulk liquid crystals (see, e.g., $[1-3,31]$ ), the 3D rotational viscosity coefficient is usually several times larger than the 3D shear viscosity coefficient. We can therefore expect that $\gamma>\eta$. But in order to span a wide range of possibilities, we treat the dimensionless ratio $\Gamma=\gamma / \eta$ as an arbitrary parameter in what follows.

If disclinations are present in the film, it is no longer possible to define a single-valued continuous bondangle variable $\varphi$. But the order parameter is a welldefined function of coordinates that goes to zero at the disclination position. The gradient of $\varphi(t, \mathbf{r})$ is a singlevalued function of $\mathbf{r}$ and is analytic everywhere except at an isolated point, the position of the disclination. The phase acquires a certain finite increment at each rotation around the disclination,

$$
\begin{equation*}
\oint d r_{\alpha} \nabla_{\alpha} \varphi=2 \pi s \tag{2.7}
\end{equation*}
$$

where the integration contour is a closed counterclockwise loop around the disclination position and $s$ is the topological charge of the disclination: $s=(1 / 6) n$ for the hexatic ordering, $s=(1 / 2) n$ for the 2D nematic symmetry, and $s=n$ for the smectic- $C$ films, where $n$ is an integer. We can restrict ourselves to disclinations with the unitary charge $n= \pm 1$ only, because disclinations with larger $|s|$ possess a higher energy than the set of unitary disclinations with the same net topological charge, and defects with larger charges are therefore unstable with respect to the dissociation to the unitary ones. Therefore, disclinations with the charges $|n|>1$ do not play an essential role in the physics of films [1-3, 31]. To write the expressions given below in a compact form, we keep the notation $s$ for the topological charge, with the respective values $|s|=1,1 / 2,1 / 6$ for the smectic- $C$, nematic, and hexatic films.

The static bond angle is determined by the stationary condition $\delta E / \delta \varphi=0$, where

$$
E=\int d^{2} r\left(\frac{\rho}{2} v^{2}+\varepsilon\right)
$$

is the energy of the film. For the energy density in Eq. (2.3), the condition is reduced to the Laplace equation $\nabla^{2} \varphi=0$. For an isolated static disclination, there is a symmetric solution to this equation $\varphi_{0}$ that satisfies Eq. (2.7) and whose gradient is given by

$$
\begin{equation*}
\nabla_{\alpha} \varphi_{0}=-s \boldsymbol{\epsilon}_{\alpha \beta} \frac{r_{\beta}-R_{\beta}}{(\mathbf{r}-\mathbf{R})^{2}}, \tag{2.8}
\end{equation*}
$$

where $\mathbf{R}$ is the position of the disclination. If the origin of the reference system is placed at this point, we can write $\varphi_{0}=s \arctan (y / x)$, where $x$ and $y$ are coordinates of the observation point $\mathbf{r}$. In dynamics, distribution (2.8) is disturbed as $\varphi$ varies in time. It is also perturbed because of the presence of an angular distortion related to boundaries or other disclinations.

In what follows, we have in mind a case where a system of a large number of disclinations (with an uncompensated topological charge) is created. For 3D nematics, this can be done rather easily [1-3], because the energies of positive and negative defects are different due to the intrinsic elastic anisotropy. We are unaware of experimental or theoretical studies of defect nucleation mechanisms in free-standing films. Hopefully, the situation with a finite 2D density of defects can also be realized for films (for instance, the defects could even appear spontaneously as a mechanism to relieve frustrations in chiral smectic or hexatic films, similarly to the formation of the Abrikosov vortex lattice in superconductors [32]). Examining the motion of a disclination in this case, we investigate a vicinity of the disclination of the order of the interdisclination distance. Far from the disclination, the bond angle $\varphi$ can then be written as const $+\mathbf{u r}$, where $\mathbf{u}$ is much larger than the inverse interdisclination distance (because the number of disclinations is large). Near the disclination position, the bond angle $\varphi$ can be approximated by expression (2.8). Our main problem is to establish a general coordinate dependence of $\varphi$ and $\mathbf{v}$, which, in particular, allows relating the bond (director) angle gradient $\mathbf{u}$ and the velocity of the disclination.

## 3. FLOW AND ANGULAR FIELDS AROUND A UNIFORMLY MOVING DISCLINATION

Here, we proceed to the main subject of our study, a single disclination driven by a large-scale inhomogeneity in the bond (director) angle $\varphi$. The disclination velocity is determined by an interplay of the hydrodynamic back-flow and the intrinsic dynamics of the angle $\varphi$. To find the disclination velocity, one has to solve the system of equations (2.4), (2.5), and (2.6) with constraint (2.7) ensuring a suitable asymptotic behavior. As we explained in the previous section, the angle $\varphi$ is supposed to behave as const $+\mathbf{u r}$ at large distances from the disclination. We work in the reference
system where the film as a whole is at rest. This means that the flow velocity excited by the disclination must tend to zero far from the disclination.

We consider the situation where the disclination moves with a constant velocity $\mathbf{V}$. The angle $\varphi$ and the flow velocity are then functions of $\mathbf{r}-\mathbf{V} t$ (where $\mathbf{R}=\mathbf{V} t$ is the disclination position). Equation (2.4) for the velocity can then be written as

$$
\begin{gather*}
\rho\left(V_{\beta}-v_{\beta}\right) \nabla_{\beta} v_{\alpha}+\eta \nabla^{2} v_{\alpha}+\frac{K}{2} \epsilon_{\alpha \beta} \nabla_{\beta} \nabla^{2} \varphi \\
-K \nabla_{\alpha} \varphi \nabla^{2} \varphi+\nabla_{\alpha}\left[\varsigma-\frac{K}{2}(\nabla \varphi)^{2}\right]=0 . \tag{3.1}
\end{gather*}
$$

We can omit the first (inertial) term on the left-hand side of (3.1), which is small because of the smallness of the parameter $K \rho / \eta^{2}$. It then follows from Eqs. (2.4) and (2.5) that

$$
\begin{equation*}
\nabla^{2} v_{\alpha}+\frac{K}{2 \eta} \epsilon_{\alpha \beta} \nabla_{\beta} \nabla^{2} \varphi-\frac{K}{\eta} \nabla_{\alpha} \varphi \nabla^{2} \varphi+\nabla_{\alpha} \bar{\sigma}=0, \tag{3.2}
\end{equation*}
$$

where $\Phi=\eta^{-1}\left[\varsigma-(K / 2)(\nabla \varphi)^{2}\right]$. Under the same conditions, the equation for the angle $\varphi$ following from Eq. (2.6) is

$$
\begin{equation*}
\nabla^{2} \varphi+\frac{\gamma}{K} V_{\alpha} \nabla_{\alpha} \varphi=\frac{\gamma}{K} v_{\alpha} \nabla_{\alpha} \varphi-\frac{\gamma}{2 K} \epsilon_{\alpha \beta} \nabla_{\alpha} v_{\beta} . \tag{3.3}
\end{equation*}
$$

We seek a solution characterized by the asymptotic behavior that the velocity $\mathbf{v}$ vanishes and $\nabla \varphi$ tends to a constant vector $\mathbf{u}$ as $r \longrightarrow \infty$. It is clear from the symmetry of the problem that the gradient $\mathbf{u}$ of the bond angle is directed along the $Y$ axis if the velocity is directed along the $X$ axis. Therefore, $\varphi \longrightarrow u y$ as $r \longrightarrow \infty$. Our problem is to find a relation between $V$ and $u$, that is, between the disclination velocity and the bond angle gradient far from the disclination. There are two different regions: the region of large distances $r \gg u^{-1}$ and the region near the disclination $r \ll u^{-1}$. At large distances, corrections to the leading behavior $\varphi \approx u y$ are small and the problem can be treated in the linear approximation with respect to these corrections. In the region near the disclination, $\varphi$ is close to static value (2.8) and the flow velocity $\mathbf{v}$ is close to the disclination velocity $\mathbf{V}$ (the special case where the ratio $\gamma / \eta$ is extremely small is discussed in Subsection 4C). In what follows, these two regions are examined separately. The relation between $u$ and $V$ can be found by matching the asymptotics at $r \sim u^{-1}$. As a result, we obtain

$$
\begin{equation*}
V=\frac{K}{\eta} C u \tag{3.4}
\end{equation*}
$$

where $C$ is a dimensionless factor depending on the dimensionless ratio $\Gamma=\gamma / \eta$. This factor $C$ is on the order of unity if $\Gamma \sim 1$. We are interested in the asymptotic behavior of $C$ at small and large $\Gamma$.

## $A$. The region near the disclination

We consider the region $r \ll u^{-1}$. Here, we can write

$$
\begin{equation*}
\varphi=\varphi_{0}(\mathbf{r}-\mathbf{R})+\varphi_{1}(\mathbf{r}-\mathbf{R}), \tag{3.5}
\end{equation*}
$$

where $\mathbf{R}=\mathbf{V} t$ is the disclination position, $\varphi_{0}$ is the static bond (director) angle with gradient (2.8), and $\varphi_{1}$ is a small correction to $\varphi_{0}$. The gradients of $\varphi_{0}$ are determined by Eq. (2.8).

Linearizing Eqs. (3.2) and (3.3) with respect to $\varphi_{1}$, we obtain

$$
\begin{gather*}
\eta \nabla^{2} v_{\alpha}+\frac{K}{2} \epsilon_{\alpha \beta} \nabla_{\beta} \nabla^{2} \varphi_{1}-K \nabla_{\alpha} \varphi_{0} \nabla^{2} \varphi_{1} \\
+\nabla_{\alpha}\left[\varsigma-\frac{K}{2}(\nabla \varphi)^{2}\right]=0,  \tag{3.6}\\
\nabla^{2} \varphi_{1}-\frac{\gamma}{K} v_{\alpha} \nabla_{\alpha} \varphi_{0}+\frac{\gamma}{2 K} \epsilon_{\alpha \beta} \nabla_{\alpha} v_{\beta}=-\frac{\gamma}{K} V_{\alpha} \nabla_{\alpha} \varphi_{0} . \tag{3.7}
\end{gather*}
$$

Introducing a new variable $\chi=(K / \eta) \nabla^{2} \varphi_{1}$, we rewrite Eqs. (3.6) and (3.7) as

$$
\begin{gather*}
\nabla^{2} v_{\alpha}+\frac{1}{2} \epsilon_{\alpha \beta} \nabla_{\beta} \chi-\nabla_{\alpha} \varphi_{0} \chi+\nabla_{\alpha} \bar{\sigma}=0,  \tag{3.8}\\
\chi-\Gamma v_{\alpha} \nabla_{\alpha} \varphi_{0}+\frac{\Gamma}{2} \epsilon_{\alpha \beta} \nabla_{\alpha} v_{\beta}=-\Gamma V_{\alpha} \nabla_{\alpha} \varphi_{0}, \tag{3.9}
\end{gather*}
$$

where $\Gamma=\gamma / \eta$, as above, and $\Phi=\eta^{-1}\left[\varsigma-K / 2(\nabla \varphi)^{2}\right]$. It follows from Eq. (3.8) and $\nabla_{\alpha} v_{\alpha}=0$ that $\nabla^{2} \Phi=\nabla_{\alpha} \varphi_{0} \nabla_{\alpha} \chi$. A solution of the system in Eqs. (3.8) and (3.9) can be written as

$$
\begin{equation*}
v_{\alpha}=V_{\alpha}+\epsilon_{\alpha \beta} \nabla_{\beta} \Omega, \tag{3.10}
\end{equation*}
$$

where $V_{\alpha}$ is the obvious (because of the Galilean invariance) forced solution and the stream function $\Omega$ describes a zero mode of system (3.8) and (3.9). The system is homogeneous in $r$, and $\Omega$ is therefore a sum of contributions that are powerlike functions of $r$.

Taking the curl of Eq. (3.8), we obtain

$$
\begin{equation*}
-\nabla^{4} \Omega-\frac{1}{2} \nabla^{2} \chi-\epsilon_{\gamma \alpha} \nabla_{\alpha} \varphi_{0} \nabla_{\gamma} \chi=0 \tag{3.11}
\end{equation*}
$$

Substituting $\chi$ expressed in terms of $\mathbf{v}$ from Eq. (3.9) into Eq. (3.11) and using explicit expressions (2.8) for the derivatives of $\varphi_{0}$, we obtain

$$
\begin{gather*}
\left(1+\frac{\Gamma}{4}\right) \nabla^{4} \Omega \\
+s \Gamma\left(\frac{2}{r^{2}} \partial_{r}^{2} \Omega-\frac{1}{r^{2}} \nabla^{2} \Omega-s \frac{1}{r^{2}} \partial_{r}^{2} \Omega+s \frac{1}{r^{3}} \partial_{r} \Omega\right)=0 \tag{3.12}
\end{gather*}
$$

in the polar coordinates $(r, \phi)$. Solutions to Eq. (3.12) are superpositions of the terms $\propto r^{\alpha+1} \exp (\operatorname{im\phi } \phi)$. Substi-
tuting this $r, \phi$ dependence into Eq. (3.12), we obtain an equation for $\alpha$ that has the roots

$$
\begin{gather*}
\alpha= \pm \frac{1}{\sqrt{2}}\left[2+2 m^{2}-s(1-s) \tilde{\Gamma}\right. \\
\pm\left\{\left(2+2 m^{2}-s(1-s) \tilde{\Gamma}\right)^{2}\right.  \tag{3.13}\\
\left.\left.-4 s \tilde{\Gamma}\left(m^{2}-1+s\right)-4\left(m^{2}-1\right)^{2}\right\}^{1 / 2}\right]^{1 / 2}
\end{gather*}
$$

where $\tilde{\Gamma}=\Gamma(1+\Gamma / 4)^{-1}$. Hence, $0<\tilde{\Gamma}<4$ for any $\gamma$ and $\eta$. Evidently, all the roots in Eq. (3.13) are real. We emphasize that there is no solution $\alpha=0$ (corresponding to a logarithmic behavior of the velocity in $r$ ) among the set (3.13). The first angular harmonic with $|m|=1$ is of particular interest because $\varphi_{1}=u r \sin \phi$ and $\Omega=-V r \sin \phi$ far from the disclination. If $\Gamma$ is small, there is a pair of small solutions among (3.13),

$$
\begin{equation*}
\alpha= \pm \alpha_{1}, \quad \alpha_{1}=s \sqrt{\Gamma} / 2 \tag{3.14}
\end{equation*}
$$

for $m= \pm 1$. Otherwise, for any other relevant $m$, solutions (3.13) have no special smallness (terms with $m=$ 0 are forbidden because of the symmetry).

We established that $\Omega$ is a superposition of the terms $\propto r^{\alpha+1} \exp (i m \phi)$ with the exponents $\alpha$ determined by Eq. (3.13). The velocity can then be found from Eq. (3.10). To avoid a singularity in the velocity at small $r$, one should keep contributions with positive $\alpha$ only. In other words, the velocity field contains contributions with all powers $\alpha$ given by (3.13), but the factors at the terms with negative $\alpha$ are formed at $r \sim a$ (where $a$ is the disclination core radius), and the corresponding contributions to the velocity are therefore negligible at $r \gg a$ (this statement must be clarified and refined for small negative exponents $-\alpha_{1}$ in the limit of small $\Gamma$; see Subsection 4C). We conclude that the correction to $\mathbf{V}$ in the flow velocity $\mathbf{v}$ related to $\Omega$ in Eq. (3.10) is negligible at $r \sim a$. We thus arrive at the nonslipping condition for the disclination motion: the disclination velocity $\mathbf{V}$ coincides with the flow velocity $\mathbf{v}$ at the disclination position.

Next, to find $\varphi$, one should solve the equation $(K / \eta) \nabla^{2} \varphi=\chi$, where $\chi$ is determined from Eq. (3.9). In addition to the part determined by the velocity, $\varphi_{1}$ can then involve zero modes of the Laplacian. The most dangerous zero mode is $U y$, because it produces a nonzero momentum flux to the disclination core (and the Magnus force associated to it),

$$
\begin{equation*}
\oint d r_{\alpha} \epsilon_{\alpha \beta} T_{\beta \gamma} \sim K U \tag{3.15}
\end{equation*}
$$

But because of the condition $\alpha \neq 0$, all the contributions to the velocity correspond to zero viscous momentum flux to the origin. Consequently, it is impossible to compensate the Magnus force by other terms. The above reasoning leads us to the conclusion that the factor $U$ (and therefore, the Magnus force) must be zero. Thus, $\varphi_{1}$ contains only terms proportional to $r^{\alpha+1}$ with
$\alpha>0$. This conclusion is related to the fact that, for free-standing liquid-crystalline films, any distortion of the bond angle unavoidably produces hydrodynamic backflow motions (i.e., $\mathbf{v} \neq 0$ ). For liquid-crystalline films on substrates (Langmuir films), in contrast to free-standing films, hydrodynamic motions (backflows) are strongly suppressed by the substrate, and the situation where the backflow is irrelevant for the disclination motion can be realized.

## B. The remote region

Let us consider the region $r \gg u^{-1}$, where we can write $\varphi=u y+\tilde{\varphi}$ and linearize the system of equations (3.2) and (3.3) with respect to $\tilde{\varphi}$. We then obtain the system of linear equations for $\mathbf{v}$ and $\tilde{\varphi}$,

$$
\begin{align*}
\nabla^{2} v_{\alpha}+\frac{K}{2 \eta}\left(\epsilon_{\alpha \beta} \nabla_{\beta} \nabla^{2} \tilde{\varphi}-2 u_{\alpha} \nabla^{2} \tilde{\varphi}\right)+\nabla_{\alpha} \bar{\sigma} & =0,  \tag{3.16}\\
\left(\nabla^{2}+2 p \partial_{x}\right) \tilde{\varphi}+\frac{\gamma}{2 K}\left(\epsilon_{\alpha \beta} \nabla_{\alpha} v_{\beta}-2 u v_{y}\right) & =0,
\end{align*}
$$

where $p=V \gamma / 2 K$. Taking the curl of the first equation and eliminating the Laplacian, we obtain

$$
\begin{equation*}
\epsilon_{\beta \alpha} \nabla_{\beta} V_{\alpha}=\frac{K}{2 \eta}\left[\left(\nabla^{2}+2 u \partial_{x}\right) \tilde{\varphi}+\Phi\right], \tag{3.17}
\end{equation*}
$$

where $\Phi$ is a harmonic function. In terms of $\Phi$, system (3.16) is reduced to

$$
\begin{equation*}
\left[\left(1+\frac{\Gamma}{4}\right) \nabla^{4}+2 p \nabla^{2} \partial_{x}-\Gamma u^{2} \partial_{x}^{2}\right] \tilde{\varphi}=\frac{\Gamma}{2} u \partial_{x} \Phi . \tag{3.18}
\end{equation*}
$$

Equation (3.18) can be written as

$$
\begin{gather*}
\left(\nabla^{2}+2 k_{1} \partial_{x}\right)\left(\nabla^{2}-2 k_{2} \partial_{x}\right) \tilde{\varphi}=\frac{\tilde{\Gamma}}{2} u \partial_{x} \Phi,  \tag{3.19}\\
k_{1,2}=\frac{1}{2(1+\Gamma / 4)}\left(\sqrt{p^{2}+\Gamma\left(1+\frac{\Gamma}{4}\right) u^{2}} \pm p\right) . \tag{3.20}
\end{gather*}
$$

The quantities $k_{1}$ and $k_{2}$ have the meaning of characteristic wave vectors. We conclude from Eq. (3.19) that zero modes of the operator on the left-hand side of the equation are proportional to

$$
\exp \left(-k_{1} r-k_{1} x\right), \quad \exp \left(-k_{2} r+k_{2} x\right),
$$

that is, they are exponentially small everywhere outside narrow angular regions near the $X$ axis. The behavior of the zero modes inside the regions is powerlike in $r$. In addition, there is a contribution to $\tilde{\varphi}$ related to the harmonic function $\Phi$. It contains a part that decays as a power of $r$ (the leading term is $\propto r^{-1}$ ) at $r \geqslant u^{-1}$. This solution is examined in more detail in Appendix A.

## 4. DIFFERENT REGIMES GOVERNED BY $\Gamma$

The behavior of the velocity and the bond (director) angle fields around the moving disclination is sensitive to the ratio of the rotational and the shear viscosity coefficients $\Gamma=\gamma / \eta$. In this section, we examine different cases depending on the $\Gamma$ value.

## A. The case where $\Gamma \gtrless 1$

We start analyzing different mobility regimes with the most probable case where $\Gamma \geqslant 1$. If $\Gamma \sim 1$, then the factor $C$ in Eq. (3.4) is on the order of 1 and $u \sim p$. It then follows from Eqs. (3.20) that $k_{1}, k_{2} \sim u$. This is a manifestation of the fact that there is a unique characteristic scale in this case, given by $u^{-1}$. We can then estimate $\tilde{\varphi}$ by matching the solutions in the regions near the disclination and far from it at $r \sim u^{-1}$. We conclude that it is a function of the dimensionless parameter $u r$; the function is on the order of unity when its argument $u r$ is on the order of unity.

For large $\Gamma$, there remains a unique characteristic scale $u^{-1}$, and consequently, $C \sim 1$ in this case. To prove this statement, we first treat small distances $r \ll u^{-1}$. As shown in Section 3A, the respective corrections $\varphi_{1}$ and $\delta \mathbf{v}$ to $\varphi_{0}$ and $\mathbf{V}$ are expanded in a series over the zero modes characterized by exponents (3.13). In particular, for $m=1$, we can write $\varphi_{1} \sim u y(u r)^{\alpha}$. In the large- $\Gamma$ limit, the exponents $\alpha$ given by (3.13) are regular because $\tilde{\Gamma} \longrightarrow 4$. From (3.13), we have $\alpha_{1} \sim 1$, and in this case,

$$
\chi \sim \frac{K}{\eta r^{2}} u y(u r)^{\alpha_{1}} .
$$

Comparing Eqs. (3.8) and (3.9), we conclude that, for large $\Gamma$, the term involving $\chi$ can be omitted in Eq. (3.9), and the equation therefore becomes a constraint imposed on the velocity. Equation (3.8) then gives

$$
|\delta v| \sim \frac{K}{\eta r} u y(u r)^{\alpha_{1}} .
$$

The disclination velocity can now be found from the relation $V \sim|\delta v|$ at the scale $u^{-1}$, that is, $p \sim \Gamma u$, or $C \sim 1$. The complete analysis also covers the remote region. With the condition $p \sim \Gamma u$, it follows that $k_{1,2} \sim u^{-1}$. Using the procedure given in Appendix A, we can then prove that the solutions in the two regions can be matched at $r \sim u^{-1}$, and therefore, there are no new characteristic scales, indeed. We also note that the rotational viscosity $\gamma$ drops from the hydrodynamic equations at large $\Gamma$. Although this is not true inside the disclination core (see Appendix D), the boundary conditions for $\mathbf{v}$ and $\varphi$ on the core boundary reveal no dramatic changes in behavior. Consequently, it is the shear viscosity alone that determines the disclination mobility, which implies that $C \sim 1$.

We can therefore say that, in the limit as $\Gamma \longrightarrow \infty$, no additional features appear compared to $\Gamma \sim 1$. But this is not the case for small $\Gamma$, because $u \geqslant p$ for $\Gamma \ll 1$. We study this case in the next subsection.

## B. Small $\Gamma$

Here, we consider the case where $\Gamma \ll 1$. This limit is physically attained at anomalously large $\eta$, with $K \rho / \eta^{2}$ still treated as the smallest dimensionless parameter. This justifies the use of the same equations (3.2) and (3.3) as in the previous subsections.

For $r \ll u^{-1}$, the analysis in Section A is correct. As we noted, the contributions to $\mathbf{v}$ and $\varphi_{1}$ related to the modes with negative $\alpha$ should not be taken into account there. For $\Gamma \ll 1$, the leading role is played by the mode with the smallest exponent ( $\alpha_{1}=s \sqrt{\Gamma} / 2$ ), because the presence of modes with positive exponents $\alpha \sim 1$ would contradict the condition of smooth matching at $r \sim u^{-1}$. Strictly speaking, neglecting a small negative exponent $-\alpha_{1}$ is correct under the condition $\alpha_{1}|\ln (u a)| \gg 1$, where $a$ is the core radius of the disclination. This is what is considered in this subsection. The opposite case, which we call the extremely small- $\Gamma$ limit, is analyzed in Section 4C. At $r \ll u^{-1}$, we can therefore write

$$
\begin{equation*}
\varphi_{1} \sim u y(u r)^{\alpha_{1}}, \quad V-v_{x} \sim \alpha_{1} u \frac{K}{\gamma}(u r)^{\alpha_{1}} \tag{4.1}
\end{equation*}
$$

with the coefficient at $y(u r)^{\alpha_{1}}$ determined from matching at $r \sim u^{-1}$, where $\nabla \varphi \sim 1 / r$. Similarly, matching $V-$ $v_{x} \sim V$ at $r \sim u^{-1}$ gives $V \sim \alpha_{1} u K / \gamma$. The relation can be rewritten as $p \sim \alpha_{1} u \ll u$, and we therefore conclude that $C \sim 1 / \sqrt{\Gamma}$.

In accordance with Eq. (3.20), the relation $p \sim \sqrt{\Gamma} u$ leads to $k_{1,2} \sim p \ll u$. In other words, a new scale $p^{-1}$ (different from $u^{-1}$ ) appears in the problem. A detailed investigation of the remote region $r \gg u^{-1}$ is therefore needed to establish the $\mathbf{r}$ dependences of the both angle $\varphi$ and the velocity field $\mathbf{v}$ there. This investigation can be based on the equations formulated in Section 3B, which are correct irrespective of the value of $p r$.

Explicit expressions describing the velocity and the angle are presented in Appendix A. They contain three dimensionless functions $\zeta_{1}(\nabla / u), c_{1}(\nabla / u)$, and $c_{2}(\nabla / u)$. At $u r \geqslant 1$, only zero terms of the expansions of these functions in the Taylor series can be kept. Only one of these three coefficients is independent (see Eq. (A.10)). The general solution can therefore be expressed in terms of a single parameter, which we choose as $\zeta \equiv$ $\zeta_{1}(0)$. The procedure corresponds to the following construction of the solutions to equations of motion (3.16) in the region $u r \gg 1$. We have to match the solutions in the outer and the inner regions (far from and close to the disclination respectively) at $u r \sim 1$. Technically, the matching is equivalent to the appropriate boundary
conditions for the outer problem at $u r \sim 1$, and these boundary conditions can be formally replaced by the local source terms in the equations, acting at $u r \sim 1$. We can expand these sources in the standard multipolar series. We thus arrive at the expansion with respect to the gradients of the $\delta$ function. The gradients scale as $u$, and therefore, $\zeta, c_{1}$, and $c_{2}$ are dimensionless functions of the dimensionless ratio $\nabla / u$.

To find the asymptotic behavior of the angle $\varphi$ and of the velocity $\mathbf{v}$, we first consider the region $u^{-1} \ll r \ll$ $p^{-1}$. From Eqs. (A.4), (A.5), and (A.10), we then derive

$$
\begin{equation*}
v_{x}=\frac{K(2 s-\zeta)}{\gamma u} k_{1} k_{2} \ln (p r), \tag{4.2}
\end{equation*}
$$

where we keep only the leading logarithmic contribution of the zero harmonic in $v_{x}$. Matching the velocity derivatives determined by Eqs. (4.1) and (4.2) at $r \sim u^{-1}$, we find that $\zeta \sim 1$ (we imply that $s \sim 1$ ). Using Exps. (A.2), (A.5), and (A. 10), we obtain

$$
\begin{equation*}
\varphi=\varphi_{0}+u y+\operatorname{spy} \ln (p r) \tag{4.3}
\end{equation*}
$$

in the region $u^{-1} \ll r \ll p^{-1}$. We see that there is only a small correction to the simple expression $\varphi_{0}+u y$ in that region, because $p \ll u$.

In the region $p r \geqslant 1$, the expressions for the angle $\varphi$ and the velocity $\mathbf{v}$ are more complicated. Using Eqs. (A.2)-(A.5), we obtain

$$
\begin{align*}
& \partial_{x} \varphi=-s \sqrt{\frac{\pi}{2}}\left[c_{1} \sqrt{k_{1}} \exp \left(-k_{1} r-k_{1} x\right)\right. \\
& \left.+c_{2} \sqrt{k_{2}} \exp \left(-k_{2} r+k_{2} x\right)\right] \frac{y}{r^{3 / 2}}-\frac{\zeta}{2} \frac{y}{r^{2}},  \tag{4.4}\\
& \partial_{y} \varphi=u-2 s \sqrt{\frac{\pi}{2}}\left[c_{1} \sqrt{k_{1}} \exp \left(-k_{1} r-k_{1} x\right)\right. \\
& \left.-c_{2} \sqrt{k_{2}} \exp \left(-k_{2} r+k_{2} x\right)\right] \frac{y}{r^{1 / 2}}-\frac{\zeta}{2} \frac{x}{r^{2}},  \tag{4.5}\\
& \begin{aligned}
& v_{y}=\frac{K}{\gamma u}\left\{2 s \sqrt { \frac { \pi } { 2 } } \left[c_{1} k_{2} \sqrt{k_{1}} \exp \left(-k_{1} r-k_{1} x\right)\right.\right. \\
&\left.\left.-c_{2} k_{1} \sqrt{k_{2}} \exp \left(-k_{2} r+k_{2} x\right)\right] \frac{y}{r^{3 / 2}}-p \zeta \frac{y}{r^{2}}\right\}, \\
& v_{x}=-\frac{K}{\gamma u}\left\{\sqrt { \frac { \pi } { 2 } } s \Gamma u ^ { 2 } \left[\frac{c_{1}}{\sqrt{k_{1} r}} \exp \left(-k_{1} r-k_{1} x\right)\right.\right. \\
&\left.\left.+\frac{c_{2}}{\sqrt{k_{2} r}} \exp \left(-k_{2} r+k_{2} x\right)\right]+p \zeta \frac{x}{r^{2}}\right\},
\end{aligned},
\end{align*}
$$

where $c_{1} \sim 1$ and $c_{2} \sim 1$ are determined by Eq. (A.10) (we omitted the argument 0 to simplify the notation). Expressions (4.4)-(4.7) contain terms of two types, iso-
tropic and anisotropic ones. The anisotropic contributions are essential only in the narrow angular regions near the $X$ axis, where they dominate. It is worth noting a very nontrivial structure of the flow, in which the isotropic flux to the origin is compensated by the anisotropic terms.

The expressions found in this subsection generalize the famous Lamb solution for the hydrodynamic flow around a hard cylinder (see, e.g., [33-35]), where the velocity field is exponentially small everywhere far from the cylinder except for the wake of the corps, i.e., in a very narrow angular sector ("tail"). Disclination motion in liquid-crystalline films can be regarded as the motion of a cylinder framed by a "soft" (i.e., deformable) orientational field $\varphi$. Because of the additional degree of freedom (compared to the classical Lamb problem), our solution has two tails around the moving disclination: a wake beyond the disclination and a precursor in front of it. In fact, both degrees of freedom (the flow velocity and the bond angle) are relevant.

## C. Extremely small $\Gamma$

In the above analysis, we implied the condition $\alpha_{1}|\ln (u a)| \gg 1$ (we recall that $\alpha_{1}=s \sqrt{\Gamma} / 2$ at small $\Gamma$ ), imposing a restriction from below on $\Gamma$ at a given $u$. If $\alpha_{1}|\ln (u a)| \ll 1$, the terms with both $\alpha= \pm \alpha_{1}$ determined by Eq. (3.14) must be taken into account near the disclination, which leads to a logarithmic behavior of the correction $\varphi_{1}$ to $\varphi_{0}$ in that region,

$$
\begin{equation*}
\varphi_{1} \sim u y \ln \left(\frac{r}{a}\right)|\ln (a u)|^{-1}, \tag{4.8}
\end{equation*}
$$

instead of Eq. (4.1). Matching the derivatives of expressions (4.3) and (4.8) at $r \sim u^{-1}$ gives $p \sim u|\ln (a u)|^{-1}$. In other words, $C \sim[\Gamma \ln (a u)]^{-1}$. This case formally corresponds to the limit $\eta \longrightarrow \infty$ in our equations, where we can drop the backflow hydrodynamic velocity in the equation for the bond angle. The situation was examined in [6-9]. We present the simple analysis of the case in Appendix B. We also note that there is no crossover at $r \sim u^{-1}$ in the bond angle behavior in this situation.

We now clarify the question regarding the Magnus force in this case. In accordance with Eq. (4.8), the reactive momentum flux to the disclination core is

$$
\oint d r_{\alpha} \epsilon_{\alpha \beta} T_{\beta \gamma} \sim K u \ln \left(\frac{r}{a}\right)|\ln (a u)|^{-1} .
$$

The flux is therefore $r$-dependent, tending to zero as $r \longrightarrow a$. This reactive momentum flux is compensated by the viscous momentum flux (related to derivatives of the flow velocity $\mathbf{v}$ ), which is nonzero in this case because of the logarithmic behavior of the flow velocity
in $r$ near the disclination. The flow velocity can be found from Eqs. (3.6) and (4.8) as

$$
v_{\alpha} \sim \frac{K u}{\eta|\ln (a u)|} \epsilon_{\alpha \beta} \nabla_{\beta}\left[y \ln ^{2}\left(\frac{r}{a}\right)\right],
$$

which is a generalization of the Stokes-Lamb solution [33, 34]. But unlike in the Lamb problem (a hard cylinder moving in a viscous liquid), $|\mathbf{V}-\mathbf{v}(\mathbf{r}=\mathbf{a})| \sim V$ in our case; i.e., we have a slipping of the core of the moving disclination. This slipping seems natural in the limit of extremely small values of $\Gamma$, corresponding to the limit $\eta \longrightarrow \infty$, that is, to a strongly suppressed hydrodynamic flow. Physically, this property implies that the disclination cannot be understood as a hard impenetrable object. It is also worth noting that the logarithmic behavior found above is similar to the general feature of two-dimensional hydrodynamic motion that comes from the well-known fact (see, e.g., [33-35]) that nonlinear terms cannot be neglected in a two-dimensional laminar flow even for a small Reynolds number; these terms become relevant for sufficiently large distances. But in our case, these nonlinear terms do not come from the convective hydrodynamic nonlinearity; they come from the terms in stress tensor (2.4) that are nonlinear in $\varphi$.

An explicit expression for $\varphi$ and its asymptotic forms corresponding to the considered case are given in Appendix B. An expression for the flow velocity field induced by the disclination motion at extremely small $\Gamma$ is derived in Appendix C.

## 5. CONCLUSIONS

We now summarize the results of our paper. To understand the physics underlying the freely suspended film dynamics, we studied the ground case-a single disclination motion in a thin hexatic, smectic- $C$, or nematic liquid-crystalline film, driven by an inhomogeneity in the bond (or director) angle. We investigated the uniform motion (the one with a constant velocity). In this case, we derived and solved the equations of motion and found the bond angle and hydrodynamic velocity distributions around the disclination. This allows us to relate the velocity of the disclination $V$ to the bond angle gradient $u=|\nabla \varphi|$ in the region far from the disclination. So much effort is needed because the full set of equations must be solved everywhere, not only locally. We established the proportionality coefficient $C$ (see Eq. (3.4)) in this nonlocal relationship; it has the meaning of an effective mobility coefficient. The coefficient $C$ depends on the dimensionless ratio $\Gamma$ of rotational $(\gamma)$ and shear viscosity $(\eta)$ coefficients.

There is little experimental knowledge of the values of the coefficients $\gamma$ and $\eta$ in liquid-crystalline films. It is generally believed that the corresponding values in a film (normalized by its thickness) and in a bulk material are not very different [31,3], in which case we are in the regime of $\Gamma \sim 1$, where the coefficient $C$ is on the
order of 1 . But the case where $\Gamma \ll 1$ is not excluded from both theoretical and materials science standpoints. We found the coefficient $C \sim 1 / \sqrt{\Gamma}$ in the small$\Gamma$ limit. We established a highly nontrivial behavior of the flow velocity and of the bond angle, which is powerlike in $r$ near the disclination and extremely anisotropic far from it. Only for extremely small $\Gamma, \Gamma \ll$ $1 / \ln ^{2}(u a)$ (where $a$ is the disclination core radius), did we find a logarithmic behavior $C \sim[\Gamma \ln (u a)]^{-1}$. The main message of our study is that the hydrodynamic motion (that is, the backflow), unavoidably accompanying any defect motion in liquid crystals, plays a significant role in the disclination mobility. Experimental evidence (see, e.g., the recent publication [36]) shows that this is indeed the case.

Our analysis can be applied to the motion of a disclination pair with the opposite topological charges. In this case, the role of the scale $u^{-1}$ is played by the distance $R$ between the disclinations. In accordance with Eq. (3.4), we then find that $\partial_{t} R \propto R^{-1}$ without a logarithm (provided the rotational viscosity coefficient $\gamma$ is not anomalously small; see Section 4C for the quantitative criterion). This conclusion is confirmed by the results of numerical simulations for 2D nematics [1518]. The authors of [15-18] consider the equations of motion in terms of the tensor order parameter, consistently taking the coupling between the disclination motion and the hydrodynamic flow into account. They simulated dynamics of the disclination pair annihilation and found that the distance $R$ between the disclinations scales depends on time $t$ as $t^{1 / 2}$, without logarithmic corrections (as follows from our theoretical analysis) for all values of the parameter $\Gamma$ except extremely small ones. Unfortunately, we did not find in [16-18] the magnitudes of the shear viscosity that were used in the simulations. Lacking sufficient data on the values of $\gamma$ and $\eta$, we can presently discuss only the general features of the disclination dynamics. For instance, the authors of [18] numerically found an asymmetry of the disclination dynamics with respect to the sign of the topological charge $(s= \pm 1 / 2)$ in the one-constant approximation. In our approach, the asymmetry naturally appears from nonlinear terms in stress tensor (2.5) and from the first term on the right-hand side of Eq. (2.6) responsible for the different couplings of orientational and hydrodynamic flow patterns for positive and negative disclinations. This results in the fact that, for each $m$, the smaller positive exponents in Eq. (3.13) (corresponding to the minus in the brackets) are larger for $s=1 / 2$ than for $s=-1 / 2$. The disclination with $s=$ $1 / 2$ therefore exerts a stronger influence on the flow velocity; this conclusion was qualitatively obtained in [18].

Although the theory presented in this paper is valid for free-standing liquid-crystalline films, the general scheme can be applied to liquid-crystalline films on solid or liquid substrates. Because such a film is arranged on the substrate surface, any of its hydrody-
namic motions are accompanied by the substrate motion. For solid substrates, the situation where the hydrodynamic backflow is irrelevant for the disclination dynamics can therefore be realistic. In Section 4C (also see Appendix B), we examine this limit and reproduce the results in [6-9], where the hydrodynamic backflow was neglected from the very beginning. The case of the films on a liquid substrate requires a special investigation, but the approach and the main ideas of our paper could be useful there as well.

Our results can be directly tested by comparing with the experimental data for smectic-C or nematic films. The hexatic order parameter, which has a sixfold local symmetry, is not coupled to the light in any simple way (and, therefore, ideal hexatic disclinations are hardly observed in optics). But it is possible to observe the core splitting of the disclinations in tilted hexatic smectic films [26]. Indeed, because of discontinuity of the tilt direction (which is locked to the bond direction), the hexatic order and hexatic disclinations can be observed indirectly. The second possibility of detecting the defects of hexatic ordering and verifying our theoretical results is classical light scattering (where the wave vectors are $q=10^{2}-10^{4} \mathrm{~cm}^{-1}$ and the frequency is $\omega \leqslant$ $10^{8} \mathrm{~s}^{-1}$ in typical experiments). For a reasonably thick film, the power spectrum of light scattering can have some additional structure revealing the disclination properties (e.g., defects are thought to be relevant to the very low frequency noise observed in thin films). Experimental studies of this type are highly desirable.
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## APPENDIX A

## Distances Far from the Disclination

Here, we derive some results for the region far from the disclination. These results are used in the case of small $\Gamma$ considered in Section 4B.

We examine the harmonic function $\Phi$ in Eq. (3.17). Because the function is analytic in the region $r>u^{-1}$, it can be expanded in the derivatives of $\ln r$ there. Next, because of the symmetry of the problem, $\Phi$ is an antisymmetric function of $y$. At least one derivative $\partial_{y}$ must therefore be present in each term of the expansion, that is,

$$
\begin{equation*}
\Phi=u \hat{\zeta}_{1} \partial_{y} \ln r \tag{A.1}
\end{equation*}
$$

where $\hat{\zeta}_{1}=\zeta_{1}(\nabla / u)$ and $\zeta_{1}(z)$ is a series in $z$ converging in a circle with the radius on the order of 1 . The expansion coefficients in the series $\zeta_{1}(\nabla / u)$ are determined by matching with the inner problem at $r \sim u^{-1}$.

Because of the symmetry, the angle $\tilde{\varphi}$ can be represented as

$$
\begin{gather*}
\partial_{x} \tilde{\varphi}=\partial_{y} B, \quad \partial_{y} \tilde{\varphi}=-\left(H+\partial_{x} B\right), \\
\nabla^{2} B+\partial_{x} H=0 . \tag{A.2}
\end{gather*}
$$

The latter equation is the condition $\epsilon_{\alpha \beta} \nabla_{\alpha} \nabla_{\beta} \tilde{\varphi}=0$. We note that $\nabla^{2} \tilde{\varphi}=-\partial_{y} H$. In the region far from the disclination, we can use Eqs. (3.16) and (3.17). The incompressibility condition $\nabla_{\alpha} V_{\alpha}=0$ must also be taken into account. We thus obtain expressions for the velocity in terms of $B$ and $H$,

$$
\begin{gather*}
\operatorname{curl} \mathbf{v}=\frac{K}{2 \eta} \partial_{y}\left[-H+2 u B+u \hat{\zeta}_{1} \ln (p r)\right] \\
v_{y}=\frac{K}{\gamma u} \partial_{y} \\
\times\left\{-H+2 p B+\frac{\Gamma}{4}\left[-H+2 u B+u \hat{\zeta}_{1} \ln (p r)\right]\right\}  \tag{A.3}\\
\times\left\{-H+2 p B+\frac{\Gamma}{4}\left[-H+2 u B+u \hat{\zeta}_{1} \ln (p r)\right]\right\} \\
\times\left\{\frac{K}{\gamma u} \partial_{x}\right.  \tag{A.4}\\
-\frac{K}{2 \eta}\left[-H+2 u B+u \hat{\zeta}_{1} \ln (p r)\right]
\end{gather*}
$$

Solutions to Eq. (3.18) imply that

$$
\begin{gathered}
B=s\left[\hat{c}_{1} K_{0}\left(k_{1} r\right) e^{-k_{1} x}+\hat{c}_{2} K_{0}\left(k_{2} r\right) e^{k_{2} x}\right]-\frac{1}{2} \hat{\zeta}_{1} \ln (p r), \\
H=2 s\left[k_{1} \hat{c}_{1} K_{0}\left(k_{1} r\right) e^{-k_{1} x}-k_{2} \hat{c}_{2} K_{0}\left(k_{2} r\right) e^{k_{2} x}\right] .
\end{gathered}
$$

Here, the particular representation in Eq. (A.1) is used and an arbitrary function of $y$ that can contribute to H is chosen to be zero because $\nabla \tilde{\varphi} \longrightarrow 0$ (and, hence, $H \longrightarrow 0$ ) as $r \longrightarrow \infty$. In (A.5), $\hat{c}_{1}$ and $\hat{c}_{2}$ are dimensionless differential operators that can be represented as Taylor series in $\nabla / u$, i.e., $c_{1}(\nabla / u)$ and $c_{2}(\nabla / u)$. These functions must scale with $u$ because the functions must be found from matching at $r \sim u^{-1}$.

Additionally, there are two conditions for the variables in the region $u r \geqslant 1$. First, the correct circulation around the origin leads to the effective $\delta$-functional term in Eq. (A.2),

$$
\begin{equation*}
\nabla^{2} B+\partial_{x} H=-2 \pi s \delta(\mathbf{r}) \tag{A.6}
\end{equation*}
$$

The second condition is the absence of the flux to the origin,

$$
\begin{equation*}
\int d \phi v_{r}(r, \phi)=0 \tag{A.7}
\end{equation*}
$$

Relations (A.6) and (A.7) lead to the conditions

$$
\begin{gather*}
c_{1}(0)+c_{2}(0)+\frac{\zeta_{1}(0)}{2 s}=1  \tag{A.8}\\
\left(1+\frac{\Gamma}{4}\right)\left[k_{1} c_{1}(0)-k_{2} c_{2}(0)\right]-\left(p+\frac{\Gamma u}{4}\right) \\
\times\left[c_{1}(0)+c_{2}(0)+\frac{\zeta_{1}(0)}{2 s}\right]+\frac{\Gamma u}{8 s} \zeta_{1}(0)=0 . \tag{A.9}
\end{gather*}
$$

At small $\Gamma$, the solution to Eqs. (A.8) and (A.9) is

$$
\begin{gather*}
\zeta_{1}(0)=\zeta, \quad c_{1}(0)=\frac{k_{1}-\zeta k_{2} / 2 s}{k_{1}+k_{2}}  \tag{A.10}\\
c_{2}(0)=\frac{k_{2}-\zeta k_{1} / 2 s}{k_{1}+k_{2}}
\end{gather*}
$$

We also assumed that $\zeta \leqslant 1$, which is justified in Subsection 4B.

APPENDIX B

## Suppressed Flow

Here, we demonstrate how the disclination velocity $V$ can be found if the hydrodynamic velocity $\mathbf{v}$ is negligible (e.g., because of substrate friction). We reproduce the results in [6-9].

In the absence of the hydrodynamic flow, the equation for the angle $\varphi$ is purely diffusive,

$$
\begin{equation*}
\gamma \partial_{t} \varphi=K \nabla^{2} \varphi \tag{B.1}
\end{equation*}
$$

as follows from Eq. (1.6) with $\mathbf{v}=0$. We assume that $\varphi \longrightarrow u y$ as $r \longrightarrow \infty$. The disclination motion is forced by the "external field" $u$. We seek a solution $\varphi(t, x, y)=$ $\varphi(x-V t, y)$. From Eq. (B.1), we then obtain

$$
\begin{equation*}
2 p \partial_{x} \varphi+\nabla^{2} \varphi=0, \quad \text { where } \quad 2 p=\gamma V / K \tag{B.2}
\end{equation*}
$$

In what follows, we consider the solution corresponding to a single disclination with the circulation

$$
\begin{equation*}
\oint d \mathbf{r} \nabla \varphi=2 \pi s, \tag{B.3}
\end{equation*}
$$

where the integral is taken along a contour encompassing the disclination counterclockwise. The quantity $s$ in Eq. (B.3) is an arbitrary parameter (which is equal to $\pm 1 / 6$ for hexatic, $\pm 1 / 2$ for nematic, and $\pm 1$ for smectic$C$ ordering). For a suitable solution to Eq. (B.2) corresponding to Eq. (B.3), we have

$$
\begin{align*}
\partial_{x} \varphi= & s \partial_{y} \int \frac{d^{2} q}{2 \pi} \frac{1}{q^{2}-2 i p q_{x}} \exp (i \mathbf{q} \cdot \mathbf{r})  \tag{B.4}\\
& =s \exp (-p x) \partial_{y} K_{0}(p r) .
\end{align*}
$$

This derivative tends to zero as $r \longrightarrow \infty$, as it should be.

Expression (B.4) does not determine $\varphi$ unambiguously because $\partial_{x}(u y)=0$, and we can therefore obtain a new solution by adding a term $u y$ to a given solution. We note that $u y$ is the zero mode of the Eq. (B.2). The solution can therefore be written as

$$
\begin{gather*}
\varphi=\tilde{\varphi}_{L}+u y \\
\tilde{\varphi}_{L}\left(x^{\prime}, y\right)=-s \int_{x^{\prime}}^{\infty} d x \exp (-p x) \partial_{y} K_{0}(p r) \tag{B.5}
\end{gather*}
$$

where $\tilde{\varphi}_{L}$ tends to zero as $r \longrightarrow \infty$. To relate $p$ and $u$ in Eq. (B.5), we must know the boundary conditions at $r \longrightarrow 0$, or, in fact, at $r \sim a$, where $a$ is the core radius. At small $r$, the angle $\varphi$ can be written as a series $\varphi=$ $\varphi_{0}+\varphi_{1}+\ldots$, where $\varphi_{0}$ corresponds to the static disclination and $\varphi_{1}$ is the first correction to $\varphi_{0}$ related to the motion. Matching with the inner problem gives

$$
\begin{equation*}
\nabla \varphi_{1}(a) \sim p \tag{B.6}
\end{equation*}
$$

because the solution for the order parameter inside the core is an analytic function of $r / a$ and the expansion in $p$ is a regular expansion in $p a$ (see [7] and Appendix D).

Expanding Eq. (B.4) in $p$, we obtain

$$
\frac{1}{s} \partial_{x} \varphi \approx-\frac{y}{r^{2}}+\frac{p x y}{r^{2}}
$$

at $p r \ll 1$. In accordance with Eq. (B.5), we then obtain with logarithmic accuracy (i.e., in the main approximation in $|\ln (p a)| \gg 1)$ that

$$
\begin{equation*}
\varphi_{1}=\operatorname{spy} \ln (p r)+u y \tag{B.7}
\end{equation*}
$$

Using boundary condition (B.6), we now obtain

$$
\begin{equation*}
u=\operatorname{sp\operatorname {ln}(\frac {1}{pa})} \tag{B.8}
\end{equation*}
$$

with the same logarithmic accuracy. This can be rewritten as

$$
\begin{equation*}
V=\frac{2 K u}{s \gamma \ln (1 / p a)} \tag{B.9}
\end{equation*}
$$

The same answer (B.9) can be found from the energy dissipation balance. First of all, we can find the energy $E$ corresponding to solution (B.5),

$$
\begin{gather*}
E=\int d^{2} r \frac{K}{2}(\nabla \varphi)^{2} \\
=K \int d^{2} r\left[\frac{1}{2} u^{2}+\frac{1}{2}\left(\nabla \tilde{\varphi}_{L}\right)^{2}+u \partial_{y} \tilde{\varphi}_{L}\right] \tag{B.10}
\end{gather*}
$$

where the first term is the energy of the external field, the second term represents the energy of the disclination itself, and the third term is the coupling energy. Obviously, only the last cross-term depends on time. For $|x-V t| \gg p^{-1}$,

$$
\int_{-\infty}^{\infty} d y \partial_{y} \tilde{\varphi}_{L}=\left\{\begin{array}{l}
0 \text { if } x>V t \\
-2 \pi s \text { if } x<V t
\end{array}\right.
$$

It then follows from Eq. (B.10) that

$$
\begin{equation*}
\partial_{t} E=-2 \pi s K u V \tag{B.11}
\end{equation*}
$$

On the other hand, we can use Eq. (B.1) to obtain

$$
\begin{equation*}
\partial_{t} E=-\frac{K^{2}}{\gamma} \int d^{2} r\left(\nabla^{2} \varphi\right)^{2} \tag{B.12}
\end{equation*}
$$

Replacing $\nabla^{2} \varphi$ with $2 p \partial_{x} \varphi$ here in accordance with Eq. (B.2), we obtain

$$
\partial_{t} E=-\gamma V^{2} \int d^{2} r\left(\partial_{x} \varphi\right)^{2}
$$

The main logarithmic contribution to the integral comes from the region $a<r<p^{-1}$, where $\partial_{x} \varphi \approx-s y / r^{2}$. We thus obtain

$$
\begin{equation*}
\partial_{t} E=-\pi s^{2} \gamma V^{2} \ln \left(\frac{1}{p a}\right) \tag{B.13}
\end{equation*}
$$

Comparing the expression with Eq. (B.11), we find the same answer (B.9).

APPENDIX C

## Extremely Small $\Gamma$

Here, we consider the flow velocity induced by the moving disclination for extremely small $\Gamma$. The velocity is zero in the zero approximation in $\Gamma$ (this case is considered in Appendix B), and we therefore examine the next, first-order, approximation in $\Gamma$. We use the same formalism and the same notation as in Appendix A.

In accordance with Appendix A, solutions to the complete set of nonlinear stationary equations can be represented as

$$
\begin{gather*}
\partial_{x} \tilde{\varphi}=\partial_{y} B, \quad \partial_{y} \tilde{\varphi}=-\left(H+\partial_{x} B\right)  \tag{C.1}\\
\text { curlv }=\frac{K}{2 \eta}\left[-\partial_{y} H+2 u \partial_{y} B+2 u s \partial_{y} \ln r+\Phi^{\prime}\right]  \tag{C.2}\\
v_{x}=-\frac{K}{2 \eta} \partial_{y} \nabla^{-2}  \tag{C.3}\\
\times\left[-\partial_{y} H+2 u \partial_{y} B+2 u s \partial_{y} \ln r+\Phi^{\prime}\right] \\
v_{y}=\frac{K}{2 \eta} \partial_{x} \nabla^{-2}  \tag{C.4}\\
\times\left[-\partial_{y} H+2 u \partial_{y} B+2 u s \partial_{y} \ln r+\Phi^{\prime}\right]
\end{gather*}
$$

where $B, H$, and $\Phi^{\prime}$ are to be found from the equations

$$
\begin{gathered}
-\partial_{y} H+2 p \partial_{y} B+\frac{\Gamma}{4} \nabla^{-2}\left(\nabla^{2}-2 u \partial_{x}\right) \\
\times\left[-\partial_{y} H+2 u \partial_{y} B+2 u s \partial_{y} \ln r+\Phi^{\prime}\right] \quad \text { (C.5) } \\
=-\frac{\Gamma}{2}\left(\partial_{y} \nabla^{-2}\left[-\partial_{y} H+2 u \partial_{y} B+2 u s \partial_{y} \ln r+\Phi^{\prime}\right] \partial_{y} B\right. \\
\left.+\partial_{x} \nabla^{-2}\left[-\partial_{y} H+2 u \partial_{y} B+2 u s \partial_{y} \ln r+\Phi^{\prime}\right]\left(\partial_{x} B+H\right)\right),
\end{gathered}
$$

$$
\begin{gather*}
\Phi^{\prime}=2 \nabla^{-2}\left[\left(\partial_{x} B+H\right) \partial_{x} \partial_{y} H+\partial_{y} B \partial_{y}^{2} H\right]  \tag{C.6}\\
\nabla^{2} B+\partial_{x} H=-2 \pi s \delta(\mathbf{r}) \tag{C.7}
\end{gather*}
$$

If $\Gamma$ is extremely small, $s^{2} \Gamma \ln ^{2}(u a) \ll 1$, the solution to Eqs. (C.5)-(C.7) can be continued to the vicinity of the core. In the leading approximation, the solution for $\tilde{\varphi}$ coincides with the solution for the angle $\tilde{\varphi}_{L}$ in the absence of the backflow. This case, examined in [6-9], is described in Appendix B . The functions $B_{L}$ and $H_{L}$ corresponding to $\tilde{\varphi}_{L}$ are given by

$$
\begin{equation*}
2 p B_{L}=H_{L}=2 s p K_{0}(p r) \exp (-p x) \tag{C.8}
\end{equation*}
$$

This solution gives

$$
\begin{equation*}
\Phi^{\prime}=2 s^{2} p \frac{y}{r^{2}} \ln \left(\frac{\min \left\{r, p^{-1}\right\}}{a}\right) \tag{C.9}
\end{equation*}
$$

Neglecting the nonlinear right-hand side of Eq. (C.5), we can then find

$$
\begin{gathered}
H(\mathbf{r})=\frac{4 \pi s}{1+\Gamma / 4} \int \frac{d^{2} q}{(2 \pi)^{2}} \exp (i \mathbf{q} \cdot \mathbf{r}) \\
\times \frac{p q^{2}-(s \Gamma p / 4)\left(q^{2}+2 i u q_{x}\right) \ln \left(\min \left\{(q a)^{-1},(p a)^{-1}\right\}\right)}{\left(q^{2}-2 i k_{1} q_{x}\right)\left(q^{2}+2 i k_{2} q_{x}\right)}
\end{gathered}
$$

$B(\mathbf{r})$ can be found similarly. Using $B$ and $H$ in Eqs. (C.3) and (C.4), we calculate the flow velocity $\mathbf{v}(\mathbf{r}$ ) that vanishes at infinity.

For $r \gg p^{-1}$, this solution coincides with expressions (A.5), (A.8), and (A.9) with

$$
\zeta_{1}(0)=2 s+\frac{2 s^{2} p}{u} \ln \left(\frac{1}{p a}\right)
$$

For $p r \ll 1$, expression (C.10) is reduced to (C.8) and this region produces the main contribution to $\Phi^{\prime}$ in (C.9). The following expressions are obtained in the inner region ( $p r \ll 1$ ) from the solution in Eqs. (C.1)-(C.10):

$$
\begin{align*}
\varphi_{1}= & \left(u-s p \ln \frac{1}{p a}\right) y+s p y \ln \frac{r}{a}  \tag{C.11}\\
& \operatorname{curlv}=\frac{K s^{2} p}{\eta} \frac{y}{r^{2}} \ln \frac{r}{a} \tag{C.12}
\end{align*}
$$

A relation between $p$ and $u$ is fixed by condition (B.6), leading to $u=s p \ln [1 /(p a)]$, which is equivalent to Eq. (B.9). The flow velocity at $p r \ll 1$ and $\ln (r / a) \gg 1$ is

$$
\begin{equation*}
V_{\alpha}=-\frac{s^{2} \Gamma}{8} V \epsilon_{\alpha \beta} \nabla_{\beta}\left[y \ln ^{2}\left(\frac{r}{a}\right)\right] \tag{C.13}
\end{equation*}
$$

which corresponds to the stream function

$$
\begin{equation*}
\Omega=-V y-\frac{K s^{2} p}{4 \eta} y \ln ^{2}\left(\frac{r}{a}\right) \tag{C.14}
\end{equation*}
$$

The expansion with respect to $\Gamma$ near the disclination is regular and can be derived from Eqs. (3.8) and (3.9) with the condition $\nabla \varphi_{1}(a) \sim p: \tilde{\varphi}_{L}+u y$ is the zero term of the series for $\varphi$, and expression (C.14) represents the zero and the first terms for $\Omega$.

We note that, in accordance with Eq. (C.13) in the limit as $\Gamma \longrightarrow 0$, the flow velocity tends to zero near the disclination core, $v(a) / V=O(\Gamma)$, despite the fact that the disclination itself moves with the finite velocity $V$; thus, there is a slipping on the disclination core in this limit.

## APPENDIX D

## Solution with the Complete Order Parameter

Here, we consider the dynamic equations for the coupled velocity field $\mathbf{v}$ and the complete order parameter $\Psi=Q \exp (i \varphi /|s|)$ describing the 2 D orientational order in liquid-crystalline films. These equations are needed to examine the velocity field close to the disclination position. We assume that the core size $a$ is larger than characteristic molecular scales and work in the framework of the mean field theory.

Formally, the equations can be derived using the Poisson bracket method [30, 37]. In the mean field approximation, the energy associated with the order parameter is

$$
\mathscr{H}_{\Psi}=\frac{K s^{2}}{2} \int d^{2} r\left(|\nabla \Psi|^{2}+\frac{1}{2 a^{2}}\left(1-|\Psi|^{2}\right)^{2}\right)
$$

its density becomes the $K$ contribution in Eq. (2.3) at large scales $r \gg a$. The only nontrivial Poisson bracket that must be added to the standard expressions is [28]

$$
\begin{aligned}
& \left\{j_{\alpha}\left(r_{1}\right), \Psi\left(r_{2}\right)\right\}=-\nabla_{\alpha} \Psi \delta\left(r_{1}-r_{2}\right) \\
& \quad+\frac{i}{2|s|} \Psi\left(r_{2}\right) \epsilon_{\alpha \beta} \nabla_{\beta} \delta\left(r_{1}-r_{2}\right)
\end{aligned}
$$

To be specific, we use the expressions for the energy and the Poisson bracket for hexatic films. The dynamic equations are given by

$$
\begin{gather*}
\rho \partial_{t} v_{\alpha}+\rho v_{\beta} \nabla_{\beta} v_{\alpha}=\eta \nabla^{2} v_{\alpha}-\frac{s^{2} K}{2} \\
\times\left\{\nabla_{\alpha} \Psi *\left(\nabla^{2} \Psi+\frac{1}{a^{2}} \Psi\left(1-|\Psi|^{2}\right)\right)\right. \\
\left.+\nabla_{\alpha} \Psi\left(\nabla^{2} \Psi^{*}+\frac{1}{a^{2}} \Psi *\left(1-|\Psi|^{2}\right)\right)\right\}  \tag{D.1}\\
-\frac{i|s| K}{4} \epsilon_{\alpha \beta} \nabla_{\beta}\left\{\Psi^{*} \nabla^{2} \Psi-\Psi \nabla^{2} \Psi^{*}\right\}+\nabla_{\alpha} \tilde{\zeta} \\
\partial_{t} \Psi+v_{\alpha} \nabla_{\alpha} \Psi=\frac{i}{2|s|} \Psi \epsilon_{\alpha \beta} \nabla_{\alpha} v_{\beta} \\
+\frac{K s^{2}}{2 \gamma_{s}}\left(\nabla^{2} \Psi+\frac{1}{a^{2}} \Psi\left(1-|\Psi|^{2}\right)\right)
\end{gather*}
$$

the relation $\gamma_{s}=s^{2} \gamma / 2$ ensures the reduction to Eq. (2.6) in the limit $|\Psi|=1$, and the kinetic coefficients are believed to be independent of $Q$ (otherwise, we can assume, for example, the dependence $\gamma_{s}=s^{2} \gamma|\Psi|^{2} / 2$ ). The slow dynamics of a 2D liquid-crystalline system with disclinations can be described by Eqs. (D.1) with the additional incompressibility condition $\nabla \mathbf{v}=0$ that allows excluding the passive variable $\tilde{\varsigma}$.

If the distance from the disclination to a boundary or other disclinations is much larger than $a$ (i.e., the perturbation of the static solution $\Psi_{0}=Q_{0} \exp \left(i \varphi_{0} /|s|\right)$ for a single defect is small), we can linearize Eqs. (D.1) with respect to the perturbation expressed in terms of the respective corrections $Q_{1}$ and $\varphi_{1}$ to $Q_{0}$ and $\varphi_{0}$,

$$
\begin{gather*}
\eta \nabla^{2} v_{\alpha}-2 \gamma_{s}\left\{\nabla_{\alpha} Q_{0}\left(v_{\beta}-V_{\beta}\right) \nabla_{\beta} Q_{0}\right. \\
\left.+\frac{1}{s^{2}} Q_{0}^{2} \nabla_{\alpha} \varphi_{0}\left(\left(v_{\beta}-V_{\beta}\right) \nabla_{\beta} \varphi_{0}-\frac{1}{2} \epsilon_{\beta \gamma} \nabla_{\beta} v_{\gamma}\right)\right\}(\mathrm{D}  \tag{D.2}\\
+2 \gamma_{s} \frac{1}{2 s^{2}} \epsilon_{\alpha \beta} \nabla_{\beta}\left[Q_{0}^{2}\left(\left(v_{\mu}-V_{\mu}\right) \nabla_{\mu} \varphi_{0}-\frac{1}{2} \epsilon_{\mu v} \nabla_{\mu} v_{v}\right)\right] \\
+\nabla_{\alpha} \tilde{\zeta}=0, \\
\frac{K s^{2}}{2 \gamma_{s}}\left(\nabla^{2} Q_{1}-\frac{\left(\nabla \varphi_{0}\right)^{2}}{s^{2}} Q_{1}-\frac{2 \nabla_{\alpha} \varphi_{1} \nabla_{\alpha} \varphi_{0}}{s^{2}} Q_{0}\right. \\
\left.+\frac{1}{a_{s}^{2}}\left(1-3 Q_{0}^{2}\right) Q_{1}\right)=\left(v_{\beta}-V_{\beta}\right) \nabla_{\beta} Q_{0},  \tag{D.3}\\
\frac{K s^{2}}{2 \gamma_{s}}\left(\nabla^{2} \varphi_{1}+2 Q_{0}^{-1}\left(\nabla_{\alpha} Q_{1} \nabla_{\alpha} \varphi_{0}+\nabla_{\alpha} Q_{0} \nabla_{\alpha} \varphi_{1}\right)\right)  \tag{D.4}\\
=-\frac{1}{2} \epsilon_{\alpha \beta} \nabla_{\alpha} v_{\beta}+\left(v_{\beta}-V_{\beta}\right) \nabla_{\beta} \varphi_{0} .
\end{gather*}
$$

In terms of the dimensionless quantities $L=\eta \Omega / K$, $R=r / a$, and $\Gamma=2 \gamma_{s} /\left(s^{2} \eta\right)$, Eq. (D.2) becomes (as previously, we consider a disclination with the unitary topological charge $|s|$ or $-|s|)$

$$
\begin{gather*}
\nabla_{R}^{4} L+\frac{\Gamma}{4}\left\{-4 s^{2} \frac{\left(\partial_{R} Q_{0}\right)^{2}}{R^{2}} \partial_{\phi}^{2} L\right. \\
\left.+\left(\nabla_{R}^{2}+\frac{2 s}{R} \partial_{R}\right)\left(Q_{0}^{2}\left(\nabla_{R}^{2}-\frac{2 s}{R} \partial_{R}\right) L\right)\right\}=0 \tag{D.5}
\end{gather*}
$$

where $\nabla_{R}^{2} \equiv \partial_{R}^{2}+\frac{1}{R} \partial_{R}+\frac{1}{R^{2}} \partial_{\phi}^{2}$ and $Q_{0}$ is found from

$$
\left(\partial_{R}^{2}+\frac{1}{R} \partial_{R}-\frac{1}{R^{2}}\right) Q_{0}+Q_{0}\left(1-Q_{0}^{2}\right)=0
$$

$$
Q_{0}(0)=0, \quad Q_{0}(\infty)=1
$$

If $\Gamma \gg 1$, as follows from Eq. (D.5), a new scale $R \sim$ $1 / \sqrt{\Gamma} \ll 1$ appears inside the core, the first term in Eq. (D.5) can be neglected at larger scales, and there is no crossover at $R \sim 1$.

If $Q_{0} \equiv 1$, Eq. (D.5) is reduced to Eq. (3.12). If $R \ll$ 1, $Q_{0}=A R(A \approx 0.58)$ and Eq. (D.5) can be rewritten as

$$
\nabla_{R}^{2}\left\{\nabla_{R}^{2} L+\frac{A \Gamma}{4}\left(R^{2} \nabla_{R}^{2}-4 s^{2}\right) L\right\}=0
$$

The solution to the equation is a superposition of the terms $\lambda(R) \sin (m \phi)$ with different $m$. After imposing the condition $\lambda(R)=0$, two constants remain in the general solution of the ordinary differential equation for $\lambda(R)$; two partial solutions that are regular near $R=0$ are given by

$$
\begin{aligned}
& R^{|m|} \text { and } R_{2}^{|m|} F_{1}\left(\frac{|m|-\sqrt{m^{2}+4 s^{2}}}{2}\right. \\
& \left.\frac{|m|+\sqrt{m^{2}+4 s^{2}}}{2}, 1+|m|,-\frac{A^{2} \Gamma R^{2}}{4}\right)
\end{aligned}
$$

where ${ }_{2} F_{1}$ is the hypergeometric function $\left({ }_{2} F_{1}(a, b, c, z)=\right.$ $1+a b z / c+\ldots$ ). Two constants (e.g., the derivatives $\lambda^{(|m|}(0)$ and $\lambda^{(m \mid+2)}(0)$ are chosen to ensure the slowest possible growth at $R \gg 1$ in order to eliminate the largest exponent among $\alpha$ in Eq. (3.13).

If $\Gamma \gg 1$, it is possible to derive a better approximation in the core region. We can expand $Q_{0}(R)$ in a series, seek a series solution $\lambda(R)$, and extract the terms of the highest order in $\Gamma$. For example, for $m=1$, the series for $\lambda(R)$ begins with $l_{1} R+l_{3} R^{3}$, which fixes two constants in the partial solution,

$$
\begin{aligned}
& \lambda(R)=l_{1} R\left[1+\frac{1}{A^{2} \Gamma s\left(2-s^{2}\right)}\left(-1-\frac{s^{2} A^{2} \Gamma R^{2}}{8}\right.\right. \\
&\left.\left.+{ }_{2} F_{1}\left(\frac{1-\sqrt{1+4 s^{2}}}{2}, \frac{1+\sqrt{1+4 s^{2}}}{2}, 2,-\frac{A^{2} \Gamma R^{2}}{4}\right)\right)\right] \\
&+ l_{3} \frac{8}{A^{2} \Gamma s^{2}} R\left[-1+{ }_{2} F_{1}\left(\frac{1-\sqrt{1+4 s^{2}}}{2}\right.\right. \\
&\left.\left.\frac{1+\sqrt{1+4 s^{2}}}{2}, 2,-\frac{A^{2} \Gamma R^{2}}{4}\right)\right]
\end{aligned}
$$

The solutions to Eqs. (D.3) and (D.4) are given by

$$
Q_{1}=\vartheta(R) \partial_{\phi} \sin (m \phi), \quad \varphi_{1}=\sigma(R) \sin (m \phi),
$$

where $\vartheta$ and $\sigma$ must be found from the equations

$$
\begin{gathered}
\vartheta^{\prime \prime}+\frac{1}{R} \vartheta^{\prime}-\frac{1+m^{2}}{R^{2}} \vartheta-\frac{2 Q_{0}}{s R^{2}} \sigma+\left(1-3 Q_{0}^{2}\right) \vartheta \\
=\Gamma \frac{1}{R} \partial_{R} Q_{0} \lambda, \\
\sigma^{\prime \prime}+\frac{1}{R} \sigma^{\prime}-\frac{m^{2}}{R^{2}} \sigma+\frac{2}{Q_{0}}\left(-\frac{s m^{2}}{R^{2}} \vartheta+\partial_{R} Q_{0} \sigma^{\prime}\right) \\
=\frac{\Gamma}{2}\left(\lambda^{\prime \prime}+\frac{1-2 s}{R} \lambda^{\prime}-\frac{m^{2}}{R^{2}} \lambda\right)
\end{gathered}
$$

that generalize the expressions given in [7].
The dynamic equations with the complex order parameter demonstrate that, for all $\Gamma$, the boundary conditions for Eqs. (2.4)-(2.6) experience no significant changes on the core. The peculiarity of extremely small $\Gamma$ leading to the nonslipping condition consists in a slow growth of $\nabla \Omega$ far from the disclination.
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#### Abstract

Thin free-standing films of a compound with the smectic- $C_{A}^{*}$ and smectic- $C_{\alpha}^{*}$ phases were investigated by means of depolarized microscopy and optical reflectivity. In thin films, the smectic phase sequence $C_{A}^{*}-C_{\alpha}^{*}-A$ is replaced by a series of temperature- and field-induced transitions into states with the coplanar orientation of molecular tilt planes. Transitions are accompanied by a change in the direction of the electric polarization with respect to the tilt plane of molecules. The coplanar structure of these states is consistent with the Ising model. © 2002 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The synclinic smectic- $C$ phase $(\mathrm{SmC})$ and the anticlinic smectic- $C_{A}$ phase $\left(\operatorname{Sm} C_{A}\right)$ are the fundamental mesophases with fluid layers that are observed in rodlike molecular systems. When the constituent molecules render the system chiral, the respective phases are denoted as $\mathrm{Sm} C^{*}$ and $\mathrm{Sm} C_{A}^{*}$ and become ferroelectric, with the spontaneous polarization perpendicular to the tilt plane, and antiferroelectric [1-5]. The locally averaged molecular tilt direction, called the director, is specified by the polar angle $\theta$ and the azimuthal angle $\phi$ in the liquid crystal frame of reference with the $z$ axis along the smectic layer normal. In the bulk sample, the tilt angle $\theta$ is constant at a given temperature. Chirality leads to the formation of a helicoidal structure, $\phi=$ $2 \pi z / p$, where $p$ is the helicoidal pitch. Because $p$ is sufficiently larger than the smectic layer spacing $d$ in general, the azimuthal angle difference between adjacent layers is $\Delta \phi \simeq 0^{\circ}$ in $\mathrm{Sm}^{*}$ and $\Delta \phi \simeq 180^{\circ}$ in $\mathrm{Sm}_{A}^{*}$; the respective phases therefore remain practically synclinic and anticlinic. In other words, the ordinary chiral intermolecular interaction is weak. The molecular origin of the synclinic and anticlinic ordering in SmC and $\mathrm{SmC}_{A}$ has been studied in detail [6, 7]. It is concluded that the conventional dispersion and steric interactions stabilize SmC and $\mathrm{Sm} C^{*}$, while the orientational correlations of transverse dipoles in adjacent layers actually promote $\operatorname{Sm} C_{A}$ and $\operatorname{Sm} C_{A}^{*}$. We note that these short-range interactions and correlations are not sensitive to the molec-

[^24]ular chirality and favor the coplanar synclinic or anticlinic structure.

The transition between synclinic ferroelectric $\operatorname{Sm} C^{*}$ and anticlinic antiferroelectric $\operatorname{Sm} C_{A}^{*}$ is of the first order. In many materials, a sequence of polar subphases with periods consisting of more than two layers are formed between $\mathrm{Sm} C^{*}$ and $\mathrm{Sm} C_{A}^{*}$. In this narrow temperature interval, the system is frustrated and both phase structures have nearly the same energy; the subphases must therefore be stabilized by some relatively weak additional factors [7]. Isozaki et al. [8, 9] systematically investigated the electric-field-temperature ( $E$ $T$ ) phase diagram in several compounds and mixtures [5-8, 10]. They confirmed that at least five subphases can exist between $\operatorname{Sm} C_{A}^{*}$ and $\mathrm{Sm} C^{*}$ and an additional one, denoted as $\operatorname{Sm} C_{\alpha}^{*}$, just below $\operatorname{Sm} A$ on the hightemperature side of $\mathrm{Sm} C^{*}$, suggesting that the subphases between $\mathrm{Sm} C_{A}^{*}$ and $\mathrm{Sm} C^{*}$ constitute a part of a devil's staircase formed by frustration between ferroand antiferroelectricity. Moreover, it was noticed by Takanishi et al. and Hiraoka et al. [11-15] that $\mathrm{Sm} C_{\alpha}^{*}$ itself is not a simple single phase but can constitute another devil's staircase [16] where the ferroelectric $\mathrm{Sm} C^{*}$ and/or antiferroelectric $\mathrm{Sm} C_{A}^{*}$ soft mode fluctuations play an important role because of the extremely small tilt angle. Sophisticated experimental techniques, such as the polarized resonant X-ray scattering [1719], precision ellipsometry and reflectometry [18, 2022], and advanced polarizing microscopy [23], have recently been used to determine the detailed subphase
structures. It is unambiguously established that the subphases between $\operatorname{Sm} C_{A}^{*}$ and $\operatorname{SmC}{ }^{*}$ with three- and fourlayer periodicities are not coplanar and that their azimuthal angle difference between adjacent layers considerably deviates from $\Delta \phi \simeq 0^{\circ}$ (synclinic) or $180^{\circ}$ (anticlinic) [18, 24]. With respect to $\operatorname{Sm} C_{\alpha}^{*}$, a short pitch helical structure was recently emphasized in contrast with the previous suggestion of its devil's staircase character.

Two conflicting approaches have been proposed with the important factor being either the continuous short-pitch evolution of the $\operatorname{Sm} C_{\alpha}^{*}$ helical structure [25-29] or the devil's staircase character not only of the subphase emerging between $\operatorname{Sm} C_{A}^{*}$ and SmC but also of $\operatorname{Sm} C_{\alpha}^{*}$ itself $[5,10,30]$. The first one, called the discrete, clock, or $X-Y$ model, takes competing orientational interactions between nearest- and next-nearestneighbor smectic layers into account. The minimum of the free energy then corresponds to a uniform rotation of the tilt plane about the layer normal. The formation of subphases can be qualitatively explained by introducing several much more complicated interactions with three- and four-layer periodicities and the continuous short-pitch evolution of $\operatorname{Sm} C_{\alpha}^{*}$. The second approach is based on the microscopic Ising model with competing repulsive and attractive interactions between nearest and next-nearest neighbors. It is known that a sequence of subphases resembling the devil's staircase is indeed obtained in such a model [31, 32]. But the Ising-like Hamiltonian can hardly be applied to smectic liquid crystals [7]. Neither model can therefore appropriately explain the facts experimentally observed thus far.

Prost and Bruinsma [33, 34] proposed a more consistent model by taking long-range polarization fluctuations into account; they tried to explain the formation of $\operatorname{Sm} C_{\alpha}^{*}$ and its devil's staircase character. This mechanism seems to be very promising, and should be taken into consideration in a more general theory [7]. In order to understand the sequence of the subpahses and their nonplanar structures better, further careful experimental investigations are necessary in a variety of compounds and mixtures. The structures of the $\operatorname{Sm} C_{\alpha}^{*}$ phase in bulk samples and in thin films were recently reported to be substantially different [35, 36]. Structures without a short-pitched helix were found above the $\mathrm{SmC} C^{*}$ and $\operatorname{Sm} C_{A}^{*}$ phases. Another question is the origin and behavior of the electric polarization in thin films of structures without the net polarization in the bulk sample, in particular, in the $\operatorname{Sm} C_{A}^{*}$ and $\operatorname{Sm} C_{\alpha}^{*}$ phases. The clock and Ising models predict a different behavior of spontaneous polarization as the tempera-
ture changes: a smooth variation of the polarization value in the clock model and its steplike changes at certain temperatures in the Ising model. Unusual behavior of antiferroelectric structures in the electric field was found in thin films [37, 38]. These structures possess a ferroelectric polarization: perpendicular $\left(P_{Y}\right)$ to the average direction of the tilt planes in odd- $N$ films (where $N$ is the number of smectic layers) and parallel $\left(P_{X}\right)$ to the average direction of the tilt planes in even- $N$ films.

Because the free energy difference between subphases is intrinsically small, several interface effects in both homogeneous and homeotropic cells disturb the supbphase sequence and structures. Free-standing films [39, 40] are most suitable for making observations that are almost free of these effects. Moreover, applying an electric field can also seriously deform the structure. Consequently, it is essential to study free-standing films by applying a sufficiently weak electric field for controlling the director alignment. In this paper, we present such an example of the direct microscopic observation and optical reflectivity. We believe that the observed results may reflect the bulk property to some extent, although the interface effects must also be considerably large because the number of smectic layers is somewhat small.

## 2. EXPERIMENT

The material studied was 4-(1-trifluoromethyl-hepthyloxycarbonyl)phenyl 4'-octyl-biphenyl-4-carboxylate (TFMHPBC) [5]. Bulk TFMHPBC exhibits the following transition temperatures between smectic phases:

$$
\operatorname{Sm} C_{A}^{*} \xrightarrow{74.3^{\circ} \mathrm{C}} \operatorname{Sm} C_{\alpha}^{*} \xrightarrow{75.0^{\circ} \mathrm{C}} \operatorname{Sm} A
$$

Two types of cells were used in optical measurements. For the first type, films were prepared in a rectangular frame with two mobile metallic blades. For the second type, free-standing films were drawn over a 4-mmdiameter circular hole in a glass plate. Electrodes on four sides of the hole were used to apply an in-plane electric field. The number $N$ of smectic layers was determined by optical reflectivity [39, 41].

Two techniques were used for studies of the temper-ature- and field-induced phase transitions. The first one was the depolarized reflected light microscopy (DRLM) [42, 43]. For relatively thin films, the reflection intensity is proportional to $\left(n^{2}-1\right)^{2}$ [44],

$$
I \propto\left(n^{2}-1\right)^{2} \pi^{2} N^{2} d^{2} / \lambda^{2}
$$

where $n$ is the refraction index and $\lambda$ is the light wavelength. The refraction index along the tilt plane, $n_{\|}$, is different from the refraction index in the perpendicular direction, $n_{0}$. The DRLM allows visualizing domains with different orientations of the tilt plane with respect to the direction of the electric polarization $\mathbf{P}$. The tech-


Fig. 1. Temperature-induced transition in even- $N$ films. (a) The microscope image in reflection of an eight-layer TFMHPBC film in the antiferroelectric phase at $70.7^{\circ} \mathrm{C}$. The $c$-director is aligned parallel to the electric field. The film appears dark with a bright $2 \pi$ wall. (b) Transition on heating ( $T=75^{\circ} \mathrm{C}$ ): the region of a high-temperature phase with different orientations of the $c$-director emerges. Upon heating, the front moves from bottom to top of the picture. (c) The state at higher temperature with polarization perpendicular to the tilt plane $\left(T=75.7^{\circ} \mathrm{C}\right)$. The electric field value is $8.8 \mathrm{~V} / \mathrm{cm}$. The orientation of the polarizer ( $\mathscr{P}$ ), the analyzer $(\mathscr{A})$, and the electric field is shown in Fig. 1c. The horizontal size of each photograph is $370 \mu \mathrm{~m}$.
nique uses a polarizer turned by $45^{\circ}$ with respect to the electric field direction. The difference between the refraction indices for the two main directions results in an effective rotation of the polarization plane of the reflected light in the direction of the tilt plane. In slightly decrossed polarizers, the domains therefore look dark or bright depending on the orientation of the
tilt plane with respect to the direction of the electric polarization. In this method, the low intensity of the image is compensated by a highly contrast pattern.

Another technique was used in measurements of the linearly polarized reflectivity from the films in "backward" geometry. In electrooptical measurements, we could change the direction of light polarization and the direction of the electric field in the plane of the film. In tilted smectic phases, the films are optically anisotropic in the plane of the layers. The reflection intensities with the light polarization parallel $\left(I_{\|}\right)$and perpendicular $\left(I_{\perp}\right)$ to the direction of the electric field were measured. Using this technique, we could determine the orientation of the tilt plane in the films and their optical anisotropy.

## 3. RESULTS AND DISCUSSION

In the geometry used for imaging, $\operatorname{Sm} C_{A}^{*}$ films with an even number of layers look like a dark field with two bright lines in the regions where $2 \pi$ walls exist (Fig. 1a). Films have the polarization $P_{X}$ parallel to the tilt plane, and the $c$-director (the projection of $\mathbf{n}$ on the film plane [3]) is parallel to the vertical axis. Across the $2 \pi$ wall, the $c$-director rotates by the angle $2 \pi$; as a result, regions with a nearly horizontal orientation of the $c$-director in $2 \pi$ walls look like two bright narrow lines. In microscopic investigations, we chose regions of the films with $2 \pi$ walls. In these regions, it is easiest to judge the orientation of the $c$-director with respect to the electric field direction. Heating to $75^{\circ} \mathrm{C}$ leads to the appearance of a new phase (Fig. 1b). In spite of a small tilt angle, the phase boundary and the phases themselves are easily visualized in films using DRLM above the bulk transition temperature. A transformation of the DRLM picture (dark $2 \pi$ walls in the bright field, Figs. 1b, 1c) shows that the direction of the polarization with respect to the $c$-director is drastically different from that in the low-temperature state. The transition may be caused either by a substantial change of the relative orientation of tilt planes in neighboring layers or by the temperature variation of relative values of the polarizations $P_{X}$ and $P_{Y}$ and the rotation of the $c$-director of the film in the electric field. The existence of a sharp boundary and the behavior of $2 \pi$ walls near it show that the transition is not caused by a smooth temperature decrease in the $P_{X}$ component of the polarization with respect to the $P_{Y}$ one. In that case, the transition front would be blurred and the regions of $2 \pi$ walls with the horizontal orientation of the $c$-director could smoothly turn into a new oriented state.

In films with an odd number of layers, we also observed the transition to a new structure (Fig. 2). A transformation of the DRLM picture indicates the transition from the structure with the polarization $P_{Y}$ perpendicular to the tilt plane to a structure with the dominant polarization $P_{X}$. Thus, films having polarizations
of different types in the $\operatorname{Sm} C_{A}^{*}$ phase ( $P_{Y}$ in odd- $N$ films and $P_{X}$ in even- $N$ films) after the transition also possess different polarization directions in the plane of the layers ( $P_{Y}$ in even- $N$ films and $P_{X}$ in odd- $N$ films). We observed such a behavior in all investigated films with the thickness from three to more than twenty layers. But the transition temperatures strongly depend on the film thickness (in a three-layer film, the transition occurs at about $85^{\circ} \mathrm{C}$ ). Figures 1 b and 2 b show two realizing possibilities for the coexistence of $2 \pi$ walls and the boundary of two phases. In the antiferroelectric phase, the $2 \pi$ walls are either continued into the new phase (Fig. 1b) or split into walls that are localized near the boundary as in Fig. 2b.

In films with $N>10$, we found an increase in the number of structures above the $\operatorname{Sm} C_{A}^{*}$ phase. These structures can be simultaneously observed in a sample with a temperature gradient. An image of such a film is shown in Fig. 3. The temperature increases from left to right. In the left part of the figure, the film is in the $\operatorname{Sm} C_{A}^{*}$ phase 1 . In regions $2-4$, the sample is in different states with different directions of the polarization. This is clearly seen from measurements of the optical reflectivity from a film for two directions of the light polarization, perpendicular $\left(I_{\perp}\right)$ and parallel $\left(I_{\|}\right)$to the electric field direction. Figure 4 shows the results of such measurements for an 18-layer film. In the $\operatorname{Sm} C_{A}^{*}$ phase (Fig. 4a), $I_{\perp}<I_{\|}$, which implies that the polarization is parallel to the tilt plane. The same polarization direction is observed in state 3 (Fig. 4c). In states 2 and 4 (Figs. 4b, 4d), $I_{\perp}>I_{\|}$, which indicates that the tilt plane is perpendicular to the electric field direction and to the film polarization. The sequence of transitions from state 1 to state 4 therefore occurs with the change in the polarization direction. These measurements also provide information about optical anisotropy of the films. This enables us to answer one of the main questions: Do short-pitch helical structures emerge above the $\operatorname{Sm} C_{A}^{*}$ phase? Formation of the short-pitched azimuthal helix with the pitch on the order of or less than the film thickness should lead to a substantial decrease in the reflection anisotropy $\left|I_{\perp} / I_{\|}-1\right|$. In such a nearly optically uniaxial structure, the anisotropy can occur because the film thickness is not a multiple of the halfpitch. But the magnitude of the anisotropy in shortpitched structures must be several times smaller than that before the transition from the $\mathrm{Sm} C_{A}^{*}$ phase. A smooth decrease in $\left|I_{\perp} I_{\|}-1\right|$ in Figs. $4 \mathrm{~b}-4 \mathrm{~d}$ is due to a well-known decrease in the molecular tilt angle on heating. We found that $I_{\perp} / I_{\|}-1$ changes its sign as the result of transitions, but the absolute value changes only insignificantly. Therefore, even in relatively thick films (Fig. 4), transitions occur into structures without a short pitch. At high temperatures, state 4 (Figs. 3 and 4)


Fig. 2. Temperature-induced transition in odd- $N$ films. (a) The optical microscope picture of a nine-layer TFMHPBC film in reflection in the low-temperature (antiferroelectric) phase $\left(T=70.4^{\circ} \mathrm{C}\right)$. In the odd- $N$ film, the $c$-director is oriented along the horizontal axis. The film is bright with dark $2 \pi$ walls. (b) On heating to $75^{\circ} \mathrm{C}$, the film undergoes a transition to the phase with the polarization parallel to the tilt plane. This phase appears in the lower part of the photograph. (c) The film after the transition. The entire film appears dark with a bright $2 \pi$ wall. The electric field value is $7.5 \mathrm{~V} / \mathrm{cm}$. The horizontal size of each photograph is $420 \mu \mathrm{~m}$.
can be switched to the state with the longitudinal polarization by decreasing the electric field value.

Four pictures in Fig. 5 demonstrate the behavior of an eight-layer film at high temperatures. In the low field, the film is in the state with the polarization parallel to the tilt plane (the bright $2 \pi$ wall in a dark field, Fig. 5a). The increase in the field induces the appear-


Fig. 3. States with the polarizations parallel and perpendicular to the tilt plane in a 12 -layer film are observed as regions with different brightness levels. A sample with a temperature gradient was used for this observation. The left part of the film corresponds to a temperature of about $74^{\circ} \mathrm{C}$ and the right part to a temperature of about $76^{\circ} \mathrm{C}$. In region 1 , the film is in the $\mathrm{Sm} C_{A}^{*}$ phase. In regions $2-4$, states with different orientations of the tilt plane exist. These states can be aligned by the electric field. The narrow stripe between regions 2 and 3 is a line defect localized at the boundary of the states. The horizontal size of the image is $610 \mu \mathrm{~m}$, $E=10 \mathrm{~V} / \mathrm{cm}$.
$I$, arb. units


Fig. 4. Optical reflectivity from an 18-layer film for two directions of the light polarization: perpendicular $\left(I_{\perp}\right)$ and parallel $\left(I_{\|}\right)$to the electric field. A sequence of four states was observed: the $\operatorname{Sm} C_{A}^{*}$ phase in state 1 (a) and states 2-4 (b-d) above the $\operatorname{Sm} C_{A}^{*}$ phase. Transitions between these states occur with the change in the direction of the electric polarization. The tilt plane of molecules is oriented parallel to the electric field and polarization $\left(I_{\perp}<I_{\|}\right)$in states 1 and $3(\mathrm{a}, \mathrm{c})$. In states 2 and $4(\mathrm{~b}, \mathrm{~d})$, the tilt plane is oriented perpendicular to the electric field and polarization $\left(I_{\perp}>I_{\|}\right)$. In the $\operatorname{Sm} C_{A}^{*}$ phase, the measurements were made near the temperature $T_{0}$ of the transition to state 2 , such that $T_{0}-T=0.3^{\circ} \mathrm{C}$; to states $2-4$, respectively, at $T_{0}+0.15^{\circ} \mathrm{C}, T_{0}+0.2^{\circ} \mathrm{C}$, and $T_{0}+1.1^{\circ} \mathrm{C}$. The data were obtained at the electric field value of $35 \mathrm{~V} / \mathrm{cm}$.
ance of the structure with the polarization perpendicular to the tilt plane (Figs. 5b, 5c). The switching electric field $E_{s}$ is more than three orders of magnitude smaller than the field inducing the anticlinic-synclinic transition in the $\operatorname{Sm} C_{A}^{*}$ phase at low temperatures. Such a small value of $E_{s}$ is due to the small tilt angle of the molecules. Seemingly, the change of interlayer organization (anticlinic-synclinic or vice versa) occurs in only several layers. This field-induced transition is reversible and the decreasing field returns the film to its initial state (Fig. 5d). It is worth mentioning that such a behavior at high temperatures is observed in films of all thicknesses investigated, is independent of the film oddity, and is similar to the behavior of films without the $\operatorname{Sm} C_{\alpha}^{*}$ phase with a large value of the layer polarization [45, 46].

The number of transitions caused by heating depends on the film thickness, its oddity, and the value of the electric field. In thin odd- $N$ films, one transition is observed in the low field and two in the high field. Thin even- $N$ films undergo two transitions in the low field and only one in the high field. The crossover from low to high field is determined by the value of $E_{s}$, depends on the film thickness, and typically occurs at about $10 \mathrm{~V} / \mathrm{cm}$. In thicker films ( $N>10$ ), the number of transitions occurring with heating is increased. For odd- $N$ antiferroelectric films, it is odd (even) in the low


Fig. 5. An example of the field-induced transition at a high temperature in an eight-layer TFMHPBC film. (a) At the low electric field $4 \mathrm{~V} / \mathrm{cm}$, the film is in the state with the polarization parallel to the tilt plane. The $c$-director is aligned in the vertical direction (dark background with a bright $2 \pi$ wall). (b) When the field is increased to $19 \mathrm{~V} / \mathrm{cm}$, the region of the high-field state with the polarization perpendicular to the tilt plane emerges as a bright one. This region gradually fills the entire film. The front moves from the left to the right side of the image. (c) The film in the high-field state. (d) When the electric field is decreased to $4 \mathrm{~V} / \mathrm{cm}$, the film returns to the low-field state. $T=78.8^{\circ} \mathrm{C}$. The horizontal size of each image is about $300 \mu \mathrm{~m}$.
(high) electric field. For even- $N$ films, the number of transitions is even (odd) in the low (high) electric field. A simpler situation is expected in films with the lowtemperature ferroelectric phase: an odd (even) number of transitions in the low (high) electric field in both odd$N$ and even- $N$ films. As already mentioned, this is the case for compounds with a high layer polarization. For films with a small layer polarization in which the polarization of the high-temperature ground state is perpendicular to the tilt plane [45], the number of transitions is opposite to that described above.

Film surfaces can influence the structure of the film and phase transitions in different ways. The presence of a surface breaks the symmetry existing in bulk samples. For layers near the surface, the nearest and next-nearest interlayer interactions are realized only on one side (only on the side of the film). The missing interlayer interaction near the surface can influence both the modulus $\theta$ and the phase $\phi$ of the order parameter. Symmetry breaking in antiferroelectric films must lead to a smaller magnitude of the polar angle $\theta$ and to the lowtemperature shift of phase transitions with respect to
the bulk sample [47]. The second effect is related to the existence of the surface as a physical boundary between two media. In liquid crystals, this effect mainly manifests itself through the surface tension and the suppression of the layer displacement fluctuations at free surfaces that increase the modulus of the order parameter (surface freezing) and the phase transitions temperatures. To the best of our knowledge, the direct influence of the surface tension on the phase $\phi$ of the order parameter and suppression of the smectic-layer fluctuations have not been considered theoretically or observed experimentally. Presently, it is still debated which of the above effects prevails for antiferroelectric liquid crystals [47, 48]. The existence of a tilted structure above the bulk transition temperature to the $\operatorname{Sm} A$ phase and a high-temperature shift of the phase transitions in thin films show that, in antiferroelectric films, as in ferroelectric ones, the surface freezing effect dominates. In strong surface-freezing conditions, the most distinctive feature of the film is that the profile of $\theta$ is essentially inhomogeneous across the film. Above but near the temperature of the bulk transition to the $\operatorname{Sm} C_{\alpha}^{*}$ phase,
the modulus of the order parameter on the surface exceeds that in the bulk sample. At the same time, the tilt is smaller in the interior of the film; at some temperature, it corresponds to the value at which transitions with a change of $\phi$ occur in the bulk sample. In thin films, only a few interior layers can undergo the transition. In thick films, the conditions for a change of $\phi$ arise in a greater number of layers and the number of possible structures with the synclinic and anticlinic tilt is increased. This is related to the observed increase in the number of transitions in thicker films.

For the $\operatorname{Sm}_{A}^{*}$ structure, the appearance of the polarization $P_{Y}$ perpendicular to the tilt plane in odd- $N$ films and the polarization $P_{X}$ parallel to the tilt plane in even- $N$ films is related to different symmetries with respect to the center of the film [37]. Similar symmetry considerations apply to films consisting of synclinic and anticlinic pairs. The change in the number of pairs with synclinic and anticlinic tilts by one can lead to the transition from the $P_{Y}$ net polarization to the $P_{X}$ one and vice versa. In even- $N$ films, this reorientation of the tilt can occur with the formation of a symmetric or antisymmetric structure with respect to the center of the film and, accordingly, to the $P_{X}$ or $P_{Y}$ net polarization. In odd- $N$ films, formation of a synclinic pair destroys the symmetry with respect to the center of the film. In such films, the $P_{X}$ or $P_{Y}$ polarization can dominate. Transition to the $P_{X}$ polarization with the appearance of a symmetric structure is possible when the molecular tilt becomes zero in the central layer of the odd- $N$ film. We mention that, in this case, the decrease in the molecular tilt angle in the center of the film occurs gradually, because we did not observe a substantial decrease in anisotropy in thin films at transitions with the change in the $c$-director orientation.

Two reasons may be responsible for the formation of a coplanar structure in films above the $\operatorname{Sm} C_{A}^{*}$ phase. At low temperatures, the condition for the reorientation of the tilt planes arises only in the central part of the film because of surface freezing, which prevents the formation of a short-pitch structure. The second reason is related to peculiarities of fluctuations of $\theta$ in $\operatorname{Sm} A$ films [47]. In the bulk sample, sinusoidal fluctuations in perpendicular planes can assemble with an arbitrary phase shift, which leads to coplanar, circular, or ellipsoidal fluctuations and to possibilities of the formation of tilted pitch structures at a second-order transition. As pointed out in [47], unlike in the bulk sample, two fluctuation modes have the same or the opposite phases in films because of the symmetry with respect to the center of the film, which leads to only coplanar fluctuations and to the transition to coplanar tilted structures. Coplanar structures in thin films may also reflect the interlayer molecular organization in thick films. In optical experiments [20-22] in the range of the $\operatorname{Sm} C_{\alpha}^{*}$ phase, the films possess optical anisotropy and polarization.

These may not only be related to surface effects but also be an indication of a distorted staircase character of the $\operatorname{Sm} C_{\alpha}^{*}$ phase in thick free-standing films.

In summary, using depolarized light microscopy and polarized reflectivity, we observed coplanar structures in free-standing films above the $\operatorname{Sm} C_{A}^{*}$ phase. The number of transitions depends on the film thickness, its oddity, and the value of the electric field. Tem-perature- and field-induced transitions occur as the direction of the electric polarization changes with respect to the tilt plane.
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#### Abstract

The Raman spectra of the two-dimensional tetragonal (2D(T)) polymeric phase of $\mathrm{C}_{60}$ have been studied in situ at pressures up to 30 GPa and room temperature. The pressure dependence of the phonon modes shows an irreversible transformation of the material near 20 GPa into a new phase, most probably associated with the covalent bonding between the 2D polymeric sheets. The Raman spectrum of the high-pressure phase is intense and well resolved, and the majority of modes are related to the fullerene molecular cage. The sample recovered at ambient conditions is in a metastable phase and transforms violently under laser irradiation: the transformed material contains mainly dimers and monomers of $\mathrm{C}_{60}$ and small inclusions of the diamond-like carbon phase. The photoluminescence spectra of the $2 \mathrm{D}(\mathrm{T})$ polymer of $\mathrm{C}_{60}$ were measured at room temperature and pressure up to 4 GPa . The intensity distribution and the pressure-induced shift of the photoluminescence spectrum drastically differ from those of the $\mathrm{C}_{60}$ monomer. The deformation potential and the Grüneisen parameters of the $2 \mathrm{D}(\mathrm{T})$ polymeric phase of $\mathrm{C}_{60}$ have been determined and compared with those of the pristine material. © 2002 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The polymeric forms of $\mathrm{C}_{60}$ have attracted considerable attention because of their interesting structure and properties [1]. Pristine $\mathrm{C}_{60}$ has a great potential for polymerization because of the existence of 30 double $\mathrm{C}=\mathrm{C}$ bonds in the fullerene molecular cage. $\mathrm{C}_{60}$ has been found to polymerize under illumination with visible and ultraviolet light [2] and upon alkali metal doping [3, 4]. The treatment of $\mathrm{C}_{60}$ under various high-pressure and high-temperature conditions also leads to polymerization of the material (HPHT polymers) [5]. The covalent polymeric bonds are usually formed by the so-called $[2+2]$ cycloaddition reaction via the formation of four-member rings between adjacent fullerene molecules, resulting in an appreciable decrease in the intermolecular distance [2].

The structure and the dimensionality of HPHT polymers strongly depend on the pressure $(P)$ and temperature ( $T$ ) treatment conditions. The $\mathrm{C}_{60}$ molecules form linear polymeric chains (one-dimensional polymer) having an orthorhombic crystal structure ( $1 \mathrm{D}(\mathrm{O})$ ) and/or dimers and higher oligomers at lower $P$ and $T$, two-dimensional polymeric layers that have either a rhombohedral ( $2 \mathrm{D}(\mathrm{R})$ ) or a tetragonal ( $2 \mathrm{D}(\mathrm{T})$ ) crystal structure at intermediate $P$ and $T$, and face-centered

[^25]cubic structures based on three-dimensional (3D) cross-linked polymerization of the material at higher $P$ and $T[1,5-7]$. In addition, the treatment of the pristine material under high nonuniform pressure and high temperature leads to the creation of several disordered polymeric phases, the so-called ultrahard fullerite phases $[8,9]$. The detailed X-ray studies of these phases have revealed their 3D polymeric character [10, 11].

The polymerization of $\mathrm{C}_{60}$ is characterized by the destruction of a number of double $\mathrm{C}=\mathrm{C}$ intramolecular bonds and the creation of intermolecular covalent bonds associated with $s p^{3}$-like fourfold coordinated carbon atoms in the fullerene molecular cage. Their number increases from 4 to 8 and to 12 per each cage for $1 \mathrm{D}(\mathrm{O}), 2 \mathrm{D}(\mathrm{T})$, and $2 \mathrm{D}(\mathrm{R})$ polymeric phases, respectively, and is expected to further increase in the 3D polymeric phases. Theoretical studies by Okada et al. [12] have predicted that the 3D-polymerized $\mathrm{C}_{60}$ might be formed by the application of uniaxial pressure perpendicular to the polymeric sheets of the $2 \mathrm{D}(\mathrm{T})$ phase of $\mathrm{C}_{60}$. According to their density-functional calculations, polymerization occurs at the lattice constant $c=10.7 \AA$, which is attainable at the pressure of approximately 20.2 GPa . This polymerization results in the formation of a stable metallic phase having $24 s p^{3}$-like and $36 s p^{2}$-like hybridized carbon atoms in each $\mathrm{C}_{60}$ molecule. Another theoretical study, by Burgos et al. [13],
predicted that uniaxial compression perpendicular to the chains in the 1 D or to the polymeric planes in the 2 D polymeric phases of $\mathrm{C}_{60}$ leads to 3D polymerization with 52,56 , and even $60 s p^{3}$-like coordinated carbon atoms per $\mathrm{C}_{60}$ molecular cage. These transformations are expected to occur at pressures lower than 14 GPa , and the new phases are semiconducting with large bulk and shear moduli.

The Raman scattering and infrared absorption spectra of various polymeric phases prepared under carefully controlled conditions of HPHT treatment have a very rich and prominent structure. Their intensity distribution and peak positions differ significantly for the $1 \mathrm{D}(\mathrm{O}), 2 \mathrm{D}(\mathrm{R})$, and $2 \mathrm{D}(\mathrm{T})$ polymeric phases, as has been shown by the detailed study of their optical spectra combined with their structural analysis [14]. The phonon spectra of these materials are very sensitive to any perturbation of the fullerene molecular cage caused by external disturbances such as pressure or chemical bond formation $[15,16]$. Therefore, the Raman spectroscopy can be successfully used for the identification of various polymeric phases of $\mathrm{C}_{60}$ and for the in situ high-pressure studies of phase transformations in the fullerene-related materials. Our experimental Raman studies of the pressure dependence of the $2 \mathrm{D}(\mathrm{T})$ polymeric phase of $\mathrm{C}_{60}[17,18]$ have revealed prominent irreversible changes in the Raman spectra of this material near 20 GPa , most probably related to its further polymerization in accordance with the theoretical prediction by Okada et al. [12]. The well-structured phonon spectrum of the new high-pressure phase in the $2 \mathrm{D}(\mathrm{T})$ polymer provides strong indications that the fullerene molecular cage is retained and that the new phase may be related to a three-dimensional network of the $\mathrm{C}_{60}$ molecules. The Raman data [17, 18] disagree with the results of recent high-pressure X-ray studies of the $2 \mathrm{D}(\mathrm{T})$ polymer: this fact shows that the material undergoes an irreversible amorphization in the pressure region between 10 and 20 GPa [19]. It is also interesting to note that contrary to the $2 \mathrm{D}(\mathrm{T})$ polymer, the $2 \mathrm{D}(\mathrm{R})$ polymeric phase of $\mathrm{C}_{60}$ transforms to a new phase at approximately 15 GPa ; this phase is characterized by very diffused Raman bands that are most probably related to the random covalent bonding between molecules belonging to adjacent 2D polymeric sheets [20].

In this work, we present a detailed photoluminescence and Raman study of the intramolecular phonon modes and electronic spectrum behavior of the $2 \mathrm{D}(\mathrm{T})$ polymeric phase of $\mathrm{C}_{60}$ at high pressure. Our motivation was to study, in detail, the properties and stability of the material in both $2 \mathrm{D}(\mathrm{T})$ and high-pressure induced phases, to obtain quantitative data on the pressure dependence of the phonon and electron spectra, and to compare them with those of pristine $\mathrm{C}_{60}$.

## 2. EXPERIMENTAL

Two-dimensional polymerized $\mathrm{C}_{60}$ was obtained by subjecting $99.99 \%$ pure $\mathrm{C}_{60}$ powder to the pressure 2.2 GPa at the temperature about 820 K [21]. An X-ray analysis of the samples from the same batch after the high-pressure and high-temperature treatment confirmed that the crystal structure of the polymer is tetragonal (the space group $P 4_{2} m m c$ ), while a Raman analysis showed the typical spectrum of the $2 \mathrm{D}(\mathrm{T})$ polymer of $\mathrm{C}_{60}$ with no detectable inclusions of orthorhombic or rhombohedral phases [14, 21, 22].

Raman spectra were recorded using a triple monochromator (Dilor XY-500) equipped with a CCD liq-uid-nitrogen-cooled detector system. The spectra were taken in the back-scattering geometry using a microRaman system comprising an Olympus microscope equipped with objectives of $100 \times$ and $20 \times$ magnification and the respective spatial resolutions of approximately $1.7 \mu \mathrm{~m}$ and $8 \mu \mathrm{~m}$. The spectral width of the system was about $5 \mathrm{~cm}^{-1}$. The $514.5-\mathrm{nm}$ line of an $\mathrm{Ar}^{+}$laser was used for excitation. The laser power was kept lower than 20 mW measured directly before the high-pressure cell, in order to avoid the destruction of polymeric bonds caused by laser heating effects and related changes in the phonon spectrum and the crystal structure [23-25]. The photoluminescence spectra were recorded using a single monochromator Jobin Yvon THR-1000 equipped with a CCD liquid-nitrogencooled detector system. The spectral width of the system was approximately 0.5 meV . The $488-\mathrm{nm}$ line of an $\mathrm{Ar}^{+}$laser was used for excitation of the luminescence spectra. The laser power was kept at 2 mW measured directly in front of the high-pressure cell.

Measurements of the Raman and photoluminescence spectra at high pressures were carried out using the diamond anvil cell of Mao-Bell type [26]. A $4: 1$ methanol-ethanol mixture was used as the pressure transmitting medium, and the ruby fluorescence technique was used for pressure calibration [27]. The samples used in the present study had dimensions of $100 \mu \mathrm{~m}$ and were selected from the batch material for their intense, clear, and spatially uniform Raman response, typical of the $2 \mathrm{D}(\mathrm{T})$ polymeric phase [14]. The band frequencies in the Raman and photoluminescence spectra were obtained by fitting Lorentzian peak functions to the experimental peaks after the background subtraction.

## 3. RESULTS AND DISCUSSION

### 3.1. Phase Transitions

The Raman spectra of the $2 \mathrm{D}(\mathrm{T})$ polymer of $\mathrm{C}_{60}$ at various pressures up to 27.5 GPa and room temperature, in the frequency region $200-2050 \mathrm{~cm}^{-1}$, are illustrated in Fig. 1a. In this figure, the spectra were recorded upon pressure increase; the spectral region around the strong triple-degenerate $T_{2 g}$ mode of dia-


Fig. 1. Raman spectra of the $2 \mathrm{D}(\mathrm{T})$ polymer of $\mathrm{C}_{60}$ at 300 K and various pressures, recorded for (a) increasing and (b) decreasing pressure runs. The numbers $1 / x$ indicate the relative scale of the spectra.
mond appearing at $1332 \mathrm{~cm}^{-1}$ at ambient pressure [28] is omitted. The initial spectrum at 1.1 GPa represents a typical Raman spectrum of the $2 \mathrm{D}(\mathrm{T})$ polymeric phase and is identical with the spectra reported earlier $[14,17$, 18]. Lowering the molecular symmetry from $I_{h}$ in pristine $\mathrm{C}_{60}$ to $D_{2 h}$ in the $2 \mathrm{D}(\mathrm{T})$ polymer results in the splitting of the degenerate icosahedral intramolecular modes and in the activation of initially silent modes [14, 29, 30]. Moreover, although the $2 \mathrm{D}(\mathrm{T})$ phase retains the inversion center of the pristine $\mathrm{C}_{60}$ molecule, we cannot discard the possibility that imperfections in the crystal structure of the polymer and/or the natural ${ }^{13} \mathrm{C}$ substitution may facilitate the appearance of some ungerade modes in its Raman spectrum [30]. For these reasons, the Raman spectrum of the $2 \mathrm{D}(\mathrm{T})$ polymer is richer in structure than that of pristine $\mathrm{C}_{60}$ [31].

As can be clearly seen from Fig. 1a, the Raman peaks of the $2 \mathrm{D}(\mathrm{T})$ polymer remain narrow and well resolved for pressures up to 14 GPa , showing the homogeneity and stability of the samples used. We note that, as recently shown [30], the pressure dependence of the Raman modes of the $2 \mathrm{D}(\mathrm{T})$ polymer is fully reversible up to 12 GPa . For pressures $P>14 \mathrm{GPa}$, the Raman peak bandwidths of the polymer increase gradually and the intensities of peaks decrease considerably. In addition, the peak broadening is accompanied by a gradual
enhancement of the background (not shown in Fig. 1, because the Raman spectra are presented after the background subtraction). Because the fluorescence from the $2 \mathrm{D}(\mathrm{T})$ polymer of $\mathrm{C}_{60}$ appears in another energy region, this background is most probably related to the enhancement of strain and inhomogeneity within the sample induced at higher pressure.

The drastic changes in the Raman spectrum of the $2 \mathrm{D}(\mathrm{T})$ polymer are first observed at $P>20 \mathrm{GPa}$, where new distinct peaks appear in the spectrum and their intensities increase with a further increase in pressure. On the contrary, some of the initial Raman peaks of the polymer disappear above this critical pressure. At $P \geq$ 20 GPa , the Raman spectrum of the material is significantly different from the initial one at lower pressure; the observed changes can be attributed to the transition of the polymer to a new high-pressure phase. From Fig. 1a, it is clear that, even for an applied pressure as high as 27.5 GPa , the Raman spectrum of the high-pressure phase is well resolved with relatively narrow peaks. Moreover, the frequency positions of the majority of the peaks in the new phase can be tracked back to the peaks observed in the initial $2 \mathrm{D}(\mathrm{T})$ polymeric phase of $\mathrm{C}_{60}$. This is a first experimental indication that the $\mathrm{C}_{60}$ molecular cages are retained at pressures higher than 20 GPa , as the Raman peaks in the high-pressure
phase have their origin on intramolecular cage vibrations.

Figure 1b shows the Raman spectra of the material upon pressure release. The decrease in pressure from 27.5 GPa to ambient conditions results in the gradual shift of the Raman peaks to lower energies. The release of pressure does not lead to any observable changes in the Raman intensity distribution, and the high-pressure phase remains stable down to the ambient pressure. The bottom spectrum in Fig. 1b was recorded at 0.6 GPa , while the sample was recovered in air after disassembling the diamond anvil cell and tested again by means of micro-Raman probing. In Fig. 2, the Raman spectrum of the $2 \mathrm{D}(\mathrm{T})$ polymer recorded at ambient conditions (Fig. 2a) is illustrated in comparison with that of the high-pressure phase of the recovered material (Fig. 2b). The spectra in Fig. 2 were recorded outside the diamond anvil cell, and it was therefore attainable to also measure the spectrum of each material in the frequency region of the $T_{2 g}$ mode of diamond. The Raman spectrum of the high-pressure phase at ambient conditions is quite different from that of the initial $2 \mathrm{D}(\mathrm{T})$ polymeric phase of $\mathrm{C}_{60}$. The peak positions for the $2 \mathrm{D}(\mathrm{T})$ polymer and those for the recovered high-pressure phase are shown in table at ambient conditions.

The recovered high-pressure phase of the $2 \mathrm{D}(\mathrm{T})$ polymer exhibits a metastable behavior. More specifically, after a time period of several days from the moment of its exposure to air, the recovered sample was detonated upon laser irradiation using the power 0.4 mW (objective: $100 \times$ ) on the laser spot at the surface of the sample. The detonation is a rapid explosive process that was probably initiated by the thermal energy deposited by the probing laser beam; it results in a rapid relaxation of the built-in strain in the sample. We note that, under these conditions, the laser power density on the sample is higher than the density reaching the sample inside the high-pressure cell due to the different optical systems used (different magnification factors and laser spot diameters). In addition, thermal dissipation conditions are different in the two cases, because the sample is surrounded by the pressure-transmitting medium in the cell. After the detonation, two phases were identified among the pieces of the recovered sample, characterized by their completely different Raman spectra presented in Figs. 2c and 2d. In Fig. 2c, the spectrum of the main part of the detonated sample is illustrated. This Raman spectrum is similar to that expected from a mixture consisting of dimers and monomers of $\mathrm{C}_{60}[1$, $2,14]$. The presence of this phase in the detonated sample definitely proves that the $\mathrm{C}_{60}$ molecular cages are retained in the high-pressure phase of the $2 \mathrm{D}(\mathrm{T})$ polymer. Finally, in Fig. 2d, the Raman spectrum of the phase that is a minority among the pieces of the detonated sample is given. As can be seen, the Raman spectrum of this phase is rather weak, consisting of two relatively broad peaks at 1342 and $1591 \mathrm{~cm}^{-1}$ (see table). We have recorded the spectrum of this phase after the


Fig. 2. Raman spectra of the initial $2 \mathrm{D}(\mathrm{T})$ polymer and the recovered high-pressure phase after pressure release, at ambient conditions. The numbers $1 / x$ indicate the relative scale of the spectra. (a) The initial 2D(T) polymeric phase. (b) The high-pressure phase of the polymer. (c) The main component among the pieces of the detonated sample identified as a mixture of the $\mathrm{C}_{60}$ monomer and dimer. (d) The diamond-like carbon phase identified among the pieces of the detonated sample.
sample detonation, but because the spectrum is too weak, we are not sure whether this phase was also present in the sample before its detonation, or even in the initial $2 \mathrm{D}(\mathrm{T})$ polymer before the application of pressure. Fullerite phases having Raman spectra similar to that in Fig. 2d have been observed in $\mathrm{C}_{60}$ treated at the pressure 12.5 GPa and temperature higher than $700^{\circ} \mathrm{C}$ [32], as well as in $\mathrm{C}_{60}$ treated at the pressure 9.5 GPa and temperature higher than $1500^{\circ} \mathrm{C}$ [33]. These phases were characterized by X-ray and microhardness studies as disordered carbon phases having high density and hardness [32-34] and were attributed to the breakdown of $\mathrm{C}_{60}$ molecular cages and the formation of a cross-linked structure of graphite-like layers [33]. Indeed, the Raman spectra of these carbon phases, as well as the spectrum presented in Fig. 2d, are similar to that of the amorphous carbon containing a significant amount of $s p^{2}$ bonded carbon atoms [35] and to those of the microcrystalline graphite or diamond-like carbon

Phonon frequencies, pressure coefficients, and the Grüneisen parameters for the initial $2 \mathrm{D}(\mathrm{T})$ polymeric phase of $\mathrm{C}_{60}$, the high-pressure phase, and pristine $\mathrm{C}_{60}$. The phonon frequencies for the diamond-like carbon and dimeric $\mathrm{C}_{60}$ phases observed after the sample detonation are also included
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Fig. 3. The pressure dependence of the Raman modes of the $2 \mathrm{D}(\mathrm{T})$ polymeric phase of $\mathrm{C}_{60}$ in the frequency regions of 250$550 \mathrm{~cm}^{-1}$ (a) and $530-830 \mathrm{~cm}^{-1}$ (b). Squares and circles represent data taken for the 2 D (T) polymer in the initial and high-pressure phases, respectively. The open (solid) symbols denote data taken for increasing (decreasing) pressure runs. The shaded area near 20 GPa denotes the pressure range of the phase transformation. The dotted vertical line near 10.4 GPa in Fig. 3 b denotes the pressure where changes in the slope of the pressure dependence occur during pressure decrease.
films, mostly consisting of $s p^{3}$ hybridized carbon atoms $[36,37]$. We therefore characterize the phase that is the minority among the pieces of the detonated sample as the diamond-like phase, and we ascribe the respective Raman peaks of this phase at $1342 \mathrm{~cm}^{-1}$ and $1591 \mathrm{~cm}^{-1}$ (Fig. 2d and table) to the $D$ (diamond) and $G$ (graphite) peaks of the microcrystalline graphite [38].

The obtained experimental data provide a strong indication that the $2 \mathrm{D}(\mathrm{T})$ polymer of $\mathrm{C}_{60}$ undergoes a phase transition above 20 GPa . The transformation occurs via an intermediate state having a rather diffuse Raman spectrum, which characterizes a highly disordered pretransitional state of the material at a pressure near 4 GPa . The fact that the prominent Raman peaks of the high-pressure phase are related to the retention of the $\mathrm{C}_{60}$ cages in this phase is an indication that the new phase of the polymer can be related to a three-dimensional (3D) polymerization of $\mathrm{C}_{60}$. The observed peculiarities in the pretransitional pressure range also support the assumption of a further pressure-induced polymerization, which is a solid-state chemical reaction rather than a structural phase transformation. The Raman spectrum of the high-pressure phase is dominated by a very strong Raman peak around $1842 \mathrm{~cm}^{-1}$,
which cannot be related to any internal vibrational mode of the $\mathrm{C}_{60}$ molecular cage. The strong Raman peaks ranged near $1600-1900 \mathrm{~cm}^{-1}$ in some chemical compounds of carbon are related to the stretching vibrations of isolated double $\mathrm{C}=\mathrm{C}$ bonds [39]. In analogy to that, the strong peak at $1842 \mathrm{~cm}^{-1}$ can be attributed to the destruction of a number of double $\mathrm{C}=\mathrm{C}$ bonds during further polymerization of the $2 \mathrm{D}(\mathrm{T})$ polymer and to the appearance of some of the remaining ones as isolated $\mathrm{C}=\mathrm{C}$ bonds in the 3D network of the $\mathrm{C}_{60}$ polymeric material. A more detailed analysis of the phonon modes and their pressure dependence in the initial $2 \mathrm{D}(\mathrm{T})$ polymer and in the high-pressure phase are discussed in the next subsection.

### 3.2. Phonon Modes

The pressure dependence of the Raman modes of the $2 \mathrm{D}(\mathrm{T})$ polymer of $\mathrm{C}_{60}$ in the initial phase (squares) and the high-pressure phase (circles) is shown in Figs. 3 and 4. The open (solid) symbols denote data taken for increasing (decreasing) pressure runs. Solid lines are drawn to guide the eye, and arrows indicate the pressure increase or decrease. In these figures, the


Fig. 4. The same as in Fig. 3, but for $\mathrm{C}_{60}$ in the frequency regions of $800-1300 \mathrm{~cm}^{-1}$ (a) and $1400-1950 \mathrm{~cm}^{-1}$ (b).
mode assignment refers to the irreducible representations of the parent $\mathrm{C}_{60}$ molecule ( $I_{h}$ symmetry) [40], following the notation in [14] in general, and is given here only for the initial $2 \mathrm{D}(\mathrm{T})$ phase of the polymer. Table contains a compilation of the mode assignment (given for the initial $2 \mathrm{D}(\mathrm{T})$ polymeric and the "dimeric" $\mathrm{C}_{60}$ phases), phonon frequencies $\omega_{i}$, pressure coefficients $\partial \omega_{i} / \partial P$, and the corresponding Grüneisen parameters $\gamma_{i}$ that in the present work are defined for the initial $2 \mathrm{D}(\mathrm{T})$ polymeric and high-pressure phases. The Grüneisen parameters

$$
\gamma_{i}=-\frac{\partial \omega_{i} / \omega_{i}}{\partial V / V}=\frac{B_{0}}{\omega_{i}^{0}} \frac{\partial \omega_{i}}{\partial P}
$$

were calculated using the experimental data of the pressure coefficients $\partial \omega_{i} / \partial P$ for the phonon modes in both phases of the $2 \mathrm{D}(\mathrm{T})$ polymer. The bulk modulus $B_{0}=$ 34.8 GPa for the initial $2 \mathrm{D}(\mathrm{T})$ polymeric phase was taken from [19]. Because the experimental data are absent for this material, we have also used the theoretical value of the bulk modulus $B_{0}=47 \mathrm{GPa}$ [12] for the calculation of the Grüneisen parameters in the highpressure phase. We note that the values of $\gamma_{i}$ for the high-pressure phase are only an estimate because the real value of $B_{0}$ can differ from the theoretically predicted one. The appropriate data of the phonon mode frequencies of pristine $\mathrm{C}_{60}$ and their pressure coeffi-
cients, and Grüneisen parameters calculated using the bulk modulus $B_{0}=14.4 \mathrm{GPa}$ [41] are included in table for comparison [42]. The last two columns in table contain the phonon mode frequencies for the two phases (diamond-like and dimeric $\mathrm{C}_{60}$ ) observed after the sample detonation at ambient conditions.

As can be seen from Figs. 3 and 4, all the Raman peaks of the initial $2 \mathrm{D}(\mathrm{T})$ phase disappear in the pressure range $16<P<20 \mathrm{GPa}$, while the Raman peaks related to the high-pressure phase gradually appear and gain in intensity above 20 GPa (the shaded area in Figs. 3 and 4 indicates the pressure range of the transformation). It is also clear that the majority of the Raman modes of the high-pressure phase are related to those of the $2 \mathrm{D}(\mathrm{T})$ polymer, showing that they originate from the $\mathrm{C}_{60}$ molecular cage vibrations. The nature of some phonon modes in the initial phase of the $2 \mathrm{D}(\mathrm{T})$ polymer of $\mathrm{C}_{60}$, in particular, the Raman peak near $1040 \mathrm{~cm}^{-1}$, is related to the covalent intermolecular bonding within the 2D polymeric layers [1, 14, 21]. More specifically, the peak near $1040 \mathrm{~cm}^{-1}$ is associated with the vibrations of the $s p^{3}$-like coordinated carbon atoms; the much lower frequency of this peak compared to that of the $T_{2 g}$ mode of diamond [28] can be attributed to the different lengths of the $s p^{3}$-like bonds in the $2 \mathrm{D}(\mathrm{T})$ polymer $(1.64 \AA)$ and diamond $(1.54 \AA)$. In the recovered high-pressure phase, this mode
appears to have two components with the frequencies 1029 and $1064 \mathrm{~cm}^{-1}$. Assuming that the high-pressure phase is related to the formation of a 3 D polymeric phase of $\mathrm{C}_{60}$ proposed by Okada et al. [12], we can associate these two Raman peaks with the existence of two types of $s p^{3}$-like coordinated carbon atoms with slightly different bond lengths.

Another important feature of the phonon spectrum of the high-pressure phase is the drastic changes in the region of the $A_{g}(2)$ pentagonal-pinch (PP) mode with respect to pristine $\mathrm{C}_{60}$ and its $2 \mathrm{D}(\mathrm{T})$ polymeric phase. The PP mode in pristine $\mathrm{C}_{60}$ is related to the in-phase stretching vibration of the five double $\mathrm{C}=\mathrm{C}$ bonds originating in the vertices of each pentagon in the fullerene molecular cage. The frequency of the PP mode in the polymeric fullerenes decreases as the number of the polymeric covalent bonds per each molecular cage increases. Thus, the PP mode in the Raman spectrum of the dimeric fullerene $\mathrm{C}_{120}$ is disposed around $1462 \mathrm{~cm}^{-1}$ (from $1469 \mathrm{~cm}^{-1}$ in pristine $\mathrm{C}_{60}$ ) and is then softened to $1457 \mathrm{~cm}^{-1}$ in $1 \mathrm{D}(\mathrm{O})$, to $1449 \mathrm{~cm}^{-1}$ in $2 \mathrm{D}(\mathrm{T})$, and further down to $1406 \mathrm{~cm}^{-1}$ in the $2 \mathrm{D}(\mathrm{R})$ polymer [14]. The additional increase in the number of $s p^{3}$-like coordinated carbon atoms in the 3D polymer results in more drastic changes in the PP-mode region. Namely, five strong peaks appear in the Raman spectrum of the highpressure phase, with the most intense of them located near $1842 \mathrm{~cm}^{-1}$. The breakdown of a large number of double $\mathrm{C}=\mathrm{C}$ bonds in the high-pressure phase therefore leads to quenching of the PP mode; as a result, a number of new Raman peaks appear that are possibly related to the stretching vibrations of the remaining isolated double $\mathrm{C}=\mathrm{C}$ bonds. It is well known that the stretching vibrations of the isolated double $\mathrm{C}=\mathrm{C}$ bonds are Raman-active and their frequencies range up to $2000 \mathrm{~cm}^{-1}$ [39].

The pressure dependence of the phonon frequencies of the $2 \mathrm{D}(\mathrm{T})$ polymer shows a linear behavior for almost all modes and is absolutely reversible for pressures up to 12 GPa [30]. Nevertheless, two modes, $H_{g}(1)$ and $A_{g}(1)$, demonstrate a strong sublinear pressure dependence. The $A_{g}(1)$ mode is a breathing mode of the fullerene molecular cage and is associated with radial displacements in the atomic motions. To a large extent, the $H_{g}(1)$ mode is also related to the radial displacements of the carbon atoms. These two modes are therefore characterized by out-of-plane displacements of carbon atoms, and in our opinion, their sublinear pressure dependence can be associated with the high anisotropy related to the van der Waals intermolecular bonding of adjacent 2D polymeric layers and the covalent intermolecular bonding within the layers. Such a behavior is typical of the 2 D polymeric phases of $\mathrm{C}_{60}$ and was also recently observed in the $2 \mathrm{D}(\mathrm{R})$ polymer [20]. In addition, the $A_{g}(1)$ mode completely disappears at $P \geq 20 \mathrm{GPa}$ and is not present in the high-pressure phase. Such a behavior can be the result of the 3D poly-
meric bonding in the high-pressure phase, which quenches the breathing vibration of the fullerene molecular cage.

In the high-pressure phase, the frequencies of all the observed modes increase with increasing the pressure, except for the peak at $391 \mathrm{~cm}^{-1}$, which shows a small negative pressure slope (see table). The pressure coefficients $\partial \omega_{i} / \partial P$ of the Raman modes in the high-pressure phase range from -0.2 to $4.1 \mathrm{~cm}^{-1} / \mathrm{GPa}$, and the pressure slopes in the initial phase of the $2 \mathrm{D}(\mathrm{T})$ polymer range from -1.2 to $7.6 \mathrm{~cm}^{-1} / \mathrm{GPa}$. At the same time, the pressure coefficients of the Raman modes in pristine $\mathrm{C}_{60}$ range from -4.1 to $9.8 \mathrm{~cm}^{-1} / \mathrm{GPa}$. These data agree with the fact that the polymerized materials become harder as the degree of polymerization increases [1, 12 , 41]. It is interesting to note that the pressure coefficients of the Raman peaks at 1029 and $1064 \mathrm{~cm}^{-1}$, associated with the $s p^{3}$-like coordinated carbon atoms, are comparable to that of the $T_{2 g}$ mode of the crystalline diamond (3.8, 2.8, and approximately $2.7 \mathrm{~cm}^{-1} / \mathrm{GPa}$, respectively) [43]. Finally, it is important to note that several Raman modes of the high-pressure phase, located in the frequency region of $550-800 \mathrm{~cm}^{-1}$, reveal changes in their pressure slopes to higher values as the pressure decreases below 10 GPa (see table and the dotted line in Fig. 3b). These changes in the pressure slopes can be related to the theoretically predicted relaxation of the tetragonal lattice parameters in the high-pressure phase after the pressure release. As shown in [12], the lattice parameter $a$ of the high-pressure phase at normal conditions is enlarged with respect to that of the initial 2 D (T) polymer from about 0.3 to $9.4 \AA$. We also think that the relaxation of the lattice parameter in the recovered high-pressure phase is responsible for the softening of the $1040 \mathrm{~cm}^{-1}$ mode in the initial $2 \mathrm{D}(\mathrm{T})$ polymer to $1029 \mathrm{~cm}^{-1}$ in the new high-pressure phase (the lowfrequency split component).

In Fig. 5, we show the correlation of the Grüneisen parameters $\gamma_{i}$ to the phonon mode frequencies $\omega_{i}$. The respective data for pristine $\mathrm{C}_{60}$, for the initial phase of the $2 \mathrm{D}(\mathrm{T})$ polymer of $\mathrm{C}_{60}$, and for its high-pressure phase are represented by open triangles, circles, and squares. The single solid star indicates the Grüneisen parameter of the $T_{2 g}$ mode of diamond, which is as large as 0.895 . The values of $\gamma_{i}$ for the three materials investigated vary between -0.078 and 0.78 ; in general, they behave similarly to frequency, exhibiting two maxima near 600 and $1300 \mathrm{~cm}^{-1}$ and two minima near 400 and $750 \mathrm{~cm}^{-1}$. Both minima are related to soft intramolecular modes and are characterized by negative values of $\gamma_{i}$, indicating the possible instability of the $\mathrm{C}_{60}$ molecular cage with respect to the atomic displacements related to these modes. We note that the polymerization of pristine $\mathrm{C}_{60}$ leads to a deformation of the fullerene molecular cage, which, in particular, results in the reduction of the number of modes with negative values of $\gamma_{i}$. This


Fig. 5. Grüneisen parameters for the various modes of pristine $\mathrm{C}_{60}$ (triangles), the initial $2 \mathrm{D}(\mathrm{T})$ polymeric phase (circles), and its high-pressure phase (squares). The solid star indicates the Grüneisen parameter of the $T_{2 g}$ mode of diamond at $1332 \mathrm{~cm}^{-1}$.
reduction becomes more significant in the fullerenes with a higher degree of polymerization. Another interesting observation is that the maximum in the frequency dependence of the Grüneisen parameters
around the $T_{2 g}$ mode of diamond at $1332 \mathrm{~cm}^{-1}$ is more pronounced for the polymerized fullerenes. This implies, in particular, that the appropriate phonon modes of the polymeric fullerenes involve atomic motions of the $s p^{3}$-like coordinated carbon atoms as in the case of the $T_{2 g}$ mode of diamond.

We finally consider the very large values of $\gamma_{i}$ for the $H_{g}(1)$ and $A_{g}(1)$ modes in the $2 \mathrm{D}(\mathrm{T})$ polymer. These modes are greatly affected by the van der Waals interaction between the 2 D polymeric layers due to the out-of-plane nature of the relevant atomic motions. In addition, the deformation of the fullerene molecular cage related to the additional 3D polymeric bonding also contributes to the large values of $\gamma_{i}$ for these two modes.

### 3.3. Photoluminescence and Electronic Spectrum

The photoluminescence spectra of the $2 \mathrm{D}(\mathrm{T})$ polymeric phase of $\mathrm{C}_{60}$, for pressures up to 3 GPa and room temperature, recorded for various increasing and decreasing pressure runs, are shown in Figs. 6a and 6b, respectively. The inset in Fig. 6b shows the photoluminescence spectrum of the $2 \mathrm{D}(\mathrm{T})$ polymer in comparison with the photoluminescence spectra of pristine $\mathrm{C}_{60}$ at room temperature and at 10 K [44]. The fluorescence intensity in the $2 \mathrm{D}(\mathrm{T})$ polymer is noticeably higher than in pristine $\mathrm{C}_{60}$. This is related to the fact that the lowest excited singlet state of the $\mathrm{C}_{60}$ molecule has the ${ }^{1} T_{1 g}$


Fig. 6. Photoluminescence spectra of the $2 \mathrm{D}(\mathrm{T})$ polymer at 300 K and various pressures for the increasing (a) and decreasing (b) pressure runs. Inset: photoluminescence spectra of pristine $\mathrm{C}_{60}$ at 10 and 300 K in comparison with that of the $2 \mathrm{D}(\mathrm{T})$ polymer at room temperature.
symmetry and optical transitions to this state are dipole-forbidden [45, 46]. In solutions, the fluorescence of $\mathrm{C}_{60}$ is related to the vibronically assisted Herzberg-Teller transitions [47], whereas, in the solid state, the additional increase in the fluorescence quantum yield is related to the violation of the symmetry restrictions by the presence of crystal impurities and defects. The polymerization reduces the molecular symmetry from $I_{h}$ in pristine $\mathrm{C}_{60}$ to $D_{2 h}$ in the $2 \mathrm{D}(\mathrm{T})$ polymer and eliminates the symmetry restrictions leading to a substantial increase in the photoluminescence quantum yield.

As can be seen from the inset in Fig. 6b, the photoluminescence spectrum of the $2 \mathrm{D}(\mathrm{T})$ polymer differs from that of pristine $\mathrm{C}_{60}$ in both the intensity distribution and the onset of luminescence. The well-structured low-temperature photoluminescence spectrum of the high-quality single crystals of $\mathrm{C}_{60}$ is mainly related to excitons localized on defects or impurity levels [44, 48]. On the contrary, the photoluminescence spectrum of $\mathrm{C}_{60}$ at room temperature consists of two broad bands and is related to the vibronically assisted transitions from the lowest singlet ${ }^{1} T_{1 g}$ level (the first band at about 1.665 eV ). The most intense bands in the photoluminescence spectrum of the $2 \mathrm{D}(\mathrm{T})$ polymer located near 1.533 and 1.435 eV are related to the fluorescence of the host $2 \mathrm{D}(\mathrm{T})$ polymer, while the weak shoulders at higher energies (near 1.748 and 1.661 eV ) originate from the impurity phase of $2 \mathrm{D}(\mathrm{R})$ that is present in the 2D polymeric samples [49]. We note that the very sharp lines in Figs. 6a and 6b near 1.785 eV are related to the $R_{1}$ and $R_{2}$ luminescence bands of the ruby chips used for pressure calibration [27].

The increase in pressure results in a gradual shift of the photoluminescence spectrum to lower energies, lowering and redistributing the fluorescence intensity. These changes are absolutely reversible in the pressure range investigated ( $P \leq 4 \mathrm{GPa}$ ), as can be seen in Fig. 6. The integrated intensity of the photoluminescence spectrum rapidly decreases with the increase in pressure and recovers its strength nearly to its initial value after the total pressure release.

The pressure dependence of the band positions in the photoluminescence spectrum of the $2 \mathrm{D}(\mathrm{T})$ polymer is shown in Fig. 7. The open (closed) triangles, squares, circles, and diamonds are related to the bands near $1.748,1.661,1.533$, and 1.435 eV for the upstroke (downstroke) pressure runs, respectively. The open hexagons show the pressure dependence of the first peak in the fluorescence spectrum of pristine $\mathrm{C}_{60}$ [44] and are included in the figure for comparison. The pres-sure-induced shift $\partial E / \partial P$ for the photoluminescence bands of the $2 \mathrm{D}(\mathrm{T})$ polymer varies from -9 to $-17 \mathrm{meV} / \mathrm{GPa}$, whereas the corresponding value for pristine $\mathrm{C}_{60}$ is equal to $-78 \mathrm{meV} / \mathrm{GPa}$. The large difference in $\partial E / \partial P$ leads to the intersection of the pressure dependences for the $2 \mathrm{D}(\mathrm{T})$ polymer (circles) and pris-


Fig. 7. Pressure dependence of the fluorescence bands in the photoluminescence spectra of the $2 \mathrm{D}(\mathrm{T})$ polymer and pristine $\mathrm{C}_{60}$. Open (closed) triangles, squares, circles, and diamonds show various bands of the $2 \mathrm{D}(\mathrm{T})$ polymer for the increasing (decreasing) pressure runs. Open hexagons show the first fluorescence band of pristine $\mathrm{C}_{60}$ for an upstroke pressure run.
tine $\mathrm{C}_{60}$ (hexagons) near 1.9 GPa , which is close to 2.2 GPa used in the HPHT treatment procedure for the production of the $2 \mathrm{D}(\mathrm{T})$ polymer. This implies that the fluorescence onset in the $2 \mathrm{D}(\mathrm{T})$ polymer is shifted to lower energies mainly because of the decrease in the intermolecular distances caused by the formation of the polymer. On the contrary, the deformation of the $\mathrm{C}_{60}$ cage in the polymer, which leads to the lowering of molecular symmetry, does not significantly affect the shift of the electronic spectrum.

We can calculate the deformation potential

$$
D=\frac{\partial E_{g}}{\partial \ln \left(V_{0} / V\right)}=-B_{0} \frac{\partial E_{g}}{\partial P}
$$

where $E_{g}$ is the direct gap and $B_{0}$ is the bulk modulus of the material, using the experimental data concerning the pressure-induced shift of the photoluminescence bands, $\partial E / \partial P$, obtained for both materials. Taking into account that the position of the first band in the photoluminescence spectrum coincides with the direct gap (in the case of vibronically assisted transitions, it differs from the phonon energy), we obtain $D=0.42 \mathrm{eV}$ and $D=1.09 \mathrm{eV}$ for the $2 \mathrm{D}(\mathrm{T})$ polymer and pristine $\mathrm{C}_{60}$, respectively. It is interesting to note that a noticeable increase in the bulk modulus in the $2 \mathrm{D}(\mathrm{T})$ polymer compared to pristine $\mathrm{C}_{60}$ does not result in a similar increase in the deformation potential due to the lowering of the pressure-induced shift of the electronic spectrum.

## 4. CONCLUSIONS

The Raman scattering data under high hydrostatic pressure show that an irreversible transformation occurs in the $2 \mathrm{D}(\mathrm{T})$ polymeric phase of $\mathrm{C}_{60}$ above 20 GPa . The new phase is preceded by a pretransitional state characterized by diffuse Raman peaks. The spectrum of the high-pressure phase remains intense and well resolved at pressures as high as 30 GPa . The phonon modes of the high-pressure phase, especially in the high-energy region, are noticeably different from those of the initial $2 \mathrm{D}(\mathrm{T})$ polymer, nevertheless, they can be tracked back to the phonon modes related to the fullerene molecular cage. The recovered high-pressure phase is metastable and detonates under laser irradiation. The main part of the detonated sample is a mixture of monomeric and dimeric $\mathrm{C}_{60}$, showing that the fullerene molecular cages are retained in the high-pressure phase. The high-pressure phase seems to be related to further creation of covalent bonds between molecules belonging to the adjacent polymeric layers in accordance with the theoretically predicted 3D polymerization of the $2 \mathrm{D}(\mathrm{T}) \mathrm{C}_{60}$ polymer at 20.2 GPa [12]. Our Raman experiments reveal that the 3D polymeric $\mathrm{C}_{60}$ resulting from the application of high pressure on the $2 \mathrm{D}(\mathrm{T})$ polymer is not related to the previously observed ultrahard fullerite phases $[1,8,9]$. The electronic spectrum of the $2 \mathrm{D}(\mathrm{T})$ polymer is noticeably different from that of pristine $\mathrm{C}_{60}$. This difference is related both to the deformation of the fullerene molecular cage caused by the polymerization of material and to the decrease in the in-plane intermolecular distances in the $2 \mathrm{D}(\mathrm{T})$ polymer.
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#### Abstract

The transport, magnetic, and elastic properties of $\mathrm{TbBaCo}_{2}{ }_{-x} \mathrm{Fe}_{x} \mathrm{O}_{5+\gamma}$ are investigated. It is shown that these compounds exhibit first-order metal-insulator and antiferromagnet-weak ferromagnet transitions in the orthorhombic phase ( $x<0.12$ ), while these transitions are not observed in the tetragonal phase $(x>0.12)$. In the concentration range corresponding to the orthorhombic phase, doping with iron stabilizes the weakly ferromagnetic phase. However, the tetragonal phase is antiferromagnetic. Oxygen vacancies are assumed to be ordered in the orthorhombic case and disordered in the tetragonal phase. An analysis of Young's modulus, magnetostriction, and effects of pressure and substitution of the $\mathrm{O}^{18}$ oxygen isotopes for $\mathrm{O}^{16}$ indicates a weak correlation between magnetic transformations and the crystal lattice. © 2002 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The interest in compounds of the type $\mathrm{LnBaCo}_{2} \mathrm{O}_{5+\gamma}(\mathrm{Ln}$ stands for a lanthanide) is due to a clearly manifested relation between the magnetic state and the electrical conductivity as well as the existence of transitions of the type metal-insulator and charge or orbital ordering. These compounds were synthesized recently $[1-4]$ and immediately attracted attention of many researchers [5-9]. It was found as a result of X-ray and electron-microscopic studies that Ln and Ba ions are ordered in such a way that the planes occupied by Ba and Ln ions alternate in the [100] direction. The structure is perovskite-like and is a derivative of a structure of the type $\mathrm{YBa}(\mathrm{CuFe}) \mathrm{O}_{5}$ [10]. The oxygen content may vary from 5 to 5.6 depending on the method of obtainment [11]. The samples of $\mathrm{LnBaCo}_{2} \mathrm{O}_{5.5}(\mathrm{Ln}=$ $\mathrm{Gd}, \mathrm{Tb}, \mathrm{Y}$, or Ho ) exhibit the following sequence of transitions upon heating: spontaneous magnetization emerges at $T_{i}$ and vanishes at $T_{N}$, and a metal-insulator transition takes place at $T_{M I}$. At $T_{i}$, a jump in the electrical conductivity and a strong magnetoresistive effect are observed [2]. The nature of the phase transformations is disputable. It was proposed [6,7] that, at $T_{i}$ and $T_{M I}$, the spin state of cobalt ions changes. Further investigations are required to explain the mechanism of these transformations. It is known that the properties of manganites can be modified considerably by substituting other ions for the manganese ions [12]. This work is devoted to investigation of cobaltite samples in which some of the cobalt ions are replaced by iron ions. The choice of iron ions was dictated by the fact that the properties of disordered perovskites $\mathrm{La}_{1-x} \mathrm{Sr}_{x}\left(\mathrm{Co}_{1-y} \mathrm{Fe}_{y}\right) \mathrm{O}_{3-\gamma}$ and $\mathrm{SrCo}_{1-x} \mathrm{Fe}_{x} \mathrm{O}_{3-\gamma}$ are quite sensitive to this type of substitution [13].

## 2. EXPERIMENT

The samples were synthesized from a mixture of high-purity oxides and carbonates $\mathrm{Tb}_{6} \mathrm{O}_{11}, \mathrm{BaCO}_{3}$, $\mathrm{Co}_{3} \mathrm{O}_{4}$, and $\mathrm{Fe}_{2} \mathrm{O}_{3}$ weighed in the required proportion. After preliminary annealing at $900^{\circ} \mathrm{C}$, the pellets were thoroughly crushed in an agate mortar. The synthesis was carried out in air at $1150^{\circ} \mathrm{C}$. The oxygen concentration was optimized by cooling at a rate of $100^{\circ} \mathrm{C} / \mathrm{h}$. The X-ray diffraction analysis was carried out on a DRON-3 diffractometer with the $K_{\alpha}$ radiation of Co. The oxygen concentration was monitored with the help of chemical and thermogravimeric analyses. Magnetostriction was measured by strain gauges. The magnetic measurements were made on a commercial Foner-type vibrational magnetometer. The electrical conductivity was measured by the standard four-probe method. The contacts were formed by ultrasonic deposition of indium. The elastic properties were measured by the resonance method in the acoustic frequency range on cylindrical samples having a length of $40-50 \mathrm{~mm}$ and a diameter of 5 mm . The substitution of $\mathrm{O}^{18}$ for $\mathrm{O}^{16}$ isotopes was carried out for 48 h at $1100^{\circ} \mathrm{C}$ with a cooling rate of $100^{\circ} \mathrm{C} / \mathrm{h}$. A sample subjected to thermal treatment under the same conditions in an $\mathrm{O}^{16}$ flow was used for comparison of properties.

## 3. RESULTS AND DISCUSSION

X-ray phase analysis revealed that the samples of $\mathrm{TbBaCo}_{2-x} \mathrm{Fe}_{x} \mathrm{O}_{5+\gamma}$ contain only one phase up to $x=1$. Compounds with $x \leq 0.11$ are orthorhombically distorted (space group Pmmm), while the same samples are tetragonal (space group $P 4 / \mathrm{mmm}$ ) for $x>0.12$. A sample with $x=0.12$ is a mixture of the tetragonal and orthorhombic phases. According to the results of chem-
ical and thermogravimetric analyses, the oxygen content in samples gradually decreases upon a substitution of iron ions for cobalt ions. The oxygen content in a sample with $x=1$ corresponds to $\gamma=0$. The results of our recent Mössbauer experiments on this system with the $\mathrm{Fe}^{57}$ isotope indicate that iron ions are in the trivalent state. It was observed in [10] that iron ions in the $\mathrm{YbaCuFeO}_{5}$ system are also trivalent, while copper ions are in the bivalent state. For this reason, we assume that the substitution of $\mathrm{Fe}^{3+}$ ions for $\mathrm{Co}^{3+}$ ions leads to a transition of a part of $\mathrm{Co}^{3+}$ ions to the bivalent state and to the emergence of oxygen vacancies. Apparently the configuration $\mathrm{Fe}^{3+}+\mathrm{Co}^{2+}$ in the system $\mathrm{TbBaCo}_{2-x} \mathrm{Fe}_{x} \mathrm{O}_{5+\gamma}$ is thermodynamically more stable than $\mathrm{Fe}^{3+}+\mathrm{Co}^{3+}$.

Figure 1 shows the temperature dependence of magnetization measured for samples with different iron contents. The sample with $x=0$ exhibits spontaneous magnetization in the temperature range $250-280 \mathrm{~K}$. The hysteresis for measurements in the heating and cooling regimes does not exceed two degrees; the substitution of iron ions for cobalt ions clearly increases the temperature range of spontaneous magnetization, and a considerable temperature hysteresis appears. For a sample with $x=0.1$, it was found that spontaneous magnetization emerges and vanishes at $T_{i}=195 \mathrm{~K}$ and $T_{N}=302 \mathrm{~K}$, respectively, upon heating and at $T_{i}=160 \mathrm{~K}$ and $T_{N}=302 \mathrm{~K}$, respectively, upon cooling. The maximum value of spontaneous magnetization for samples with $x=0$ and $x=0.1$ is approximately the same and corresponds to ( $0.15-0.17$ ) $\mu_{B}$ (per cobalt ion). Compounds with $x \geq 0.15$ do not exhibit spontaneous magnetization in the temperature range $5-350 \mathrm{~K}$.

In the vicinity of temperatures $T_{i}, T_{N}$, and $T_{M I}$, the temperature dependence of electrical conductivity exhibits anomalies (Fig. 2). The electrical conductivity is doubled jumpwise in the vicinity of $T_{i}$, while near $T_{M I}$ it changes by an order of magnitude. In the region of $T_{N}$, the anomalous behavior is manifested weakly. The substitution of Fe ions for Co ions in the orthorhombic phase leads to an insignificant variation in the electrical conductivity anomalies at $T_{i}$ and $T_{M 1}$.

In the vicinity of the transition $T_{i}$, a strong magnetoresistive effect is observed for the compound with $x=0$, the magnitude of the effect decreasing gradually upon the substitution of iron ions for cobalt ions (Fig. 2). In the vicinity of $T_{N}$, the magnetoresistance peak is pronounced much more weakly.

Figure 3 shows the results of measurements of magnetization in compounds with $x=0$ in the heating regime. It can be seen that an applied pressure shifts the temperatures $T_{i}$ and $T_{N}$ by 2-3 degrees. An effect of approximately the same magnitude was observed for a sample in which $\mathrm{O}^{16}$ atoms were replaced by the $\mathrm{O}^{18}$ isotope.


Fig. 1. Temperature dependence of magnetization for $\mathrm{TbBaCo}_{2-x} \mathrm{Fe}_{x} \mathrm{O}_{5+\gamma}$ compounds.


Fig. 2. Temperature dependences of electrical conductivity and magnetoresistance for $\mathrm{TbBaCo}_{2-x} \mathrm{Fe}_{x} \mathrm{O}_{5+\gamma}$ compounds.


Fig. 3. Temperature dependences of magnetization measured at $x=0$ and pressures $P=0$ and 8 kbar.


Fig. 4. Magnetic field dependences of magnetostriction and electrical conductivity for $x=0.1$.

Figure 4 presents the results of magnetostriction measurements for a sample with $x=0.1$ in the temperature range in which the magnetic ground state depends on the magnetic past history. At first, the sample was
cooled to 80 K and then heated to 186 K , i.e., below the temperature corresponding to the beginning of transition to the spontaneous magnetization state. The external magnetic field induces a transition to the state with spontaneous magnetization, which is accompanied by an increase in the sample length. However, the change in the linear size is relatively small (of the order of $10^{-5}$ ). The transition is irreversible in temperature as expected, since the measurements were made in the temperature range of phase bistability. The electrical conductivity was measured as a function of the magnetic field at $T=180 \mathrm{~K}$ (Fig. 4). The magnetic transition leads to a decrease in resistance. In the vicinity of the transition, a strong dependence of the resistance on the delay time was observed. It should be noted that strong relaxation effects were also observed in the case of metamagnetic transitions from the charge-ordered antiferromagnetic phase to the ferromagnetic phase in manganites [14].

It was shown in $[2,3]$ that the magnetic transition at $T_{i}$ is noticeably displaced to the low-temperature region upon the application of an external field. This effect is responsible for the large magnetoresistance. However, the substitution of iron ions for cobalt ions leads to stabilization of the boundaries of different magnetic phases (Fig. 5). It was found that an external magnetic field of 5 T shifts the high-temperature phase boundary only by 6 degrees, which is almost an order of magnitude smaller than in the case of compounds that are not doped with iron. The $H-T$ magnetic phase diagram for compounds with $x=0.11$ in fields up to 5 T is presented in Fig. 5.

The results of analysis of Young's modulus are shown in Fig. 6. The temperature dependence of the square of resonance frequency for a sample with $x=0$ exhibits a clearly manifested anomaly at the temperature of transition from the insulator state to the metal state in the vicinity of $T_{M I}=345 \mathrm{~K}$. A temperature hysteresis is observed in the vicinity of 4 K , which coincides with the results obtained from electrophysical measurements. Near $T_{i}$, there exists a weak anomaly incompatible with the crystal-structure phase transformation. The absence of crystal-structure phase transformations at $T_{i}$ was also confirmed by the results of lowtemperature X-ray diffraction studies.

Let us discuss the experimental results obtained from an analysis of phase transition in the $\mathrm{TbBaCo}_{2-x} \mathrm{Fe}_{x} \mathrm{O}_{5+\gamma}$ system.

At $T_{i}$, a magnetic moment appears, which is equal to $0.15-0.17 \mu_{B}$ per $\mathrm{Co}^{3+}$ ion in the high-temperature phase. This value is an order of magnitude smaller than expected for ferromagnetic ordering of $\mathrm{Co}^{3+}$ ions in the intermediate spin state. The magnetic moment for the intermediate spin state of a $\mathrm{Co}^{3+}$ ion must be equal approximately to $2 \mu_{B}$ per $\mathrm{Co}^{3+}$ ion. It is well known that the superexchange interaction $\mathrm{Co}^{3+}$ (intermediate spin state $)-\mathrm{O}-\mathrm{Fe}^{3+}$ is strong and negative [13, 15]. An
increase in $T_{N}$ upon the substitution of iron for cobalt is in accord with this fact. This means that the magnetic structure in the phase with spontaneous magnetization is mainly antiferromagnetic. In our opinion, such a behavior of magnetic properties can be expected in the case of a Morin-type transition, i.e., a transition from the antiferromagnetic to weakly ferromagnetic Dzya-loshinski-Moriya state A similar transition was observed in $\mathrm{DyFeO}_{3}$ [16]. It should be noted, however, that the magnetic moment of classical weak ferromagnets of the type of orthoferrites, orthochromites, and orthomanganites is smaller by a factor of $2-3$ as a rule.

In the tetragonal phase, spontaneous magnetization disappears in spite of the fact that the weakly ferromagnetic phase is gradually stabilized upon an increase in the iron concentration in the concentration range corresponding to the orthorhombic phase. In our opinion, this means that the magnetic structure in the tetragonal phase changes. It was established earlier with the help of electron microscopy that oxygen vacancies in orthorhombic $\mathrm{TbBaCo}_{2} \mathrm{O}_{5.5}$ are ordered and form a superstructure of the $2 \times 1 \times 1$ type [4]. The tetragonal phase of $\mathrm{TbBaCo}_{2} \mathrm{O}_{5.35}$ is also characterized by vacancy ordering and a superstructure of the $3 \times 3 \times 1$ type [17]. In the $3 \times 3 \times 1$ phase, the weakly ferromagnetic state is stable in the entire temperature range of magnetic ordering. For this reason, we assume that oxygen vacancies in the tetragonal phase with an iron content $x>0.12$ are disordered, which leads to disappearance of the weakly ferromagnetic state.

The transition at $T_{i}$ is associated with electrical conductivity. The magnetoresistance is due to the shift of $T_{i}$ under the action of a magnetic field. The absence of strong anomalies in elastic properties and unit cell parameters and a weak magnetostriction indicate that neither the crystal structure nor the orbital state of cobalt ions changes at $T_{i}$. In all probability, a relatively narrow $3 d$ band in the metal phase above $T_{M I}$, which is formed predominantly by $t_{2 g}$ orbitals of cobalt, and the broad $2 p$ band of oxygen overlap. We believe that the conductivity of this class of compounds below $T_{M I}$ is due to excitation of charge carriers from the broad $2 p$ band to the closely spaced $3 d$ band. At $T_{i}$, the energy gap between the bands decreases due to the emergence of spontaneous magnetization.

The small change in the electrical conductivity and the small magnetoresistance at $T_{N}$ are unexpected since clearly manifested anomalies in magnetotransport properties were observed at $T_{i}$. This behavior sharply contradicts the properties of magnetoresistive manganites, which exhibit a strong magnetoresistive effect during magnetic ordering [14]. For this reason, we assume that a well-defined short-range magnetic order is preserved in the high-temperature phase at temperatures above $T_{N}$. The results of our heat capacity measurements support this hypothesis [18]. We observed that the heat capacity changes insignificantly at $T_{N}$.


Fig. 5. Magnetic phase diagrams for $x=0$ and 0.11 (WF denotes weak ferromagnet and A antiferromagnet).


Fig. 6. Young's modulus as a function of temperature for a $\mathrm{TbBaCo}_{2} \mathrm{O}_{5.5}$ sample

## 4. CONCLUSIONS

It has been established that the substitution of iron ions for cobalt ions is an effective method of controlling the properties of compounds of the $\mathrm{TbBaCo}_{2} \mathrm{O}_{5+\gamma}$ type,
which considerably extends the temperature range of spontaneous magnetization, so that the Néel temperature becomes higher than room temperature. The transition at $T_{i}$ is in all probability a Morin-type (antiferro-magnet-weak ferromagnet) transition. The electrical conductivity jump near $T_{i}$ is due to the emergence of spontaneous magnetization, reducing the energy gap between the $3 d$ and $2 p$ bands. In contrast to magnetoresistive manganites, the family of cobaltites of the $\mathrm{TbBaCo} \mathrm{O}_{5+\gamma}$ type does not exhibit a clearly manifested correlation between the magnetic state and the crystal lattice.
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#### Abstract

A simple model of phase separation is used to study the magnetoresistance of manganites in the nonmetallic state. It is assumed that the phase separation corresponds to the emergence of small ferromagnetic metallic droplets (ferrons) in a nonconducting antiferromagnetic or paramagnetic medium, with the metallic phase concentration being far from the percolation threshold. The charge transfer is accomplished by way of electron jumps between droplets. The magnetoresistance in such a system is defined both by the variation of the volume of the metal phase and by the dependence of the probabilities of electron transitions on the magnitude of the magnetic field. It is demonstrated that, in the region of low magnetic fields, the magnetoresistance is quadratic with respect to the field and decreases with temperature by the $T^{-n}$ law, where $n$ takes values from 1 to 5 depending on the correlation between the parameters. In the high-field limit, the magnetoresistance increases abruptly with the volume of the metal phase. The crossover of the field dependence from quadratic to a stronger one may be accompanied by the emergence of a platean in the magnetoresistance. The correlation between the obtained results and the available experimental data is discussed. © 2002 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The question of the nature of colossal magnetoresistance is one of the key questions in the physics of strongly correlated electron systems such as manganites. The investigations performed in recent years have revealed that manganites are characterized by a tendency for phase separation with the formation of, for example, conducting ferromagnetic and nonconducting antiferromagnetic or paramagnetic regions [1-3]. Apparently, the tendency for phase separation is closely related to the mechanism of colossal magnetoresistance. The phase separation may be due to various reasons and may be characterized by different spatial scales. One of the most important types of phase separation for transport phenomena in manganites is the electron separation which was first suggested by Nagaev [4] in application to magnetic semiconductors. In this case, the current carriers are concentrated in small (of the order of several lattice constants) ferromagnetic metal droplets (ferrons). Regions with a low carrier concentration turn out to be nonconducting. In the limit of strong Coulomb interaction, each ferron in the ground state contains one charge carrier located in the potential well of ferromagnetically ordered local spins.

A model which enables one to estimate the ferron size was treated in [5, 6]. According to this model, the
ferron radius $R$ (the ferron is assumed to be spherical) is determined by way of minimizing the energy,

$$
E \sim t\left(\frac{\pi d}{R}\right)^{2}+\frac{4 \pi}{3} J z S^{2}\left(\frac{R}{d}\right)^{3}
$$

where the first term is the energy of the ground state of an electron in a spherical potential well of radius $R$, and the second term corresponds to the Heisenberg energy of interaction of local spins $S$. The minimization of the energy over the ferron radius leads to the estimate of $R \propto d\left(\pi t / J z S^{2}\right)^{1 / 5}$, where $t$ is the amplitude of electron jump to the neighboring site, $J$ is the constant of antiferromagnetic exchange interaction between atoms, $z$ is the number of nearest neighbors, and $d$ is the lattice spacing.

The number of charge carriers is proportional to the concentration $x$ of the bivalent doping element. The critical concentration $x_{c}(d / R)^{3} \sim 0.15$, at which ferrons start to overlap and large metal clusters arise in the system, was estimated in [6]. We will treat a situation in which $x$ is much lower than $x_{c}$. The charge transfer in such a system may occur both due to the ferron motion and as a result of the electron tunneling from one ferron to another. The efficiency of the former mechanism is low because of the fairly large effective mass of a ferron. In addition, the ferrons in manganites are often pinned on impurities [1]. Therefore, it is natural to
assume that the conductivity is largely defined by electron jumps between ferrons.

Within the assumptions formulated above, we have thoroughly analyzed the field and temperature dependences of the magnetoresistance associated with the tunneling of charge carriers from ferron to ferron. It is demonstrated that, in low fields, the magnetoresistance increases as the square of the field; in high fields, it increases exponentially [3, 7] or even faster as the percolation threshold is approached. The temperature dependence of magnetoresistance is likewise nontrivial. In low fields, this dependence obeys the $1 / T^{n}$ law, where $n$ runs from 1 to 5 depending on the parameters of the problem. The obtained results may be important from the standpoint of interpreting the results of recent experiments in studying the magnetoresistance of complex magnetic oxides in the nonmetallic region of temperatures and concentrations [2, 8, 9].

## 2. DESCRIPTION OF THE MODEL

We will treat a system consisting of $N$ metal droplets (ferrons) located in an antiferromagnetic matrix in an external uniform magnetic field $\mathbf{H}$. As was demonstrated in [7], with not-too-low concentrations of ferrons, their number may be assumed to be constant and equal to the number $N_{e}$ of current carriers arising during doping. We will assume that the ferrons are spherical in shape. We will designate the spin of the magnetic atom of droplet as $S$, and the number of magnetic atoms in a droplet as $N_{p}=(4 \pi / 3)(R / d)^{3}$, where $R$ is the ferron radius. Then, the magnetic moment of a ferron is $M_{0}=$ $\mu_{B} g S N_{p}$, where $\mu_{B}$ is a Bohr magneton and $g$ is the gyromagnetic ratio. Because the value of the number $S N_{p}$ is rather high, we will describe the magnetic moment of a droplet in the classical manner; i.e., we will assume that the vector $\mathbf{M}_{0}$ has a certain direction in space, determined by the angles $\theta$ and $\phi$.

At zero temperature, each ferron contains one charge carrier, and its magnetic moment is directed along the magnetic field. We will assume that, at nonzero temperatures, all spins $S$ in a droplet are parallel with one another; however, their direction may differ from that of the external field. Let the magnetic field be directed along the $z$ axis. In the approximation of low density, we will ignore the interactions of ferrons with one another. Then, the energy of a droplet containing one electron may be represented as [6]

$$
\begin{align*}
& E_{1, \sigma}(\theta)=t \frac{\pi^{2} d^{2}}{R^{2}}+\frac{4 \pi}{3} J z S^{2} \frac{R^{3}}{d^{3}} \\
& -\mu_{B} g S \frac{4 \pi}{3} \frac{R^{3}}{d^{3}} H \cos \theta+U_{\mathrm{el}, \sigma}(\mathbf{H}) . \tag{1}
\end{align*}
$$

The first term in this expression is the electron energy in a potential well formed by ferromagnetically ordered local spins $S$, which is counted off from the bottom of
the conduction band. The second term is the energy of exchange interaction of the magnetic atoms of the droplet. The third term is the variation of the droplet energy in the magnetic field (Zeeman energy). The last term $U_{\mathrm{el}, \sigma}(\mathbf{H})$ is the energy of interaction of a conduction electron in a ferron with the effective magnetic field.

Note that, in the concentration range of $x \sim x_{\text {opt }} \sim 0.3$ that is optimal for the observation of colossal magnetoresistance, but at temperatures above the Curie point $T_{C}$, the system is again (as in the case of $x<x_{c}$ ) a paramagnetic insulator with suppressed ferromagnetism but with strong ferromagnetic fluctuations of small radius. As was demonstrated in [3, 10, 11], these fluctuations may be treated as ferromagnetic droplets; a special term of "temperature ferrons" was introduced for these fluctuations. In formula (1), one must change from energy to free energy; in the second term, the energy of antiferromagnetic interaction of local spins (4 $4 \pi / 3) J z S^{2} R^{3} / d^{3}$ must be replaced by the corresponding entropy contribution $(4 \pi / 3) T \ln (2 S+1) R^{3} / d^{3}$ [3]. As a result, the estimation of the optimal radius of a temperature ferron gives $R \sim d(\pi t / T \ln (2 S+1))^{1 / 5}$. Therefore, in view of this substitution, all of the results obtained below for the low-temperature region with $T<T_{C}$ and $x<x_{c}$ may be used in the high-temperature region with $T>T_{C}$ and $x \sim x_{\text {opt }}$ as well.

In expression (1) for energy, one must take into account the fact that the electron in the droplet interacts both with the external field $\mathbf{H}$ and with a field developed by magnetic atoms of a ferron. We will designate the effective number of atoms with which a charge carrier interacts as $z^{\prime}\left(z^{\prime} \leq N_{p}\right)$. Then, we can introduce the effective magnetic field in which the electron is located [12],

$$
\begin{equation*}
\mathbf{H}_{\mathrm{eff}}(\theta)=\mathbf{B}(\mathbf{H})+\mathbf{n}(\theta) H_{\mathrm{mol}} \tag{2}
\end{equation*}
$$

where $H_{\text {mol }}=\bar{J} / \mu_{B}=2 J_{\text {fer }} z^{\prime} S / g \mu_{B}$ is the molecular magnetic field acting on the electron from the ferromagnetically ordered local spins, $J_{\text {fer }}$ is the respective exchange integral defining the Curie temperature, and $\mathbf{n}$ is a unit vector directed along the magnetic moment of the ferron. The quantity $\mathbf{B}(\mathbf{H})$ in formula (2) is the magnetic field induction inside the droplet in view of, in particular, its demagnetization factor.

The steady states of an electron are states with a certain projection of spin $\sigma / 2$ onto the direction of the effective field. We will use the notation of both $\sigma= \pm 1$ and $\sigma=\uparrow, \downarrow$. So, the energy $U_{\text {el }, \sigma}$ may be represented as

$$
\begin{gather*}
U_{\mathrm{el}, \sigma}=-\mu_{B} \sigma H_{\mathrm{eff}}(\theta) \\
=-\mu_{B} \sigma \sqrt{\left(\bar{J} / \mu_{B}\right)^{2}+\mathbf{B}^{2}+2 \bar{J}(\mathbf{n} \cdot \mathbf{B}) / \mu_{B}}, \tag{3}
\end{gather*}
$$

and, in the ground state, $\sigma=\uparrow$.
We will assume that the direction of the total magnetic moment of the droplet varies with time rather slowly, and the conventional thermodynamic treatment
of the problem is valid. Then, the ferron radius in the magnetic field is determined by minimizing expression (1), which gives

$$
\begin{gather*}
R(H)=R(0)(1-b H \cos \theta)^{-1 / 5}, \\
R(0)=d\left(\frac{\pi t}{2 z J S^{2}}\right)^{1 / 5}, \quad b=\frac{\mu_{B} g}{z J S}, \tag{4}
\end{gather*}
$$

where $R(0)$ is the ferron radius in the absence of a field. The estimation of the quantities $b$ and $\bar{J}$ gives $1 / b$, $\bar{J} / \mu_{B} \sim 100 \mathrm{~T}$. In the region of not-too-high fields, where $b H \ll 1$, we can expand the field dependences of the droplet radius and energy into a series and restrict ourselves to linear terms. Then, for the energy given by Eq. (1), we have

$$
\begin{gather*}
E_{1, \sigma}(\theta)=E_{1}^{(0)}\left(1-\frac{2}{5} b H \cos \theta\right)-\sigma \bar{J}  \tag{5}\\
-\sigma \mu_{B}(\mathbf{n} \cdot \mathbf{B}(\mathbf{H}))+O\left(H^{2}\right)
\end{gather*}
$$

In this expression,

$$
\begin{equation*}
E_{1}^{(0)}=\frac{5 \pi}{3}(\pi t)^{3 / 5}\left(2 z S^{2} J\right)^{2 / 5} \tag{6}
\end{equation*}
$$

is the ferron energy at $H=0$ disregarding the splitting of the electron energy in the effective field. Note that $(2 / 5) E_{1}^{(0)} b=M_{0}=\mu_{B} g S N_{p}$ is the magnetic moment of the ferron. Because $S N_{p} \gg 1$ and $\bar{J} / \mu_{B} \sim 100 \mathrm{~T}$, we will, in what follows, ignore the term $\sigma \mu_{B}(\mathbf{n} \cdot \mathbf{B})$ in formula (5); i.e., we will assume that $U_{\mathrm{el}, \sigma}=-\sigma \bar{J}$, and the direction of the effective field coincides with the direction of the magnetic moment of the ferron.

As a result of electron tunneling to the neighboring droplets, empty ferrons and ferrons with more than one electron are formed. In addition, part of the electrons in one-electron channels may be in excited states. As will be shown below, for the characteristic values of the parameters, the ground state energy $E_{1}^{(0)} \sim 1.5 \mathrm{eV} \gg k T$. One can readily understand that, in zero field, the distance between the ground and second electron levels in a ferron is of the same order. On the other hand, the same estimates indicate that the splitting of the first electron level in a molecular field $\mu_{B} H_{\text {mol }} \sim 0.01-0.03 \mathrm{eV}$. Therefore, in what follows, we take into account only the first excited level, which, in the range of parameters of the model being treated, corresponds to the ground state of an electron but with an oppositely directed spin $\sigma=-1$. Because $S N_{p} \gg 1$, one can assume that tunneling transitions of electrons do not affect the direction of large magnetic moments of droplets.

Empty droplets and droplets with two electrons decay during a time of the order of characteristic magnon times $\tau_{0}$. Then, they may be treated as stable only if the time of electron tunneling $\tau$ is much shorter than
$\tau_{0}$. Because the number of particles does not vary, the times of electron tunneling to a empty droplet and of electron escape from a two-electron droplet are equal to one another, and the condition $\tau \ll \tau_{0}$ is valid if $\exp (-V / 2 k T) / 8 \pi l^{3} n_{e} \ll 1$, where $V$ is the energy of Coulomb repulsion of two electrons on a single droplet, $l$ is the characteristic tunneling length, and $n_{e}$ is the number of ferrons per unit volume [7]. In meeting the latter condition, one can assume that the radii of one-electron, empty, and two-electron droplets are equal to one another and defined by relation (4).

The energy of an empty droplet, defined by the second and third terms in formula (1), is

$$
\begin{gather*}
E_{0}(\theta)=E_{0}^{(0)}\left(1-\frac{2}{5} b H \cos \theta\right)+O\left(H^{2}\right),  \tag{7}\\
E_{0}^{(0)}=\frac{2}{5} E_{1}^{(0)} .
\end{gather*}
$$

In a two-electron droplet, the electrons must have opposite spin projections onto the direction of the magnetic moment. The energy of such a ferron may be represented as

$$
\begin{align*}
& E_{2}(\theta)=E_{2}^{(0)}\left(1-\frac{2}{5} b H \cos \theta\right)  \tag{8}\\
& +V(0) \frac{1}{5} b H \cos \theta+O\left(H^{2}\right)
\end{align*}
$$

where $E_{2}^{(0)}=2 E_{1}^{(0)}-E_{0}^{(0)}+V(0)$ and the Coulomb energy is $V(H)=e^{2} / \epsilon R(H) \approx V(0)(1-(1 / 5) b H \cos \theta)$. For estimation, we will assume the value of permittivity $\epsilon=10$ and $R(0)=2 d$. From this, we find that $V(0) \sim$ $0.2 \mathrm{eV} \gg \mu_{B} H_{\text {mol }}$. We will treat the temperature range $k T \ll V(0)$. It is in this case that one can ignore the probability of formation of ferrons with three or more electrons.

In principle, our model describes the electron tunneling between potential wells with due regard for the Coulomb repulsion of electrons inside the wells. In this sense, it is similar to the Hubbard model with a random arrangement of centers. As was mentioned above, we treat the case of one electron per center with a strong Coulomb repulsion. In this case, there are upper and lower Hubbard subbands separated by a Coulomb gap. The lower subband is filled, and the upper one is empty. Then, the conductivity is determined by electron jumps from the lower to upper subband. Because the value of temperature is assumed to be much less than that of the Coulomb gap, the number of electrons involved in the process of charge transfer is much less than the total number of electrons which formed ferrons. Therefore, one can assume that an electron, during jumps, passes from the upper state of the filled band to the bottom of the empty band. The activation energy in such a process is fixed and is of the order of the Coulomb gap; therefore, transitions between subbands may be replaced by
transitions between levels. Naturally, if the numbers of electrons and ferrons were significantly different, such a simplified approach would need to be refined. In particular, one would have to take into account the finiteness of the bandwidth and the Fermi statistics of the carriers (at least, in the region of fairly low temperatures).

Therefore, the system contains $N_{1, \sigma}$ droplets with an electron having the $\sigma / 2$ spin projection onto the effective field direction, $N_{0}$ empty ferrons, and $N_{2}=N_{0}$ ferrons with two electrons. We will find the average values of $N_{0}, N_{2}$, and $N_{1, \sigma}$. The number of possible states with given quantities $\left\{N_{a}\right\}$ (where the subscript $a$ runs through the values $\{0,(1, \uparrow),(1, \downarrow), 2\})$ is $N_{e}!/\left(N_{0}!N_{1, \uparrow}!N_{1, \downarrow}!N_{2}!\right)$. Then, the partition function of the system may be represented as

$$
\begin{gather*}
\mathscr{Z}=N_{e}!\sum_{\left\{N_{a}\right\}} \delta_{N_{0}}^{N_{2}} \delta_{N_{1, \uparrow}+N_{1, \downarrow}}^{N_{2}-2 N_{2}}  \tag{9}\\
\times \prod_{a}\left[\frac{1}{N_{a}!}\left(\int d \Omega \exp \left(-\frac{E_{a}(\theta)}{k T}\right)\right)^{N_{a}}\right],
\end{gather*}
$$

where the Kronecker symbols take into account the fact that, in our model, $N_{0}=N_{2}$ and $N_{1, \uparrow}+N_{1, \downarrow}+2 N_{2}=N_{e}$. The summation with respect to $N_{0}, N_{2}$ is performed from 0 to $N_{e} / 2$, and that with respect to $N_{1, \sigma}$, from 0 to $N_{e}-2 N_{2}$. Because $N_{e} \geqslant 1$, the sum with respect to $N_{2}$ may be replaced by an integral using the Stirling formula for the factorials appearing in Eq. (9). The resultant integral is readily calculated by the saddle-point method. After that, we integrate with respect to solid angle to derive, for the average numbers $\bar{N}_{2}$ and $\bar{N}_{1, \sigma}$,

$$
\begin{gather*}
\bar{N}_{2}=N_{e} \frac{\exp (-V(0) / 2 k T)}{2 \cosh (\bar{J} / k T)} \\
\times\left[\frac{\alpha_{1}^{2}}{\alpha_{0} \alpha_{2}} \frac{\sinh \left(\alpha_{0} H\right) \sinh \left(\alpha_{2} H\right)}{\sinh ^{2}\left(\alpha_{1} H\right)}\right]^{1 / 2},  \tag{10}\\
\bar{N}_{1, \sigma}=\left(N_{e}-2 \bar{N}_{2}\right) \frac{e^{\sigma \bar{J} / k T}}{2 \cosh (\bar{J} / k T)}, \tag{11}
\end{gather*}
$$

where the following notation is used:

$$
\begin{gather*}
\alpha_{0}=\frac{2 E_{0}^{(0)} b}{5 k T}, \quad \alpha_{1}=\frac{2 E_{1}^{(0)} b}{5 k T},  \tag{12}\\
\alpha_{2}=\frac{2\left(2 E_{1}^{(0)}-E_{0}^{(0)}+V(0) / 2\right) b}{5 k T} .
\end{gather*}
$$

It follows from Eq. (10) that, in weak fields, the first correction to $\bar{N}_{2}(0)$ increases as the square of the field, and in fairly strong fields, $\bar{N}_{2} \propto \exp (b V(0) H / 10 k T)$. Note that expressions (10) and (11) agree with the
results obtained in [7] in the absence of a magnetic field and disregarding the electron spin, that is, for $H=0$ and $\bar{J}=0$.

For a ferron in the state $a$, the probability density for the direction of the magnetic moment within the solid angle $d \Omega$ may be written as

$$
\begin{align*}
P_{0}(\theta) & =\frac{\exp \left(\alpha_{0} H \cos \theta\right)}{\int d \Omega^{\prime} \exp \left(\alpha_{0} H \cos \theta^{\prime}\right)}, \\
P_{1, \sigma}(\theta) & =\frac{\exp \left(\alpha_{1} H \cos \theta\right)}{\int d \Omega^{\prime} \exp \left(\alpha_{1} H \cos \theta^{\prime}\right)}  \tag{13}\\
P_{2}(\theta) & =\frac{\exp \left(\alpha_{2} H \cos \theta\right)}{\int d \Omega^{\prime} \exp \left(\alpha_{2} H \cos \theta^{\prime}\right)}
\end{align*}
$$

The values of probability for droplets containing different numbers of electrons differ, because the magnetic field dependences of their energies (5), (7), and (8) are different. Note that the probabilities $P_{1, \sigma}$ are independent of the sign of $\sigma$, because we ignored the term $\mathbf{B}(\mathbf{H})$ in formula (2) for the effective field acting on an electron.

## 3. MAGNETORESISTANCE

Within our model, the conductivity is defined by the following tunneling processes.
(i) An electron tunnels from a ferron in the state 1 , $\sigma_{1}$ onto a droplet containing an electron with the spin projection $\sigma_{2} / 2$. As a result, a empty ferron and a ferron with two electrons arise. This process may be schematically represented as $\left(1 \sigma_{1}, 1 \sigma_{2}\right) \longrightarrow(0,2)$.
(ii) A process inverse to the previous one, i.e., $(2,0) \longrightarrow$ $\left(1 \sigma_{1}, 1 \sigma_{2}\right)$.
(iii) The ferron with two electrons and that containing an electron with the spin projection $\sigma_{1} / 2$ exchange electrons: $\left(2,1 \sigma_{1}\right) \longrightarrow\left(1 \sigma_{2}, 2\right)$.
(iv) The one-electron ferron transfers its electron to the empty ferron: $\left(0,1 \sigma_{1}\right) \longrightarrow\left(1 \sigma_{2}, 0\right)$.

Note that, in the last two cases, $\sigma_{1}$, generally speaking, is not equal to $\sigma_{2}$. The contribution to the current density by each tunneling process may be represented as [7,13]

$$
\begin{equation*}
i_{\left(a^{\prime}, b^{\prime} ; a, b\right)}=\frac{e}{V}\left(\sum_{i=0}^{N_{a}} \sum_{j=0}^{N_{b}} \frac{r_{i j} \cos \gamma_{i j}}{\tau_{i, j}\left(a^{\prime}, b^{\prime} ; a, b\right)}\right) \tag{14}
\end{equation*}
$$

where $r_{i j}$ and $\gamma_{i j}$ denote the distance between the ferrons and the angle between the vector $\mathbf{r}_{i j}$ and the direction of the electric field, respectively. The summation with respect to $i$ and $j$ is performed over the ferrons from which and to which an electron may tunnel, and the symbol 〈...〉 denotes both thermal and volume averaging. The quantity $\tau_{i j}(\mathbf{f}, \mathbf{i})$ is the time of tunneling from
the initial $\mathbf{i}=(a, b)$ to the final $\mathbf{f}=\left(a^{\prime}, b^{\prime}\right)$ state. It may be represented as

$$
\begin{equation*}
\tau_{i j}(\mathbf{f}, \mathbf{i})=\omega_{0}^{-1} \exp \left(\frac{r_{i j}}{l}-\frac{e\left(\mathbf{E} \cdot \mathbf{r}_{i j}\right)}{k T}\right) W^{-1}(\mathbf{f}, \mathbf{i}) \tag{15}
\end{equation*}
$$

where $l$ and $\omega_{0}^{-1}$ denote the tunneling length and the period of electron motion in the potential well, respectively. The quantities $W^{\mathbf{f}, \mathbf{i}}$ by definition are independent of the distance between ferrons. Because, as a result of tunneling transitions, the energy of the system, generally speaking, varies, the probability $W$ depends on the difference between the energies before and after the tunneling. In addition, the probability of tunneling must depend on the relative orientation of the magnetic moments of ferrons.

In order to find the quantity $W(\mathbf{f}, \mathbf{i})$, we will use the detailed balance relation for each tunneling process in the absence of an electric field. A ferron is characterized by the number and state of electrons it contains, as well as by the direction of the magnetic moment. Therefore, its state is defined by the set of quantities ( $a, \mathbf{n}$ ), where $a$ numbers the electron states and runs through the values $\{0,(1, \uparrow),(1, \downarrow), 2\}$, and $\mathbf{n}$ is a unit vector directed along the magnetic moment of the ferron. The number of ferrons in the state $(a, \mathbf{n})$ per unit volume is $\bar{N}_{a} P_{a}(\mathbf{n}), d \Omega / V$. We assumed that, during tunneling transitions, the direction of the magnetic moments of droplets is retained. Then, the number of transitions from the state $\left(a_{1}, \mathbf{n}_{1}, a_{2}, \mathbf{n}_{2}\right)$ to the state $\left(a_{1}^{\prime}\right.$, $\mathbf{n}_{1}, a_{2}^{\prime}, \mathbf{n}_{2}$ ) per unit time in an element of volume $d V$ is

$$
\begin{equation*}
\frac{1}{V^{2}} \frac{\bar{N}_{a_{1}} P_{a_{1}}\left(\theta_{1}\right) \bar{N}_{a_{2}} P_{a_{2}}\left(\theta_{2}\right) d \Omega_{1} d \Omega_{2} d V}{\tau\left(a_{1}^{\prime}, a_{2}^{\prime} ; a_{1}, a_{2}\right)} \tag{16}
\end{equation*}
$$

In equilibrium, this number must be equal to the number of inverse transitions. We can use equality (15) for the tunneling time, as well as the expressions for $\bar{N}_{a}$ and $P_{a}(\theta)$, and write the balance relation in the form

$$
\begin{align*}
& \frac{W\left(a_{1}^{\prime}, a_{2}^{\prime} ; a_{1}, a_{2}\right)}{\exp \left[\left(E_{a_{1}}\left(\theta_{1}\right)+E_{a_{2}}\left(\theta_{2}\right)\right) / k T\right]}  \tag{17}\\
= & \frac{W\left(a_{1}, a_{2} ; a_{1}^{\prime}, a_{2}^{\prime}\right)}{\exp \left[\left(E_{a_{1}^{\prime}}\left(\theta_{1}\right)+E_{a_{2}^{\prime}}\left(\theta_{2}\right)\right) / k T\right]} .
\end{align*}
$$

We will follow the thermodynamics and assume that the probability $W(\mathbf{f}, \mathbf{i})$ exponentially depends on the energy difference between the initial and final states. Then,

$$
\begin{gather*}
W\left(a_{1}^{\prime}, a_{2}^{\prime} ; a_{1}, a_{2}\right)=f^{\mathbf{f}, \mathbf{i}}(\cos v) \\
\times \exp \left\{-\frac{E_{a_{1}^{\prime}}\left(\theta_{1}\right)+E_{a_{2}^{\prime}}\left(\theta_{2}\right)-E_{a_{1}}\left(\theta_{1}\right)-E_{a_{2}}\left(\theta_{2}\right)}{2 k T}\right\}, \tag{18}
\end{gather*}
$$

where $v$ is the angle between the directions of the magnetic moments of ferrons,

$$
\begin{equation*}
\cos v=\cos \theta_{1} \cos \theta_{2}+\sin \theta_{1} \sin \theta_{2} \cos \left(\phi_{1}-\phi_{2}\right) \tag{19}
\end{equation*}
$$

The functions $f^{f, i}$ define the dependence of the tunneling probability on the relative orientation of the magnetic moments of droplets. These probabilities must coincide for the direct and inverse processes. We will treat the process (ii). If an electron with the spin projection $\sigma / 2$ onto the direction of the magnetic moment of a droplet 1 enters a empty ferron 2, its energy in the effective field varies by the quantity $-\sigma \bar{J} \cos v+\sigma \bar{J}$. Then, for $f$, we have

$$
\begin{equation*}
f^{1 \sigma_{1}, 1 \sigma_{2} ; 0,2}(\cos v)=\sum_{\sigma} q_{\sigma} \exp \left(-\frac{\sigma \bar{J}(1-\cos v)}{k T}\right) \tag{20}
\end{equation*}
$$

where $q_{\sigma}$ is the probability that an outgoing electron will have the spin projection $\sigma / 2$. In view of normalization, it is equal to $e^{\sigma \bar{J} / k T} / 2 \cosh (\bar{J} / k T)$. So, the final expression for $f^{1 \sigma_{1}, 1 \sigma_{2} ; 0,2}$ has the form

$$
\begin{equation*}
f^{1 \sigma_{1}, 1 \sigma_{2} ; 0,2}(\cos v)=\frac{\cosh (\bar{J} \cos v / k T)}{\cosh (\bar{J} / k T)} \tag{21}
\end{equation*}
$$

The function $f^{0,2 ; 1 \sigma_{1}, 1 \sigma_{2}}$ for the process (i) inverse to the process treated above must be given by the same expression. The same method may be used to demonstrate that formula (21) for the function $f^{f, i}$ is valid for all of the tunneling processes listed above.

We will now use expressions (15) and (18) to perform the volume averaging of the current density given by Eq. (14). Then, an approximation linear with respect to the field $E$ gives

$$
i_{\left(a^{\prime}, b^{\prime} ; a, b\right)}=\frac{32 \pi e^{2} l^{5} \omega_{0}}{k T} \bar{n}_{a} \bar{n}_{b}\left\langle W\left(a^{\prime}, b^{\prime} ; a, b\right)\right\rangle E
$$

where $n_{a}=N_{a} / V$, and the averaging is performed over the directions of the moments of ferrons, distributed with the probability density $P_{a}\left(\theta_{1}\right) P_{b}\left(\theta_{2}\right)$. On summing up the contributions from all tunneling processes, we derive for the conductivity $\sigma=i / E$ the following expression:

$$
\begin{gather*}
\sigma(H)=\sigma_{0} \frac{j}{4 \sinh j} \int \frac{d \Omega_{1}}{4 \pi} \int \frac{d \Omega_{2}}{4 \pi} \cosh (j \cos v) \\
\times \exp \left(\frac{1}{2} \alpha_{1} H \cos \theta_{1}\right) \exp \left(\frac{1}{2} \alpha_{1} H \cos \theta_{2}\right) \\
\times\left(\exp \left(\frac{1}{2} \alpha_{0} H \cos \theta_{1}\right) \exp \left(\frac{1}{2} \alpha_{0} H \cos \theta_{2}\right)\right. \\
\times \sqrt{\frac{\alpha_{0} \sinh \left(\alpha_{2} H\right)}{\alpha_{2} \sinh \left(\alpha_{0} H\right)}} \tag{22}
\end{gather*}
$$



Fig. 1. The magnetoresistance as a function of magnetic field at $j=2.25, V(0) / E_{1}^{(0)}=0.2$ (solid curve) and $j=1.875$, $V(0) / E_{1}^{(0)}=0.1$ (dashed curve).

$$
\begin{aligned}
& +2 \exp \left(\frac{1}{2} \alpha_{0} H \cos \theta_{1}\right) \exp \left(\frac{1}{2} \alpha_{2} H \cos \theta_{2}\right) \\
& +\exp \left(\frac{1}{2} \alpha_{2} H \cos \theta_{1}\right) \exp \left(\frac{1}{2} \alpha_{2} H \cos \theta_{2}\right) \\
& \left.\quad \times \sqrt{\frac{\alpha_{2} \sinh \left(\alpha_{0} H\right)}{\alpha_{0} \sinh \left(\alpha_{2} H\right)}}\right)\left[\frac{\sinh \left(\alpha_{1} H\right)}{\alpha_{1} H}\right]^{-2}
\end{aligned}
$$

where $j=\bar{J} / k T$, and $\sigma_{0}$ is the conductivity in the absence of a field,

$$
\begin{gather*}
\sigma_{0}=\frac{128 \pi e^{2} l^{5} \omega_{0} n_{e}^{2} \cosh ^{2}(j / 2) \sinh j}{j \cosh ^{3} j k T} \exp \left(-\frac{V(0)}{2 k T}\right) \\
n_{e}=N_{e} / V \tag{23}
\end{gather*}
$$

If we ignore the splitting of the electron energy due to the interaction of its spin with the molecular field, i.e., assume that $j=0$, we will arrive at the expression for conductivity $\sigma_{0}$ obtained in [7].

In what follows, we will be interested in the magnetoresistance $\operatorname{MR}(H)=\sigma(H) / \sigma_{0}-1$. The integrals in formula (22) cannot be calculated analytically in the general case. However, we can obtain asymptotics for the magnetoresistance at $H \longrightarrow 0$ and $\alpha_{0} H \gtrdot>1$. In the limit of low fields, the expansion of the conductivity in terms of $H$ proceeds over even powers of the field. We restrict ourselves to the quadratic term to derive

$$
\begin{gather*}
\operatorname{MR}(H)=\frac{H^{2}}{24}\left(\left(\alpha_{1}+\alpha_{2}\right)^{2}+\left(\alpha_{1}+\alpha_{0}\right)^{2}-8 \alpha_{1}^{2}\right)  \tag{24}\\
\propto H^{2} / T^{2}
\end{gather*}
$$

Note that the coefficient of $H^{2}$ in this expression is independent of $\bar{J}$. Therefore, the dependence of the magnetoresistance on the relative orientation of the magnetic


Fig. 2. The magnetoresistance as a function of magnetic field at $j=1.5$ (solid curve) and $j=1.0$ (dashed curve). In both cases, $V(0) / E_{1}^{(0)}=0.07$.
moments of ferrons is observed only in higher orders with respect to the field.

In rather strong fields, when $\alpha_{0} H \gg 1$ (but still $b H \ll$ 1 ), the magnetoresistance exponentially depends on the field, in accordance with the results of [3, 7],

$$
\begin{align*}
\operatorname{MR}(H)= & j \cot j\left(\frac{\left(\alpha_{0} / \alpha_{2}\right)^{1 / 4}}{1+\alpha_{0} / \alpha_{1}}+\frac{\left(\alpha_{2} / \alpha_{0}\right)^{1 / 4}}{1+\alpha_{2} / \alpha_{1}}\right)^{2}  \tag{25}\\
& \times \exp \left(\frac{b V(0)}{10 k T} H\right)-1
\end{align*}
$$

Figures 1 and 2 give the field dependences of magnetoresistance calculated by formula (22) for different values of the parameters $\alpha_{a}$ and $j$. In Fig. 1, in particular, one can see that, in the region of weak fields, the magnetoresistance is quadratic with respect to the field, and then the $\operatorname{MR}(H)$ dependence becomes linear; in strong fields, the magnetoresistance starts to increase exponentially. No exponential increase is observed in the curves in Fig. 2 since they correspond to the case of higher temperatures and to a lower value of Coulomb energy.

## 4. THE EFFECT OF INCREASE <br> IN THE VOLUME OF THE METALLIC PHASE

In the model treated above, the variation of conductivity in the magnetic field was due to the field dependence of the probabilities of tunneling transitions and occupation numbers $\bar{N}_{2}$ and $\bar{N}_{1, \sigma}$. Along with these mechanisms, the magnetoresistance may be directly related to the increase in the size of ferrons. Indeed, the following formula for the conductivity of a insulatormetal mixture is valid away from the percolation threshold [14]:

$$
\begin{equation*}
\sigma=\sigma_{d}(1+x) \tag{26}
\end{equation*}
$$

where $\sigma_{d}$ is the conductivity of the insulator matrix and $x$ is the volume fraction of the metal phase. Here, we have assumed that the conductivity of the insulator is much lower than that of the metal.

In our case, the quantity $x$ may be represented as

$$
\begin{equation*}
x=\frac{4 \pi}{3 V} \sum_{a} \bar{N}_{a}\left\langle R^{3}\right\rangle_{a} . \tag{27}
\end{equation*}
$$

The symbol $\langle\ldots\rangle_{a}$ in this expression implies the averaging over the directions of the magnetic moment with the probability density $P_{a}$. Because the numbers $\bar{N}_{2}$ and $\bar{N}_{0}$ are exponentially small compared with $\bar{N}_{1, \uparrow}+$ $\bar{N}_{1, \downarrow} \approx N_{e}$, and the values of probability $P_{1, \sigma}$ do not depend on the electron spin projection, one can write, instead of Eq. (27),

$$
\begin{equation*}
x=\frac{4 \pi}{3} n_{e}\left\langle R^{3}\right\rangle_{1}=x_{0}\left\langle\frac{R^{3}(\mathbf{H})}{R^{3}(0)}\right\rangle_{1}, \tag{28}
\end{equation*}
$$

where $x_{0}$ is the volume fraction of ferrons in the absence of a field. In the case being treated, this quantity must be less than the critical value, $x_{c} \approx 0.15$, at which a percolation transition occurs.

We use equality (4) for the ferron radius to find that the contribution to magnetoresistance due to the mechanism being treated is described by the formula

$$
\begin{gather*}
\operatorname{MR}(H)=x(H)-x_{0} \\
=x_{0} \frac{3 b}{5}\left(H \cot \left(\alpha_{1} H\right)-\frac{1}{\alpha_{1}}\right) . \tag{29}
\end{gather*}
$$

In the case of low fields, the magnetoresistance is quadratic with respect to the field,

$$
\begin{equation*}
\operatorname{MR}(H)=x_{0} \frac{b}{5} \alpha_{1} H^{2} \propto H^{2} / T \tag{30}
\end{equation*}
$$

Note that, unlike Eq. (24), this expression decreases with increasing temperature as $1 / T$.

In the case of fairly high fields, when $\alpha_{1} H \gg 1$ (but still $b H \ll 1$ ), the magnetoresistance given by Eq. (29) depends linearly on the field,

$$
\begin{equation*}
\operatorname{MR}(H)=x_{0} \frac{3 b}{5} H \tag{31}
\end{equation*}
$$

## 5. INCLUSION OF MAGNETIC ANISOTROPY

In the expression for ferron energy in the previous sections, we ignored the contribution related to the magnetic anisotropy and the droplet shape effect and assumed the droplet to be spherical. We will now consider the influence of these effects on the behavior of magnetoresistance. To simplify calculations, we will assume that the droplet size does not vary with increasing field. Obviously, this is admissible only in the region of weak fields. In addition, we will assume that the magnetic anisotropy is uniaxial and that ferrons have the shape of an ellipsoid of revolution with the axis parallel to the anisotropy axis. Note that, apparently, ferrons in layered manganites are ellipsoidal [15, 16]. Then, the additional contribution to the droplet energy, associated with anisotropy, is [14]

$$
\begin{equation*}
U_{\alpha}=-M_{0} H_{a} \cos ^{2} \psi \tag{32}
\end{equation*}
$$

where $\psi$ is the angle between the easy magnetic axis (easy axis) and magnetic moment, and $H_{a}$ is the anisotropy field which is made up of the crystalline anisotropy field proper and of the form anisotropy. The latter contribution may be estimated as $\pi m(1-3 \mathcal{N})$, where $m$ is the magnetic moment of unit volume and $\mathcal{N}$ is the corresponding demagnetizing factor. Note that, with even a slight deviation of the ferron shape from spherical , this term may reach values which exceed significantly the crystalline anisotropy fields typical of ferromagnets. For example, with the ellipsoid semiaxis ratio of two and with the values of parameters typical of manganites, the shape contribution to the anisotropy field turns out to be of the order of $0.5-0.7 \mathrm{~T}$.

Let the easy axis direction be determined by the angles $\beta$ and $\phi_{\beta}$; in so doing, one can assume, without loss of generality, that the azimuthal angle $\phi_{\beta}$ is zero. Then,

$$
\begin{equation*}
\cos \psi=\cos \theta \cos \beta+\sin \theta \sin \beta \cos \phi \tag{33}
\end{equation*}
$$

We perform calculations analogous to those made in Sections 2 and 3 to derive

$$
\begin{equation*}
\sigma(H) \propto \frac{\int d \Omega_{1} \int d \Omega_{2} \exp \left\{\alpha_{1}\left(H \cos \theta_{1}+H_{a} \cos ^{2} \psi_{1}\right)\right\} \cosh (j \cos v) \exp \left\{\alpha_{1}\left(H \cos \theta_{2}+H_{a} \cos ^{2} \psi_{2}\right)\right\}}{\left(\int d \Omega \exp \left\{\alpha_{1}\left(H \cos \theta+H_{a} \cos ^{2} \psi(\theta, \phi)\right)\right\}\right)^{2}} \tag{34}
\end{equation*}
$$

for conductivity.
Analytical results in this case can be obtained only in the region of low fields and fairly high temperatures, when $j$ and $\alpha_{1} H_{a}<1$. We expand Eq. (34) in terms of $j$, $H_{a}$, and $H$ accurate within quadratic terms to derive the following expression for magnetoresistance:

$$
\begin{gather*}
\operatorname{MR}(H)=\frac{2}{225}\left(\cos ^{2} \beta-\frac{1}{3}\right) \alpha_{1}^{3} j^{2} H^{2} H_{a} \\
\times\left(1+\frac{2 \alpha_{1} H_{a}}{7}\right) \propto H^{2} / T^{5} . \tag{35}
\end{gather*}
$$



Fig. 3. The magnetoresistance as a function of magnetic field for different angles $\beta$ between the easy axis and magnetic field. The parameters are $j=1.5, \alpha_{1} H_{a}=0.8$, and

$$
V(0) / E_{1}^{(0)}=0.1
$$

It follows from this relation that, in the region of low fields, the magnetoresistance is proportional to $T^{-5}$. It is interesting to note that, depending on the orientation of the magnetic field relative to the easy axis, the magnetoresistance may change its sign: it is positive at small angles $\beta$ and negative at large angles.

It is possible to demonstrate that, if we consistently take into account the effects associated both with the increase in the ferron size and with the presence of anisotropy, the magnetoresistance in weak fields is given by the sum of expressions (24), (30), and (35).

Figure 3 gives the results of numerical calculation of the dependence of magnetoresistance on the magnetic field in the region of weak fields at different angles $\beta$ between the easy axis and magnetic field.

## 6. DISCUSSION

Thus, in all of the cases treated above, the magnetoresistance is quadratic with respect to the field in the region of low fields, which agrees with experiment [2, 8, 9]. However, the temperature dependences of the coefficient of $H^{2}$ in equalities (24), (30), and (35) vary and are determined by the relationship between the parameters of the problem.

For numerical estimation, we will use the values of the parameters characteristic of manganites, namely, $t=$ $0.3 \mathrm{eV}, J \approx J_{\text {fer }}=1.5 \times 10^{-3} \mathrm{eV}, z=6, g=2, S=2$, and $d=0.4 \mathrm{~nm}$. We have assumed that the constants of ferromagnetic and antiferromagnetic interaction are close to one another in magnitude, because the Neél and Curie points in manganites are usually of the same order of magnitude. Note that this assumption agrees with the results of [17]. Further, let $z^{\prime}=10$ and the permittivity $\epsilon=10$. Then, we derive from formulas (4) and (5) that $E_{1}^{(0)}=1.5 \mathrm{eV}, V(0)=0.2 \mathrm{eV}, 1 / b=100 \mathrm{~T}$, and
$\bar{J}=200 \mathrm{~K}$. It follows from the first two estimates that the Coulomb energy may be ignored in the determination of $\alpha_{2}$ compared with other terms. As a result, $\alpha_{2}=$ $(8 / 5) \alpha_{1}$ and $\alpha_{0}=(2 / 5) \alpha_{1}$, and, because $\alpha_{1} k T=M_{0}$ is the magnetic moment of a droplet, formulas (24), (35), and (30) may be rewritten as

$$
\begin{gather*}
\operatorname{MR}_{1}(H)=\frac{3}{100} \frac{M_{0}^{2} H^{2}}{(k T)^{2}}  \tag{24'}\\
\operatorname{MR}_{2}(H)=\frac{2}{225} \frac{M_{0}^{3} \bar{J}^{2} H_{a} H^{2}}{(k T)^{5}} \\
\times\left(\cos ^{2} \beta-\frac{1}{3}\right)\left(1+\frac{2 M_{0} H_{a}}{7 k T}\right) \\
\operatorname{MR}_{3}(H)=x_{0} \frac{b}{5} \frac{M_{0} H^{2}}{k T} \tag{30'}
\end{gather*}
$$

It should be recalled that the magnetic moment of a ferron is defined as $M_{0}=\mu_{B} g S N_{p}$, where $N_{p}=(4 \pi / 3)(R / d)^{3} \approx$ 30 is the number of magnetic atoms in a droplet. We use the obtained values of $b, \bar{J}, M_{0}$, and $x_{0}<0.1$ to find that, at $T=100 \mathrm{~K}$, the coefficient of $H^{2}$ in formula (30') is two orders of magnitude less than the respective coefficients in expressions (24') and (35'), which, in turn, are of the order of $10^{-1} \mathrm{~T}^{-2}$. Therefore, the effect associated with the increase in the volume of the metallic phase may be ignored.

The magnetoresistance in formula ( $35^{\prime}$ ) depends on the angle between the magnetic field and direction of the easy axis. Therefore, this expression is valid, strictly speaking, only for single crystals. However, as was demonstrated, the main contribution to $H_{a}$ is made by the form anisotropy. If we assume that the directions of ellipsoid axes of different ferrons do not coincide and are distributed by some law $Q(\beta)$ (which depends, generally speaking, on the magnetic field), we can write, instead of Eq. (35'),

$$
\begin{equation*}
\operatorname{MR}_{2}(H)=\gamma \frac{2}{225} \frac{M_{0}^{3} \bar{J}^{2} H_{\alpha} H^{2}}{(k T)^{5}}\left(1+\frac{2 M_{0} H_{a}}{7 k T}\right) \tag{36}
\end{equation*}
$$

where $\gamma=\int d \beta \sin \beta Q(\beta)\left(\cos ^{2} \beta-1 / 3\right)$ and may be both positive and negative. In the case of $Q(\beta)=1$, we have $\gamma=0$. However, one can expect that $\gamma>0$, because it is preferable that the long axes of elliptic magnetic droplets line up along the field. Therefore, in the region of weak fields, we will finally derive

$$
\begin{equation*}
\operatorname{MR}(H)=\frac{3}{100} \frac{M_{0}^{2} H^{2}}{(k T)^{2}}\left(1+\gamma \frac{8}{27} \frac{M_{0} \bar{J}^{2} H_{a}}{(k T)^{3}}\right), \tag{37}
\end{equation*}
$$

where we ignored the second term in parentheses in formula (36).

Depending on the relationships between the parameters in the temperature region being treated, the second term in parentheses in formula (37) may be both greater and less than unity. Therefore, the magnetoresistance may decrease with increasing temperature both by the $1 / T^{2}$ law and by the $1 / T^{5}$ law. Note that the behavior of magnetoresistance, which obeyed the $H^{2} / T^{5}$ law, was observed in a wide temperature range for the $\left(\mathrm{La}_{1-x} \mathrm{Pr}_{x}\right)_{0.7} \mathrm{Ca}_{0.3} \mathrm{MnO}_{3}$ system [8]. In order of magnitude, the value of magnetoresistance agrees with the foregoing estimate.

We will now treat the region of strong fields. The estimation of the Coulomb energy reveals that the factor with $b H$ in the exponent in formula (25) is of the order of unity at $T \sim 100 \mathrm{~K}$. Therefore, prior to exponential growth, the magnetoresistance curve has a plateau. In this region, we combine expressions (25) and (31) to derive

$$
\begin{equation*}
\operatorname{MR}(H)=\frac{\bar{J}^{2}}{3(k T)^{2}}+b H\left(\frac{V(0)}{10 k T}+\frac{3 x_{0}}{5}\right), \tag{38}
\end{equation*}
$$

where we have taken into account the fact that, proceeding from the estimates of $\alpha_{a}$ and $\bar{J}$, the preexponential factor in formula (25) may be approximately taken to be equal to $1+j^{2} / 3$.

The region of fields treated by us is restricted to values of the order of 10 to 20 T . This is due to the fact that we ignored the nonlinear dependence of the droplet radius on the magnetic field. In addition, a percolation transition of the system into the metallic state is possible in the region of high fields. Therefore, the exponential growth of magnetoresistance in the case of high fields arises at low temperatures and/or at a rather high value of Coulomb energy, when the exponent in formula (25) becomes of the order of unity. Then, at $j>1$, formula (25) will yield

$$
\begin{equation*}
\operatorname{MR}(H) \approx \frac{\bar{J}}{k T} \exp \left(\frac{V(0) b H}{10 k T}\right) . \tag{39}
\end{equation*}
$$

Note that the magnetoresistance in the case being treated may amount to several hundred percent even in the nonmetallic phase.
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#### Abstract

The dynamics of a high-spin quantum system with magnetic anisotropy of the easy plane type under the action of spin-polarized current permeating this system is considered. The spin-polarized current (with electron spins polarized along the hard magnetic axis of the system) induces the reorientation of the magnetic moment of the system from the easy plane to the hard magnetic axis. Analytical expressions describing characteristics of the reorientation process in the limiting cases of strong and weak dissipation are obtained. Under strong dissipation conditions, the reorientation is shown to have a threshold character with "soft" (continuous) displacement of the magnetic moment from the easy plane. Under weak dissipation, the reorientation occurs as a discrete process, that is, is accompanied by magnetic moment jumps and hysteresis as the spin current increases and decreases. At a fairly low temperature and weak damping, quantum effects arise in the system. The spin current induces excitations quasi-anionic in character, Bloch oscillations of magnetic moment precession, and tunneling between different precession quantum modes. These quantum effects, in particular, manifest themselves in the system under consideration by magnetic moment jumps and magnetic susceptibility peaks. © 2002 MAIK "Nauka/Interperiodica".


1. Recently, a new mechanism of the remagnetization of magnets has been suggested [1,2] and experimentally substantiated [3]. The essence of the mechanism is as follows. Spin-polarized current passing through a magnetized sample creates a torque moment, which acts on the magnetic moment of the sample and can change its magnitude and direction. Current spin polarization arises when the current passes through a ferromagnetic metal; the polarization is retained along some length when the current goes out of the metal. This length depends on the properties of the surface and the material into which the polarized current passes (this length can be $1 \mu \mathrm{~m}$ or larger for some metals and semiconductors). The spin-polarized current is proportional to the flux of angular momentum, and a change in this current (called spin current in the problem under consideration) in passing through a magnetized sample determines the torque moment value that acts on sample spins. This new effect attracts much attention in nanoelectronics and nanomagnetism, because it opens up a possibility for creating advanced devices. Various aspects of the effect under consideration were discussed in [4-17].

In this work, we study the dynamics of the remagnetization of a mesoscopic magnetic sample with rhombic anisotropy under the spin current action. Attention is focused on new spin-polarized-current-induced quantum effects, namely, Bloch oscillations and Zener macroscopic tunneling.
2. Consider the dynamics of the magnetic moment of a magnetic molecule (nanocluster) or nanoparticle
with easy plane-type magnetic anisotropy ${ }^{1}$ situated between two planar contacts, at least one of which is ferromagnetic. It is assumed that the gap between contacts $F_{1}$ and $F_{2}$ is sufficiently narrow for tunnel current to pass between them. The tunnel current from a ferromagnet is known to be spin-polarized. Let the degree of polarization of electrons be $p$. For the $\mathrm{Fe}, \mathrm{Co}, \mathrm{Ni}$, and Cd ferromagnets, $p$ equals $0.40,0.35,0.23$, and 0.14 , respectively [18]. Of special interest are so-called ferromagnetic halfmetals with $p \approx 1$. These are $\mathrm{LaMnO}_{3}$, $\mathrm{CrO}_{2}, \mathrm{Fe}_{3} \mathrm{O}_{4}$, and Heisler alloys. Instead of a dielectric, a metallic nonmagnetic interlayer with embedded nanoparticles or rare-earth metal ions (such as $\mathrm{Ho}, \mathrm{Tb}$, etc. $)^{2}$ can be used. As far as nanoparticles (magnetic molecules or rare-earth metal ions) are concerned, it is assumed that, in the ground state, they possess a magnetic moment and magnetic anisotropy of the easy plane type but with some fairly small azimuthal anisotropy in the easy plane.

Another topology of experiments can be based on the use of conducting organic molecules, which are grown by self-assembly methods and are in contact with a nonmagnetic or ferromagnetic metal (for instance, Au or Ni) ${ }^{3}$ Such a contact is formed as a result of chemisorption of so-called thiol groups at the

[^27]organic molecule end that is in contact with a metallic electrode. Examples of such organic molecules with thiol terminal groups are benzene-thiol molecules. A magnetic element (a magnetic nanocluster or an ion with easy-plane-type anisotropy ${ }^{4}$ ) is attached to the other organic molecule end chemically or by van der Waals forces. Used as the second contact can be a magnetic metallic (for instance, nickel) needle of an atomicforce microscope. Such a configuration of experiments is currently typical of nanophysics and nanoelectronics.

For definiteness, let the hard magnetic axis of the molecule coincide with the $z$ axis.

In the pioneering work by Slonczewski [1], the following generalization of the Landau-Lifshits equation to the situation when a magnetic particle is under the action of spin-polarized current was suggested:

$$
\begin{equation*}
\frac{d \mathbf{n}}{d t}=\left[\left[\mathbf{n} \times \gamma \mathbf{H}_{\mathrm{eff}}\right]-\alpha \dot{\mathbf{n}}+\frac{I_{e} g}{e S}\left[\mathbf{n}_{e} \times \mathbf{n}\right]\right] \tag{1}
\end{equation*}
$$

where $\mathbf{n}$ is the unit vector directed along the total magnetic moment of the particle; $\mathbf{n}_{e}$ is the unit vector directed along the mean spin of the electronic current; $\gamma$ is the gyrom agnetic ratio; $\alpha$ is the dimensionless damping constant; $I_{e}$ is the total current permeating the particle;

$$
\begin{equation*}
g=\frac{1}{-4+(1+p)^{3}\left(3+\mathbf{n}_{e} \cdot \mathbf{n}\right) / 4 p^{3 / 2}}>0 \tag{2}
\end{equation*}
$$

$S$ is the total spin of the magnetic particle; $p$ is the spin polarization of the current defined as

$$
\begin{equation*}
p=\frac{\rho_{\uparrow}-\rho_{\downarrow}}{\rho_{\uparrow}+\rho_{\downarrow}} \tag{3}
\end{equation*}
$$

where $\rho_{\uparrow}\left(\rho_{\downarrow}\right)$ is the density of electrons with spins directed along the $z$ axis (in the opposite direction); and $\mathbf{H}_{\text {eff }}=\mathbf{H}+\mathbf{H}_{A}$, where $\mathbf{H}$ is the external field and $\mathbf{H}_{A}$ is the anisotropy field.
3. Equation (1) in spherical coordinates $\theta, \varphi$, where polar angle $\theta$ is counted from the $z$ axis and the azimuthal angle $\varphi$, from the $x$ axis, which coincides with the easy axis, has the form

$$
\begin{align*}
\dot{\theta} \sin \theta+\alpha \dot{\varphi} \sin ^{2} \theta & =-\frac{\gamma}{M} \frac{\partial E}{\partial \varphi}+\frac{I g}{S e} \sin ^{2} \theta  \tag{4}\\
\alpha \dot{\theta}-\dot{\varphi} \sin \theta & =-\frac{\gamma}{M} \frac{\partial E}{\partial \theta} \tag{5}
\end{align*}
$$

where

$$
\begin{gather*}
E=K_{1} \cos ^{2} \theta+K_{2} \sin ^{2} \theta \sin ^{2} \varphi-M H \cos \theta  \tag{6}\\
0<K_{2} \ll K_{1}
\end{gather*}
$$

[^28]

Fig. 1. Reduced magnetic moment $M_{z} / M_{0}$ as a function of $w=j / j_{c 1}$, where $j_{c 1}=\omega_{2} / 2$, for the strong damping case with $\alpha \omega_{1} \gg \omega_{p}$.

Substituting (6) into (4) and (5) yields

$$
\begin{align*}
\dot{\theta}+\alpha \dot{\varphi} \sin \theta= & -\frac{\omega_{2}}{2} \sin \theta \sin 2 \varphi+j \sin \theta  \tag{7}\\
\alpha \dot{\theta}-\dot{\varphi} \sin \theta= & \left(\omega_{1}-\omega_{2} \sin ^{2} \varphi\right) \sin \theta \cos \theta  \tag{8}\\
& -\omega_{H} \sin \theta
\end{align*}
$$

where

$$
\begin{gather*}
\omega_{1}=\gamma \frac{2 K_{1}}{M}, \quad \omega_{2}=\gamma \frac{2 K_{2}}{M}  \tag{9}\\
\omega_{H}=\gamma H, \quad j=\frac{g I}{S e}
\end{gather*}
$$

The ground state of the system (at $H=0$ ) corresponds to $\theta=\pi / 2$ and $\pi=0, \pi$. It is easy to see that the resonance frequency (the ferromagnetic resonance frequency) at $\alpha=0$ is $\omega_{p}=\sqrt{\omega_{1} \omega_{2}}$. Damping in the system is characterized by the frequency $\omega_{d}=\alpha \omega_{1}$. It is natural to consider two limiting cases, those of strong $\left(\omega_{d} \gtrdot \omega_{p}\right)$ and weak $\left(\omega_{d} \ll \omega_{p}\right)$ damping.
4. The case of strong damping. If $\omega_{d} \gg \omega_{p}$, (7) and (8) take the form

$$
\begin{align*}
& \alpha \dot{\varphi}+\frac{\omega_{2}}{2} \sin 2 \varphi=j  \tag{10}\\
& \cos \theta=\frac{\omega_{H}}{\omega_{1}}-\frac{1}{\omega_{1}} \dot{\varphi} \tag{11}
\end{align*}
$$

Here, the condition $\omega_{2} \ll \omega_{1}$ is also used. Equation (10) with the initial condition $\varphi(0)=0$ has the solution

$$
\varphi= \begin{cases}2 \arctan \left[\left(\frac{4 j^{2}-\omega_{2}^{2}}{4 j^{2}}\right)^{1 / 2} \tan \frac{\pi t}{T}-\frac{\omega_{2}}{2 j}\right], & j \geq \frac{\omega_{2}}{\alpha},  \tag{12}\\ \frac{1}{2} \arcsin \left(\frac{2 j}{\omega_{2}}\right), \quad j \leq \frac{\omega_{2}}{\alpha} .\end{cases}
$$



Fig. 2. Phase $j-\omega_{2}$ diagram for the strong damping case.


Fig. 3. Dependence $\varphi(\tau)$ at $j=0.15 \omega_{1}$, that is, in the region of the existence of forbidden regions for angle $\varphi$.

Here, $T$ is the period of spin-current-induced precession,

$$
\begin{equation*}
T=\frac{4 \pi \alpha}{\sqrt{4 j^{2}-\omega_{2}^{2}}} \tag{13}
\end{equation*}
$$

Magnetization $M_{z}=M_{0} \cos \theta$ is determined by (11). Clearly, magnetization oscillates if $j \geq \omega_{2} / \alpha$. At $H=0$, its period $T$ average value is

$$
\left\langle M_{z}\right\rangle=\left\{\begin{array}{l}
0, \quad j \leq j_{c 1},  \tag{14}\\
\frac{M_{0}}{2 \alpha \omega_{1}}\left(4 j^{2}-\omega_{2}^{2}\right)^{1 / 2}, \quad j_{c 1} \leq j \leq j_{c 2}, \\
M_{0}, \quad j \geq j_{c 2} .
\end{array}\right.
$$

Equation (14) describes the curve of spin-currentinduced particle magnetization (Fig. 1). The critical spin currents are $j_{c 1}=\omega_{2} / 2$ and $j_{c 2}=\left(\omega_{2}^{2} / 4+\alpha^{2} \omega_{1}^{2}\right)^{1 / 2}$ (at $H=0$ ). Obviously, the first spin current value can be obtained from formulas (12) and (13), and the second, from the condition $M_{z} / M_{0}=\cos \theta \leq 1$.

The phase diagram of the system under consideration is shown in Fig. 2. External field $H$ shifts the
upper boundary of the phase diagram in an obvious way.
5. The case of weak damping $\left(\alpha \omega_{1} \ll \omega_{p}\right)$. Equations (7) and (8) then take the form

$$
\begin{gather*}
\dot{\theta}=-\frac{\omega_{2}}{2} \sin \theta \sin 2 \varphi+j \sin \theta,  \tag{15}\\
\dot{\varphi}=-\omega_{1} \cos \theta+\omega_{H} . \tag{16}
\end{gather*}
$$

Equations (15) and (16) have the first integral

$$
\begin{equation*}
\ln \frac{\sin \theta}{(\tan (\theta / 2))^{\omega_{H} / \omega_{1}}}-U(\varphi)=\text { const, } \tag{17}
\end{equation*}
$$

where

$$
U(\varphi)=\frac{\omega_{2}}{4 \omega_{1}}(1-\cos 2 \varphi)-\frac{j}{\omega_{1}} \varphi .
$$

At $H=0$, (17) gives

$$
\begin{equation*}
\sin \theta=\exp \left(\frac{\omega_{2}}{2 \omega_{1}} \sin ^{2} \varphi-\frac{j}{\omega_{1}} \varphi\right) . \tag{18}
\end{equation*}
$$

Substituting (18) into (16) yields

$$
\begin{equation*}
\dot{\varphi}=-\omega_{1}\left(1-\exp \left(\frac{\omega_{2}}{\omega_{1}} \sin ^{2} \varphi-\frac{2 j}{\omega_{1}} \varphi\right)\right)^{1 / 2} \tag{19}
\end{equation*}
$$

Here, the initial condition is $\varphi(t=0)=0$. The integration of (19) results in

$$
\begin{equation*}
\tau=\int_{0}^{\varphi} \frac{d u}{\left(1-\exp \left(\frac{\omega_{2}}{\omega_{1}} \sin ^{2} u-\frac{2 j}{\omega_{1}} u\right)\right)^{1 / 2}} \tag{20}
\end{equation*}
$$

where $\tau=-\omega_{1} t$.
Equations (16) and (18-20) determine the time $\tau$ dependence of magnetization $M_{z}=M_{0} \cos \theta$ in the parametric form

$$
\begin{gather*}
\cos \theta=\left(1-\exp \left(\frac{\omega_{2}}{\omega_{1}} \sin ^{2} \varphi-\frac{2 j}{\omega_{1}} \varphi\right)\right)^{1 / 2},  \tag{21}\\
\tau=\int_{0}^{\varphi} \frac{d u}{\cos \theta(u)} \tag{22}
\end{gather*}
$$

This parametric form makes it possible to comparatively easily numerically construct the dependences $\cos \theta(\tau)$ and $\varphi(\tau)$. The characteristic curves are shown in Figs. 3-5. Their analysis leads us to the following conclusions about the dynamics of the spin-currentinduced reorientation of the magnetic moment of a nanoparticle from the easy plane to the $z$ axis.
(1) There exists a critical spin current value $j_{1}=$ $0.3623 \omega_{1}$ below which the $\varphi(\tau)$ dependence has several branches. Between these branches, there is a region ("gap") of angle $\varphi$ values that are forbidden for magnetic moment orientations. Figure 3 illustrates this sit-


Fig. 4. Dependences $\varphi(\tau)$ and $\cos \theta(\tau)$ at $j=0.45 \omega_{1}$, that is, in the $j_{1}<j<j_{2} \sim 0.65 \omega_{1}$ region, when there are no forbidden regions for angle $\varphi$, but the $\varphi(\tau)$ and $\theta(\tau)$ dependences remain ambiguous.
uation. In this figure, the lower branch corresponds to the localized state (finite motion) of the magnetic moment, and the upper branch, to precession with a gradual approach to axis $z$. The figure also shows that precession is not continuous and is accompanied by jumps and hystereses. This means that the forward and backward $\varphi(\tau)$ trends do not coincide, which also directly follows from the observation that $\varphi(\tau)$ is an ambiguous dependence.
(2) At $j_{1}<j<j_{2} \approx 0.65 \omega_{1}$, there are no forbidden $\varphi$ angle regions, but the $\varphi(\tau)$ dependence remains ambiguous. The $\varphi(\tau)$ and $\theta(\tau)$ angles therefore experience jump changes, and the magnetic moment dynamics exhibits hystereses (Figs. 4a, 4b).
(3) At $j>j_{2}$, the dynamics of spin-current-induced magnetic moment reorientation from the easy plane to axis $z$ is smooth (Figs. 5a and 5b).
6. Quantum effects should be taken into account in the dynamics of the system at fairly low temperatures for small-sized nanoparticles. Consider this problem under the condition that the angle of departure of the magnetic moment out of the easy plane, that is, $\psi=$ $\pi / 2-\theta$, is a small parameter. It is then natural to consider the case of weak dissipation, when quantum


Fig. 5. Dependences $\varphi(\tau)$ and $\cos \theta(\tau)$ at $j=0.75 \omega_{1}$, that is, in the $j>j_{2}$ region, where the dynamics of spin-currentinduced $\mathbf{m}$ reorientations from the easy plane to the hard magnetic axis is smooth, although nonmonotonic.
effects are most noticeable. At $\psi \ll 1$, (16) gives

$$
\begin{equation*}
\psi=\frac{\omega_{H}-\dot{\varphi}}{\omega_{1}} \tag{23}
\end{equation*}
$$

Substituting (23) into (15) yields

$$
\begin{equation*}
\ddot{\varphi}+\frac{1}{2} \omega_{p}^{2} \sin 2 \varphi=j \omega_{1}+\dot{\omega}_{H} . \tag{24}
\end{equation*}
$$

The Lagrange and Hamilton functions of (24) have the form

$$
\begin{align*}
& L=\frac{J \dot{\varphi}^{2}}{2}-U(\varphi),  \tag{25}\\
& H=\frac{P_{\varphi}^{2}}{2 J}+U(\varphi), \tag{26}
\end{align*}
$$

where $J=M / 2 \gamma \omega_{1}$, and generalized momentum $P_{\varphi}$ and potential energy $U(\varphi)$ are given by

$$
\begin{equation*}
P_{\varphi}=\frac{\partial L}{\partial \dot{\varphi}}=J \dot{\varphi} \tag{27}
\end{equation*}
$$

and

$$
\begin{equation*}
U(\varphi)=K_{2} \sin ^{2} \varphi-\frac{M}{\gamma}\left(j+\frac{\dot{\omega}_{H}}{\omega_{1}}\right) \varphi \tag{28}
\end{equation*}
$$

respectively. Note that magnetization $M_{z}=M_{0} \cos \theta$ can be expressed via $P_{\varphi}$ as follows:

$$
\begin{equation*}
M_{z}=\frac{M^{2}}{2 K_{1}}-2 \gamma P_{\varphi} \tag{29}
\end{equation*}
$$

Equations (24)-(28) are isomorphic to the corresponding equations describing the dynamics of the Josephson transition in the classical approximation.

In 1963, Anderson [19] suggested that macroscopic quantum effects can be described as the dynamics of the Josephson transition if the charge and the phase, which are the generalized momentum and coordinate of the system, respectively, are treated as operators. Similar quantities in our problem are magnetization $M_{z}=$ $M_{0} \cos \theta$ and angular variable $\varphi$ or, according to (29), $P_{\varphi}$ and $\varphi$. The commutation relation for $P_{\varphi}$ and $\varphi$ has the form

$$
\begin{equation*}
\left[P_{\varphi}, \varphi\right]=i \hbar \tag{30}
\end{equation*}
$$

Taking (26)-(30) into account, we can write the Schrödinger equation

$$
\begin{equation*}
i \hbar \dot{\Psi}=\left(\frac{P_{\varphi}^{2}}{2 J}+\frac{1}{2} K_{2}(1-\cos 2 \varphi)-F \varphi\right) \Psi, \tag{31}
\end{equation*}
$$

where $\Psi(\varphi, t)$ is the wave function describing precession of the total spin of the nanoparticle,

$$
\begin{equation*}
F=\frac{M}{\gamma}\left(j+\frac{\dot{\omega}_{H}}{\omega_{1}}\right) . \tag{32}
\end{equation*}
$$

Equation (31) was thoroughly studied in [23] (also see [24,25]) for the problem of the dynamics of the quasi-classical spin under the action of a magnetic field with a linear time dependence. In this problem, the $F$ quantity [Eq. (32)] plays the role of the rate of field variations with time.

The Schrödinger equation with "washboard"-type potential energy as in (31) has been studied earlier, for example, in the problem of motion of the electron in a crystal under the action of a uniform constant electric field $[20,21]$ and in the problem of weak superconductivity [22].

Equation (31) is similar to the Schrödinger equation for a particle moving in a periodic potential under the action of "force" $F$. We refer the reader to [23-25] for details and only give the results of the analysis performed there. The system has a band spectrum characteristic of electrons in crystals, and the wave functions are Bloch functions determined by continuous parameter $m$ (quasi-spin). The corresponding excitations are quasi-particles with a fractional (or continuous) spin number and are very close to anions in their properties [26-28].

The widths of the lower zeroth and first allowed bands are $2 \hbar^{2} / J$ and $6 \hbar^{2} / J$, respectively. The lower forbidden band equals $K_{2}$, and the higher forbidden bands rapidly decrease in magnitude.

Spin current (and field $\dot{H}$ ) excite coherent quantum oscillations of the precession motion of the magnetic moment. For instance, the magnetic moment with a zero mean quasi-spin value at the initial time shifts to the Brillouin zone boundary, is reflected from it, then propagates to the left Brillouin zone boundary, is again reflected, and so on. This process is called Bloch oscillations. Their frequency in this case is

$$
\begin{equation*}
f_{\mathrm{Bloch}}=\left(j+\frac{\dot{\omega}_{H}}{\omega_{1}}\right) S . \tag{33}
\end{equation*}
$$

Each reflection from the Brillouin zone boundary manifests itself by a jump of angle $\theta$, that is, of $M_{z}$.

If spin current (or external magnetic field) has a harmonic component of frequency $f$, resonances at frequencies $f_{r}=r f_{\text {Bloch }}$ are possible, where $r$ is a rational number. Such resonances are called Stark resonances.

When spin current increases to

$$
\begin{equation*}
\frac{M}{\gamma}\left(j+\frac{\dot{\omega}_{H}}{\omega_{1}}\right)>K_{2}, \tag{34}
\end{equation*}
$$

the Zener tunnel effect between neighboring allowed bands arises [29, 30]. In particular, the probability of the tunnel transition per unit time between two lower bands is given by

$$
\begin{equation*}
g_{01}=f_{\text {Bloch }} \exp (-\beta), \tag{35}
\end{equation*}
$$

where $\beta=\pi K_{2}^{2} / 2 \hbar^{2}\left(\dot{\omega}_{H}+j \omega_{1}\right)$.
The $|\psi\rangle$ wave function of the process should then be treated as the superposition of two amplitudes, that is, $|\psi\rangle=c_{1}|0\rangle+c_{2}|1\rangle$, where $|0\rangle$ and $|1\rangle$ are the wave functions that describe Bloch oscillations in the zeroth and first allowed zones.
7. Consider several numerical estimates. Suppose that nanoparticles are a thin-layer element of thickness $d \sim 1 \mathrm{~nm}$. Set $K_{1} \sim 10^{6} \mathrm{erg} / \mathrm{cm}^{3}$ and $M_{s}=0.8 \times 10^{3} \mathrm{Gs} \mathrm{cm}{ }^{3}$. We then have $\omega_{1}=2 \gamma K_{1} / M_{s} \sim 10^{11} \mathrm{~s}^{-1}$ and $\omega_{2} \approx 0.01 \omega_{1}=$ $10^{9} \mathrm{~s}^{-1}$; this is the case of weak damping with the critical values $j_{c 1}=3.5 \times 10^{10} \mathrm{~s}^{-1}$ and $j_{c 2}=6.5 \times 10^{10} \mathrm{~s}^{-1}$, which correspond to the current densities through the structure $I_{1}=3.5 \times 10^{8} \mathrm{~A} / \mathrm{cm}^{2}$ and $I_{2}=6.5 \times 10^{8} \mathrm{~A} / \mathrm{cm}^{2}$, respectively.

The Bloch oscillation frequency estimated by (33) is $10^{8} \mathrm{~Hz}\left(f_{\text {Bloch }} \sim g I / e\right)$ at an about $10^{4}-\mathrm{A} / \mathrm{cm}^{2}$ current density and a 1 -nm nanoparticle diameter. For such nanoparticles, the Zener breakdown begins at current densities of the order of $10^{7}-10^{8} \mathrm{~A} / \mathrm{cm}^{2}$.
8. To summarize, we obtained analytic expressions that characterized the reorientation of the magnetic moment of nanoparticles with rhombic anisotropy from the easy plane to the hard magnetic axis under the action of spin current. At low temperature and weak damping, spin current was shown to induce coherent quantum effects in nanoparticles, namely, Bloch oscil-
lations of precession magnetization motion and tunnel transitions between different precession quantum modes.
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#### Abstract

The mechanism of instability of the front of magnetization reversal, i.e., of the boundary separating the regions of existence of vortices with mutually opposite orientations of the magnetic flux (vortex and antivortex regions) in type II superconductors, is suggested. The instability is associated with the anisotropy of flow of a vortex fluid, caused by planar defects in the $a b$ plane of high-temperature superconducting single crystals of the $1-2-3$ system. The anisotropy of the dynamic properties of vortex matter brings about a jump of the tangential component of the vortex velocity at the front of magnetization reversal; as is known from the classical hydrodynamics of viscous fluids, this leads to the turbulization of flow. It is demonstrated that the hydrodynamic approach to the description of vortex flow helps explain the emergence of a positive increment of the rise of vortex density fluctuations under conditions of a fairly strong anisotropy. The results of magnetooptical investigations of macroturbulence in the vortex system of Y-123 single crystal with a high density of the twinning boundaries lend qualitative support to the theoretical inferences. © 2002 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The dynamics of vortex matter in type II superconductors have been subjected to intensive studies since the late 1950s, starting with the pioneering work by A.A. Abrikosov. More recently, primary attention was given to hard superconductors, whose magnetic characteristics are defined by the presence of Abrikosov vortex pinning centers. The main features characterizing the nonuniform penetration of magnetic flux into such systems were revealed and studied; various theoretical models of electrodynamic processes in superconductors were suggested. The new outburst of activities in this field was initiated by the discovery of high-temperature superconductors. An important characteristic feature of newly discovered superconductors is their layered structure leading to a strong anisotropy of the cur-rent-carrying capacity. In addition, the existence of a superconducting state at relatively high temperatures made necessary a more consistent inclusion of thermal fluctuations and the study of diverse phase transitions in a vortex system. Many of the newly obtained results are described in large review papers [1,2].

The use of high-resolution magnetooptical equipment made possible a detailed study of the dynamics of magnetic flux in superconductors. One of the most important characteristics revealed using this method is the fractal or turbulent structure of thermally activated flow of magnetic flux [3-6]. One of the most dramatic
phenomena of this type is the macroturbulent instability of the magnetic flux on the boundary of the front of magnetization reversal that separates regions in which vortices are oppositely directed (vortices and antivortices) [3-5]. Note that the macroturbulence was revealed only in single-crystal samples of the 1-2-3 system.

The effect of macroturbulence essentially consists in the following. If an external magnetic field of opposite sign is applied to a superconductor with a trapped magnetic flux, a boundary arises in the sample separating the regions occupied by vortices and antivortices. Here and in what follows, for definiteness, we apply the term "antivortices" to the vortices whose direction coincides with that of the external magnetic field and the term "vortices" to the vortices which were present in the sample originally, prior to switching on a magnetic field of negative sign. In some range of magnetic fields and temperatures, the stationary plane interface between vortices and antivortices becomes unstable. A disordered magnetic flux flow arises at the front of magnetization reversal, which resembles a turbulent fluid flow. This process rapidly develops in time and is accompanied by the emergence of channels via which the antivortices penetrate into the region taken by the vortices. In other words, the front of magnetization reversal assumes a "fingerlike" shape. The annihilation of vortices and antivortices occurs at the front, and the process of macroturbulence soon ends in the complete disappearance of vortices. This pattern of penetration of
magnetic flux differs qualitatively from the steady-state slow motion of the front of magnetization reversal upon initial switching on of the magnetic field, when vortices of only one direction are present in the sample. Note that the characteristic times of instability development amount to seconds and more, and the arising spatial structures are macroscopic, i.e., contain a large number of single vortices.

Experiments performed to study macroturbulence usually involve the use of platelike single crystals placed in a transverse magnetic field; the magnetooptical image provides information about the distribution of the normal component of magnetic induction. The penetration of an electromagnetic field into a superconductor in such a geometry is of interest per se and was studied by numerous researchers (see, for example, [7, 8]). However, the turbulent behavior of magnetic flux is not a geometric effect. It was observed both in thin plates in a transverse field and in single crystals with a low demagnetizing factor. Frello et al. [5] reported the magnetooptical visualization of developed macroturbulence of vortex matter in an Nd-123 crystal $3.1 \times 2.5 \times$ $1.3 \mathrm{~mm}^{3}$ in size. In the magnetic field, this sample was divided into three magnetically unbound regions (each having smaller transverse dimensions) in which the turbulence developed independently. One must further take into account the fact that the instability is often observed under conditions of complete penetration of magnetic flux into the sample, when, as was demonstrated by Brandt [8], the difference in the distribution of induction in the cases of longitudinal and transverse geometry turns out to be not too significant.

Evidently, the macroturbulence cannot be understood either within the universally accepted model of critical state [9] or in the existing models of relaxation of magnetic flux in hard superconductors [10]. At the same time, this phenomenon is obviously similar to that of turbulence in hydrodynamics; therefore, its interpretation is of general physical interest.

In the helium temperature region, where the heat capacity of superconductors is low and the critical current density is high, the formation of macroscopic unsteady-state and inhomogeneous structures may be caused by instabilities in which thermal effects play an important part (see, for example, [11]). Therefore, Bass et al. [12] made an attempt at relating the nature of macroturbulence to the heat wave generated at the front of magnetization reversal due to the release of energy in the process of annihilation of vortices and antivortices. Unfortunately, it is unlikely that this mechanism may be responsible for macroturbulence. Indeed, the energy released during annihilation of a pair of vortices is of the order of $H_{c}^{2} \xi^{2}$, where $H_{c}$ is the thermodynamic critical field and $\xi$ is the coherence length. If it is considered that the heat capacity of a superconductor at a temperature of 40 to 70 K is of the order of $10^{6}-10^{7} \mathrm{erg} / \mathrm{cm}^{3} \mathrm{~K}$, $H_{c} \sim 10^{3} \mathrm{Oe}$, and $\xi \sim 10^{-7} \mathrm{~cm}$, then, with the average
magnetic induction in the sample of several hundred gauss, the sample will not be heated by more than $10^{-4} \mathrm{~K}$ if all vortices in it annihilate under adiabatic conditions. The heating will amount to only hundredths of a degree, even if we assume that all of the magnetic energy stored in the sample will be adiabatically released in this case. If we now recall that the macroturbulence develops slowly and covers a macroscopic fraction of the single crystal volume and that the sample is intensively cooled in the course of experiment, the assumption of the thermal nature of instability appears to be improbable.

Another possible reason for the emergence of macroturbulence was suggested by Vlasko-Vlasov et al. [13]. Their attention was drawn to the fact that the process of annihilation of a vortex-antivortex pair may be accompanied by the formation of spatial domains free of vortices (the so-called Meissner holes), and they assumed that the presence of such domains may cause instability. However, they did not treat the physical pattern of instability.

In this study, we gave our attention to the fact that the macroturbulence is observed only in single crystals of the 1-2-3 family. These samples, in contrast to other superconductors, are characterized by the clearly defined anisotropy of conduction in the $a b$ plane. The anisotropy in these materials is associated with the presence of two systems of mutually orthogonal twinning boundaries which are usually oriented at an angle of $45^{\circ}$ to the single crystal boundaries (see, for example, [14]). In our opinion, this is where we can find a clue to understanding the nature of macroturbulence. Because of the presence of the twinning boundaries, the vortices and antivortices move under the effect of the Lorentz force in opposition to each other mainly along these "guiding" boundaries (the so-called guiding effect $[15,16])$. As a result, the tangential component of vortex velocity suffers a discontinuity on the boundary separating the vortex and antivortex domains. It is known from the classical hydrodynamics [17] that the presence of tangential discontinuities of velocity brings about an instability of fluid flow.

Note that the electromagnetic instability of motion of a vortex system in the critical and resistive states in anisotropic hard superconductors was studied by Gurevich [18, 19]. However, his results cannot be directly used to explain the emergence of macroturbulence.

In this paper, we demonstrate that a purely hydrodynamic approach describing the motion of a system of vortices and antivortices with anisotropic viscosity makes it possible to understand the nature of the emergence of instability of the front of magnetization reversal, whose development leads to macroturbulence. In particular, the mechanism of macroturbulence caused by anisotropy enables one to interpret the special manifestations of instability in superconductors with different densities of twinning boundaries. A brief communi-


Fig. 1. The density distribution for vortices, $N_{1}(x)$, and antivortices, $N_{2}(x)$, in the right-hand half $(0<x \leq d)$ of the plate.
cation reporting the results of our study was published previously [20].

## 2. FORMULATION OF THE PROBLEM AND BASIC EQUATIONS

We will treat an infinitely large superconducting plate of thickness $2 d$, placed in an external magnetic field $\mathbf{H}$ oriented along the $z$ axis in parallel with the sample surface. The $x$ axis is directed normally to the plate, with the origin of coordinates $x=0$ located at the plate center. We will assume that the magnetic field $H$ first increased so that the magnetic flux in the form of vortices filled the sample and then decreased, passed zero, and assumed some negative value. In this case, the surface region of the plate on both sides is penetrated by vortices with the opposite direction of magnetic flux (antivortices), and three spatial domains arise in the superconductor. In the central part, vortices which originally entered the sample are located. In two peripheral regions arranged symmetrically relative to the median plane of the plate, antivortices are located. It is clear from the symmetry of the problem that it is sufficient to treat only one (for example, the right-hand, $0<x<d$ ) half of the sample. The geometry of the problem is shown schematically in Fig. 1.

In hard superconductors, Abrikosov vortices are pinned on various lattice defects so as to result in a nonuniform distribution of magnetic induction. At zero temperature, this pattern turns out to be static, in spite of the Lorentz force exerted on the vortices by the neighboring vortices. At finite temperatures, owing to thermal activation, a slow flow of magnetic flux occurs because of the vortex depinning from the pinning centers. The vortex system flow may be treated within the macroscopic approach in terms of viscous flow of vortex fluid. Such a description was employed, for exam-
ple, by Bass et al. [12]. In the situation being investigated, the magnetic flux flow is further promoted by the process of annihilation of vortices and antivortices, which occurs on the boundary $x=x_{0}$ separating the domains of their existence (see Fig. 1). This phenomenon leads to an additional entry of antivortices from the plate surface in an invariable external magnetic field $H$ and reduction of the total number of vortices in the central part of the sample. As a result, the interface $x=x_{0}$ moves slowly at a velocity $\mathbf{U}$ into the bulk of the sample (Fig. 1).

We will designate the density of vortices and antivortices as $N_{1}(x)$ and $N_{2}(x)$, respectively. The relation between the vortex density $N_{\alpha}(x, y)(\alpha=1,2)$ and the magnetic induction $B(x, y)$ in the respective domain of superconductor is obvious:

$$
\begin{equation*}
N_{\alpha}(x, y)=\frac{s_{\alpha} B(x, y)}{\Phi_{0}} \tag{1}
\end{equation*}
$$

where $\Phi_{0}$ is a magnetic flux quantum, $s_{1}=1$, and $s_{2}=-1$. The density of vortices and antivortices must satisfy the continuity equation,

$$
\begin{equation*}
\frac{\partial N_{\alpha}}{\partial t}+\operatorname{div}\left(N_{\alpha} \mathbf{V}_{\alpha}\right)=0 \tag{2}
\end{equation*}
$$

where $\mathbf{V}_{\alpha}$ denotes the hydrodynamic velocity of vortices and antivortices.

The second equation for the functions $N_{\alpha}$ and $\mathbf{V}_{\alpha}$ is the dynamic equation for vortex fluid. Because we associate the instability of the front of magnetization reversal with the anisotropy of magnetic flux flow, we will assume the coefficient of viscosity to be the symmetric tensor of the second order $\eta_{i k}$. We will write the relation between the vortex velocity $V_{\alpha k}$ and the vortexmoving Lorentz force $F_{L i}$ as

$$
\begin{equation*}
\eta_{i k} N_{\alpha} V_{\alpha k}=F_{L i}, \quad \mathbf{F}_{L}=\frac{1}{c} \mathbf{B} \times \mathbf{J} \tag{3}
\end{equation*}
$$

where the current density $\mathbf{J}$ is related to magnetic induction by the Maxwell equation

$$
\begin{equation*}
\mathbf{J}=\frac{c}{4 \pi} \operatorname{curl} \mathbf{B} \tag{4}
\end{equation*}
$$

The phenomenological description of the dynamics of vortex matter using the set of hydrodynamic equations (2) and (3) is valid if the characteristic intervortex distance $a$ is much less than all spatial scales of the problem, in particular, less than the characteristic scale of macroturbulence.

Equation (3) may be rewritten as follows:

$$
\begin{equation*}
V_{\alpha i}=-\frac{\Gamma \Phi_{0}^{2}}{4 \pi} \gamma_{i k} \frac{\partial N_{\alpha}}{\partial x_{k}} \tag{5}
\end{equation*}
$$

where $\gamma_{i k}$ is the dimensionless tensor of reciprocal viscosity $\left(\eta_{i k}^{-1}=\Gamma \gamma_{i k}\right)$, and the coefficient $\Gamma$ is selected so
that the principal values of the tensor $\gamma_{i k}$ were equal to unity and $\varepsilon, 0<\varepsilon<1$. The case of maximally strong anisotropy corresponds to $\varepsilon \longrightarrow 0$. Note that $\Gamma$ is the reciprocal of viscosity and increases rapidly with temperature because of thermally activated depinning. In Eqs. (3) and (5), the inertial terms are omitted, because they are unimportant in the case of low velocities of interest to us [21].

For solving the problem, we must formulate the boundary conditions on the sample surface, as well as on the interface between the domains taken by vortices and antivortices. We will first discuss the conditions on the sample boundaries. We ignore the induction jump on the surface (which may be done in the case of fairly high values of $H$ exceeding those of the lower critical field $H_{c 1}$ ) and derive

$$
\begin{equation*}
N_{2}(d)=N_{2}(-d)=H / \Phi_{0} . \tag{6}
\end{equation*}
$$

Because we treat only the right-hand part of the sample, we will replace the condition $N_{2}(-d)=H / \Phi_{0}$ by the requirement

$$
\begin{equation*}
V_{\alpha}(0)=0, \tag{7}
\end{equation*}
$$

which immediately follows from the symmetry of the problem and condition (6).

We will now turn to the conditions on the interface between the domains of existence of vortices and antivortices, which moves at some velocity toward the middle of the sample because of annihilation. The position of this interface, generally speaking, depends both on the time $t$ and on the coordinate $y$. Indeed, it will be clear from our paper that, as the instability develops, the plane interface between vortices and antivortices starts winding and assumes the shape of a "washboard." Therefore, the interface is defined by the equation $x=$ $x_{0}(y, t)$. Accordingly, the rate of its motion is defined by the formula

$$
\begin{align*}
U_{x} & =\frac{\partial x_{0}}{\partial t} \frac{1}{\sqrt{1+\left(\partial x_{0} / \partial y\right)^{2}}},  \tag{8}\\
U_{y} & =-\frac{\partial}{\partial t} \frac{\partial x_{0} / \partial y}{\sqrt{1+\left(\partial x_{0} / \partial y\right)^{2}}} .
\end{align*}
$$

Generally speaking, the velocity $\mathbf{U}$, as well as $x_{0}(y, t)$, depends both on time and on coordinate $y, \mathbf{U}=\mathbf{U}(y, t)$.

The first one of the conditions on the interface consists in that the normal components of the vortex and antivortex flows in the frame of reference which moves along with the interface are equal in magnitude and opposite in sign,

$$
\begin{equation*}
N_{1}\left(\mathbf{V}_{1}-\mathbf{U}\right)_{n}+N_{2}\left(\mathbf{V}_{2}-\mathbf{U}\right)_{n}=0 \tag{9}
\end{equation*}
$$

Here, the subscript $n$ indicates the normal vector component. The unit vector $\boldsymbol{v}$ of the normal to the interface
is given by the obvious formulas

$$
\begin{align*}
& v_{x}=\frac{1}{\sqrt{1+\left(\partial x_{0} / \partial y\right)^{2}}} \\
& v_{y}=\frac{\partial x_{0} / \partial y}{\sqrt{1+\left(\partial x_{0} / \partial y\right)^{2}}} \tag{10}
\end{align*}
$$

The second boundary condition is defined by the rate of annihilation of vortices and antivortices. It is obvious that this rate goes to zero if the density of vortices or antivortices on the interface between them is zero. Then, we can follow the conventional approach to describing such kinetic processes and conveniently represent the rate of annihilation to be proportional to the product of vortices and antivortices,

$$
\begin{equation*}
N_{1}\left(\mathbf{V}_{1}-\mathbf{U}\right)_{n}=R N_{1} N_{2} . \tag{11}
\end{equation*}
$$

A similar model of annihilation process was used by Bass et al. [12]. However, they assumed the annihilation parameter $R$ to be proportional to the velocity difference $\left|V_{1}-V_{2}\right|$. In this case, a macroscopic domain of coexistence of vortices and antivortices may arise in the sample; i.e., the vortex and antivortex domains may penetrate into each other. Unlike Bass et al. [12], we take into account the fact that the force of mutual attraction of vortices and antivortices in the vicinity of the interface is very strong. This force is determined by the current of individual vortices, which significantly exceeds the averaged macroscopic current $J$. Therefore, the relative velocity of vortices and antivortices in the region of their annihilation is many times higher than the hydrodynamic velocity $V_{\alpha}$. As a result, the domain of coexistence of vortices and antivortices turns out to be of the same order of magnitude as the vortex lattice parameter $a$. In the hydrodynamic approximation, this scale is to be ignored. Therefore, we believe that the annihilation proceeds on the plane $x=x_{0}(y, t)$ rather than in a finite-size domain.

In principle, the annihilation parameter $R$ may depend on the vortex velocity and density. However, the vortex densities on the interface must be treated as relatively low, and we can assume the right-hand part of equality (11) to be the first nonvanishing term of an expansion of a more general expression for the rate of annihilation in terms of vortex densities. The assumption of the smallness of the vortex velocity $V_{\alpha}$ compared with the "microscopic" velocity of annihilating vortices and antivortices enables one to ignore the dependence of $R$ on the velocity $V_{\alpha}$ as well.

Finally, we assume that the average magnetic induction in the neighborhood of the interface is zero; i.e.,

$$
\begin{equation*}
N_{1}=N_{2} \tag{12}
\end{equation*}
$$

at the point $x=x_{0}(y, t)$. One can readily demonstrate that this condition directly follows from Eq. (2) and relation (9) if it was valid at the moment of emergence of antivortices in the sample. In our case, $N_{1}=N_{2}=0$ at the
moment when the decreasing external magnetic field assumed the value of $H=0$.

The thus formulated equations and boundary conditions make possible, in principle, complete analysis of the behavior of a vortex system in time. The solution of the problem treated by us involves finding the undisturbed base distribution of vortex density $N_{\alpha}(x, t)$ and the velocity field $V_{\alpha}(x, t)$ and then testing for stability the linearized set of equations for the $\delta\left(N_{\alpha}(x, y, t)\right)$ and $\delta\left(V_{\alpha}(x, y, t)\right)$ fluctuations. The next section of the paper deals with analysis of the base profile.

## 3. BASE PROFILE OF VORTEX DENSITY DISTRIBUTION

At first glance, it would seem that the problem of finding the base profile is rather simple, because the position of the interface, its velocity, and the densities of vortices and antivortices, as well as their velocities, are independent of the coordinate $y$. In this case, however, one has to solve the nonlinear set of partial differential equations (2), (4), and (5). Especially complicated is the use of boundary conditions (9)-(12) on a moving interface whose position must be found selfconsistently. One must further bear in mind that the problem set has no self-similar solutions with $U=$ const $\neq 0$.

The first step will be the calculation of the base profile of another system in which the interface velocity is zero. The steady-state profile is realized, for example, in a superconducting plate through which a direct transport current passes which fills the entire cross section of the superconductor. In this case, vortices with opposite directions of magnetic flux penetrate on both sides of the plate. These vortices meet and annihilate on a stationary boundary in the middle of the plate. The problem is readily solved in this formulation. Indeed, we assume in formula (2) that $\partial N_{1} / \partial t=\partial N_{2} / \partial t=0$ and find from relations (2)-(6) and (9)-(12) the profiles of the distributions $N_{1}(x)$ and $N_{2}(x)$ arranged symmetrically relative to the point $x_{0}$,

$$
\begin{gather*}
N_{1}(x)=N_{2}(d)\left(\frac{x_{0}+d / 2 r-x}{d+d / 2 r-x_{0}}\right)^{1 / 2} \\
N_{2}(d)=\frac{H}{\Phi_{0}} \\
N_{2}(x)=N_{2}(d)\left(\frac{x+d / 2 r-x_{0}}{d+d / 2 r-x_{0}}\right)^{1 / 2}  \tag{13}\\
r=\frac{4 \pi R d}{\Gamma \Phi_{0}^{2} \gamma_{x x}}
\end{gather*}
$$

We will further assume for simplicity that the dimensionless parameter $r$ is much greater than unity; i.e., we assume that the annihilation rate $R$ and the coefficient of viscosity $\Gamma^{-1}$ are fairly high. Then, the distributions
given by Eqs. (13) demonstrate that the vortex density on the interface is relatively low, $N_{1}=N_{2} \sim N_{2}(d) r^{-1 / 2}$. At the same time, the spatial derivatives in the vicinity of the interface increase,

$$
\begin{equation*}
N_{2}^{\prime}=-N_{1}^{\prime}=\frac{N_{1} r}{d}, \quad N_{2}^{\prime \prime}=N_{1}^{\prime \prime}=-N_{1}\left(\frac{r}{d}\right)^{2} \tag{14}
\end{equation*}
$$

One can readily demonstrate that the velocities $V_{\alpha x, y}\left(x=x_{0}\right)$ are relatively high, because they are proportional to $r^{1 / 2}$,

$$
\begin{equation*}
V_{1 x, y}=\frac{\gamma_{x x, y}}{\gamma_{x x}} N_{1} R \sim \frac{\Gamma \Phi_{0}}{4 \pi d} H r^{1 / 2} \tag{15}
\end{equation*}
$$

It can easily be shown that relations (14) on the base profile are valid in all cases when the interface between the regions taken by vortices with opposite directions of magnetic flux remains stationary. In the case of interest to us, the number of vortices decreases in time, and the interface moves toward the middle of the sample. The inclusion of this motion in accordance with Eq. (2) and boundary condition (11) leads to changes in the expressions for vortex density derivatives,

$$
\begin{gather*}
N_{1}^{\prime}=-N_{1} \frac{r}{d}-\frac{4 \pi}{\Gamma \Phi_{0}^{2} \gamma_{x x}} U  \tag{16}\\
N_{2}^{\prime}=N_{1} \frac{r}{d}-\frac{4 \pi}{\Gamma \Phi_{0}^{2} \gamma_{x x}} U \\
N_{1}^{\prime \prime}=-N_{1}\left(\frac{r}{d}\right)^{2}-\frac{8 \pi r}{\Gamma \Phi_{0}^{2} \gamma_{x x} d} U  \tag{17}\\
N_{2}^{\prime \prime}=-N_{1}\left(\frac{r}{d}\right)^{2}+\frac{8 \pi r}{\Gamma \Phi_{0}^{2} \gamma_{x x} d} U
\end{gather*}
$$

The velocity $U$ of the front of magnetization reversal is lower than the hydrodynamic vortex velocity $V_{\alpha}$. Therefore, in what follows, we will assume for simplicity that the condition $U \ll V_{\alpha} \sim N_{1} R$ holds. This leads one to assume that the base profile differs little from steady-state.

## 4. STABILITY TEST FOR THE MAGNETIZATION REVERSAL FRONT

It is convenient to test the stability of the magnetization reversal front in the following dimensionless coordinates:

$$
\begin{gather*}
n_{\alpha}=\frac{N_{\alpha}}{N_{\alpha}\left(x_{0}\right)}, \quad \tau=\frac{t}{t_{0}}, \quad t_{0}=\frac{\Gamma \Phi_{0}^{2} \gamma_{x x}}{4 \pi R^{2} N_{\alpha}\left(x_{0}\right)}  \tag{18}\\
\xi=\frac{x}{L}, \quad \zeta=\frac{y}{L}, \quad L=\frac{\Gamma \Phi_{0}^{2} \gamma_{x x}}{4 \pi R}=\frac{d}{r}
\end{gather*}
$$

The normalization to the time-dependent vortex density $N_{\alpha}\left(x_{0}(t)\right)$ is permissible, because we assume that the instability develops over relatively short periods of time, and there is not enough time for marked variations of the base profiles to occur. We will represent the expression for the vortex density $n_{\alpha}(\xi, \tau)$ in the form of the sum of the unpurturbed term $n_{(0) \alpha}$ and the fluctuation term

$$
\begin{equation*}
n_{\alpha}=n_{(0) \alpha}+f_{\alpha}\left(\xi-\xi_{0}(\tau)\right) \exp (\lambda \tau+i k \zeta) \tag{19}
\end{equation*}
$$

The linearized boundary conditions must be written on the purturbed boundary,

$$
\begin{equation*}
\xi=\xi_{0}(\zeta, \tau)=\xi_{0}(\tau)+\delta \xi \exp (i k \zeta+\lambda \tau) \tag{20}
\end{equation*}
$$

with the unit normal vector $\mathbf{v}=(1,-i k \delta \xi(\zeta, \tau))$. From boundary condition (12), it directly follows that

$$
\begin{equation*}
\delta \xi=\frac{f_{1}-f_{2}}{2} \tag{21}
\end{equation*}
$$

We substitute Eq. (19) into expression (2) to derive the following ordinary differential equation with variable coefficients for the function $f_{\alpha}\left(\xi-\xi_{0}(\tau)\right)$ :

$$
\begin{gather*}
f_{\alpha}^{\prime \prime}+f_{\alpha}^{\prime}\left(u+2 \alpha i k+2 n_{(0) \alpha}^{\prime}\right) \\
-\left(\lambda+\beta k^{2}-2 \alpha i k n_{(0) \alpha}^{\prime}-n_{(0) \alpha}^{\prime \prime}\right)=0, \tag{22}
\end{gather*}
$$

where $u=U t_{0} / L, \alpha=\gamma_{x y} / \gamma_{x x}$, and $\beta=\gamma_{y y} / \gamma_{x x}$. We will assume that the perturbation of vortex density decays at a distance away from the front $\xi=\xi_{0}(\tau)$ that is much less than the sample thickness $d$. This makes possible the replacement of the variable coefficients $n_{(0) \alpha}^{\prime}(\xi)$ and $n_{(0) \alpha}^{\prime \prime}(\xi)$ by their values $n_{\alpha}^{\prime}$ and $n_{\alpha}^{\prime \prime}$ on the front of magnetization reversal. In dimensionless variables, one can readily derive

$$
\begin{equation*}
n_{1}^{\prime}=-1-u, \quad n_{2}^{\prime}=1-u \tag{23}
\end{equation*}
$$

and

$$
\begin{equation*}
n_{1}^{\prime \prime}=-1-2 u, \quad n_{2}^{\prime \prime}=-1+2 u \tag{24}
\end{equation*}
$$

from expressions (16) and (17). The solution of Eqs. (22) defines the exponential behavior of the perturbations $f_{1}$ and $f_{2}$,

$$
\begin{gather*}
f_{1}\left(\xi-\xi_{0}\right)=f_{1} \exp \left[p_{1}\left(\xi-\xi_{0}\right)\right] \\
f_{2}\left(\xi-\xi_{0}\right)=f_{2} \exp \left[-p_{2}\left(\xi-\xi_{0}\right)\right] \tag{25}
\end{gather*}
$$

The parameters $p_{1}$ and $p_{2}$, which are solutions to the respective quadratic characteristic equation, are

$$
\begin{gather*}
p_{1,2}= \pm 1-\alpha i k+\frac{u}{2} \pm \Omega_{1,2}  \tag{26}\\
\Omega_{1,2}=\sqrt{\lambda+\varepsilon k^{2}+\alpha i k u+2 \pm 3 u}, \quad \operatorname{Re} \Omega_{1,2}>0 . \tag{27}
\end{gather*}
$$

Here, the upper signs indicate coefficient $p_{1}$, and the lower signs, $p_{2}$. The substitution of expressions (19)(27) into the boundary conditions given by Eqs. (9) and


Fig. 2. The $\operatorname{Re} \lambda(\kappa)$ dependence for different values of the parameter $\varepsilon: \varepsilon=0$ (solid line), $\varepsilon=0.0015$ (circles), $\varepsilon=0.005$ (triangles), $\varepsilon=\varepsilon_{c}=0.019$ (dashed line), and $\varepsilon=0.05$ (squares).
(11) produces the following set of two linear homogeneous algebraic equations for the $f_{1}$ and $f_{2}$ amplitudes:

$$
\begin{gather*}
f_{1}\left[2 \Omega_{1}+2 \lambda+2 \alpha i k u+u\right] \\
+f_{2}\left[-2 \Omega_{2}-2 \lambda-2 \alpha i k u+u\right]=0, \\
f_{1}\left[2 \Omega_{1}+\lambda+\alpha i k(1+u)+2-2 u\right]  \tag{28}\\
+f_{2}[-\lambda-\alpha i k(1+u)+2+3 u]=0 .
\end{gather*}
$$

We equate the determinant of the set to zero and ignore small terms of the order of $u^{2}$ to derive the dispersion equation defining the dependence of the increment of the rise of fluctuations $\lambda$ on the wave number $k$,

$$
\begin{equation*}
\lambda=\Omega^{2}-\epsilon \kappa^{2}-2 i \sigma \kappa-2, \tag{29}
\end{equation*}
$$

where

$$
\kappa=\frac{k|\alpha u|}{2}, \quad \epsilon=\frac{4 \varepsilon}{(\alpha u)^{2}}, \quad \sigma=\operatorname{sgn}(\alpha u),
$$

and $\Omega$ is a root with a positive real part, of the equation

$$
\begin{gather*}
\Omega^{4}+3 \Omega^{3}+\Omega^{2}\left(-\epsilon \kappa^{2}\right)  \tag{30}\\
-\Omega\left(2 \epsilon \kappa^{2}+i \sigma \kappa+4\right)-3 \sigma i \kappa=0 .
\end{gather*}
$$

Figure 2 gives the increment $\operatorname{Re} \lambda$ as a function of dimensionless wave number $\kappa$ for different values of the anisotropy parameter $\epsilon$. One can see in the figure that, for fairly low values of $\epsilon<\epsilon_{c} \approx 0.019$, a region of wave numbers exists in which the increment is positive. This means that the plane front of magnetization reversal becomes unstable and the arising perturbation increases with time. The time scale of increase is


Fig. 3. The image of a surface region of a single crystal sample in polarized light. One can clearly see domains with mutually orthogonal directions of the twinning boundaries. The scale corresponds to $50 \mu \mathrm{~m}$.
defined by the maximal value of $\operatorname{Re} \lambda$ equal to $\lambda_{m}$ which corresponds to the finite value of $\kappa=\kappa_{m}$. Accordingly, the spatial scale of instability is defined by the quantity $1 / \kappa_{m}$. In the case of small values of $\varepsilon$, the value of $\kappa_{m}$ significantly exceeds unity. One can readily see in Eq. (30) that

$$
\begin{equation*}
\lambda_{m}=1 /(4 \sqrt{\epsilon})-2, \quad \kappa_{m}=1 / \sqrt{2} \epsilon^{3 / 4} \tag{31}
\end{equation*}
$$

Therefore, the instability arises if the anisotropy is high enough, i.e., $\epsilon<\epsilon_{c}$. This inequality may be rewritten in dimensionless variables as

$$
\begin{equation*}
\varepsilon<\boldsymbol{\epsilon}_{c}\left[\frac{U \tan \theta}{2 R N_{1}\left(x_{0}\right)}\right]^{2} . \tag{32}
\end{equation*}
$$

Here, $\theta$ is the angle between the interface and the principal direction of the anisotropic viscosity tensor (the direction of the twinning boundaries). Now, one can understand why the macroturbulence is observed only in superconductors of the $1-2-3$ system, which are


Fig. 4. The magnetooptical image of distribution of the normal component of magnetic induction $B_{n}$ on the surface of a single crystal. The lighter colored areas correspond to the higher value of $B_{n}$. The external magnetic field $H=1000 \mathrm{Oe}$, $T=45 \mathrm{~K}$.
characterized by a strong anisotropy in the $a b$ plane due to the presence of the twinning boundaries.

The foregoing analysis is valid in the case of anisotropy with the first-order axis of symmetry. Such a symmetry corresponds to the twinning structure with a single preferred direction. In real crystals of the $1-2-3$ system, domains usually exist with the characteristic dimension $\Delta$ of the order of $100 \mu \mathrm{~m}$ with the mutually orthogonal direction of the twinning boundaries, i.e., "tweed" structure (see Fig. 3). Our calculation results are valid if the characteristic value of the wave number $k$ is fairly high, i.e., $1 / k \ll \Delta$.

## 5. MAGNETOOPTICAL OBSERVATIONS AND DISCUSSION

The magnetooptical observations of macroturbulence were performed with an optimally doped YBCO single crystal containing a large number of twinning boundaries (see Fig. 3). The crystal was rectangular in the $a b$ plane, and its maximal dimension was approximately 1 mm .

The magnetooptical pattern of distribution of the normal component of magnetic flux $H=1 \mathrm{kOe}$ is given in Fig. 4. The single crystal was precooled in zero magnetic field to a temperature $T=45 \mathrm{~K}$. The lighter colored areas correspond to higher values of magnetic induction. One can see in the figure that the magnetic


Fig. 5. The same as in Fig. 4 after the temperature rise to 67 K and subsequent switching off of the external magnetic field. Shown on the right is an enlarged area of the fragment outlined by the light colored rectangular contour.
flux penetration is anisotropic in the $a b$ plane. The anisotropy axis mainly coincides with the direction of the twinning boundaries, which form an angle of approximately $45^{\circ}$ relative to the sample boundaries. The dark areas in the middle part of the image are regions which the field does not penetrate because of the screening by superconducting currents. Note that this pattern of distribution of magnetic induction is quasi-equilibrium and well reproducible.

In the course of experiment, the sample temperature increased to 67 K . The temperature variation brought about a deeper penetration of the magnetic flux up to the middle of the sample. Then, the external magnetic field was switched off. As a result, a frozen magnetic flux remained in the sample. The pattern of its distribution is given in Fig. 5. The lines of the frozen magnetic flux must be closed. Therefore, in the neighborhood of the sample boundary, a domain arises in which the normal component of magnetic induction has a direction opposite to that of the trapped flux. Corresponding to this flux is the light "aura" around the sample in Fig. 5. One can see in the figure that a domain with a negative direction of the magnetic flux (antivortices) also exists in the sample in the vicinity of its edges. Therefore, in this geometry, no presence of an external magnetic field
of opposite sign is required for the front of magnetization reversal to arise.

Clearly seen in Fig. 5 is a dark line passing along the sample boundary. This line, which separates two oppositely oriented magnetic domains (with vortices and antivortices), represents the zone of annihilation. The beginning of the development of macroturbulence shows up as the emergence of a meander on the front of magnetization reversal. The emergence of a meander is accompanied by the appearance of regions with a higher density of magnetic flux in the vicinity of the front of magnetization reversal. Such regions are clearly defined in the right-hand part of the figure, which shows an enlarged image of the region marked by a rectangular contour. Measurements with time resolution reveal that the shape of the front of magnetization reversal changes rapidly, which is accompanied by a marked redistribution of the magnetic flux. The switching on of an external magnetic field which has the direction opposite to that of the frozen magnetic flux brings about the advance of the front of magnetization reversal deep into the sample. In this case, the dynamic pattern of macroturbulence becomes even more impressive.

The macroturbulent behavior of magnetic flux in the investigated crystal is observed in a wide temperature range from 25 to 75 K . An increase in temperature makes for a more rapid development of turbulence. However, above 75 K , the macroturbulence disappears.

Consider the agreement between the results of theoretical treatment and the experimental data. Unfortunately, quantitative comparison of theory with experiment is difficult because of the several phenomenological parameters involved in theoretical treatment, for which no adequate information is available. The most important of such parameters is the annihilation parameter $R$. The estimation of this parameter is of interest per se. Nevertheless, we will discuss some features of the phenomenon of turbulence which find a natural qualitative explanation within the model developed by us.

One can readily explain, for example, the fact that the instability is observed only in some temperature range [5, 22]. As the temperature decreases, the viscosity of the vortex motion exponentially increases. Accordingly, the spatial scale of fluctuation $L$ in formula (18) decreases and becomes equal to or less than the characteristic distance between the twinning boundaries. In this case, large regions of the front of magnetization reversal, which "accommodate" a large number of wavelengths, turn out to be located away from the twinning boundaries and cease to be affected by them. As a result, the anisotropy effectively weakens, and the instability disappears. On the other hand, when the temperature increases, the anisotropy weakens because of the thermal-activation motion of vortices. The instability disappears for the same reason. Note that, in the crystal with a high density of twinning boundaries investigated by us, the temperature window of existence of macroturbulence is significantly widened towards lower temperatures compared with other samples with weak twinning [5, 22]. This fact agrees with the suggested model as well.

The objective of this study is to reveal the main reason for the instability of the front of magnetization reversal, which we associate with the anisotropy of the dynamic properties of vortex matter. Note, however, that the selected model of anisotropic viscous flow of magnetic flux is simplified. It corresponds to the linear current-voltage characteristic observed in real superconductors only in the case of a very high current density. There is no doubt that such densities are not realized in experiments involving the investigation of macroturbulence. The crudeness of the model is reflected by the fact that the condition of emergence of instability given by Eq. (32) calls for an unrealistically strong anisotropy of viscosity. It is clear that a more consistent approach to studying the macroturbulence must be based on the use of an anisotropic nonlinear currentvoltage characteristic. Preliminary analysis reveals that, in the case of theoretical treatment involving a power current-voltage characteristic with the exponent $m$, the part of the parameter $\varepsilon$ is played by $\varepsilon^{m}$. In the case
of high values of $m$ of the order of 10 , the condition of emergence of instability becomes much less rigid.
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#### Abstract

A model of a dielectric or an elastic superlattice is proposed which describes quite simply the frequency spectrum of electromagnetic or acoustic waves. The frequency band spectrum of a one-dimensional lattice consists of minibands, which narrow down with increasing frequency (so that the forbidden bands in the spectrum broaden with increasing frequency). An elementary analysis of the spectrum of a one-dimensional lattice reveals the presence of many forbidden frequency bands in this case as well. It is shown that dynamic equations for superlattices can be generalized to the nonlinear case, leading to equations of the type of the nonlinear Schrödinger equation for the lattice. Soliton excitations are described and the particle-like dynamics of solitons is demonstrated. Local vibrations near point defects of different complexity in superlattices are studied and graphically illustrated. The existence of Bloch oscillations of a wave packet in a superlattice in a homogeneous external field is discussed. © 2002 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The concept of photonic crystals was introduced to the scientific lexicon owing to book [1], in which the theory of dielectric superlattices was presented quite simply and in great detail. It is known that a homogeneous dielectric has a continuous spectrum of electromagnetic waves and vibrations: $\omega=c k$, where $\omega$ and $k$ are the frequency and magnitude of the wave vector, respectively, and $c$ is the velocity of light in a dielectric, which depends on the refractive index of the medium. A periodic structure composed of macroscopic layers (or blocks) of different dielectrics acquires new properties, which are manifested first of all in the properties of the spectrum of electromagnetic vibrations in the structure. It is well known from the study of the dynamics of a crystal lattice, which is a natural structure with a microscopic period, that the spectrum of any intrinsic vibrations of the crystal (mechanical, magnetic, and electromagnetic) always consists of bands due to a spatial periodicity of the crystal lattice. The widths of allowed frequency bands and forbidden bands (gaps) are determined by the reciprocal period of the lattice. In a crystal where the sound speed is $s$, these bandwidths in the spectrum of intrinsic mechanical vibrations (phonons) can be approximately estimated as $\delta \omega \sim s / a$, where $a$ is the period of a crystal lattice (interatomic distance). Note that the width of the transparency region of a dielectric for electromagnetic waves can be estimated similarly as $\delta \omega \sim c / a$.

These estimates are related only to the lattice periodicity rather than to the period value. Therefore, they
remain valid for a periodic structure with the macroscopic period $d$, which, by definition, greatly exceeds the interatomic distance $(d \gg)$. The latter means, in particular, that, in the transparency region of homogeneous dielectrics comprising a superlattice, a band spectrum of intrinsic electromagnetic oscillations (photons) appears, which resembles the spectrum of a crystal lattice, but with the bandwidths estimated as $\delta \omega \sim$ $c / d \ll \delta \omega \sim c / a$. For this reason, the term "photonic crystals" was coined.

Similarly, a macroscopic periodic structure consisting of alternating elastic materials that differ in their elastic moduli and sound speeds is called a phonon crystal or an acoustic superlattice. The general theory of acoustics of layered media is presented in book [2], and useful references in this field can be found in one of the recent papers [3] devoted to the study of acoustic superlattices. The frequency spectrum of superlattices was studied in many papers. It is obvious that this spectrum is very complicated in the general case and includes a system of many eigenfrequency bands and gaps corresponding to forbidden frequencies. To describe these spectra qualitatively and to illustrate their main properties, it is useful to employ simple models that take into account these properties. In this paper, we propose a model of a superlattice that provides the analytic description of the high-frequency part of the superlattice spectrum and suggests a possible realization of an interesting acoustic superlattice. This model and its simplest possible applications were considered in paper [4].

We used the results of papers [5, 6], where the dispersion equations for one-dimensional dielectric and elastic superlattices were presented, which coincide with an accuracy of notation with the dispersion law for a quantum particle in the one-dimensional KronigPenni model [7]. We considered a limiting case of the dispersion equation, which was usually of no interest in the case of a quantum particle in a periodic field but proved to be a convenient and instructive model of the elastic superlattice. The frequency spectrum that we obtained is of interest because its high-frequency part has a system of narrowing allowed frequency bands in which the dispersion law can be calculated analytically with good accuracy. This is the dispersion law for sizequantized sound vibrations in individual layers (blocks), with discrete frequencies that are periodically blurred due to a weak interaction between adjacent blocks. The dispersion equations for the high-frequency spectrum can be readily generalized to twodimensional and three-dimensional superlattices with a one-component wave field.

We describe a simplified dispersion law for each miniband by an effective equation of the envelope type, which coincides in its form with the one-dimensional Schrödinger equation in the lattice-point representation for the strong coupling model. We performed a trivial linear generalization leading to a discrete variant of the nonlinear Schrödinger equation (NSE) admitting soliton solutions. In one of the cases of nonlinear generalization, we obtained a completely integrable NSE for the lattice, whose solitons obey the Hamiltonian dynamics.

We studied vibrations localized in the vicinity of simplest defects in a one-dimensional superlattice, when the coupling parameter at one boundary (or at two to three boundaries) of adjacent blocks differs from that at all other boundaries (joints) of the blocks. In the presence of a local defect, both symmetric and antisymmetric independent vibrations relative to the defect center can occur because of the linearity of vibrational equations. In addition, an inphase or antiphase vibration of adjacent blocks can correspond to each type of the vibrations. Therefore, a great variety of local vibrations exist to which different equations for local frequencies correspond.

In the final section of the paper, we describe Bloch oscillations of a wave packet in a superlattice whose parameters weakly depend on the coordinate along the one-dimensional lattice (superlattice in homogeneous external field). It is noted that such oscillations can be observed experimentally.

## 2. DISPERSION EQUATION FOR A SIMPLEST SUPPERLATICE MODEL

Consider a one-dimensional lattice consisting of periodically arranged (along the $x$ axis) layers of isotropic materials of two types [ $d_{\alpha}$ are the thickness of layers
( $\alpha=1,2$ ), $c_{\alpha}$ is the velocity of wave in the $\alpha$ layer, and the lattice period is $d=d_{1}+d_{2}$ ]. The field of the elastic (electromagnetic) wave $\mathbf{u}(\mathbf{r}, t)$ propagating perpendicular to the layer plane is determined by a standard wave equation. In a system of isotropic blocks, the waves of two possible polarizations are independent, and we can restrict ourselves to analysis of dynamic equations for the scalar field $u^{(\alpha)}$

$$
\begin{equation*}
\frac{\partial^{2} u^{\alpha}}{\partial t^{2}}-c_{\alpha}^{2} \frac{\partial^{2} u^{\alpha}}{\partial x^{2}}=0, \quad \alpha=1,2 . \tag{1}
\end{equation*}
$$

The velocity of light in a dielectric is $c_{\alpha}=c / \sqrt{\varepsilon_{\alpha}}$ ( $c$ is velocity of light in vacuum, $\varepsilon_{\alpha}$ are dielectric constants of superlattice layers). ${ }^{1}$ The velocity of a wave in an elastic medium is $c_{\alpha}=\sqrt{\mu_{\alpha} / \rho_{\alpha}}$ ( $\mu_{\alpha}$ and $\rho_{\alpha}$ are the elastic moduli and mass densities, respectively.

Let us focus our attention on an elastic lattice. In this case, Eqs. (1) should be solved using the boundary conditions according to which the displacements $u^{(\alpha)}$ and stresses $\sigma^{\alpha}=\mu_{\alpha} \partial u^{(\alpha)} \partial x$ should be continuous at all boundaries of the blocks.

Each of the vibrational eigenmodes appearing in a periodic structure with a period $d$ is characterized by the quasi-wave number $k$, and natural oscillations of the field in an elementary cell with the number $n$ can be written in the form

$$
\begin{equation*}
u_{n}(x)=u_{0}(x-n d) e^{i k n d} \tag{2}
\end{equation*}
$$

Dispersion relations for the structure under study were obtained by Rytov for both optical [5] and elastic [6] superlattices. They have the form

$$
\begin{gather*}
\cos k d=\cos q_{1} d_{1} \cos q_{2} d_{2} \\
-\frac{1}{2}\left(\frac{q_{1}}{q_{2}}+\frac{q_{2}}{q_{1}}\right) \sin q_{1} d_{1} \sin q_{2} d_{2} \tag{3}
\end{gather*}
$$

where $q_{1}=\omega / c_{1}, q_{2}=\omega / c_{2}$ ( $\omega$ is frequency). As expected, these relations coincide with an accuracy to notation with those obtained by Kronig and Penni [7] for a quantum particle in a periodic potential.

Expression (3) gives the implicit dependence of the frequency on the quasi-wave number and allows us to describe readily the spectrum of long-wavelength vibrations ( $k d \ll 1$ ), for which the sound spectrum is naturally obtained with averaged elastic moduli $\langle\mu\rangle$ and the density $\langle\rho\rangle$. It was shown in paper [6] that $\langle\rho\rangle d=$ $\rho_{1} d_{1}+\rho_{2} d_{2}$ and $d /\langle\mu\rangle=d_{1} / \mu_{1}+d_{2} / \mu_{2}$. Based on such a representation of $\mu$, which contains only ratios $d_{\alpha} / \mu_{\alpha}$, it is interesting to consider a limiting case, which is of no interest from the physical point of view in the case of

[^29]the dynamics of a quantum particle in a periodic potential, but can demonstrate the most characteristic properties of the superlattice spectrum, when $d_{2} \longrightarrow 0$ and $\mu_{2} \longrightarrow 0$ for $d_{2} / \mu_{2}=M=$ const. In this case, $d_{1} \longrightarrow d$, $k_{2} d_{2}=\omega d_{2} / c_{2}=\sqrt{\rho_{2} d_{2}} \omega \sqrt{d_{2} / \mu_{2}} \longrightarrow 0$. The, the dispersion law for the system is described by the equation
\[

$$
\begin{equation*}
\cos k d=\cos z-Q z \sin z \tag{4}
\end{equation*}
$$

\]

where $z=q_{1} d=\omega d / c_{1}$ and $Q=\rho_{2} \mu_{1} M / 2 \rho_{1} d$. Note that Eq. (4) gives the dispersion law for an elastic superlattice consisting of periodic elastic blocks of length $d$ with the parameters $\mu_{1}$ and $c_{1}$. The normal stress at the boundaries of these blocks are continuous $\left([\sigma]_{-}^{+}=0\right.$, i.e., $[\partial u / \partial x]_{-}^{+}=0$ ), while elastic displacements exhibit a jump proportional to the value of stresses at the block boundaries:

$$
\begin{equation*}
[u]_{-}^{+}=Q\left(\frac{\rho_{1}}{\rho_{2}}\right)\left(\frac{\partial u}{\partial x}\right) \tag{5}
\end{equation*}
$$

A set of such boundary conditions for $Q$ being fixed is used for the description of capillary effects in solids [8] or plane defects in crystals [9]. If the parameter $Q$ is small, then the system under study represents a periodic sequence of elastic regions that are weakly connected with each other. A chain of piezoelectric layers connected by thin vacuum spaces can form such a superlattice. In this case, electromagnetic oscillations in vacuum spaces would provide the coupling between elastic vibrations in adjacent regions. A piezoelectric with a structure admitting both the construction of such a periodic system of layers and the independent propagation of one elastic electromagnetic wave of a certain polarization along the superlattice can be easily found.

Let us return to relation (4). The allowed vibrational frequencies of a continuous spectrum of the system under study can be qualitatively found by analyzing graphically Eq. (4), as shown in Fig. 1: if the expression $\cos z-Q z \sin z$ runs the values between $\pm 1$, the roots of the equation run the values in the intervals shown on the abscissa.

Note that, as $z$ increases, the allowed frequencies are localized within the narrowing intervals near the values $k_{1} d= \pm m \pi$, where $m$ is a large integer. ${ }^{2}$ For the condition $m^{2} Q \gg 1$, the dispersion law for the $m$ th band can be readily found.

[^30]

Fig. 1. Graphical solution of Eq. (4). If $\cos z-Q z \sin z$ runs the values between $\pm 1$, the roots of equation determining bands of a continuous spectrum of superlattices run the values in the intervals indicated on the abscissa.

Indeed, near odd $m=2 p+1$ (see the vicinity of $z=3 \pi$ in Fig. 1), we can write with sufficient accu$\operatorname{racy}\left(c=c_{1}\right)$

$$
\begin{gathered}
\cos k d=-1+Q m \pi(z-m \pi) \\
\quad=-1+\frac{m \pi d}{c} Q\left(\omega-\frac{m \pi c}{d}\right)
\end{gathered}
$$

which yields

$$
\begin{equation*}
\omega=m \omega_{0}+\frac{\Omega}{m}(1+\cos k d) \tag{6}
\end{equation*}
$$

where $\omega_{0}=\pi c / d$ and $\Omega=c /(\pi Q d)$. Similarly, even near $m=2 p$ (see the vicinity of $z=4 \pi$ in Fig. 1), we can write

$$
\begin{gathered}
\cos k d=1-Q m \pi(z-m \pi) \\
=1-\frac{m \pi d}{c} Q\left(\omega-\frac{m \pi c}{d}\right)
\end{gathered}
$$

which gives

$$
\begin{equation*}
\omega=m \omega_{0}+\frac{\Omega}{m}(1-\cos k d) \tag{7}
\end{equation*}
$$

By combining (6) and (7), we obtain the dispersion laws for the $m$ th band:

$$
\omega=m \omega_{0}+\frac{2 \Omega}{m} \begin{cases}\sin ^{2}(k d / 2), & m=2 p  \tag{8}\\ \cos ^{2}(k d / 2), & m=2 p+1\end{cases}
$$

One can easily see that expressions (8) represent the size-quantization spectrum of phonons in a layer of thickness $d$, whose levels split into minibands due to a low "transparency" of the interface between layers. In paper [10], where the dispersion relation (3) was derived once more, an attempt was made to analyze the band spectrum of the superlattice. However, in the lim-
iting case, which is close to that considered in our paper, the analysis [10] is not satisfactory because it predicts that the widths of minibands do not change with increasing frequency.

Let us make some comments on the proposed realization of an elastic superlattice in the form of a periodic stack of piezoelectric layers separated by thin vacuum spaces. Upon normal incidence of a transverse electromagnetic wave from vacuum on a piezoelectric layer, the static piezoelectric effect does not "operate," and it is necessary to consider the relativistic electromechanical effect, which is proportional to a small parameter $(s / c)^{2}$. The point is that a vibrational mode of the piezoelectric of interest to us consists mainly of the elastic component with a small contribution [determined by the parameter $(s / c)^{2}$ ] of the electromagnetic component, while the interaction between the adjacent layers occurs through electromagnetic oscillations. For this reason, the coupling between elastic vibrations in adjacent piezoelectric layers is extremely weak. As a result, the widths of minibands, for which dispersion laws of the type (8) can be obtained, prove to be negligibly small. Therefore, such a superlattice should have a virtually discrete frequency spectrum of elastic waves, which is caused by the resonance propagation of electromagnetic waves through the piezoelectric and corresponds to the spectrum of size-quantized stationary elastic vibrations in an individual layer.

A real spread of discrete frequencies in such a superlattice will be caused not by the appearance of regular minibands but by processes of a different physical nature, namely, the uncertainty of the wave number in a superlattice of a finite length, the accuracy of its strict periodicity, and dissipative processes resulting in the attenuation of sound in a piezoelectric.

The model of a one-dimensional superlattice proposed above and the derivation the dispersion law (8) can be readily generalized to the two-dimensional and three-dimensional cases if the wave field under study has one component. The latter condition is simply satisfied for a two-dimensional superlattice consisting of blocks with a square cross section separated by two mutually perpendicular systems of boundary planes. The cross section of such a lattice represents a parquet of square regions of elastic media separated by planes (or by straight lines in the plane $z=0$ ) $x=n_{1} d, y=n_{2} d$, where $n_{1}, n_{2}=0, \pm 1, \pm 2, \ldots$ If the elastic wave is polarized along the $z$ axis, then the boundary conditions at two systems of boundary planes are formulated independently in the form of relations of the type (5), where the left-hand sides are $\omega=q_{1} c$ or $\omega=q_{2} c$. For example,

$$
\begin{equation*}
q_{1} c=m_{1} \omega_{0}+\frac{2 \Omega}{m_{1}} \sin ^{2} \frac{k_{x} d}{2}, \quad m_{1}=2 p_{1} \tag{9}
\end{equation*}
$$

or

$$
\begin{equation*}
q_{2} c=m_{2} \omega_{0}+\frac{2 \Omega}{m_{2}} \cos ^{2} \frac{k_{x} d}{2}, \quad m_{2}=2 p_{2} \tag{10}
\end{equation*}
$$

The dispersion law for the elastic wave in each block is obvious:

$$
\begin{equation*}
\omega^{2}=\left(q_{1}^{2}+q_{2}^{2}\right) c^{2} \tag{11}
\end{equation*}
$$

Therefore, in the limiting case $m_{1} Q, m_{2} Q \gg 1$, the dispersion laws for highly lying allowed bands have the form
(1) $m_{1}=2 p_{1}, m_{2}=2 p_{2}$,

$$
\begin{gather*}
\omega_{m 1 m 2}(\mathbf{k})=\omega_{0} \sqrt{m_{1}^{2}+m_{2}^{2}} \\
+\frac{2 \Omega}{\sqrt{m_{1}^{2}+m_{2}^{2}}}\left[\sin ^{2} \frac{k_{x} d}{2}+\sin ^{2} \frac{k_{y} d}{2}\right] \tag{12}
\end{gather*}
$$

(2) $m_{1}=2 p_{1}+1, m_{2}=2 p_{2}+1$,

$$
\begin{gather*}
\omega_{m 1 m 2}(\mathbf{k})=\omega_{0} \sqrt{m_{1}^{2}+m_{2}^{2}} \\
+\frac{2 \Omega}{\sqrt{m_{1}^{2}+m_{2}^{2}}}\left[\cos ^{2} \frac{k_{x} d}{2}+\cos ^{2} \frac{k_{y} d}{2}\right] \tag{13}
\end{gather*}
$$

(3) $m_{1}=2 p_{1}, m_{2}=2 p_{2}+1$,

$$
\begin{gather*}
\omega_{m 1 m 2}(\mathbf{k})=\omega_{0} \sqrt{m_{1}^{2}+m_{2}^{2}} \\
+\frac{2 \Omega}{\sqrt{m_{1}^{2}+m_{2}^{2}}}\left[\sin ^{2} \frac{k_{x} d}{2}+\cos ^{2} \frac{k_{y} d}{2}\right] \tag{14}
\end{gather*}
$$

(4) $m_{1}=2 p_{1}+1, m_{2}=2 p_{2}$, similar to expression (14) in which the replacement $m_{1} \longrightarrow m_{2}$ and $k_{x} \longrightarrow k_{y}$ is made.

The frequency spectrum described by expressions (12)-(14) is equivalent to the spectrum of a quantum particle in a periodic two-dimensional structure in the strong coupling model. The generalization of this result to a rectangular two-dimensional superlattice is obvious, namely, two periods $d_{x}$ and $d_{y}$ and two parameters $Q_{x}$ and $Q_{y}$ (or $\Omega_{x}$ and $\Omega_{y}$ ) will appear.

The generalization of the above result to the case of a three-dimensional scalar wave field is also obvious (it coincides with the three-dimensional strong coupling model).

The main feature of the frequency spectrum of the one-dimensional superlattice is the presence of broad intervals of forbidden vibrational frequencies (gaps in a continuous spectrum). The existence of forbidden-frequency intervals $\omega$ in two-dimensional and threedimensional superlattices is proved not so readily. Nevertheless, one can prove that such intervals are present at least in the two-dimensional lattice.

By choosing a two-dimensional rectangular coordinate net, we plot the quantity $q_{1} d=(\omega / c) d$ along one of
the axes, by indicating the boundaries of the frequency intervals allowed by expressions (12)-(14). Let us perform a similar procedure with $q_{2} d=(\omega / c) d$ for the second axis and then draw a system of straight lines parallel to the coordinate axes (see schematic Fig. 2). These straight lines separate rectangular or square regions in the plane in which points $\left(q_{1}, q_{2}\right)$ corresponding to the allowed frequencies, according to (11), can be located. The broad arcs in Fig. 2 show the forbidden-frequency bands corresponding to gaps in a continuous spectrum.

## 3. SOLITARY WAVES IN A SUPERLATTICE

Let us return to Eq. (8) and note once more that this dispersion equation coincides with the dispersion law for a Bloch quasi-particle $\left(\left(\psi_{m}(z+d)=\psi_{m}(z) e^{i k d}\right)\right.$, which corresponds, in the strong coupling model, to the Schrödinger equation

$$
\begin{equation*}
i \frac{\partial \psi_{n}}{\partial t}=m \omega_{0} \psi_{n} \pm \frac{\Omega}{2 m}\left(2 \psi_{n} \pm \psi_{n+1} \pm \psi_{n-1}\right) \tag{15}
\end{equation*}
$$

where the choice of the sign depends on the band number: the upper sign corresponds to $m=2 p$, while the lower sign corresponds to $m=2 p+1$. From the point of view of studying the superlattice spectrum, Eq. (15) represents the equation for the envelope of the superlattice vibrations taken at discrete points. This equation describes the dynamics of a packet of waves corresponding to the allowed high frequencies. As usual, the order of the time derivative is lowered in equations for the envelope.

The discrete Schrödinger equation (15) can be treated as a dynamic equation for vibrations of a superlattice in the lattice-point representation. This allows us to generalize easily our studies to nonlinear excitations in the superlattice. By following the scheme of taking into account basic nonlinear effects in optics, we assume that the wave velocity $c$ depends on the intensity of vibrations:

$$
\begin{equation*}
c=c_{0}+\gamma|\psi|^{2}, \quad \gamma=\text { const. } \tag{16}
\end{equation*}
$$

The dependence of $c$ on $|\psi|^{2}$ should be taken into account only in the first term on the right-hand side of Eq. (8). Then, vibrations in the $m$ th frequency band (for certainty, $m=2 p$ ) will obey the equation

$$
\begin{gather*}
i \frac{\partial \psi_{n}}{\partial t}=m \omega_{0} \psi_{n}  \tag{17}\\
-\frac{\Omega}{2 m}\left(2 \psi_{n}-\psi_{n+1}-\psi_{n-1}\right)+m g\left|\psi_{n}\right|^{2} \psi_{n}
\end{gather*}
$$

where $g=\pi \gamma / d$ is a new parameter.
An equation analogous to Eq. (17) is used in the nonlinear optics of the waveguide system [11]. Among the effects that are studied in nonlinear optics and are described by Eq. (17), the most interesting is the existence and dynamics of optical solitons. Therefore, Eq. (17) can be used for the description of soliton exci-


Fig. 2. Schematic view of the mutual arrangement of forbidden and allowed bands in a two-dimensional superlattice in the case of equal periods in two mutually perpendicular directions (on both axes the values $q_{1} d=q_{2} d=(\omega / c) d$ are plotted). The dashed rectangular and square regions, in which points $\left(q_{1}, q_{2}\right)$ can be located, correspond to the allowed frequencies [see expression (11)]. The dashed arcs correspond to forbidden bands of the spectrum of a twodimensional square superlattice.
tations in a superlattice. Unfortunately, Eq. (17) does not belong to the class of completely integrable equations and does not have exact soliton solutions. And only passage to the continuous limit, when Eq. (17) in finite differences is reduced to an ordinary NSE in partial derivatives, permits the construction of exact soliton solutions. It is an equation of this type that was used in paper [12] for studying nonlinear localized waves in periodic media. However, the approximation of narrow bands with the dispersion laws (8) used here does not allow the passage to such a limit.

Note, however, that other manifestations of nonlinearity can be observed in the superlattice under study. An important factor in the construction of the superlattice model proposed above is relation (5), containing the phenomenological parameter $Q$, which determines in turn the parameter $\Omega$ in (15). This parameter can depend on the intensity of vibrations. Let us assume that the dependence of the type (16) is valid for the parameter $Q$. We will use this assumption by preliminarily simplifying Eq. (15). Consider the case $m^{2} Q \gg 1$ by retaining on the right-hand side of this equation only the first terms of each type nonvanishing over the parameter $1 /\left(m^{2} Q\right)$ :

$$
\begin{equation*}
i \frac{\partial \psi_{n}}{\partial t}=m \omega_{0} \psi_{n}+\frac{\Omega}{2 m}\left(\psi_{n+1}+\psi_{n-1}\right) . \tag{18}
\end{equation*}
$$

Then, we return to the assumption of the type (16):

$$
\begin{equation*}
\Omega=\Omega_{0}\left(1+g_{0}\left|\psi_{n}\right|^{2}\right), \quad g_{0}>0 . \tag{19}
\end{equation*}
$$

As a result, not imposing any strict normalization requirements on the function $\psi_{n}$, we rewrite (18) in the form

$$
\begin{gather*}
i \frac{\partial \psi_{n}}{\partial t}=m \omega_{0} \psi_{n} \\
+\frac{\Omega_{0}}{2 m}\left(1+\left|\psi_{n}\right|^{2}\right)\left(\psi_{n+1}+\psi_{n-1}\right) \tag{20}
\end{gather*}
$$

It is known that Eq. (20) for $\Omega_{0}<0$ is an exactly integrable version of the NSE for the lattice [13, 14].

Let us assume that $Q<0$ and introduce a new dimensionless time $\tau=\left|\Omega_{0}\right| t /(2 m)$. Then, Eq. (20) can be written in the standard form

$$
\begin{equation*}
i \frac{\partial \psi_{n}}{\partial \tau}=m \omega_{*} \psi_{n}-\left(\psi_{n+1}+\psi_{n-1}\right)\left(1+\left|\psi_{n}\right|^{2}\right), \tag{21}
\end{equation*}
$$

where $\omega_{*}=2 m^{2} \omega_{0} / \Omega_{0}=2 \pi^{2} m^{2}|Q|$.
Consider the stationary solution of Eq. (21) of the type

$$
\begin{equation*}
\psi_{n}(\tau)=\phi_{n}^{\omega}(\tau) \exp \{i k n-i \omega t-i \Theta\} \tag{22}
\end{equation*}
$$

where $\phi_{n}^{\omega}(\tau)$ is a real function and $\Theta$ is a constant arbitrary phase. The function $\phi_{n}$ vanishing at infinity ( $\phi_{n}=$ 0 for $n \longrightarrow \pm \infty$ ) corresponds to soliton solutions.

If Eq. (21) has a stationary localized solution propagating along the chain at the velocity $V$, one can expect that, as in the case of the continuous NSE, its real amplitude will have the form

$$
\begin{equation*}
\phi_{n}(t)=\phi(n-V t) . \tag{23}
\end{equation*}
$$

Taking this into account, the authors of paper [15] suggested the solution in the form

$$
\begin{equation*}
\phi(x)=A \operatorname{cn}\left[\beta\left(x-x_{0}, \kappa\right)\right], \tag{24}
\end{equation*}
$$

where $A=$ const and $\operatorname{cn}(z, \kappa)$ is the elliptic Jacobi cosine, whose parameter $\kappa$ obeys the inequalities $0<$ $\kappa<1$. For $\kappa \ll 1$, the elliptic cosine transforms to the trigonometric cosine, and Eq. (24) transforms to a solution of a linear equation. In the opposite limiting case $\kappa \longrightarrow 1$, the transformation $\operatorname{cn}(z, \kappa) \longrightarrow 1 / \cosh z=$ sech $z$ takes place, and we obtain the solution

$$
\begin{align*}
\Psi_{n}(t) & =\sinh \beta \operatorname{sech}\left[\beta\left(n-V t-x_{0}\right)\right] \\
& \times \exp (i k n-i \omega t+i \theta), \tag{25}
\end{align*}
$$

where $x_{0}$ and $\theta$ are constants and the parameters $\beta, V, \omega$, and $k$ are related by two expressions

$$
\begin{gather*}
\omega=\omega_{*}-2 \cosh \beta \cos k,  \tag{26}\\
V=\frac{2}{\beta} \sinh \beta \sin k . \tag{27}
\end{gather*}
$$

Thus, for a certain sign of the parameter $Q(Q<0)$, solitons may propagate at a constant velocity in the superlattice. It was shown in paper [16] that the movement of
a soliton described by solution (25) obeys the Hamiltonian dynamics. In particular, its movement is controlled by three integrals of motion: its mass (playing the role of the norm of the wave function)

$$
\begin{equation*}
N=\sum_{n} \ln \left(1+\left|\psi_{n}\right|^{2}\right) ; \tag{28}
\end{equation*}
$$

its energy $\mathscr{H}=E+\Omega N$, where

$$
\begin{equation*}
E=-\sum_{n}\left(\psi_{n} \psi_{n+1}^{*}+\psi_{n}^{*} \psi_{n+1}\right) \tag{29}
\end{equation*}
$$

and the total momentum of the soliton (which differs from the total quasi-momentum, which is not conserved ${ }^{3}$ )

$$
\begin{align*}
S & =-i \sum_{n}\left(\psi_{n}^{*} \psi_{n+1}-\psi_{n} \psi_{n+1}^{*}\right)  \tag{30}\\
& =-i \sum_{n} \psi_{n}^{*}\left(\psi_{n+1}-\psi_{n-1}\right)
\end{align*}
$$

If the soliton solution has the form (25), then the integrals of motions are invariant with respect to continuous translations and, therefore, can be calculated by integration, by replacing sums in (28)-(30) by integrals ( $\sum_{n} \ldots=\int d n \ldots$ ). Then, we obtain

$$
\begin{gather*}
N=2 \beta, \quad E=-4 \sinh \beta \cos k,  \tag{31}\\
S=4 \sinh \beta \sin k .
\end{gather*}
$$

Therefore, three of the four parameters $\beta, V, \omega$, and $k$ are determined by fixed integrals of motion, while the fourth parameter (the quasi-wave number $k$ ) remains free. We see that the width of a soliton $\lambda=1 / \beta$ is determined only by the value of $N$, while its energy and velocity are periodic functions of $k$ (as should be in a homogeneous periodic structure).

Of course, one should bear in mind that we discussed the properties of the exact soliton solution of the approximate equation obtained by simplifying the initial NSE (16) for the lattice, which is valid itself if the inequality $m^{2}|Q| \gg 1$ is satisfied. The perturbations caused by this approximation will distort and possibly destroy the soliton solution with time. However, the presence of a large parameter $m^{2}|Q| \gg 1$ for high-frequency bands ensures the smallness of these perturba-

[^31]tions, and such solitons can exist, at least, as long-lived localized excitations of the superlattice.

## 4. LOCAL DEFECTS IN SUPERLATTICES

We studied the spectrum of natural vibrations of superlattices, which is characterized by a series of narrowing allowed frequency bands and has (in the general case) forbidden bands (gaps in a continuum spectrum). Consider now the possibility of the appearance of vibrational states in forbidden bands. Such vibrations correspond to solutions of the type $u_{n} \propto \exp (\mp \kappa n d)$ ( $k=i \kappa$ ) or $u_{n} \propto(-1)^{n} \exp (\mp \kappa n d)(k=i \kappa+\pi)$ exponentially decreasing (increasing) with the number $n$. It is obvious that such states can have a physical meaning only on the coordinate semiaxis under the condition that a solution that vanishes at infinity is chosen, which reflects some boundary conditions at the coordinate origin.

For the solution of the first type ( $k=i \kappa$ ), the frequency dependence of the parameter $\kappa$ can be found from the relation

$$
\begin{equation*}
\cosh \kappa d=\cos z-Q z \sin z>1 \tag{32}
\end{equation*}
$$

while, for the solution of second type ( $k=i \kappa+\pi$ ), it can be found from the relation

$$
\begin{equation*}
-\cosh \kappa d=\cos z-Q z \sin z<-1 \tag{32a}
\end{equation*}
$$

The solutions of the first type correspond to frequencies in the intervals $(2 p-1) \pi<z<2 p \pi$, and those of the second type, in the intervals $2 p \pi<z<(2 p+1) \pi$ (see Fig. 3).

It is obvious that such situations appear on the semiaxis due to a local distortion of a strict periodicity in the system, i.e., due to the presence of defects in the periodic ordering. The simplest defect is the difference of physical conditions at one of the boundaries of elastic blocks from those at other boundaries.

Let us assume that the boundary condition (5) at one of the joints is characterized by the parameter $\mathrm{Q}^{*}$, which differs from $Q: Q^{*}=Q+\xi Q$. We assume also that, at the boundary of joints with the number $n=0$, condition (5) has the form

$$
\begin{equation*}
\left[u_{n=0}\right]_{-}^{+}=\left(\frac{\partial u}{\partial x}\right) Q^{*}\left(\frac{\rho_{1}}{\rho_{2}}\right) . \tag{33}
\end{equation*}
$$

We are interested in the solution that is antisymmetric with respect to the choice of the sign of $n$ and will represent the displacements $u_{n}$ for positive $n$ in the form

$$
\begin{equation*}
u_{n}(x, t)=w(x-n d) \exp \{-\kappa n d-i \omega t\}, \quad n \geq 0, \tag{34}
\end{equation*}
$$

Then, the elastic stresses are

$$
\sigma_{n}(x, t)=\mu_{1} w_{x}^{\prime}(x-n d) \exp \{-\kappa n d-i \omega t\} .
$$



Fig. 3. Graphical determination of the roots of Eq. (38): roots $z_{0}, z_{2}, \ldots$ and $z_{1}, z_{3}, \ldots$ correspond to two types of vibrations (solution of the type $u_{n} \propto \exp (\mp \kappa n d)(k=i \kappa)$ and $u_{n} \propto(-1)^{n} \exp (\mp \kappa n d)(k=i \kappa+\pi)$, respectively). The frequencies of local vibrations corresponding to different signs of $\xi$ are located in the alternating intervals between $z$ $=2 p \pi$ and $z=(2 p+1) \pi(p=0,1,2, \ldots)$.

The function $w(x)$ can be conveniently written in the form

$$
\begin{equation*}
w(x)=a_{0} \cos (q x-\theta), \tag{35}
\end{equation*}
$$

where $q=\omega / c$ and $\theta=$ const is a constant phase.
The boundary conditions at $n=0$ yield the relation

$$
\begin{equation*}
e^{-\kappa d}=\cos z-Q^{*} z \sin z, \quad z=q d . \tag{36}
\end{equation*}
$$

By combining (36) with (32) and (32a), we obtain the equation

$$
\begin{equation*}
\sinh \kappa d=\xi Q z \sin z, \quad \xi=\frac{Q^{*}-Q}{Q} \tag{37}
\end{equation*}
$$

Equation (37), together with (32) and (32a), determines the frequencies of vibrations localized at such a defect. The local frequencies are determined by points of intersection of the plots of the right-hand sides of (32) and (32a) with the plot of the function $f(z)=\sqrt{1+\sinh ^{2} z}=$ $\left[1+(\xi Q z)^{2} \sin ^{2} z\right]^{1 / 2}$ determined by condition (37). Because $\kappa>0$, the solutions are the frequencies (the values of $z$ ) determined from the equation ${ }^{4}$

$$
\begin{gather*}
\cos z-Q z \sin z \\
=\operatorname{sgn}\{\xi Q z \sin z\} \sqrt{1+(\xi Q z)^{2} \sin ^{2} z} . \tag{38}
\end{gather*}
$$

Figure 3 presents the method of graphical solution of Eq. (38). The curves corresponding to the left-hand and right-hand sides of formula (38) are shown, and
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Fig. 4. Distribution of stresses near a superlattice defect localized at one joint $(\mathrm{n}=0)$. Figures 4 a and 4 b show two types of localized states corresponding to the roots $z_{0}, z_{2}, \ldots$ and $z_{1}, z_{3}, \ldots$ in Fig. 3.
their points of intersection, which give the required frequencies, are indicated.

Note that the points of intersection exist for any sign of the parameter $\xi$. The frequencies of local vibrations corresponding to the opposite signs of $\xi$ are located within the alternating intervals between $z=2 p \pi$ and $z=$ $(2 p+1) \pi(p=0,1,2, \ldots)$. The local vibrations for which $(2 p-1) \pi<z<2 p \pi$ (points $z_{1}$ and $z_{3}$ in Fig. 3) are described by the function that monotonically decreases with increasing number of the elementary cell, whereas the vibrations with frequencies $2 p \pi<z<(2 p+1) \pi$ (points $z_{0}$ and $z_{2}$ in Fig. 3) are described by the function that is proportional to $(-1)^{n} \exp (-\kappa n d)$.

The displacement plots in both cases are presented in paper [4]. Figure 4 shows the calculated distributions of the corresponding stresses near a defect.

Thus, we studied a local vibration near a defect in the form of an antisymmetric solution to the main equation. A local vibration with an even eigenfunction for any sign of $\xi$ cannot appear at a defect localized at one
boundary. Let us assume that this is a joint with $n=0$; in this case, $\sigma_{0}=0$ in the joint when the solution of $[u]_{-}^{+}=0$ is even with respect to the choice of the sign. Therefore, excitation in the form of a standing wave with an even dependence on the coordinate $x$ is insensitive to the value of the parameter $Q$ at the joint $n=0$ and does not differ from the vibration of a free boundary of the superlattice passing through this joint. The free boundary of the superlattice corresponds to the cut over the joint $\mathrm{n}=0$, which is equivalent to the condition $\sigma_{0}=$ 0 , which is obtained in our model for $\xi=\infty\left(Q^{*}=\infty\right)$. In this case, only uniform vibrations $(\mathrm{k}=0)$ are possible with frequencies $\omega=(c / d) \pi m, m=0,1,2, \ldots$. Therefore, a localized wave cannot exist near a free end of the superlattice. This means that even vibrations cannot occur if a defect is localized at one joint. Such localized excitations appear when the parameter $Q$ is changed (perturbed) at least at two adjacent joints.

Consider now just this situation. Let us assume that the same conditions (33) take place at both boundaries of a cell between $n=0$ and $n=1$. Then, bearing in mind the solution that is symmetric with respect to a "defect" cell, we write the displacements $u(x, t)$ for positive $n$ in the form

$$
\begin{gather*}
u(x, t)=w_{0}(x) e^{i \omega t} \\
0<x<d  \tag{39}\\
u(x, t)=w(x-n d) e^{-i \omega t} e^{\kappa n d} \\
n d<x<(n+1) d
\end{gather*}
$$

It is reasonable to write the function $w_{0}(x)$ in the form

$$
\begin{equation*}
w_{0}(x)=a \cos q\left(x-\frac{d}{2}\right) \tag{40}
\end{equation*}
$$

while the function $w(x)$ can be written in the form (35). Then, the boundary conditions for $n=1$ and the condition of the continuity of stresses at joints for $n>1$ give the relation

$$
\begin{equation*}
\frac{1}{2}\left[e^{-\kappa d}-1\right]=\cos z-Q^{*} z \sin z, \quad z=q d \tag{41}
\end{equation*}
$$

By combining again (41) with (32) and (32a), we obtain the expression

$$
\begin{equation*}
e^{\kappa d}=2 \xi Q z \sin z-1 \tag{42}
\end{equation*}
$$

For solutions corresponding to $k=\pi+i \kappa$, when the signs of displacements in adjacent cells are opposite, relation (42) is replaced by

$$
\begin{equation*}
e^{\kappa d}=2 \xi Q z \sin z+1 \tag{43}
\end{equation*}
$$

By using expression (42) or (43), we can readily obtain the expression for $\cosh \kappa d$, which allows us to write
transcendental equations for determining local frequencies in these cases:

$$
\begin{gather*}
\cos z-Q z \sin z \\
=\frac{1}{2}\left\{(2 \xi Q z \sin z \mp 1)+\frac{1}{(2 \xi Q z \sin z \mp 1)}\right\}, \tag{44}
\end{gather*}
$$

where the minus sign corresponds to in-phase vibrations of the boundary points and the plus sign corresponds to antiphase vibrations of the boundary points. In the case of two adjacent defect boundaries, the localization of vibrations in the forbidden band can occur at any sign of the perturbation $\xi$.

The conditions for the appearance of local frequencies in the case of antisymmetric displacement functions can be analyzed in a similar way. Figure 5 shows the plots of displacements localized near a defect cell.

Finally, let us discuss briefly the possibility of the appearance of local frequencies near a more complicated distortion of the superlattice regularity, when three joints form a defect (for example, $n=0$ and $n=$ $\pm 1$ ). We assume that the previous boundary conditions are valid for each of the defect joints.

Consider a symmetric vibration near such a defect. It is obvious that, in the case of a symmetric solution, the displacements are described by a function that is continuous at the joint $n=0$, which automatically means that stresses at this joint are zero. Therefore, the defect joint with $n=0$ does not affect the properties of the vibration under study. The frequencies of local vibrations are determined by the equation

$$
\begin{equation*}
\cos z-Q z \sin z=\frac{1}{2}\left\{2 \xi Q z \sin z+\frac{1}{2 \xi Q z \sin z}\right\} . \tag{45}
\end{equation*}
$$

One can see that equations for the frequencies of local vibrations near such a defect have a simpler form than in the case of two defect joints. It is important to note that, in the case of such a defect, not only the value but also the sign of perturbation is substantial: for $\xi Q>0$, no local vibrations can appear. The latter is evident from the graphical solution of Eq. (45).

Note that, in all cases considered when a local vibration appeared and a defect was localized at more than one joint in the superlattice, two discrete levels appeared simultaneously in the gap, which, however, depended differently on the defect parameter $\xi$.

## 5. BLOCH OSCILLATIONS OF A WAVE PACKET IN A HOMOGENEOUS EXTERNAL FIELD

We mentioned above that the propagation of optical light pulses in a system of parallel waveguides can be described by a discrete Schrödinger equation of type (14) in the case of linear packets or of type (16) in the case of solitons. Based on these equations, the theory of motion of wave packets in one-dimensional systems with weakly varying parameters is developed. In partic-


Fig. 5. Plots of solutions for the function $u_{n}(x)$ describing the coordinate dependence of displacements localized near a defect cell under the following conditions: (a) $u_{0}(0)=$ $u_{1}(d)$ and (b) $u_{0}(0)=-u_{1}(d)$.
ular, one can study Bloch oscillations of a wave packet as a quantum particle in a homogeneous external field. Bloch oscillations of an optical pulse were described and observed experimentally in papers [17, 18]. Therefore, it is worthwhile to discuss Bloch oscillations of a wave packet in superlattices.

Let us assume that the physical characteristics of the elements of a superlattice weakly depend on the number $n$. For example, the velocity of a wave changes as $c=c_{0}+\Delta c=c_{0}\left\{1+\delta c / c_{0}\right\}$, where $\Delta c$ is a small change in the wave velocity upon passing from one lattice element to another. In experiments [17, 18], such an inhomogeneity was produced by the temperature gradient determining the refractive index of a dielectric. Then, the parameter $m \omega_{0}$ in expression (8) and Eq. (15) should be replaced by $m \omega_{0}+\eta n d$, where $\eta$ is a small frequency gradient. As a result, in the case of $m=2 p$ (the case of $m=2 p+1$ is analyzed similarly), we obtain the Schrödinger equation in a homogeneous field

$$
\begin{gather*}
i \frac{\partial \psi_{n}}{\partial t}=m \omega_{0} \psi_{n}+\eta n d \psi_{n} \\
+\frac{\Omega}{2 m}\left(2 \psi_{n}-\psi_{n+1}-\psi_{n-1}\right) \tag{46}
\end{gather*}
$$



Fig. 6. Evolution of the wave packet undergoing Bloch oscillations in the case of a very initial $(t=0)$ packet in the $x$ space.
and expression (8) transforms to the Hamiltonian of a particle under study, which depends on $n$ and $k$.

Let us introduce the operator of the lattice-point number, which has the form $n=(i / d) \partial / \partial k$ in the oneband model. ${ }^{5}$ Then, Eq. (46) in the $k$ representation will take the following form, which is consistent with the above-mentioned Hamiltonian:

$$
\begin{equation*}
i \frac{\partial \psi(q)}{\partial t}=m \omega_{0} \psi(q)+i \eta \frac{\partial \psi(q)}{\partial q}+\frac{2 \Omega}{m} \psi(q) \sin ^{2} \frac{q}{2}, \tag{47}
\end{equation*}
$$

where $q=k d$. A particle obeying Eqs. (46) or (47) experiences the so-called dynamic localization [19], which is manifested in peculiar oscillations with frequency that can be found as follows. The time and wave number in Eq. (47) for stationary states appear in a combination $q+\eta$ t. Because the stationary eigenfunction in our case is a periodic function of $q$ with the period $2 \pi$, it has an equidistant frequency spectrum with the characteristic frequency

$$
\begin{equation*}
\omega_{B}=\eta=m \Delta \omega_{0}=m \omega_{0} \frac{\Delta c}{c}=m \frac{\pi c}{d} \frac{\Delta c}{c} . \tag{48}
\end{equation*}
$$

This is the frequency of Bloch oscillations of a wave packet in superlattices.

The evolution of a wave packet undergoing Bloch oscillations is analyzed, for example, in reviews [21, 22]. The character of Bloch oscillations depends substantially on the wave packet width. A packet with a

[^33]very narrow Fourier $k$ spectrum (with well defined $k$ ) behaves as a particle with the Hamiltonian coinciding with (8). An external homogeneous field acting on the particle causes the dependence of the wave vector (quasi-momentum) of the particle on time
\[

$$
\begin{equation*}
\frac{d k}{d t}=\eta \tag{49}
\end{equation*}
$$

\]

According to formula (49), the motion of the packet center of gravity in a constant field is described by the expression

$$
\begin{equation*}
k=k_{0}+\eta t \tag{50}
\end{equation*}
$$

By substituting (50) into the expression for the particle velocity, which follows from the dispersion law (8), we obtain the periodic time dependence of the particle velocity

$$
\begin{equation*}
v=\frac{\partial \omega}{\partial k}=\sin k d=\sin \left(k_{0}+\eta t\right) d \tag{51}
\end{equation*}
$$

Expression (51) determines Bloch oscillations: the packet center of gravity oscillates with the frequency $\omega_{B}$ and the amplitude $A=\Omega d /(m \eta)$.

If the initial packet $(t=0)$ is very narrow in the $x$ space (for example, it is localized at one lattice point with $n=0$ ), its dynamics will be different. First, the excitation propagates to both sides of the packet center $n=0$; however, after removal by a distance $A$, the excitation stops and then returns back, forming the initial pulse at the moment $t=2 \pi / \omega_{B}$, i.e., after the period of Bloch oscillations (see Fig. 6).

It seems that the estimate of the Bloch frequency $\omega_{B} \sim m(c / d)(\Delta c / c)$ and the amplitude $A \sim d\left(m^{2} Q \Delta c / c\right)^{-1}$ allows their observation in acoustic superlattices.
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Translated by M. Sapozhnikov


[^0]:    ${ }^{1}$ Monograph [1] provides a detailed account of various summation methods from a mathematical point of view. A survey of certain methods that have been successfully used in theoretical physics can be found in [4]. The summation methods used for calculating the Gell-Mann-Low function are discussed below in Section 4.

[^1]:    ${ }^{2}$ Naturally, this interval may increase either when one adds higher orders of PT or corrections to the Lipatov asymptotics or when one applies more efficient methods for summing divergent series. Here, it is useful to compare the results obtained for the Gell-Mann-Low function in the case of the $\varphi_{(4)}^{4}$ theory in $[8,9]$ and in the subsequent studies [10, 11].

[^2]:    ${ }^{3}$ Note that $\tilde{\beta}_{n}=\tilde{\tilde{\beta}}_{n}$ if $b=0$ or -1 . In particular, examples (20), (24), and (35) considered below refer to this case.
    ${ }^{4}$ Sometimes, this asymptotics has the form $\tilde{\beta}_{n} \propto(n v)!$ with $v \neq 1$. For example, for a quantum oscillator with anharmonicity of the type $g r^{2 N}, v=N-1$; for QED, $v=1 / 2$; etc. A generalization of the formulas for this case is straightforward.

[^3]:    ${ }^{5}$ The potential $U(\varphi) \propto g \varphi^{4} \longrightarrow-\infty$ for $\varphi \longrightarrow \infty$ and $g<0$; therefore, such a theory is unstable: it lacks the ground (vacuum) state.

[^4]:    ${ }^{6}$ Here, $\mu_{i}$ and $\lambda_{j}$ are constants; all $\mu_{i}>0$, while $\lambda_{j}$ may be of either sign.

[^5]:    ${ }^{7}$ In this case, a modified PT was used in which the exponent $\alpha=$ $1 / 3$ was chosen in the original approximation.
    ${ }^{8}$ We everywhere use the definition of asymptotic coefficients given in (4) for the function $\beta$.

[^6]:    ${ }^{9}$ In [32], diagonal Padé approximants were used up to $L=17$, i.e., up to $2 L+1=35$ PT terms. The dots in Fig. 1 represent the results of calculation by formula (31) for $x=100$ (formula (30) yields analogous results; however, the dispersion of $\alpha_{L}$ is somewhat greater).

[^7]:    ${ }^{12}$ To put it more precisely, it is assumed that there exists an analytic function such that $\beta(n)=\beta_{n}$. Note that the analyticity in $n$ of the coefficients of the Gell-Mann-Low function has not been rigorously proved. Moreover, these coefficients are defined at integer points $n=2,3, \ldots$, analytic continuation from which is ambiguous.

[^8]:    ${ }^{13}$ We are grateful to V.D. Mur for discussing this question. One could also apply a more universal regularization method of Zel'dovich [33, 53]; however, this method requires much larger computing time as compared with formula (C.2).

[^9]:    ${ }^{14}$ Here, we corrected the misprints made in [60]. If $D=3$, then $F \equiv$ $\mathscr{E}$, and (C.12) and (C.13) are reduced, after certain transformations, to equations from $[46,54]$ for nodeless states with parabolic quantum numbers $n_{1}=n_{2}=0$ and $m=(D-3) / 2$.

[^10]:    ${ }^{1}$ If the coefficient function varies slowly on a scale of the order of unity and the interpolation curve possesses the same property, the amplitude of such errors is found to be exponentially small. Indeed, an exponential increase in $g$ occurs only if the correction to the coefficient function contains an oscillatory factor $(-1)^{N}=$ $e^{i \pi N}$ (see Eqs. (9) and (10) in [1]), which is a "high-frequency" factor in this case; it is well known, however, higher-order Fourier harmonics are contained in a smooth function with an exponentially small weight.
    ${ }^{2}$ The conventional uniqueness theorem refers to the analytic continuation from a set of points containing a limiting point in the regularity region.

[^11]:    ${ }^{3}$ This is true only under certain constraints.

[^12]:    ${ }^{4}$ In addition, there are no references in [1] that the optimal parametrization of the asymptotic form (47) was established in [3] or that corrections to the asymptotic form in the zero-dimensional $\varphi^{4}$ theory were obtained in [8]. The result (B.9) obtained in Appendix B on the basis of cumbersome calculations for $K=2$ contradicts the result obtained in [8] (see formulas (8) and (41)) by using two different (and almost trivial) methods.

[^13]:    Note: EA is the electron affinity energy of a molecule, $U$ is the potential well depth, $r^{-}$is the well radius, $r_{\text {tp }}$ is the classical turning point, $l$ is the electron orbital angular momentum, $E_{\text {exp }}$ and $E_{\text {calc }}$ are the experimental and calculated electron energies corresponding to the resonance state, $\tau_{\text {calc }}$ is the electron delay time due to resonance in the region of a molecule, $\tau_{\text {calc }}^{0}$ is the doubled mean free time for the region in the potential barrier, and $\mathrm{AQ}=\mathrm{C}_{14} \mathrm{O}_{2} \mathrm{H}_{8}$. Experimental data were obtained in our laboratory (Institute of Molecular and Crystal Physics, Ufa Scientific Center, Russian Academy of Sciences) except for compounds 1-3 [21], 4 [9], and 15 [13].

[^14]:    ${ }^{I}$ This article was submitted by the authors in English.

[^15]:    ${ }^{1}$ In the case of type I synchronism, the signal and idler photons are polarized identically; in the case of type II synchronism, their polarizations are orthogonal.

[^16]:    ${ }^{2}$ In such an experiment, the visibility must be $100 \%$ according to the theory.

[^17]:    ${ }^{3}$ Intensity modulation did not exceed $15 \%$.

[^18]:    ${ }^{\text {I }}$ This article was submitted by the authors in English.

[^19]:    ${ }^{1}$ Bearing in mind the formation of a transparency window precisely in the regime of a parametric wave interaction, we use the universally accepted abbreviation EIT (electromagnetically induced transparency) for this effect.

[^20]:    ${ }^{2}$ The regions on the dispersion curves where the group velocity formally becomes infinite should not cause any misunderstanding, because the signal-wave absorption is large for these regions ( $\left.\operatorname{Re} k_{1} \sim \operatorname{Im} k_{1}\right)$ and there is no proper determination of the group velocity [13].
    ${ }^{3}$ For the curve in Fig. 4, the term "absorption line" is not completely correct, because the behavior of this curve depends not only on $\omega_{1}$ but also on $\operatorname{Re} k_{1}$, which, in turn, depends on frequency. In particular, this is the reason why regions of ambiguity in $\omega_{1}$ exist for this curve.

[^21]:    ${ }^{4}$ Within the EIT window, the group velocity changes from zero to the value given in the table.

[^22]:    ${ }^{\mathrm{I}}$ This article was submitted by the authors in English.

[^23]:    ${ }^{\text {IT }}$ This article was submitted by the authors in English.

[^24]:    ${ }^{I}$ This article was submitted by the authors in English.

[^25]:    ${ }^{I}$ This article was submitted by the authors in English.

[^26]:    ${ }^{\bar{a}}$ The mode assignment refers to the irreducible representations of the icosahedral $\mathrm{C}_{60}$ molecule [40] and follows that in [14]; it is given here only for the initial phase of the $2 \mathrm{D}(\mathrm{T})$ polymer and the "dimeric" $\mathrm{C}_{60}$ phase.
    ${ }^{b}$ Data taken from [30].
    ${ }^{c}$ Frequency value at $P=6 \mathrm{GPa}$.

[^27]:    ${ }^{1}$ More exactly, we consider rhombic anisotropy; namely, it is assumed that weak uniaxial anisotropy exists in the easy plane.
    ${ }^{2}$ See [31], where the quantum dynamics of $\mathrm{Ho}^{3+}$ ions in $\mathrm{Li}(\mathrm{Y}, \mathrm{Ho}) \mathrm{F}_{4}$ crystals was studied.
    ${ }^{3}$ See [32] on this matter.

[^28]:    ${ }^{4}$ Currently, a substantial number of nanoclusters with such anisotropy have been synthesized and studied [33]; also see [34], where Langmuir-Blodgett films with $\mathrm{Mn}_{12}$ magnetic molecules were prepared.

[^29]:    ${ }^{1}$ As shown in [4], the spectrum of this system consists of narrow bands, and the frequency dependence of $\varepsilon_{\alpha}$ can be neglected within each of these bands. Therefore, the dielectric constant corresponding to the relevant frequency can be assigned to each of the allowed bands.

[^30]:    ${ }^{2}$ The narrowing of bands with increasing frequency was mentioned earlier, in particular, in [3]. However, the statement [10] that the bandwidths do not change on average with increasing frequency contradicts the above affirmation.

[^31]:    ${ }^{3}$ The operator of quasi-momentum is expressed in terms of the operator of translation by one period $\hat{T}$ of a one-dimensional chain as $\hat{q}=-i \ln \hat{T}$; therefore, the total quasi-momentum Q can be represented as the sum

    $$
    Q=\sum_{n} \psi_{n}^{*} \hat{q} \psi_{n}=i \sum_{n} \sum_{m=1}^{\infty} \frac{(-1)^{m}}{m}\left(\psi_{n}^{*} \psi_{n+m}-\psi_{n} \psi_{n+m}^{*}\right)
    $$

    This quantity is not an integral of motion in the anharmonic chain described by Eq. (21).

[^32]:    ${ }^{4}$ Equation (37) for local frequencies is a limiting case of a more general relation obtained in [10].

[^33]:    ${ }^{5}$ The question about the role of interband transitions in the theory of Bloch oscillations was discussed in the literature [20]. In our "strong coupling" model, only one particle is considered. The appearance of interband interactions in a similar model of a nonlinear optical superlattice is considered in the analysis of the stability of gap self-localized vibrations (solitons) [12].

