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Abstract—Stable liquid-crystalline states with various ε' and ρ values were obtained in planar-oriented 5TsB
liquid crystals by exposure to constant and alternating electric fields. The initial portion of the low-frequency
dispersion of ε' and ε" obeys the Debye equation for both strictly planar and nonplanar (“oblique”) orientation
of molecules. © 2000 MAIK “Nauka/Interperiodica”.
It was demonstrated [1–4] that measurements of the
frequency dependence (dispersion) of ε' and ε'' of weak
electrolytes (liquid crystals [1–3], glycerol [4], immer-
sion oil [5]) in a low-frequency range (f < 10 Hz) offer
an effective means for investigating the parameters and
structure of electric double layers. In most cases, the
initial portion of the low-frequency dispersion of ε' and
ε'' can be approximated by the Debye equation in the
Cole–Cole modification.

Previously [1], we showed for the first time that the
initial portion of the low-frequency dispersion of ε' and
ε'' in a liquid-crystalline ZhK 1282 mixture with planar
orientation obeys the Debye equation. Our subsequent
investigations confirmed that this dispersion law is
observed only in nematic liquid crystals with planar
orientation. However, it was still unclear whether the
low-frequency dispersion of ε' and ε'' obeying the
Debye equation will be observed in samples with an
orientation deviating from strictly planar.

The purpose of this work was to find a means of
controlling the orientation of molecules relative to the
electrode surface and to study the effect of orientation
on the parameters characterizing the initial portion of
the low-frequency dispersion of ε' and ε''. The measure-
ments were performed on 5TsB samples using an
experimental setup and procedures similar to those
described in [1, 2].

Our previous experiments [4, 6] showed that pro-
longed (above 1 h) exposure of the immersion oil [6] or
glycerol [4, 6] to a constant or alternating electric field
transforms the samples into a new stable state with a
higher or lower conductivity. It was suggested that the
transition is related to the adsorption and/or desorption
of ions in the near-electrode region. In liquid crystals,
the ion adsorption or desorption may affect both the
conductivity and the orientation of molecules.
1063-7850/00/2610- $20.00 © 0849
Table 1 gives the designation of and describes the
conditions for the obtaining of states with different con-
ductivities and molecular orientations. Note that the
states of the system (except for state 0) are not strictly
“fixed”, each state does not reflect a specific internal
structure of a sample. The parameters of state are char-
acterized by the type and duration of the external
action.

Table 2 lists the values of ε', the specific resistance
ρ, and the parameters characterizing the initial portion
of the dispersion of ε' and ε''. The measurements of ε'
and ρ were performed at a sufficiently high frequency

Table 1.  Conditions for the obtaining of states with various
ρ and ε' values in 5TsB samples

State Voltage type U, V T, K Exposure time, h

0 0 295 4

1 ac (100 Hz) 2.5 330 2

2 dc 14 295 3

3 dc 14 330 1

Table 2.  The values of ρ, ε', and the parameters characterizing
the initial portion of the low-frequency dispersion of ε' and ε"
for 5TsB samples in various states (d = 40 µm; T = 295 K)

State ε∞
ρ × 10–7, 

Ω m τ, s εs W, µm

0 7.2 1.71

1 5.2 1.36 0.26 2270 0.21

2 6.6 1.93 0.36 2210 0.28

3 10 2.90 0.54 2220 0.42
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(f > 100 Hz) where the low-frequency dispersion was
not manifested. The thickness W of a near-electrode
layer featuring relaxation processes described by the
Debye equation was determined by the equation [1–6]

(1)

where d is the sample thickness and ε∞ and εs are the
dielectric permittivities for f = ∞ and 0, respectively
(ε∞ = ε' in the frequency interval free of dispersion).

As seen from Table 2, the transition from state 0 to
1 is accompanied by a decrease in both ε' and ρ. Note
that in the latter state ε' = ε⊥ , while all the subsequent
transitions induced by the alternating field lead to an
increase in both ε' and ρ.

The time variation of ρ (curve 1) and ε' (curve 2)
during and upon exposure of the samples to the external
field (the switch-off time indicated by the vertical
arrow) is depicted in the figure. As seen from these
data, the application of the field leads to a more than
tenfold increase in the ρ value (at maximum). When the
field is switched off, ρ drops to a certain stationary level
(about 2.3 times that in state 1). The irreversibility is
more pronounced for the ε' value.

The increase in ρ and ε' values in states 2 and 3 can
be explained by the adsorption of ions on the electrode
surface. As seen from the kinetic data (figure), the
amount of ions adsorbed during the field application is
greater than that retained upon relaxation into state 3. A
large reversible component in the kinetic of ρ confirms
the hypothesis that changes in the ρ and ε' values under
the action of various external factors are actually
related to the adsorption and desorption of ions.

As seen from the obtained data, the initial portion of
the low-frequency dispersion of ε' and ε'' in all states of
the sample obeys the Debye equation

(2)

where ε* is the complex permittivity, ω = 2πf is the cir-
cular frequency, and τ is the dielectric relaxation time.
This result leads to a very important conclusion that the
low-frequency dispersion of ε' and ε'' described by the

W 2d
ε∞

εs

-----,=

ε* ε∞
εs ε∞–
1 iωτ+
------------------,+=
TE
Debye equation is observed for both strictly planar and
nonplanar (“oblique”) orientation of molecules.

The data in Table 2 indicate that τ is proportional to
ρ and that the W value increases with ρ. It is important
to note that W increases at the expense of ε∞ character-
izing the dielectric permittivity averaged over the sam-
ple thickness. Actually, Eq. (1) must contain the value
of permittivity in the near-surface region. In a strongly
inhomogeneous structure (especially in state 3), the
value of permittivity near the electrode may signifi-
cantly differ from ε∞ .
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The kinetics of ρ (curve 1) and ε' (curve 2) for the transition
from state 1 to 2 in a 40-µm-thick 5TsB sample at T =
295 K.
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Abstract—A new approach to layer-by-layer film deposition is developed based on the data of molecular
dynamics modeling. The proposed deposition method makes use of a nonlinear pulse interaction with a free
material (source) surface. It is shown that, provided the pulse amplitude is sufficiently large, an atomic plane is
detached from the surface. Impinging on a target (substrate), the detached plane forms a monolayer coating.
Combining various source materials, it is possible to obtain multilayer films with complicated compositions and
structures. © 2000 MAIK “Nauka/Interperiodica”.
Investigation of the behavior of various materials
under the action of high-energy pulses showed that
nonlinear waves, including solitary compression pulses
(SCPs) [1–6], may form in crystals. The SCP properties
are much like those of solitons: SCPs represent nonlin-
ear plane waves with a wavelength on the order of a few
1063-7850/00/2610- $20.00 © 0851
lattice constants. In a defect-free crystal, these waves
propagate without energy dissipation and retain both
shape and amplitude. It was demonstrated that interac-
tion of an SCP with a free crystallite surface leads to
stretching of the near-surface region, after which either
the SCP is reflected from this surface back to the bulk
I II

(‡)

(b)

(c)

Fig. 1. Schematic diagrams illustrating the model system: (a) initial state; (b) detachment of a monolayer fragment from the rear
surface of crystallite I; (c) monolayer deposit on crystallite II.
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Fig. 2. Schematic diagrams illustrating (a) sequential detachment of three monolayer fragments from the rear surface of crystallite I and
(b) the final structure of a deposit formed on crystallite II upon collisions with the three fragments.
or the near-surface layers detach to move away at
a velocity reaching up to several km/s. Because of a
small wavelength corresponding to SCPs, the detached
fragment may have a thickness from one to a few
atomic monolayers (interplanar spacings).

The purpose of this work was to theoretically study
the possibility of using the previously described effect
of nanoscopic layer detachment for the development of
a new approach to the deposition of complex thin-layer
coatings.

The calculations were performed using a molecular
dynamics formalism described previously [7, 8], based
on the atomic interaction potentials determined within
the framework of the embedded atom method [9, 10].
The model comprised two copper crystallites (I and II)
having the same total cross section but different crystal-
lographic orientations (Fig. 1a), each crystallite con-
taining more than 3000 atoms. The SCPs with an
amplitude of 2600 m/s were generated in crystallite I by
the scheme proposed in [7]. The amplitude was
selected so as to satisfy the condition of SCP-induced
fragment detachment from the rear surface of crystal-
lite I (Fig. 1b).

The results of our calculations showed that a colli-
sion between the detached fragment and the free sur-
face of crystallite II results in the SCP generation. Upon
termination of the corresponding relaxation processes,
the region of crystallite II in contact with the impinging
fragment almost completely restores the initial crystal
structure with the deposited layer built into the target
crystallite (Fig. 1c).

The process character significantly changes when a
packet of three or more SCPs is generated in the source
(crystallite I) so that the time period between collisions
of the detached fragments with the target are shorter
TE
than the characteristic time of the relaxation processes
in crystallite II. Figure 2a shows the modeled system
with three fragments detached from crystallite I
sequentially striking crystallite II. As seen from Fig. 2b,
a structure formed in the near-surface region of the tar-
get differs significantly from the initial structure of
crystallite II and contains a large number of vacancy
complexes and other structural defects. The structure of
the layer deposited was found to depend on the time
interval between the target collisions with impinging
fragments.

Based on the results of our model calculations, it is
concluded that the effect of nanoscopic layer detach-
ment induced by the interaction of nonlinear pulses
with the free material surface may serve a base for the
new method of multilayer film deposition. It should be
noted that technological parameters of the process,
such as the pulse amplitude, interval between pulses,
angle of incidence, etc., may be evaluated using the
molecular dynamics modeling techniques. The
proposed method opens the way to form multilayer
sandwich films with a preset order of the component
layers. This is achieved by using preliminarily selected
source (dopant) materials corresponding to the preset
structure.
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Abstract—A self-excited hydromagnetic dynamo effect may take place in the lake of an impact melt with a
volume on the order of a hundred cubic kilometers and a temperature of 2000–3000 K formed upon collision
of a large meteorite (or asteroid) with a planet. The high temperature results in large electric conductivity and
low viscosity of the medium. This circumstance provides explanation for the magnetic anomalies related to the
Earth astroblemes. © 2000 MAIK “Nauka/Interperiodica”.
The collision of a large meteorite (or an asteroid)
with the surface of the Earth or another planet results in
the formation of a depression (astrobleme) in the region
of collision. The depression has a diameter from a few
kilometers to several hundreds of kilometers, depend-
ing on the cosmic body size and velocity, and is partly
filled with a high-temperature impact melt comprising
a mixture of the asteroid substance and the planet’s
rock at the impact site [1–3]. The velocities of large
meteorites striking the Earth fall within the range from
the second cosmic velocity (≈1.1 × 104 m/s) up to
105 m/s (a maximum velocity relative to the Earth pos-
sible at this distance from the sun). 

For example, the Puchezh-Katunkskaya astrobleme
(Nizhniœ Novgorod region), having a diameter of about
80 km, could have been formed, according to estimates
made in [2], upon a collision of the Earth and an aster-
oid with a diameter of ~4 km and a velocity of ≈2.5 ×
104 km/s. The resulting strong shockwave led to the for-
mation of an impact melt with a volume of ≈590 km3,
of which about two-thirds remained in the impact cra-
ter. The molten lava, having a tendency to fill the dips,
formed a lake in the crater. Assuming that dips account
for about one-tenth of the crater area, the thickness H of
the molten lava layer in the Puchezh-Katunkskaya
astrobleme can be estimated at ≈0.8 km. 

According to the petrographic estimates [4], the
impact melt temperature may reach up to T = 2800–
3300 K. The lifetime of the impact melt in the liquid
state, with the melt volume amounting to hundreds of
cubic kilometers and the cooling proceeding by heat
exchange through the lava lake surface (for certainty,
this surface can be considered as covered with a layer
of boiling water and, hence, occurring at a constant
temperature), was evaluated as ten thousand years [2].
This estimate is obviously overstated. However, even
assuming that the heat is removed from the lava lake
surface by the radiative mechanism and obeys the law
1063-7850/00/2610- $20.00 © 20854
~εT4 (ε is the Stefan–Boltzmann constant), the charac-
teristic time of cooling down to a temperature of rock
melting (T∗  ≈ 1100 K) will be on the order of several
years. 

Thus, the impact crater contains for a long period of
time a large volume of high-temperature impact melt at
the bottom. The dynamic viscosity of liquids η
increases with the temperature according an exponen-
tial law [5]: 

(1)

where E0 is a constant that can be approximately deter-
mined as the melting heat divided by the Avogadro
number, k is the Boltzmann constant, and the factor η0
has the dimensionality of viscosity and a characteristic
value on the order of a typical gas viscosity at the cor-
responding temperature [5]. Taking into account that
E0 ~ 1 eV for most oxides entering into the composition
of rocks [6], we will assume in the following esti-
mates that the impact melt viscosity satisfies the rela-
tionship (1) with η0 = 10–2 Pa s and E0 = 1 eV. This
approximation yields the impact melt viscosity values
in agreement with the results of measurements of the
properties of molten silicate magmas, the viscosity of
which amounts to ~1 Pa s at T ≈ 1900–2100 K [7]. 

Low values of the impact melt viscosity at high tem-
perature gradients developed in the lava lake favor
intensive convective motions in the impact melt. Alek-
seev and Gusev [8] showed that the order of magnitude
of the velocity of convective flows in liquids can be
estimated using the relationship 

(2)

where γ is the efficiency of energy conversion from
mechanical (convective motions) to thermal, f is the
thermal energy flux density in the molten lava, and d is
a characteristic linear scale of the convective motions.

η η 0 E0/kT( ),exp=

U 0.25 γfd/2η( )1/2,∼
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According to [8], the efficiency of conversion of the
thermal energy into the mechanical work of convection
weakly depends on the special features of heat supply
to a system and can be estimated for most of the natural
processes as γ ~ 0.1. The thermal flux f can be evaluated
using the Fourier law by introducing an effective ther-
mal conductivity coefficient λ∗  taking into account the
convective heat transfer. The λ∗  value is approximately
two orders of magnitude higher than the molecular
thermal conductivity [9]: 

(3)

The rocks are known to behave as strongly compen-
sated semiconductors with an electric conductivity of
the mixed type, which implies the presence of both
donor and acceptor impurities at nearly equal concen-
trations [10]. The conductivity activation energies do
not exceed one electronvolt [10]. For comparison,
a pure aluminum oxide Al2O3 contained in large
amounts in the rocks has a bandgap width exceeding
5 eV; however, these data refer to solid rocks. On met-
ing and subsequent heating, the electric conductivity of
semiconductors increases by the exponential law [11]: 

(4)

where E∗  is the activation energy, k is the Boltzmann
constant, T is the absolute temperature, and σ∗  is a con-
stant characterizing the electric conductivity at infinite
temperatures (for various semiconductors, this factor
falls within 105–107 S/m). The activation energy
depends on the particular mechanism of conductivity
(in noncrystalline semiconductors, several competitive
conductivity mechanism may be operative) and varies
from a few tenths to several electronvolts [11]. At a suf-
ficiently high temperature (T ≈ 2000–3000 K), the con-
ductivity of semiconductors becomes comparable with
that of liquid metals. For the subsequent estimates, we
will assume that σ of the impact melt at T ≈ 2000–
3000 K obeys the relationship (4) with σ∗  = 107 S/m
and E∗  = 1 eV. 

The conditions (temperatures, electric conductivity,
viscosity, convective flow rates) established in the
impact lava lake with a characteristic linear size on the
order of kilometers allow for the realization of the self-
excited hydromagnetic dynamo effect. According to
the modern cosmological concepts [12, 13], this effect
accounts for the existence of magnetic fields of planets
and stars. As a result, the impact lava lake occurring at
the center of any large astrobleme would possess a
magnetic field of its own. A criterion for the possible
realization of the self-excited hydromagnetic dynamo
effect in a conducting medium is as follows [12, 13]: 

(5)

where Rem is the magnetic Reynolds number and µ0 is
the magnetic constant. 

f λ* ∇ T λ*∆T / 0.5H( ).∼≈

σ σ* E*/kT–( ),exp=

Rem µ0σHU 10,≥=
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Taking into account relationships (1)–(4), condi-
tion (5) can be written as 

(6)

Upon substituting λ∗  ≈ 250 W/(m K), H = 800 m, and
∆T ~ T = 2000–3000 K into this expression, we may
conclude that condition (5) holds, leaving a wide mar-
gin (several orders of magnitude) that may partly com-
pensate for a rather arbitrary selection of the transfer
coefficients and constants in the approximated relation-
ships (justified by the lack of data on the properties of
impact melt). 

A seeding magnetic field necessary for realization
of the self-excited hydromagnetic dynamo effect may
be provided by the Earth’s magnetic field. The lifetime
of the source of magnetic field in an astrobleme is
determined by the time of the lava lake cooling down to
a temperature level where the temperature- and viscos-
ity-dependent electric conductivity and the velocity of
convective motions in the lava would decrease so that
condition (5) ceases to hold. According to a rough esti-
mate obtained assuming that the impact lava represents
a spherical body irradiating heat by the Stefan–Boltz-
mann law, the characteristic time of the lava lake cooling
exceeds one year. In fact, the characteristic time of lava
cooling to a temperature at which condition (5) fails to
be valid (T ≈ 1500 K) will be greater by one–two orders
of magnitude. However, even one year is sufficient for
the intrinsic self-excited hydromagnetic dynamo oper-
ative in an impact lava lake to magnetize up to a maxi-
mum level the rocks in the vicinity of the lake, where
the rocks were demagnetized by the shockwave gener-
ated upon collision of the planet with a meteorite (aster-
oid) [14]. As a result, the rocks surrounding the impact
crater will acquire a magnetization different from that
at large distances from the collision site (the place
where the asteroid stroke the Earth surface). In other
words, the astrobleme becomes the center of a mag-
netic anomaly. 

Conclusion. Collisions of large meteorites (aster-
oids) with a planet surface lead the formation of lake of
high-temperature conducting low-viscosity impact lava
at the astrobleme bottom. This lava lake may feature the
self-excited hydromagnetic dynamo effect providing
for the appearance of an intrinsic magnetic field of the
lake. Prolonged existence of this field in the vicinity of
the astrobleme leads to magnetization of the rocks
demagnetized by a shockwave generated upon collision
of the cosmic body with the planet. This approach
allows us to explain the appearance of magnetic anom-
alies related to the known astroblemes on the Earth
surface. 

Rem 0.125µ0σ*H
γλ*∆T

2η0
----------------- 

  1/2

=

×
E0 0.5E*+

kT
---------------------------– 

 exp 10.≥
00
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Abstract—The nonlinear analysis of oscillations of a liquid droplet bearing a charge slightly below the critical
value shows that, provided a sufficiently large even-mode amplitude of the initial virtual deformation, the drop-
let exhibits a tendency to split into two equal parts. © 2000 MAIK “Nauka/Interperiodica”.
The laws of partition of a strongly charged droplet
as a result of its own charge instability development
were extensively studied by both experimental and the-
oretical methods (see, e.g., [1–3] and references
therein). As is known [1–5], the droplet partition may
proceed, depending on the viscosity, via different chan-
nels, specifically, by ejecting a large number of strongly
charged small daughter droplets (for a small viscosity)
or by splitting into two–three parts of comparable size
(for a large viscosity). The first channel was investi-
gated in sufficient detail both experimentally and theo-
retically, while our knowledge of the second channel
(leading to a droplet splitting into comparable parts) is
still unsatisfactory. For example, despite an obvious
symmetry of the problem of a viscous charged droplet
partition induced by a symmetric virtual deformation
(whereby we might expect that the daughter droplets
would possess comparable charges and dimensions),
the results of theoretical calculations performed within
the framework of a linear approach [4, 5] indicate an
asymmetric distribution of both mass and charge of the
daughter droplets.

In connection with this, the purpose of our work was
to perform a nonlinear analysis of the possible trends in
the droplet splitting into two parts. Note that a nonlin-
ear analysis of the capillary oscillations of a charged
droplet performed by analytical [6] and numerical [7]
methods showed indirect evidence for the possibility of
symmetric bipartition.

Let us consider a droplet of the ideal perfectly con-
ducting liquid with a density ρ and a surface tension γ
bearing a charge Q. Let the droplet shape deviation
from spherical at the initial time instant be described by
a small perturbation ε in the amplitude of the nth linear
capillary oscillation mode; the velocity field is assumed
to be zero. The volume of the initial droplet is repre-
sented by the volume of a perfect sphere with the radius
R. The task of calculating the shape of axisymmetric
capillary oscillations of the droplet is solved by a mul-
1063-7850/00/2610- $20.00 © 20857
tiscale method in a quadratic approximation with
respect to the amplitude of the initial perturbation of the
equilibrium spherical surface. The problem is formu-
lated in terms of dimensionless variables defined so that
R = ρ = γ = 1. The mathematical formalism is analogous
to that described previously [8].

A routine calculation procedure involving cumber-
some transformations leads to the following expres-
sions describing the droplet shape at an arbitrary time
instant t in the second-order approximation with
respect to a small perturbation with the amplitude ~ε
introduced into the main (n = 2), third (n = 3), fourth
(n = 4) or fifth (n = 5) modes:

(1)

(2)

r 1
ε2

5
---- ω2t( ) ε ω2t( )P2 µ( )cos+cos

2
–=

+
ε2

ω2
2

------ χ1 χ1 χ2+( ) ω2t( ) χ2 2ω2t( )cos+cos–( )P2 µ( )

+
18
35
------ε2 χ3 χ3 χ4+( ) ω4t( ) χ4 2ω2t( )cos+cos–( )P4 µ( );

r 1
ε2

7
---- ω3t( ) ε ω3t( )P3 µ( )cos+cos

2
–=

+
ε2

21ω2
2

------------ χ5 χ6 ω2t( )cos χ7 2ω3t( )cos–+( )P2 µ( )

+
ε2

77ω4
2

------------ χ8 χ9 ω4t( ) χ10 2ω3t( )cos+cos+( )P4 µ( )

+
5ε2

231ω6
2

--------------- χ11 χ12 ω6t( ) χ13 2ω3t( )cos+cos+( )P6 µ( );

r 1
ε2

9
---- ω4t( ) ε ω4t( )P4 µ( )cos+cos

2
–=
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(3)

(4)

where

+
25ε2

2772ω2
2

------------------ χ14 χ15 ω2t( ) χ16 2ω4t( )cos–cos+( )P2 µ( )

+ 108ε2

1001ω4
2

------------------ χ17– χ18 ω4t( ) χ19 2ω4t( )cos+cos+( )P4 µ( )

+
15ε2

198ω6
2

--------------- χ20 χ21 ω6t( ) χ22 2ω4t( )cos–cos+( )P6 µ( )

+
35ε2

2574ω8
2

------------------ χ23– χ24 ω8t( ) χ25 2ω4t( )cos+cos+( )P8 µ( );

r 1
ε2

11
------ ω7t( ) ε ω5t( )P5 µ( )cos+cos

2
–=

+
5ε2

2574ω2
2

------------------ χ26 χ27 ω2t( ) χ28 2ω5t( )cos–cos+( )P2 µ( )

+
6ε2

143ω4
2

--------------- χ29 χ30 ω4t( ) χ31 2ω5t( )cos–cos+( )P4 µ( )

+
4ε

2805ω6
2

------------------ χ32 χ33 ω6t( )cos χ34 2ω5t( )cos–+( )P6 µ( )

+
7ε2

8151ω8
2

------------------ χ35 χ36 ω8t( )cos χ37 2ω5t( )cos+ +( )P8 µ( )

+ 441ε2

46189ω10
2

----------------------- χ38 χ39 ω10t( )cos χ40 2ω5t( )cos–+( )P10 µ( ),

µ θ( ); W
Q2

4π
------; ωn

2 n n 1–( ) n 2+( ) W–[ ] ;≡≡cos≡

χ1
44 5W–

14
--------------------; χ2

23W 116–
42

--------------------------; χ3
36 5W–

ω4
2

--------------------;≡≡≡

χ4
12 W+

4 10 W–( )
-------------------------; χ5 2 44 3W–( );≡≡

χ6 4
3W2 136W 784–+( )

56 11W–( )
---------------------------------------------------;≡

χ7 w2
2 224 39W–( )

56 11W–( )
-------------------------------; χ8 12 101 4W–( );≡≡

χ9 24 251 59W– 5W2+( )ω2
2– ;≡

χ10 2 151 14W–( )ω2
2– ;≡

χ11 30 104 9W–( ); χ12 60
23W2 68W– 1120–( )

20 W–( )
------------------------------------------------------;≡≡
TE
The envelope shapes calculated by Eqs. (1)–(4) are
presented in the figure where the horizontal axis coin-
cides with the droplet symmetry axis. The envelopes a–d

χ13 5ω6
2 11W 4–( )

20 W–( )
-------------------------; χ14 26 22 W–( );≡≡

χ15
32

140 23W–( )
-------------------------------;≡

χ16 ω2
2 2194 331W–( )

140 23W–( )
-------------------------------------; χ17 0.25 1236 3W+( );≡≡

χ18 4 17W+( );≡

χ19 0.25 602 65W–( ); χ20 610 11W–( );≡≡

χ21 240
1010 37W– 3W2–( )

8 3W–( )
---------------------------------------------------;≡

χ22 ω6
2 526 3W+( )

6 8 3W–( )
----------------------------;≡

χ23 56 220 13W–( );≡

χ24 28
2620 796W 95W2–+( )

34 W–( )
---------------------------------------------------------;≡

χ25 ω8
27 32 29W–( )

34 W–( )
-------------------------------; χ26 6 524 17W–( );≡≡

χ27 20
12304– 1688W 5W2+ +( )

92 13W–( )
-----------------------------------------------------------------;≡

χ28 ω2
2 5396 713W–( )

92 13W–( )
-------------------------------------;≡

χ29 12 36 W+( ); χ30
2 738– 151W– 34W2+( )

122 17W–( )
--------------------------------------------------------------≡ ;≡

χ31 ω4
236 162 17W–( )

122 17W–( )
-------------------------------------; χ32 30 1028 21W+( );≡≡

χ33
60 6416 1876– 209W2+( )

32 5W–( )
----------------------------------------------------------------;≡

χ34 ω6
2 5716 313W–( )

32 5W–( )
-------------------------------------;≡

χ35 56 724 7W–( );≡

χ36
560 2422– 340W– 35W2+( )

W
-----------------------------------------------------------------------;≡

χ37 ω8
27 346 47W–( )

W
----------------------------------; χ38 90 396 17W–( );≡≡

χ39
180 4464– 2816W– 239W2+( )

52 W–( )
-----------------------------------------------------------------------------;≡

χ40 ω10
2 9 108 55W–( )

52 W–( )
----------------------------------.≡
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Fig. 1. Evolution of the envelope contours calculated at various time instants t for a droplet with the initial equilibrium spherical
shape (curves 1) perturbed at the initial time instant by introducing a virtual deformation representing various modes (curves  2) of
the type εPn(cosθ) with the amplitude ε = 0.3 (n = 2–5): (a) n = 2, W = 3.9; t = 0.14ε–1 (3), 0.28ε–1 (4), 0.56ε–1 (5); (b) n = 3, W = 3.8;

t = 0.065ε–1 (3), 0.26ε–1 (4), 0.585ε–1 (5); (c) n = 4, W = 3.8; t = 0.24ε–1 (3), 0.36ε–1 (4), 0.57ε–1 (5); (d) n = 5, W = 3.8; t = 0.1ε−1 (3),
0.2ε–1 (4), 0.475ε–1 (5).
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were determined at various dimensionless time instants
and the Rayleigh parameters W = Q2/4π close to the
critical level (the critical W value determined for the
onset of instability of a spherical droplet was W∗  = 4);
the initial perturbation of the equilibrium spherical
shape corresponded to various modes with n = 2–5,
respectively. It should be noted that the domain of uni-
form validity of Eqs. (1)–(4) is determined, according
to the perturbation theory concepts, by the condition
t < ε–1. In fact, the restriction with respect to time t is
even more rigid, as is clearly illustrated by data pre-
sented in the figure, where curves 4 correspond to a
boundary of the domain of validity of the uniform
expansion. This follows from a comparison of the
amplitudes of the final deviations of the droplet surface
from the initial shape (cf. curves 4 and 2) and is mani-
fested by the obvious lack of conservation of the initial
droplet volume for the envelopes depicted by curves 4.

As can be readily seen, once the initial perturbation
in the equilibrium droplet shape is determined by even
Legendre’s polynomials (see Fig. 1), the droplet enve-
lope at any time instant is determined by the even poly-
nomials as well and is symmetric relative to the origin.
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 10      20
For a sufficiently large t (close to the boundary of
the domain of solution uniformity with respect to vari-
able t), the drop exhibits a tendency to split into two
equal parts.

Should the initial perturbation be determined by the
odd Legendre’s polynomials (see Fig. 1), the droplet
shape at any time instant is asymmetric relative to the
origin (despite the fact that the mode interaction for the
second-order perturbation ε only gives rise to the even
modes). In this case, the drop exhibits a tendency to
split asymmetrically.

According to the general physical considerations, it
is obvious that taking into account the viscosity
(ignored above) would lead to the decay of all modes.
However, the decrement of higher modes being greater
compared to that of lower modes, the amplitude of an
initially perturbed high odd mode may drop to zero
faster than amplitudes of the excited lower even modes.
As a result, the subsequent oscillations of the droplet
and its possible bipartition pattern will be symmetric.

Conclusion. Symmetric bipartition of an unstable
strongly charged droplet with the formation of two
parts having comparable charges and masses must
00
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actually take place. The results of previous descriptions
of the droplet partition by analytical and numerical
methods, showing no evidence of this channel, are
apparently explained by models that are too rough. As
seen from Eqs. (1)–(4), the droplet surface oscillations
take place (irrespective of the initial perturbation sym-
metry) in the vicinity of a certain spheroidal figure
determined by time-independent terms in these equa-
tions rather than in the vicinity of a sphere.
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Abstract—A resonance in the ion conductivity as function of the bombarding-ion mass number was observed
in ion-irradiated crystalline quartz. The resonance is observed at the optimum ratio of the energy losses for the
nuclear and electron stopping of the impinging ions interacting with crystalline quartz in the range of ion mass
numbers from 35 to 45 amu. © 2000 MAIK “Nauka/Interperiodica”.
One of the most pronounced effects observed in the
interaction of ion beams with dielectric materials (in
particular, quartz) is a dramatic increase in the electric
conductivity of the target material [1, 2]. Ion bom-
bardment changes the quartz conductivity from 10−17

up to 103 Ω–1 cm–1, that is, by a factor of 1020. The prac-
tical use of this effect requires the development of spe-
cial methods for controlling the relevant properties.
The present study deals with the efficiency of ion
beams of various chemical elements inducing the con-
duction state in quartz.

Polished 0.1-mm-thick quartz plates (AT-cuts) were
irradiated with stationary and frequency-modulated
pulsed beams of the following ions with diverse prop-
erties: H+, He+, C+, O+, Al+, Si+, Ar+, Cu+, Cd+, and Pb+.
The bombarding ion energies varied from 20 to
100 keV, the irradiation dose being 1016 ion/cm2 in all
cases. The microscopic examination of the ion-bom-
barded quartz specimens showed that irradiation
caused no changes in the surface relief. An important
role of the postimplantation thermal treatment of quartz
plates is well known [2]; therefore, all the ion-irradi-
ated specimens were heated in vacuum up to a temper-
ature of 600 K in order to stabilize the effect of elevated
conductivity. Then, the specimens were cooled to room
temperature to measure their conductivity.

It is well known that quartz in the initial (unirradi-
ated) state possesses conductivity of the ionic type [3].
The bombardment of quartz specimens with various
ions resulted in qualitatively the same effect—an
increase in the conductivity by a factor ranging from
105 to 1020 depending on the mass number of the bom-
barding ions (Fig. 1). The increase in conductivity was
accompanied by lowering the electron transfer activa-
tion energy from 1.5 eV (characteristic of unirradiated
specimens) to a value on the order of 0.03 eV (for irra-
diated specimens).
1063-7850/00/2610- $20.00 © 20861
To compare the effects of bombardment with ions of
different masses and energies, we computed the vol-
ume conductivity σv of ion-modified layers using the
bombarding ion projection ranges calculated by the
TRIM program [4]. Our previous studies [2] showed
that the irradiation-induced conduction state of quartz
was determined by a considerable structural rearrange-
ment of the lattice. This rearrangement was caused
mainly by the ion bombardment process and was
almost independent of the chemical nature of implanted
ions. Thus, the mechanism of electron transfer in ion-
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Fig. 1. Volume conductivity σv of crystalline quartz speci-
mens versus the implanted ion mass number M (irradiation
dose D = 1 × 1016 ion/cm2; bombarding ion energy E =
100 keV).
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modified layers of quartz crystals can be called “univer-
sal” since it is independent of the implanted ion nature.

The conductivity of ion-implanted layers depends
on the atomic mass of an implanted chemical element.
Figure 1 shows the plot of the volume conductivity (σv)
of ion-bombarded quartz layers versus the mass num-
ber (M) of these ions, σ = f(M). It is seen that σv dramat-
ically (by more than 14 orders of magnitude) increases
with the mass number M of the implanted ions in the
range from 1 to 40 amu. A further increase of the bom-
barding ion mass from 40 up to 207 amu results in a
sharp decrease in σv of the ion-irradiated layers. The
experimental curve σ = f(M) shows that the efficiency
of the conduction state formation in ion-irradiated crys-
talline quartz is a function of the mass number M of the
bombarding ions and has a resonance with the maxi-
mum at M = 40 amu. Obviously, this dependence is
determined by features of the structural rearrangement
and the chemical changes occurring at the crystal sur-
face interacting with particles of various masses. 

To interpret the experimentally observed extremum
in the curve of  = f(M), we considered the inter-
actions between impinging ions and the crystal. The
energy of high-energy ions interacting with a solid is
dissipated mainly via two channels. A part of the ion
energy is dissipated in elastic collisions with the target
nuclei, which results in the displacements of target
atoms from regular sites in the crystal lattice. The other
part of the ion energy is dissipated in inelastic interac-
tions with the electron subsystem. Our computations
provided an evaluation of the ratio of these two types of
energy losses. The computation of the nuclear and elec-
tron stopping powers, Sn(E) and Se(E), was performed
within the framework of the Lindhard theory. The inter-
action potential V(r) was a conventional Coulomb
potential, while the screening function was also used in
the form suggested by Lindhard [5]. The nuclear (Qn)
and electron (Qe) stopping losses were computed by the
algorithm described in [6] based on the model in which

σvlog

–1

2

1

, logQn

40

–2

80 120 160 200

logQe

M, amu

Fig. 2. Energy losses for the (1) nuclear Qn , and (2) electron
Qe stopping versus the bombarding ion mass number M (ion
energy E = 100 keV; target material, silicon dioxide SiO2).
TE
the target was assumed to be homogeneous and isotro-
pic, the channeling effect was ignored, and the nuclear
and electron stopping powers were assumed to be inde-
pendent. The energy losses were computed in the one-
particle approximation.

The results of the numerical computations (Fig. 2)
show that, with an increase in the mass number of the
bombarding ions, the energy losses for the nuclear
stopping increase, whereas the energy losses caused by
the electron stopping processes decrease. In the range
of the bombarding ion mass numbers from 30 to
40 amu, the energy losses for the nuclear and electron
stopping are equal. Thus, it is mainly the process of
nuclear stopping (accompanied by atomic displace-
ments in the lattice) that is responsible for the distur-
bance of the long-range order and the surface amor-
phization. Quartz belongs to the materials with mainly
covalent bonding and is amorphized at low irradiation
doses: on the order of 1015 ion/cm2. 

The experimental conditions of our study allowed
us to assume that the irradiation-modified quartz layers
are in the amorphous state, which differs from the crys-
talline state by the fact that the formation of the “defect
structure” of amorphous layers caused by the ion irra-
diation is strongly dependent on electron excitations
capable of generating defects by a subthreshold mech-
anism that requires much lower energies [7–9]. The
electron excitations are responsible for the formation of
defects of the dangling bond type leading, in turn, to the
appearance of weakly bound bridging oxygen atoms.
The probability of desorption of these weakly bound
bridging oxygens from the surface increases due to the
bond excitation. The electron processes are mainly
responsible for the preferential removal of oxygen
atoms from the quartz surface [10–12] and the surface
enrichment with excess silicon participating in the for-
mation of a system of localized states caused by bond
“switching.”

As the impinging ion mass M grows, the fraction of
elastically scattered energy increases as well (Fig. 2,
curve 1). This, in turn, promotes the transition of the
surface layer into an amorphous state because of the
increase in the number of displaced ions. However, this
is a necessary but not sufficient condition for the forma-
tion of a system of energy states determining the elec-
tron transfer. It seems that the formation of these states
depends mainly on the electron excitation processes,
the efficiency of which decreases with an increasing ion
mass number M (Fig. 2, curve 2). It is a superposition
of these processes, with the optimum ratio being
observed at M = 40 amu, that gives rise to the resonance
in the ion-induced conductivity dependent on the bom-
barding ion mass number.
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Abstract—Time and modulation characteristics of the electrically controlled liquid crystal cells (conventional
nematic or containing a polymer-dispersed layer) with fullerene-modified orienting coatings are studied as
being dependent on the amplitude and repetition rate of applied electric pulses. A substantial decrease in the
switching time of the liquid crystal systems with fullerene-containing orienting layers is demonstrated. The
effect of data storage controlled by variable electric pulse duration is observed in fullerene-containing polymer-
dispersed liquid crystal systems. © 2000 MAIK “Nauka/Interperiodica”.
Nematic liquid crystals, offering a unique model
system enabling one to verify physical models describ-
ing the dynamics of electrooptical effects in the liquid-
crystal line mesophases, are widely used in science,
display technology, and medicine. The liquid crystals
(LCs) used in laser shutters, light modulators, and other
real-time devices must provide a fast response, high
contrast, and good modulation characteristics. All these
tasks can be solved by optimizing the applied voltage,
minimizing the LC thickness, varying the electroopti-
cal layer viscosity, and appropriately orienting LC mol-
ecules at the substrate surface by properly selecting the
orienting coatings. The latter factor influences the elec-
trooptical response kinetics in LCs [1, 2] and related
light modulators [3], which is explained by difference
in the physical conditions at the solid–LC interface.

The purpose of this work was to use the fullerene-
containing orienting coatings based on thin polyimide
films to improve the switching and modulation charac-
teristics of the nematic LC cells and polymer-dispersed
systems.

Experiments were performed using the S-type cells
with an initial planar orientation. The electrooptical
layer employed standard nematic LC systems with a
positive optical and dielectric anisotropy: NZhK 1282
(∆n = 0.164, ∆ε = 9.9), NZhK 1289 (∆n = 0.168, ∆ε =
10), and E7 BDH (∆n = 0.224, ∆ε > 0). The thickness
of the LC layers was 10 µm. The polymer-dispersed
systems used 2-cyclooctylamino-5-nitropyridine
(COANP) as a photosensitive component. The refrac-
tive index of this substance at room temperature is close
to that of the studied LC systems (ordinary wave). The
ratio of the photosensitive and electrooptical compo-
nents was 1 : 2. Nonphotosensitive 81A polyimide was
used as a plasticizer. Note that the COANP structure
was preliminarily sensitized by fullerene C70 at a con-
1063-7850/00/2610- $20.00 © 20864
centration of 5 wt % relative to pure COANP in order
to shift the COANP absorption spectrum toward the
excitation laser wavelength (633 nm). Previously [4], it
was demonstrated that the absorption spectrum of a
fullerene-containing COANP can be readily shifted
from 430 to 710–800 nm by varying the fullerene con-
centration.

The LC-orienting films with a thickness of about
0.5 µm were deposited onto transparent conducting
underlayers (indium and tin oxides) on K8 glass sub-
strates. To ensure orientation of the LC molecules, we
used 2.5–3% solutions of 81A and 81B polyimides in
tetrachloroethane with fullerene additives (C60 and C70)
at a concentration of 0.1–0.5 wt % relative to the poly-
imide dry weight. Note that tetrachloroethane is a good
solvent for both polyimides and fullerene clusters [5],
which makes it possible to obtain sufficiently uniform
thin orienting layers. The orienting agent was deposited
onto a substrate by centrifuging, dried for 8–12 h to
complete solvent evaporation, and rubbed by a flannel
fabric.

Power to the cells was supplied by rectangular elec-
tric pulses with an amplitude of A = 10–60 V, a duration
of τsup = 5–100 ms, and a repetition rate of 1/T =
0.5−35 Hz. We used a He–Ne laser (λ = 633 nm) to
measure changes in the transmittance of a cell placed
between crossed polarizers. The experimental arrange-
ment was similar to that described in [6]. We studied
the characteristic build-up time of the electrooptical
response using the first transmittance oscillation and
accurately detected a transition into the neighboring
extreme position in the S-curve corresponding to the
phase shift by π. Relaxation of the polymer-dispersed
systems to the initial state could be observed in the
same oscilloscope scale, whereas the conventional LC
cells exhibit longer characteristic times. Note that the
000 MAIK “Nauka/Interperiodica”
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pulsed voltage makes it possible to avoid a substantial
influence of the polarization effects on the time charac-
teristics that plays a negative role in the case of mea-
surements using dc supply voltage. The latter factor can
also induce dissociation of the LC molecules leading to
an uncontrolled modulation of the LC director.

Figure 1 shows the plots of the characteristic time of
the LC cell activation (ton) versus the electric pulse
amplitude measured at τsup = 30 ms and 1/T = 0.5 Hz.
The activation time is defined as a time of the electroop-
tical response build-up from 0.1 to 0.9 of the maximum
value. The deactivation time (toff) is defined as the time
of the response relaxation from its maximum value
down to the 0.1 level. All the LC cells studied exhibit a
decrease in the activation time with the pulse amplitude
increasing from 15–20 to 60 V. This behavior is in good
agreement with the inverse square dependence of the
liquid-crystal line nematic mesophase relaxation time
on the applied voltage and agrees with the activation
time values theoretically determined for the given
thickness of the electrically controlled layer and stan-
dard values of the viscosity and the coefficient of elas-
ticity [7]. 

We emphasize a substantial decrease in the activa-
tion time upon variation of the boundary conditions
related to the use of the fullerene-containing orienting
coating. The use of the fullerene-containing orienting
agent in the conventional nematic LC structures and in
the polymer-dispersed cells leads to a decrease in the
activation time by 50–100 and 20%, respectively (com-
pare curve 1 to curve 2 and curve 3 to curve 4 in Fig. 1).
The experimental results showed no clear influence of
the fullerene molecular structure (C60 or C70) on the
switching time range. 

Note that the conventional nematic LC cells exhibit
activation at the applied pulse voltage of 12–15 V,
whereas the polymer-dispersed systems start working
only at 20–25 V. In addition, the latter systems exhibit
a virtually symmetric response (e.g., the cell with a
fullerene-free orienting agent characterized by curve 3
in Fig. 1 shows the ratio of the activation and deactiva-
tion times ton/toff = 3.5/4 ms at A = 55 V and τsup =
30 ms) and a stronger dependence of the time charac-
teristics on the applied pulse duration. These features
allow us to conclude that the polymer-dispersed
fullerene-containing structures can exhibit some kind
of a memory effect. Figure 2 shows the corresponding
plot of the data storage time ts (electrooptical response
evolves during the time interval ton, remains constant
during the time interval ts , and decays during the time
interval toff) versus the supply voltage pulse duration at
A = 55 V and the repetition rate 1/T = 0.5 Hz. A slight
tendency to saturation observed at a pulse duration of
70–90 ms is also pronounced for τsup increased to
100−300 ms. We did not make measurements at longer
pulse durations to avoid dissociation of LC molecules
under quasi-continuous operation conditions.
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 10      20
A physical reason for the memory effect in a poly-
mer-dispersed cell is quite simple and can be explained
as follows [8, 9]. Effective light scattering due to a
refractive index gradient at the LC–polymer interfaces
accounts for low transmittance in the initial state. An
electric or magnetic field orients the nematic and leads
to a leveling of the refractive indices of LC and poly-
mer. The orientation is retained even after termination
of the field action due to a strong adhesion of the nem-
atic molecules to the surface of dispersed polymer
drops. The memory effect at a high supply voltage is
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Fig. 1. Plots of the activation time (ton) versus the supply
voltage pulse amplitude for (1, 2) nematic LC cells and
(3, 4) polymer-dispersed LC structures with (1, 3) fullerene-
free orienting agent and (2, 4) fullerene-containing orient-
ing coating.
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Fig. 2. A plot of the data storage time versus the electric
pulse duration for a polymer-dispersed LC cell with a
fullerene-free orienting agent (representing curve 3 in
Fig. 1).
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related to the orientation of the LC molecules along the
electric field strength vector (∆ε > 0 for LCs with posi-
tive anisotropy of the dielectric constant) and to the
increase in motility of the polymer matrix molecules
capable of changing the anisotropy of the surface forces
(determined by the balance of the elastic and adhesive
forces at the nematic–polymer interface). 

Barannik et al. [9] demonstrated that the character-
istic time of the polymer-dispersed system relaxation
after termination of the electric field action can be as
long as 15–20 min. In our experiments, the data storage
time is comparable with the electric pulse duration. The
system loses memory and relaxes to the initial state in
a few milliseconds. This is apparently related to the
influence of the fullerene admixture present in the pho-
tosensitive component, which leads to a partial orienta-
tion and clarification of the cell in the initial state (zero
voltage) and decreasing the deactivation time. How-
ever, the effect of data storage controlled by variable
electric pulse duration can be used in the development
of liquid-crystal displays with new photoactive mole-
cules and can be helpful in the studies of the optical
confinement of laser radiation in a polymer-dispersed
medium, since this effect may substantially change the
kinetics of the absorption saturation and influence the
level of the optical confinement.

Figure 3 shows a plot of the modulation amplitude
in the nematic LC cells (see curves 1 and 2 in Fig. 1)
versus the repetition rate of the electric pulses. Note
that fullerene additives modifying the orienting layer
and sensitizing the photosensitive component of the
polymer-dispersed system lead to the extension of a
nonlinear part of the modulation curves and increase
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Fig. 3. Plots of the modulation amplitude m versus the rep-
etition rate of the electric pulses for nematic LC cells with
(1) fullerene-free orienting agent and (2) fullerene-contain-
ing orienting coating (representing curves 1 and 2 in Fig. 1).
TE
the cell operation rate (to 35 Hz in the polymer-dis-
persed LC system). A decrease in the modulation level
(to 80%) in the polymer-dispersed cells as compared to
standard nematic LC cells (about 85%) is related to the
aforementioned clarification effect in the initial state (at
zero applied voltage) possibly due to additional orien-
tation of the LC molecules by fullerenes.

Thus, we studied the time characteristics and dem-
onstrated a substantial decrease in the activation time of
nematic LC cells and polymer-dispersed LC systems
with fullerene-containing orienting coatings. The poly-
mer-dispersed LC systems based on a nematic LC and
COANP with fullerenes exhibit the memory effect con-
trolled by variable electric pulse duration. The results
can be used in the development of the novel real-time
LC display systems and the analysis of complicated
kinetic processes of the laser radiation saturation con-
finement in a polymer-dispersed LC medium.
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Abstract—A change in the heat transfer conditions and a mechanism of the internal circulation constraint for-
mation were modeled using a self-consistent BATRAC code. It is demonstrated that conditions favoring a sharp
drop in the heat transfer may arise in experiments on the FT-2 tokamak as a result of the ion temperature rise
from 100 to 300 eV at the center of the plasma column caused by the effective lower hybrid heating power
absorption by the ions. A key point in this phenomenon is related to a growth in the radial electric field strength
and the poloidal rotation velocity shear. © 2000 MAIK “Nauka/Interperiodica”.
Introduction. Experiments carried out on the FT-2
tokamak (R = 55 cm; a = 8 cm; Ipl = 22 kA; BT = 2.2 T)
with an additional lower hybrid HF heating (PHF =
100 kW; f = 920 MHz) gave evidence of the internal
circulation constraint (ICC) formation [1]. As a result
of the effective HF power absorption, the ion tempera-
ture Ti starts increasing immediately upon switching on
the additional hating. At the same time, a sharp growth
in the electron temperature (Te) and density (ne) at the
center of the plasma column begins 1–2 ms after the HF
heating onset. The Te and ne profiles obtained by the
Thompson scattering diagnostics [2] exhibit the char-
acteristic regions of large gradient at r = 3 and 6 cm,
respectively, which is indicative of the ICC formation.
This was accompanied by an 8- to 10-fold drop in the
effective electron heat transfer coefficient (approaching
the neoclassical values) at the center of the plasma col-
umn. The fact that the Te and ne growth was mostly due
to the improved plasma confinement conditions in the
column is confirmed by these parameters being
retained and even increased in the post-heating stage.

In order to explain the ICC formation, we suggested
that the effective central heating (with the Ti increased
from 100 to 300 eV) leads to a change in the radial elec-
tric field profile and, hence, in the poloidal velocity
shear. This process may play a key role in suppressing
the heat transfer in the plasma. Therefore, experimental
verification of the hypothesis about the additional
radial field production and an additional shear in the
poloidal plasma rotation velocity (ωs) affecting the heat
transfer conditions is an important part of the plasma
experiment.

It should be noted that a mechanism of the heat
transfer suppression at the expense of an increased
poloidal rotation velocity shear, explaining a transition to
the improved plasma confinement regime, was previ-
ously put forward and experimentally confirmed in some
1063-7850/00/2610- $20.00 © 0867
large-scale setups [3, 4] where the ICC formation was
due to an additional heating caused by the neutral ion
beams (NBI) or HF fields (IBW). Despite certain
progress in elucidating the physical mechanisms respon-
sible for the anomalous heat transfer suppression, reliable
reconstruction of the real pattern of events requires using
numerical modeling based on a self-consistent code.

Below, we present the results of numerical calcula-
tions performed using a self-consistent BATRAC trans-
port code [5]. In this code, evolution of the plasma
parameters (and the ICC formation) is controlled by the
transfer coefficients that are assumed to be functions of
the ωs value. The radial electric field profile Er at a
given time instant is reconstructed using the profiles of
ne , Ti , and Eφ (the toroidal electric field strength) deter-
mined by numerical calculation. The results of model-
ing showed that the central heating of ions may in fact
play a key role in suppression of the turbulent transport
of particles and heat, as well as in the ICC formation.

Theoretical model. The BATRAC transport code
includes a self-consistent set of equations describing
dynamics of the concentration, temperature, and poloi-
dal field strength profiles:

(1)

(2)

(3)

where σ|| is the neoclassical conductivity.

∂n
∂t
------

1
r
--- ∂

∂r
----- rD ωs( )∂n

∂r
------ V ωs( )n–– S,=

3
2
---n

∂Te i,

∂t
-----------

G
n
---—Te i,+ 

  nTe i, —G
n
---+

–
1
r
--- ∂

∂r
----- r

3
2
---nχ ωs( )

∂Te i,

∂r
----------- Qe i, ,=

∂Bϑ

∂t
---------

∂
∂r
----- c2

4πσ||r
--------------- ∂

∂r
----- rBϑ( ) ,=
2000 MAIK “Nauka/Interperiodica”



 

868

        

VOSKOBOŒNIKOV 

 

et al

 

.

    
The code assumes that the transfer coefficients depend
only on the poloidal rotation velocity shear ωs [4]

(4)

while the toroidal rotation of plasma related to the
anomalous viscosity is ignored. The radial electric field
in Eq. (4) is given by the following expression [5]:

(5)
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Fig. 1. Radial profiles of (a) the density ∆Q of sources of the
additional ion heating, (b) anomalous diffusion coefficient
Danom, and (c) radial electric field strength Er calculated
using the experimental data for three different time instants:
(dotted curves) 29.5 ms; (dashed cures) 31 ms; (thin solid
curves) 33 ms. Thick solid curve (a) represents the source of
ion heating used in the numerical calculation.
TEC
Results of numerical modeling. The model calcu-
lations showed that the main reason of the Er profile
variation in the plasma is a threefold increase in the ion
temperature Ti(0) taking place within the first millisec-
ond of the lower hybrid heating. The numerical calcu-
lation allowed a density profile of the heat source Qi,
entering into the right-hand part of Eq. (2) describing
the ion temperature, to be selected in good agreement
with the experimental data (Fig. 1a). Equations (1)–(4)
form a closed set. The calculations are performed upon
selecting the profiles of heat and particle sources. In
choosing the profile of neutral atoms (or the particle
source), we took into account that charged particles
may form from both hydrogen and an impurity since
Zeff ≈ 3 [6].

An important point in the model calculation is
selecting a proper character of dependence of the trans-
port coefficient on the ωs value. The initial D(ωs) value
was chosen so that the patterns of evolution of the con-
centration (ne) and temperature (Te,i) profiles would
agree with the relevant experimental data [1]. The
threshold values ωs1 = 1.2 × 105 s–1 and ωs2 = 2.5 ×
105 s–1 corresponding to a jumplike drop in the transfer
coefficients were selected as described in [5] based on
the criterion of coincidence with experiment.
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Fig. 2. Radial profiles of (a) electron concentration ne,
(b) electron temperature Te, and (c) ion temperature Ti cal-
culated for three different time instants: (dotted curves)
29.5 ms; (dashed cures) 31 ms; (thin solid curves) 33 ms.
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Figure 1b shows three profiles of the anomalous dif-
fusion coefficient D(ωs) determined at different
moments of time: (1) at the initial instant in the stage of
ohmic heating (29.5 ms) and (2) 1.5 and (3) 3.5 ms after
the beginning of heating (31 and 33 ms, respectively).
Figure 1c presents the Er profiles, and Fig. 2 displays
evolution of the ne and Te,i profiles calculated for the
same times (29.5, 31, and 33 ms). As seen from these
data, the initial growth of the ion temperature within the
first ∝ 1.5 ms after the beginning of the HF heating
pulse leads eventually to a change in Er at the plasma
column center and to a sharp decrease in the diffusion
coefficient, which results in the appearance of bending
points in the Te(r) and ne(r) profiles at r = 3 and 5 cm,
respectively.

Conclusions. 1. Self-consistent BATRAC code is
well suited to model the process of ICC formation
under the additional lower hybrid heating conditions in
the FT-2 tokamak.

2. The ICC formation observed in experiment is due
to the heating of ions at the center of the plasma
column.
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 10      20
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Abstract—The motion of ions trapped in an RF quadrupole field and subjected to an additional quadrupole
excitation by a low-frequency harmonic signal was theoretically studied. A general diagram of the stable secular
motion of these ions in the high-frequency regime was constructed for the three-dimensional and linear ion
traps. © 2000 MAIK “Nauka/Interperiodica”.
Introduction. The motion of ions trapped in a peri-
odic quadrupole field is characterized by a discrete
spectrum of frequencies not representing simple har-
monics of the fundamental or minimum frequency. The
excitation of oscillations at these frequencies provides
for an additional means of controlling the motion of
trapped ions. The method of resonance excitation is
used in the quadrupole mass spectrometry to separate
undesired ions, excite endothermal reactions of trapped
ions, and scan over the mass spectrum. 

A recent theoretical study [1] showed that a reso-
nance observed for the quadrupole excitation with an
additional harmonic signal exhibits a parametric char-
acter. For this reason, the resonance takes place only for
certain frequencies of the harmonic signal representing
different orders of the parametric resonance. High-
order resonances predicted in [1] were recently experi-
mentally observed by Collings and Douglas [2] at fre-
quencies close to the theoretical values. 

According to [1], the additional quadrupole excita-
tion changes the conditions for the stable motion of
ions in the quadrupole field. The presence parametric
resonances of various orders leads to splitting the stable
motion domain into several bands of stability. In the
case of additional excitation with a low-frequency har-
monic signal, the splitting is most probable at the
boundaries of the first band corresponding to the stabil-
ity parameter β = 0 and β = 1. Small values of the
parameter β correspond to the initial part of the stability
diagram. Therefore, investigation of the splitting of the
stability boundary β = 0 is of fundamental importance
from the standpoint of ion confinement in the quadru-
pole field. 

The purpose of this work was to develop a theoreti-
cal model describing the motion of ions trapped in a
quadrupole field at small values of the stability param-
eter under conditions of an additional quadrupole exci-
1063-7850/00/2610- $20.00 © 20870
tation by a low-frequency harmonic field. The results
were used to construct a diagram of stability for the
motion of ions in the three-dimensional and linear ion
traps [3] in the so-called high-frequency (HF) regime,
in which no dc supply voltage is applied to the system. 

Equation of the secular motion of ions. The oscil-
latory motion of an ion along the coordinate axis u in a
quadrupole field in the presence of additional quadru-
pole excitation is described by the following equation: 

(1)

Here, ξ = Ωt/2 is the time in dimensionless units; ν =
ω/Ω is the ratio of the excitation frequency to that of the
main RF field; α is the phaseshift between the two
fields; and the dimensionless parameters a, q, and q ' are
functions of the coordinate, ion parameters, supply
voltage, and electrode geometry in the trap. In particu-
lar, for a linear ion trap, these quantities can be
expressed as 

(2.A)

for a three-dimensional trap, as 

(2.B)

where M = mion/Z is the ion mass to charge ratio (mass
number), r0 is the main geometric parameter of the
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electrode system (field radius), U is the dc voltage, V is
the ac component amplitude (0-peak) of the main sup-
ply voltage with the circular frequency Ω , and V ' is the
amplitude (0-peak) of the additional quadrupole excita-
tion field with the circular frequency ω. 

Variation of the quadrupole field by the low-fre-
quency excitation is a slow process in comparison to
the main RF supply voltage oscillations. The additional
field can be considered as a slow variation of the param-
eter a. For small values of the dimensionless Mathieu
parameters a and q, the ion oscillations are well
described by a theory of the particle motion in a rapidly
oscillating field [4]. The motion can be considered as a
superposition of the small-amplitude oscillations h(ξ)
at the main RF frequency and a slow averaged (secular)
motion X(ξ): 

(3)

For the averaged motion, Eq. (1) yields the approxi-
mate equation 

(4)

which describes the secular oscillations of ions repre-
senting a slow motion with respect to the rapid quadru-
pole potential variations related the RF supply voltage. 

Upon changing the time variable in Eq. (4) to the
new value defined by the relationship 2η = 2νξ + α, we
arrive at an equation of Mathieu’s type: 

(5)

A diagram of stability for the solutions of Eq. (5) con-
structed on the plane of parameters (A, Q) represents
the well-known Mathieu diagram [5]. 

Diagram of stability for the HF regime. The con-
ditions of stable motion for ions in the presence of the
additional excitation depend on the parameters a, q, and
q '. Both linear and three-dimensional ion traps hold
ions in the HF regime for which a = 0. In this case, the
stability conditions are determined only by the values
of q and q ' or, according to Eq. (5), by the parameters
A = q2/2ν2 and Q = q'/ν2. The task of this work was to
analyze the conditions of stable motion for a set of ions
possessing different mass numbers. 

As seen from Eq. (2), variation of the A and Q values
for various ions is described by a parabola, which is not
convenient in practice. A more convenient representa-
tion can be found taking into account that, while the A
and Q values change with the mass number, the ratio
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/Q remains constant. According to Eq. (5), the
slope of the “working” straight line is 

(6)

Thus, the working diagram is conveniently constructed
in the plane of parameters (A, Q). An example of such
a diagram is presented in Fig. 1, in which the working
line may take any position. Although the ratio ω/Ω is
small, the slope determined by Eq. (6) may acquire
arbitrary positive values. 

The diagram presented in Fig. 1 describes stable
secular motion only in one coordinate. In the case of a
linear ion trap, the dimensionless parameters q and q '
for the oscillations along X and Y axes differ in sign.
The sign does not influence the conditions of stable ion
motion, since the parameter q enters into Eq. (5) as a
square term. The negative sign of q ' is equivalent to a
change in the phase of cos2η by π and reduces essen-
tially to a change in the origin of time count. Thus, the
diagrams of stable secular ion motion in a linear trap
coincide for the oscillations in both transverse direc-
tions. Therefore, Fig. 1 presents the general diagram of
stability for the HF regime in a linear trap. 

In a three-dimensional trap, the values of q and q '
for the radial oscillations of ions are twice as small as
the axial parameters. For the HF regime in this trap,
Eqs. (5) and (2) yield 

(7)

Once the diagram of stable axial oscillations in the

plane of parameters ( , Qz) is constructed, a dia-
gram for the radial oscillations can be obtained by dou-
ble expansion in both axes. This diagram is depicted by
dashed curves in Fig. 2. Fully stable secular motions
are represented by points in the regions of intersection
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Fig. 1. A diagram of stable secular ion motion in the HF
regime in the presence of additional low-frequency quadru-
pole excitation. 
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of the stability domains for the axial and radial oscilla-
tions. 

Conclusion. The HF regime is the main working
mode for the ion trap operation. An additional har-
monic quadrupole excitation at a frequency ω = Ω/3 is
used in some commercial three-dimensional traps in
order to increase the working mass range. Investigation

4

3

2

1

0 5 10 15 Qz

Az

Fig. 2. A joint diagram of stable secular ion motion in a
three- dimensional trap. The regions to full stability in all
coordinates are indicated by cross-hatching. 
TE
of the conditions of stable ion motion in the presence of
additional low-frequency quadrupole excitation is an
important point in the context of extensive investigation
of the linear ion trap [3]. The diagram of stability of a
secular motion of ions in the HF regime obtained in this
work is as convenient as the conventional Mathieu dia-
gram is for ions in a quadrupole field. This knowledge
opens up possibilities for the practical implementation
of the quadrupole excitation of various types in novel
devices for quadrupole mass spectrometry. 
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Abstract—Processes in the boundary (near-wall) plasma of the FT-2 tokamak upon transition into an improved
plasma confinement regime under the action of lower hybrid heating were studied by a refined plasma diagnos-
tic method using multielectrode Langmuir probes. The experimental data show evidence of suppression of the
correlation and coherency of fluctuations in the plasma density and the electric field strength as well as a reduc-
tion in the transverse particle transfer caused by the fluctuational drift flows. © 2000 MAIK “Nauka/Interperi-
odica”.
The results of numerous experiments indicate that
peripheral wideband microscopic fluctuations are a
common property of toroidal devices employing mag-
netic-field-confined plasma. Various methods of the
plasma diagnostics reveal oscillations in the particle
density, potential, and the electric and magnetic field
strength, the character of these fluctuations (localiza-
tion at the plasma column periphery, frequency range,
relative intensity level, etc.) being rather similar in var-
ious systems. It is the microscopic turbulence develop-
ment in the plasma that is commonly related to anoma-
lous energy losses in tokamaks [1].

Experimental investigations of the peripheral pro-
cesses in the tokamak plasma serve as a database nec-
essary to create a reliable theoretical model describing
anomalous transverse particles and energy transfer in
tokamaks. These instigations are especially interesting
in the context of the discovery and extensive study of
the so-called improved plasma confinement conditions
(H-regimes). This phenomenon confirmed a close rela-
tionship between peripheral processes (in particular,
microturbulent behavior and related peripheral particle
flows) and the plasma parameters in the main tokamak
volume (see, e.g. [2]).

In the FT-2 tokamak (R = 55 cm; a = 0.08 m; Btor =
2.2 T; Ipl = 22 kA), a transition to the improved plasma
confinement regime was observed in experiments with
additional HF plasma heating by electromagnetic
waves in the lower hybrid frequency range (f =
920 MHz; PHF ≤ 150 kW). The transition was espe-
cially clearly pronounced upon switching off the lower
hybrid heating (LHH) [3].

The purpose of this work was to gain experimental
data on the peripheral processes accompanying the
1063-7850/00/2610- $20.00 © 0873
transition to the improved plasma confinement regime
in the FT-2 tokamak. Special attention was paid to the
behavior of the fluctuational particle drift flows and to
the evolution of the fluctuation characteristics.

The total particle flux in the boundary (near-wall)
tokamak plasma is the sum of the diffusion flux with
the density GD = –Dgradn (D is the effective diffusion
coefficient, n is the particle density) and the flux related
to the drift of charged particles in crossed electric (E)
and magnetic (B) fields. The latter flux can be repre-
sented as the sum of the quasistationary component
G0(t) = cn(t)[E0(t), B]/B2 and the fluctuational compo-
nent. The fluctuational fluxes can be related to corre-
lated oscillations in the plasma density n(~) and electric
field strength E(~):

(1)

where the angular brackets indicate averaging with
respect to time.

The fluctuational flows represent one of the major
mechanisms of the transverse transfer of particles in the
peripheral region of toroidal setups. In particular,
experiments on the FT-2 tokamak showed that these
flows in the ohmic regime may account for up to
60−100% of the integral radial flux of particles [4].
Investigation of the characteristics of fluctuations in the
boundary (near-wall) plasma, determination of the
parameters of particle flows, and evaluation of their rel-
ative contribution to the total radial transfer under the
LHH conditions required using a new diagnostic
method, representing a refined probing technique
described in [4].
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The refined measuring system satisfied important
requirements, including a wide working frequency
range and the possibility of taking reliable measure-
ments during the LHH pulse. The diagnostic method
was based on using three mobile five-electrode Lang-
muir probes [4, 5] arranged in the same transverse cross
section of the chamber so as to obtain data in the region
of the diaphragm shadow fully covering the poloidal
contour of the tore. The noise stability of the measuring
circuit during the LHH pulse was ensured by the thor-
ough symmetrization matching of the input imped-
ances and by using wideband differential amplifier
stages. The probe diagnostics allowed us to study the
time evolution of local values of the electron tempera-
ture, plasma density, and potential; to measure fluctua-
tions of these parameters in the frequency band of up to
500 kHz; and to determine the local densities of both
quasistationary and fluctuational drift flows. The fluc-
tuational flux component could be measured using
either analog or digital equipment. The analog signal
processing unit multiplied the fluctuational components
of the saturated ion current to the probe and the potential
difference between two symmetrically arranged floating
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Fig. 1. Time evolution of (a) the integral radial fluctuational
flux Qrad of particles and (b) the correlation coefficient of

the n(~) and E(~) fluctuations in the region of diaphragm
shadow measured for three angular positions Θ = 0 (1);
60° (2); 30° (3) (the poloidal angle Θ is measured from the
outer tore contour in the direction of toroidal drift of elec-
trons). Solid vertical lines indicate the period of lower
hybrid heating pulse action.
TE
electrodes, followed by averaging of product. The dig-
ital equipment was used to record the initial signals at a
master clock frequency of 1 MHz.

During the experiments, we measured the local den-
sities of fluctuational drift fluxes at an angular step of
20°–30° with respect to the poloidal angle and with a
1-mm step along the small radius r. The main body of
data was gained with the analog equipment. Figure 1a
shows the integral radial flux Qrad calculated using
these data for r = 8 cm. As is seen, the transition to the
improved plasma confinement regime upon switching
on the LHH is accompanied by a decrease in the fluctu-
ational flux approximately by half as compared to that
in the ohmic heating regime. An approximate twofold
increase in the energy lifetime in the improved plasma
confinement regime with LHH as compared to the ohmic
heating was previously reported in [6]. A decrease in the
fluctuational flows is probably an important factor
responsible for the observed effects.

The spectral and correlation characteristics of fluc-
tuations in the plasma density and electric field strength
were studied with the aid of the digital equipment. By
these data, we have calculated the statistical correlation
coefficient  for the oscillations of these param-

eters, which characterizes time evolution of the fluctu-
ational flow of particles, and the mutual coherency
function γ2(f) describing contributions of various fre-
quencies:

(2)

(3)

where n(~)(f) and E(~)(f) are the Fourier components of
fluctuations in the plasma density and the electric fields
strength.

The  and γ2(f) values were calculated using

the results of measurements of the fluctuations n(~) and
E(~) in the frequency band from 10 to 500 kHz. The
measurements were performed on the outer side of the
toroidal plasma column at a 30° step within a poloidal
angle interval (±60°) symmetric relative to the equato-
rial plane. Figure 1b illustrates the behavior of the cor-
relation coefficient. The correlation coefficient of fluc-
tuations in the plasma density and electric field strength
for the ohmic regime has a characteristic value of about
0.3 and virtually drops to zero upon the LHH pulse.
This trend is manifested at all values of the poloidal
angle for which the measurements were taken.

Behavior of the coherency function in the space
region probed exhibits similar trends. For example,
Fig. 2 shows the time evolution of this function at a
point on the outer equatorial line of the tore. In the sta-
tionary stage of discharge in the ohmic regime, the
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coherency function has a typical value of 0.5 in the 10-
to 200-kHz frequency band and drops to 0.1–0.2 for the
harmonics above 200 kHz. A transition to the improved
plasma confinement regime upon the LHH pulse is
accompanied by a drop of the coherency function to 0.1
in the entire frequency range.

The results of our experiments demonstrated some
decrease in the fluctuations of plasma parameters in the
H-regime, but this effect was observed not for values of
the poloidal angle. The inner poloidal contour showed
a considerable decrease in the level of fluctuations,
whereas the amplitude of fluctuations on the outer side
of the tore exhibited no significant changes and even
increased at some points. It should be noted that this
behavior of the peripheral turbulence upon switching
off the LHH pulse was also revealed by reflectometric
data [7]. Therefore, the effect of the fluctuation sup-
pression has a local character, while a decrease in the
coherency function and the correlation coefficient was
observed at all points in the probed region.
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Fig. 2. Time evolution of the local coherency spectrum of
the n(~) and E(~) fluctuations measured in the region of dia-
phragm shadow for Θ = 0.
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Thus, a transition to the improved plasma confine-
ment regime in the FT-2 tokamak upon switching off
the LHH pulse is accompanied by a significant
decrease in the transverse particle transfer by the fluc-
tuational drift flows in the peripheral region. This
decrease is related primarily to the phenomenon of the
suppressed correlation of the plasma density and elec-
tric field strength fluctuations and to a decrease in the
coherency of fluctuations. The experimental observa-
tions suggest that these effects play an important role in
the mechanism of transition to the improved plasma
confinement regime.
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Special Features of the Effect of Oversized Impurities
on the Cascade Development

in a-Iron Alloys Containing Special Carbides
V. V. Rybin, Yu. V. Trushin, F. Yu. Fedorov, and V. S. Kharlamov

“Prometeœ” Central Research Institute
Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg, 194021 Russia

St. Petersburg State Technical University, St. Petersburg, 195251 Russia
Received June 8, 2000

Abstract—We consider the behavior of an α-iron alloy containing special molybdenum and tungsten carbides
(MoC and WC) and oversized impurity atoms (Mo and W) in the solid solution. The effects of molybdenum
and tungsten on the development of ballistic (cascade) processes in the alloy under reactor irradiation condi-
tions have been studied by computer simulation methods to assess the possibility of substituting W for Mo in
the alloy to obtain low-activated steels. © 2000 MAIK “Nauka/Interperiodica”.
In order to develop low-activated steels for various
units of radiation equipment, it is necessary to replace
alloying elements forming long-living radioactive iso-
topes (e.g., Mo having a halflife longer than that of iron
isotopes) with different atoms (e.g., tungsten) of com-
parable atomic radius (RMo = 1.245 Å against RW =
1.255 Å) producing isotopes cooling faster than the
iron isotopes under the same irradiation conditions.
Previously [1], we studied the effect of oversized impu-
rities on the radiation resistance of α-iron alloys. The
investigation of various stages in the radiation damage
development in these alloys needs a more detailed anal-
ysis of the ballistic (cascade development) processes,
the effects of Mo and W in this stage of irradiation, and
the consequences of interaction between the atomic
collision cascades with molybdenum and tungsten car-
bides.

Although atoms of the two refractory metals,
molybdenum and tungsten, possess almost equal
dimensions, their atomic weights (mW = 183.8 amu
against mMo = 95.94 amu) differ by a factor of
mW/mMo = 1.916, which results in a considerable
(almost twofold) difference in the energy transferred in
the atomic collision events with iron atoms or neutrons
during the reactor irradiation of steels containing
molybdenum or tungsten admixtures.

However, there is another physical factor also sig-
nificantly influencing behavior of these metals. As is
known, the interaction cross section of colliding parti-
cles is determined by the dependence of the inter-
atomic interaction potential on the distance between
particles [2]. These calculations may be based on the
so-called universal Ziegler–Biersack–Littmark (ZBL)
potential [3]. Figure 1 shows the pairwise ZBL poten-
tials for the Fe–Mo, Fe–W, Mo–Mo, and W–W interac-
1063-7850/00/2610- $20.00 © 20876
tions, which can be used to estimate the characteristic
radii rFe, K for the interaction of iron with molybdenum
(K = Mo) or tungsten (K = W) in the collision cascades.
As seen from Fig. 1, this radius (determining the inter-

action cross section σFe, K = π ) at various energies
is always greater for the interaction of iron with tung-
sten than with molybdenum.

Thus, the efficiency of defect formation in the stage
of cascade development in iron alloys with W or Mo is
determined by the interplay of two opposite factors:
(i) the greater atomic weight of tungsten in comparison
with molybdenum (implying less favorable energy
transfer to the former) and (ii) the greater cross section
for the iron interaction with tungsten than with molyb-
denum (implying a greater probability of the iron inter-
action with tungsten).
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Fig. 1. The ZBL potentials for Fe–Mo, Fe–W, Mo–Mo, and
W–W interactions.
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Let us evaluate the number of defects NK (KC) per
unit volume of carbide (KC) formed in a steel contain-
ing impurity atoms K = W, Mo:

(1)

where (KC) is the nuclear density of metal K in the
carbide KC; ϕFe(EFe) is the fraction of Fe atoms with
the energy EFe; and νK(EK) is the cascade function for
the atoms of metal K in the corresponding carbide, with
the kinetic energy EK transferred to atom K. The cas-
cade function can be expressed by the Kinchin–Pease
formula [4]

(2)

where  is a threshold energy for the displacement of
atom K in the corresponding carbide. The energy EK
can be estimated using an expression for the maximum
energy [2] transferred to the K atom upon collision with
the Fe atom possessing the kinetic energy EFe:

(3)

Let us use Eqs. (1)–(3) to determine a ratio of the
number of defects formed by Fe atoms moving with the
energy EFe in the tungsten carbide NW(WC) to the num-
ber of defects formed by the same Fe atoms in the
molybdenum carbide NMo(MoC):

(4)

where λW/λMo = 0.714. Let us introduce the notation

β = ( / )(λW/λMo) and determine this parame-
ter using the Fe–W and Fe–Mo interaction radii esti-
mated from Fig. 1 for various energies. Table 1 gives
the β values calculated for three kinetic energies EFe.
Assuming that the ratios of nuclear densities and dis-
placement threshold energies are on the order of unity,
we may conclude from these estimates for β that the
level of defect formation in steels containing tungsten
is higher than in steels with molybdenum.

In order to study special features of the effect of Mo
and W on the properties of steel under reactor irradia-
tion conditions, we have performed a computer simula-
tion of the atomic collision cascades produced by the
primary knock-on Fe atoms with an energy of 1 MeV
in the following targets: (i) homogeneous Fe0.9Mo0.1
and Fe0.9W0.1 alloys and (ii) three-layer Fe/carbide/Fe
structures representing iron containing a 500-Å-thick
carbide (MoC or WC) layer. The modeling was per-
formed using a TRIRS program package [5, 6] intended
for calculating the distribution of point defects pro-
duced by the atomic collisions cascades in multilayer
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targets. The program implements the Monte Carlo sim-
ulation method in the pairwise collision approximation.
The results of these calculations are presented in Fig. 2.

Figure 2a shows the depth profiles of molybdenum
(or tungsten) vacancies produced by the atomic colli-
sion cascades in homogeneous targets. The patterns of
defect distribution show that the same collision cascade
produces a much greater number of point defects in the
tungsten subsystem than in the molybdenum sub-
system.

Figure 2b shows analogous depth profiles of the Mo
and W vacancies in the three-layer Fe/carbide/Fe tar-
gets. This figure also indicates that the number of tung-
sten vacancies in the tungsten carbide is greater than
the number of molybdenum vacancies in the corre-
sponding carbide. Taking the ratio of the numbers of

0.8

0.6

0.4

0.2

0 2000 4000 6000 8000

Depth, Å

0.35

0.30

0.25

0.20

0.15

0.10

0.05

0

Fe0.9W0.1

Fe0.9Mo0.1

(a)

(b)

Cv, Å–1

W
Mo

Fig. 2. Depth profiles of W and Mo vacancies produced by
atomic collision cascades in (a) homogeneous Fe0.9Mo0.1
and Fe0.9W0.1 alloys and (b) three-layer Fe/MoC/Fe and
Fe/WC/Fe targets.

Table 1.  The values of the defect production efficiency
parameter β for various energies of Fe atoms

EFe, keV β

20 1.136

60 1.321

100 1.421
00
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tungsten and molybdenum vacancies ( / ) at var-
ious depths in the corresponding carbide, we obtain the
pattern presented in Table 2.

A comparison of data presented in Tables 1 and 2,
we may conclude that estimates of both the cascade
efficiency (Table 1) and the total number of defects pro-
duced by displaced target atoms (Table 2) show the
same general trends. The results of both calculations
demonstrate that the presence of tungsten favors an
increase in the efficiency of cascade development in the
matrix material from the standpoint of radiation dam-
age production. This situation is explained both by the
greater weight of tungsten atoms (mW = 1.916mMo) and
by the cross section of the interaction (scattering) of
iron atoms being greater for their collisions with tung-
sten atoms than with molybdenum atoms.

A comparative analysis of these features of the
effect of molybdenum and tungsten atoms on the devel-
opment of atomic collision cascades leads to the con-
clusion that the near-surface regions of tungsten car-
bide are subjected to a greater radiation damage, since
the number of radiation defects produced in this car-
bide is greater than in molybdenum carbide. In turn, the
ballistic damage in the near-surface layers of carbides,
in combination with diffusion processes, leads to grad-
ual dissolution of the precipitates. We may suggest that
the size of tungsten carbides (featuring more rapid
decomposition under the action of atomic collision cas-
cades) may drop below the critical level and dissolve in
the matrix, while the molybdenum carbides will
survive.

The results of calculation of the atomic collision
cascades for the primary knock-on Fe atoms with an
energy of 350 keV showed generally the same trends in
dependence on the type of oversized impurity (W
against Mo). We have also established a relationship
between the level of defect (vacancy) production in Mo
and W carbides on the precipitate size (carbide layer

Cv
W Cv

Mo

Table 2.  The ratio of the numbers of tungsten and molybde-
num vacancies at various depths in the corresponding carbides

Depth, Å

1500 1.16

1750 1.15

2000 1.31

Cv
W/Cv

Mo
TE
thickness). For example, the number of defects (vacan-
cies) observed for a carbide layer thickness below
200 Å is greater in Mo carbide than in W carbide. When
the carbide layer thickness exceeds 200 Å, the damage
becomes greater in tungsten carbides than in molybde-
num carbides, as described above. This effect can be
explained by the greater number of tungsten atoms con-
tained in thick carbide layers and, hence, by a greater
number of these atoms involved in the cascade pro-
cesses in thick carbide layers than in thin layers. Since
W atoms possess a greater interaction cross section as
compared to that of Mo atoms, the former (see Fig. 1)
produce a greater number of defects in the carbide
layer, leading to a faster tungsten carbide decomposi-
tion in comparison with the analogous process in MoC.

Thus, the results of computer simulation of the
atomic collision cascades initiated by the reactor irradi-
ation show that tungsten carbides may decompose
faster than molybdenum carbides in the ballistic stage
of the radiation damage, which is explained by certain
features of the interaction potential of tungsten atoms
(with Fe and W, see Fig. 1). As a result, the size of tung-
sten carbide precipitates may decrease to within the
subcritical region and dissolve in the matrix, while the
molybdenum carbides will survive.
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Propagation of Ultrashort RF Pulses 
in a Polluted Atmosphere
V. A. Ivanchenko and V. V. Nikolaev

Research Institute of Mechanics and Physics, Saratov State University, Saratov, Russia
Received March 17, 2000

Abstract—The effect of absorption and dispersion on the spectral characteristics and the shape of ultrashort
RF pulses propagating in a polluted atmosphere is studied theoretically. The frequency band occupied by the
pulses essentially covers the rotational spectrum of gas molecules encountered in a real atmosphere. © 2000
MAIK “Nauka/Interperiodica”.
Previously [1, 2], we demonstrated possibilities for
the radar detection and characterization of gaseous pol-
lutants in the atmosphere probed in the range of fre-
quencies covering the rotational spectra of typical pol-
lutants in the millimeter and the submillimeter wave
band [3]. It was assumed that the bandwidth of the
probing pulses is much smaller than the carrier fre-
quency. Compared with the traditional narrow-band
radar probing, a superwide-band method employing
ultrashort pulses (USPs) enables one to obtain a larger
amount of data and, more importantly, to improve their
quality as to the degree of reliability, resolution,
etc. [4]. These merits are also valuable to the remote
monitoring of the chemical composition of the lower
atmosphere. The present study examines certain fea-
tures of the USP propagation in a polluted atmosphere,
the spectrum of the pulses covering the rotational spec-
trum of gas molecules.

The bandwidth of a USP may be on the order of or
even much greater than the linewidth of the resonant
absorption in gases under real conditions. Conse-
quently, the shape of a probing pulse is affected by
absorption and dispersion, which gives additional
information on the monitored medium.

Assume that the probed medium is linear and uni-
form; i.e., the absorption coefficient χ and the permit-
tivity ε are functions of the frequency only, being inde-
pendent of the spatial coordinates and the field ampli-
tude. Therefore, spectral components of a signal
propagate independently of each other so that the shape
of a pulse detected at a distance x from the transmitter
can be represented as

where |Y(x, ω)| = |Y(0, ω)|exp[–χ(ω)x/2] and ϕ(x, ω) =

ϕ(0, ω) – ωx /c, with c being the speed of light

y x t,( ) 1
π
--- Y x ω,( ) ωt ϕ x ω,( )+[ ]cos ω,d

0

∞

∫=

ε ω( )
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in a vacuum and Y(0, ω) being the Fourier image of the
initial pulse: 

Below, the function ψ(x, ω) = ϕ(x, ω) + ωx/c is called
the phase spectrum of the y(x, t) signal.

In practice, the shape and parameters of spectral
lines in gases are governed by intermolecular interac-
tions, since the probing radiation attenuation and the
Doppler effect can be neglected when operating in the
microwave band. Assume that any molecule of the
absorbing gas has two nondegenerate energy levels and
that the concentration of the absorbing gas is much
lower than that of the background gas. Then, the fre-
quency dependence of the absorption coefficient of a
gas mixture has the form

(1)

where L is a constant measured in the units of length
and Φ(τ) is the correlation function [5]. We must allow
for multiparticle interaction, since it may have a pro-
found effect on the shape and parameters of the spectral
lines if the pressure is 1 atm or higher. In the adiabatic
approximation, the form of the correlation function is
provided by [5]

(2)

Y 0 ω,( ) y 0 t,( ) iωt–( )exp t,d

∞–

∞

∫=

ϕ 0 ω,( ) ImY 0 ω,( )
Rey 0 ω,( )
------------------------- 

  .arctan=

χ ω( ) 1
L
--- 2ω

π
-------Re Φ τ( ) ωτ( )cos τd

0

∞

∫ ,=

Φ τ( ) iω0τ Nvσ τ v,( )+[ ] ,exp=
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Fig. 1. Frequency dependences of (a) the dimensionless
absorption coefficient and (b) the refractive index.
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Fig. 2. Evolution of a USP in the course of propagation:
(a, d, g) the pulse shape; (b, e, h) the energy spectral density;
and (c, f, i) the phase spectrum at different distances from
the transmitter. Panels (a–c) refer to the output of the trans-
mitter; panels (d–f), to the distance x = 1L; and panels (g–i),
to the distance x = 5L. The energy spectral density is nor-

malized to 1/ , and the phase spectrum, to π.ω0
2

TE
with

(3)

Here, ω0 = (Eb – Ea)/", with Ea and Eb being the ener-
gies of the lower and the higher level, respectively, and
" being the Planck constant; N is the concentration of
the background gas; v is the velocity of the relative par-
ticle motion; and C and p are constants. The overbar
denotes averaging over velocities.

Let us introduce the dimensionless variables γ = Lχ,

ν = ω/ω0, θ = ω0t/(2π), and ρ = N. Here, t is the time
and b0 is the Weisskopf radius:

where  is the average velocity of the relative particle
motion. Using the Kramers–Kronig relationships, we
may readily express the refractive index n as a function
of the dimensionless absorption coefficient γ:

where g = ω0L/(2πc) and the symbol ℘  denotes the
Cauchy principal value.

Figure 1 shows the absorption coefficient and the
refractive index as functions of the frequency. The
former function was computed from formulas (1)–(3).
The relative velocities of gas molecules were assumed
to equal the average velocity. Also, we set  =
b0ω0/(2π), ρ = 0.3, p = 6, and g = 10.

Let a probing USP be a rectangular RF pulse of
height 1 and length equal to two periods of the carrier
(Fig. 2a), the carrier frequency being Ω0 = 1.5ω0. The
energy spectral density W and the phase spectrum ψ of
the pulse (Figs. 2b, 2c) are described by the formulas

Figures 2d–2i show evolution of the shape and the
spectrum of the USP in the course of propagation.

σ τ v,( )

=  2π b b iC
dt
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To sum up, USPs change their shape as they propa-
gate in a medium with absorption and dispersion due to
pronounced spectral widening. This effect can serve as
a new source of information in the remote probing of
the lower atmosphere.
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Abstract—Behavior of a signal of the Rayleigh scattering of a laser radiation in air was studied depending on
the parameters of an ultrasonic wave excited in the region of observation. It is shown that the presence of an
ultrasonic wave in this region provides for a spatial resolution in the direction of observation with respect to the
energy parameters of the laser radiation from the Rayleigh scattering measured at the sound frequency. The
minimum intensity of laser radiation and the spatial resolution are estimated for a particular frequency and
intensity of sound. © 2000 MAIK “Nauka/Interperiodica”.
In the development of lasers and in the application
of these devices in processing systems and research
facilities, an important role belongs to contactless prob-
ing of a spatial distribution of the energy characteristics
of a high-power laser radiation [1–4]. In this case, the
introduction of any sensing elements in the radiation
pathway is undesirable. Previously [5], the feasibility
of nonperturbing measurements of the laser radiation
parameters using the Rayleigh scattering data was dem-
onstrated both theoretically and experimentally. It was
found that the minimum measured radiation intensity
of a He–Ne laser is 10 mW/cm2 for an observation vol-
ume of VR ≅  2 × 10–3 cm3 within a solid angle of 2.6 ×
10–2 sr. In the diagnostics of laser radiation with a com-
plex structure, the main disadvantage of this method is
the lack of spatial resolution in the direction of obser-
vation. This disadvantage can be removed by exciting
an ultrasonic wave in the region of observation and
recording a component of the Rayleigh scattering sig-
nal generated at the ultrasonic frequency.

Consider the scheme of interaction presented in
Fig. 1. In this scheme, the ultrasonic wave travels
through the region of observation of a photodetector.
For definiteness, we assume that the wave propagates
perpendicularly to the axes of both the receiver and the
laser radiation. An ultrasonic wave with the frequency f
propagating in the medium creates an additional sound
pressure p relative to the mean pressure p0. For a plane
wave traveling along the y axis, the sound pressure
takes the form

(1)

Here, pA = (2Iρ0ν)1/2exp(–αy) is the wave amplitude, l
is the intensity of sound at y = 0, ρ0 is the unperturbed
density of medium, ν is the velocity of sound, α is the

p y t,( ) pA j2π ft y/Λ–( )–( ).exp=
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sound attenuation factor, and Λ is the sound wave-
length [6]. The pressure wave is accompanied by a den-
sity wave ρ with /  = ρ/ρ0 = n/n0 = m, where n0 is
the concentration of gas molecules at atmospheric pres-
sure and n is the amplitude of the variable component
of concentration arising during the propagation of the
sound pressure wave. 

The Rayleigh scattering power WR is proportional to
the concentration of gas molecules; therefore, the Ray-
leigh scattering signal also contains a variable compo-
nent at the ultrasound frequency. The photoreceiver 2
sums up instantaneous values of the Rayleigh signal
power WS at the ultrasound frequency arriving from
sections with phase 2πy/Λ. Let dS be the transverse

pA p0

Fig. 1. The scheme of measurements with the ultrasonic
wave: (1) laser beam cross section; (2) photodetector;
(kS) the wave vector of the ultrasonic wave; (d1) dimension
of the observation channel along the axis of the sound wave;
(dS) diameter of the ultrasonic wave in the region of mea-
surements; (L) the dimension of the laser beam along the
direction of observation. The direction of the laser radiation
is perpendicular to the plane of the figure.
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z x
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dS
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dimension of the ultrasound beam and d1 and d2 are
dimensions of the observation channel cross section
along and across the ultrasound propagation direction,
respectively (i.e., along the y and z axes in Fig. 1). Then,
for the optimum relationship of d2 ≤ dS, the amplitude
of the variable component of the Rayleigh scattering
power within a solid angle Ω can be written as

(2)

where I0 is the intensity of laser radiation in the region
of observation at a given wavelength λ, y is the distance
from the sound source to the probed (take-off) volume,
σ is the Rayleigh cross section proportional to λ–4, V ≅
d1d2dS and VR ≅  d1d2L are the probed volumes for the
variable and constant power components, and L is the
laser beam dimension in the direction of observation.
One can see that, for dS < L, the probed volume for the
variable component is limited in the direction of obser-
vation by the width dS of the ultrasound beam rather
than by the laser beam dimension. By focusing the
ultrasonic wave, the beam width can be reduced to
dS ≅  2Λ. 

Figure 2 shows the sound attenuation factor α in dry
and humid air (with a relative humidity of 40 and
100%) and the minimum dimension of the probed vol-
ume along the direction of observation dS = 2Λ as func-
tions of the sound frequency for the scheme of mea-
surements presented in Fig. 1. Using these data, we can
choose the sound frequency depending on the required
resolution across the laser beam. The attenuation at the
chosen frequency depends on the distance from the
sound source to the region of observation, that is, on the
diameter dL of the probed laser beam. In a range of the
ultrasound frequencies from 200 kHz (Λ = 1.7 mm and
α = 0.9 m–1) to 2 MHz (Λ = 0.17 mm and α = 70 m–1),
the attenuation of sound is still not too large and the
humidity of air has almost no effect on both the attenu-
ation and the accuracy of measurements. For example,
for a sound frequency of f = 1 MHz, the resolution
along the direction of observation is ≅ 0.7 mm and the
sound attenuation factor α is ≅ 0.2 cm–1. The power WS
is maximum at d1 = Λ/2 and d2 = dS = 2Λ (all other fac-
tors being the same) and approximately equals

(3)

The laser radiation intensity I0 can be determined

WS
Λ

πd1
--------σn0ΩV I0

πd1

Λ
-------- 

  αy–( )
2Iνρ0

p0
------------------expsin=

=  WR
mΛ
πd1
--------

πd1

Λ
-------- 

  V
VR
------ αy–( ),expsin

WS(max)
4m
π

------- I0n0σΩΛ3 αy–( ).exp≅
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from the measured variable component WS of the Ray-
leigh signal. Let us estimate the minimum measurable
intensity of laser radiation. Restricting our consider-
ation to the shot noise and assuming that this noise is
determined by the constant component of the Rayleigh
scattering WR, the power signal-to-noise ratio (S/N) at
the photodetector output can be written as

(4)

where η is the quantum efficiency of the photomulti-
plier, h is the Planck constant, c is the speed of light,
and ∆F is the passband of an amplifier installed in the
receiving system. At a sound frequency of 1 MHz; the
sound intensity at the focal point I = 1 W/cm2; a solid
observation angle of 0.4 sr; the radiation wavelength
λ = 0.63 µm; and the optimum dimensions of the obser-
vation channel d1 = Λ/2, d2 = dS = 2Λ (extraction vol-
ume V = 8 × 10–5 cm3), and L/dS = 5, the ratio S/N = 1
is reached at a laser radiation intensity of 100 W/cm2

and a 100 Hz passband of the amplifier used in the
receiving system. Note that Imin ~ λ3. Using well-
known radio engineering methods (e.g., the acquisition
method), one can substantially increase the signal-to-
noise ratio.

S
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----

σληΩn0

4ch
---------------------

d1d2LI0
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Fig. 2. The relationship between the sound attenuation fac-
tor in dry and humid air and the minimum dimension dS =
2Λ of the probed volume along the direction of observation
for the scheme of measurements shown in Fig. 1. Curve 1
corresponds to dry air and curves 2 and 3 correspond to a
relative humidity of 40 and 100%, respectively. The upper
horizontal axis corresponds to the sound frequency f.
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in Air at a Hypersonic Velocity 

V. N. Tishchenko* and A. I. Gulidov** 
* Institute of Laser Physics, Siberian Division, Russian Academy of Sciences, 

Novosibirsk, Russia 
** Institute of Theoretical and Applied Mechanics, Siberian Division, Russian Academy of Sciences, 

Novosibirsk, Russia 
Received May 12, 2000

Abstract—The results of computer simulations show that a pulsing optical discharge moving in the atmosphere
at a hypersonic velocity creates a plasma stream propagating in the direction opposite to that of the discharge.
The plasma is accelerated upon efflux from the high-pressure region into an “evacuated” channel created by the
discharge. Analytical expressions were derived to evaluate the stream velocity, density, and radius depending
on the discharge parameters. © 2000 MAIK “Nauka/Interperiodica”.
Applied aerospace hydrodynamics [1–3] studies the
possibility of using laser radiation as a means of con-
trolling the pattern of a body streamlining by a gas flow.
In particular, a pulsed optical discharge (POD) generated
in a hypersonic gas flow was shown to produce a quasis-
tationary shockwave with a reduced gas density [4].
Experiments [5, 6] with a single laser spark showed
evidence of the formation of weak streams. Thomas [7]
calculated a stationary flow behind the light-detonation
wave (LDW) front. However, Zuev [8] showed that the
LDW generation is limited by the aerosol breakdown.
Calculations [9, 10] of the streamlining of a body with
a thermal source did not consider the stream genera-
tion. In a laser jet engine, a plasma stream is formed in
the nozzle. 

Below, we will demonstrate that a POD may pro-
duce a plasma stream in a free gas space. The energy of
the laser sparks is converted into the kinetic energy
with the participation of “soft walls” (contact breakage)
created by a POD in the gas. The mathematical simula-
tion was based on the nonstationary equations of gas
dynamics (in the case of axial symmetry) and the
Lagrange approach. The equation of state for the atmo-
sphere was formulated using data from [11]. The final
differential equations were numerically solved with the
aid of a KRUG24 program package within the frame-
work of an explicit finite difference scheme of the
“cross” type with triangular cells using an algorithm of
the local difference cell rearrangement [12]. 

The scheme of stream formation is as follows. Act-
ing upon an immobile gas with the pressure P0 and the
density ρ0, a focused periodic-pulse laser radiation
with an axisymmetric power supply produces cylindri-
cal sparks [13] with a length L, a radius R0 ! L, a pres-
sure P @ P0, and the absorbed energy εν @ ε0 (ε0 is the
1063-7850/00/2610- $20.00 © 20885
air energy within the spark volume at t = 0). For the
pulse duration t1 ! R0/C0 (C0 is the sound velocity in
the gas), the pressure P is maximum. The focal plane
propagates at a velocity V along the beam axis. At a
pulse repetition rate F ≈ V/L, the sparks form a contin-
uous channel with the length LC @ L, radius R > R0,
ρ ! ρ0, and P ~ P0. Each spark produces a pressure
jump at the beginning of the channel, and the resulting
plasma is accelerated upon efflux from the high-pres-
sure region into the “evacuated” channel For TR/TZ ≈
0.3–1, the stream moves in the direction opposite to
that of POD at a velocity U ≈ C relative to the surround-
ing gas (TR and TZ ≈ L/C are the characteristic times of
pressure leveling as a result of the radial and longitudi-
nal expansion of the spark, respectively, and C is the
sound velocity in the channel). In the model of a non-
viscous gas, the stream is decelerated as a result of
interaction with a dense gas at the end of the channel.
For a hypersonic POD velocity (V > C) in focusing sys-
tems with variable focal distance, the deceleration zone
does not affect the plasma acceleration. The channel
length is limited by cooling and viscous friction. The
length can be determined from the following relation-
ship: LC ≈ 10T1V, where T1 ~ 0.0003 s is the character-
istic time of the laser plasma cooling to approximately
half of the initial temperature [14]. 

As seen from data presented in the figure, the axial
velocity U(Z) of the stream attains a quasistationary
level at some distance from the beginning of the chan-
nel. In the stationary flow stage (P ~ P0), the process
can be described by a simplified analytical model. The
problem is determined by nine parameters: P0 and ρ0

(medium); γ0 (adiabate exponent); εν , F, and t1 (laser
radiation); and V, L, and R0 (pulsed optical discharge).
There are six independent dimensionless combinations
000 MAIK “Nauka/Interperiodica”
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Fig. 1. The calculated pattern of perturbations created by POD moving in air (from right to left) at a velocity of 5100 m/s (M 0 = 15)
with ε = 208. The firs spark was generated within the region 0 ≤ Z ≤ L; R0 = 0.0025 m. The distribution corresponds to the time
instant t = 26.7 (200 µs) and a stream length of ~1 m. (a) Longitudinal (Z) and radial (R) distributions of the gas density at L = 32
(0.08 m): (1) “last” spark; (2) plasma stream; (3) shockwave. (b) Longitudinal (Z) distribution at R = 0 of the (1) sound velocity at
L = 32 and (2, 3) stream velocity at L = 8 (2) and 32 (3). 
of parameters (π-theorem). For t1 ! R0/C0, the effect of
t1 is small. The parameter ρ enters into the equation of
state in the form of an almost linear term. The condition
of continuity of the channel leads to the relationship 

(1)

where M0 = V/C0 (here and below, all quantities are pre-
sented in a dimensionless form). The values of time,
dimensions, velocity, density, and pressure were nor-
malized to R0/C0, R0, C0, ρ0, and P0, respectively. For
air (γ0 = 1.4), there are only three independent dimen-
sionless parameters: M0, L, and 

(2)

Here Q [J/m3] and W/(VP0) [J/(m Pa)] are the density
and the linear density of energy absorbed in the spark,
respectively; W = ενF is the average POD power;
F [Hz] is the pulse repetition rate; L [m] is the spark
length; and V [m/s] is the focal plane propagation
velocity. 

The results of our calculations indicate that, with a
sufficiently high precision, the stream radius, density,
and specific internal energy density can be considered
as depending only on ε. Let us introduce a complex
τ(M0, L, ε) describing the axial component of the
stream velocity (the radial component is negligibly
small). There are two possible regimes of POD interac-
tion with the gas medium: pulsed (the interval between

F 1– TS≈ L/M0,=

ε εν/ε0 εν γ0 1–( )/ πR0
2LP0[= =

=  γ0 1–( )Q/P0 W / VP0( )[ ] γ0 1–( )/ πR0
2( )[ ] .=
TE
laser radiation pulses is large, TS @ TR , and the length
of the high-pressure zone is equal to the spark length L)
and quasistationary, where TS ! TR: the high-pressure
zone consists of the plasma of many laser sparks and
has a length of 

(3)

Taking this into account, we have selected τ in the form
of the ratio TR/TZ , which can be expressed as 

(4)

where b ~ 1, while TR and C depend on ε. This model is
applicable to a system with cylindrical geometry
(L*/2 @ 1 for L ! L* and L/2 @ 1 for L ≥ L*), instan-
taneous heating (t1 ! R0/C0), and a sufficiently large
energy (ε @ 1) absorbed in the cold gas. 

The values of TR and C were determined by numer-
ically solving the problem of a cylindrical domain
exhibiting thermal explosion in air. An analysis of the
results showed that the spark expansion may be sepa-
rated into two stages. In the fast stage (t1 < t < TR), pres-
sure in the spark drops from the maximum (at t = t1) to
P ≈ 2 (t = TR) and the rate of contact breakage drops
from supersonic to ~0.3. In the subsequent slow stage
(TR < t < TP), the pressure decreases to P ≈ 1 and the
plasma boundary ceases to propagate (t = TP). For
t > TR , the sound velocity and the specific internal

L* M0T R.=

τ T RC/L L @ L*( ),=

τ C/M0( ) L ! L*( ),=

τ C/M0( )/ 1 bL/L*+( ) L L*∼( ),=
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energy density εP in the explosion cavern weakly
depend on r and t. The calculated values of TR , TP , and
the corresponding parameters C, ρ, R, and εP were
approximated by different power functions in the two
energy ranges. 

For t = TR (the values of error δ are indicated when
δ > 0.05): 

(5)

For t = TP , we obtain 

(6)

Expressions (6) can be used to evaluate the stream
parameters in the stationary flow stage. Substituting
formulas (5) into Eqs. (3) and (4), we obtain the follow-
ing expressions for L* and τ: 

The results of our calculations are presented in the
figure for a quasistationary (L ! L*) and nearly pulsed
(L ~ L*) stream acceleration regimes. The sound veloc-
ity in the stream in both cases was C ~ 6. For L ! L*
and τ = C/M0 = 0.4, we have U ≈ C, while in the second
case the U value is markedly lower because of a small τ.
In the region of stationary flow, the radial component of
the stream velocity is small (UR ! U), the gas density
is low ρ ! ρ0, and P ~ 1. Interacting with a dense gas
at the end of the channel, the stream is decelerated, a
vortex is formed, and a contact surface propagates at a
velocity of ~0.5C0 in the stream direction. A shockwave
formed in the surrounding gas represents a sum of com-
ponents from many individual spars. The longitudinal
component of the shockwave momentum compensates
for the stream momentum. The stream power amounts

, ,  (7)

, ,        (8)

, , (9)
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L @ L*( ) τ 0.88ε0.5/L= τ 0.057ε/L=

L ! L*( ) τ 1.26M0
1– ε0.3= τ 0.713M0

1– ε0.4=

L* L∼ τ 1.26M0
1–=

ε0.3/ 1 L/L*+( ),×

τ 0.713M0
1–=

ε0.4/ 1 L/L*+( ).×
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to ~50% of the power absorbed in the POD, while the
remaining fraction is transmitted with the shockwave. 

The stream velocity variation along the channel axis
is not monotonic. However, an effective Mach number
for the average 

 

U

 

 and 

 

C

 

 values along the stream
selected as the parameters (for various initial data ad
the same 

 

τ

 

) is well approximated by the following
egression: 

(11)

It should be recalled that 

 

M

 

 and 

 

τ

 

 depend on M

 

0

 

,

 

 L

 

, and

 

ε

 

. However, formula (11) can be simplified for 

 

τ

 

 > 0.3
to yield 

 

M

 

 

 

≈ 1 and for τ < 0.15, when M ≈ 7500τ5. For
L ≥ L* and small τ, the modulation of U is close to
100%. Using Eqs. (1), (2), and (6)–(11), we may eval-
uate the velocity, radius, gas density, and energy den-
sity in the stream for the given parameters of the
medium and the POD. 

We may also solve the inverse problem of determin-
ing the POD parameters necessary to obtain a stream
with desired properties. The pressure of deceleration at
the stream axis can be determined using expressions
from Eqs. (11) and (6) and the relationship P =
γ0ρC2M2 + 1. Substituting formulas (6), we obtain P =
1.48M2/ε0.2 + 1 (ε < 200) and P = 0.518M2 + 1
(ε = 200–1000). This yields P ≈ 1.5–2 for τ > 0.3 and
P ≈ 1 for τ < 0.1. Assuming that all of the plasma is
accelerated to the sound velocity, we may estimate a
ratio of the kinetic stream power to the POD power: η =
γ0(γ0 – 1)ε−1C2/2 ~ 0.1–0.15. These values of η can be
reached using special modes of energy supply to the
plasma. 

Thus, we have demonstrated that laser radiation can,
under special conditions, induce moving plasma and
gasodynamic inhomogeneities moving in a gas in the
form of shockwave and plasma streams. 
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Abstract—The phenomenon of wavenumber oscillations in a wave packet representing an RF pulse propagat-
ing in a dispersive medium was studied by numerical methods. An explanation is suggested in the context of
nonlinear geometrical optics (NGO), where the wavenumber is a Riemann invariant that remains constant on
characteristics of the corresponding equations. The wavenumber oscillations arise in the region of intersection
of the characteristics of the equations. It is demonstrated that the intersection of characteristics is due to the
approximation neglecting the interaction between narrow-band wave packets constituting the pulse. With the
packet interaction ignored, the characteristics are straight lines. If the interaction is allowed for, the character-
istics do not intersect and may significantly differ in shape from straight lines. Consequently, an external
observer moving at a constant velocity crosses the same characteristic many times, thus perceiving the wave-
number as an oscillating function. © 2000 MAIK “Nauka/Interperiodica”.
As is known, a hyperbolic system of partial differ-
ential equations (PDEs) possesses real and different
characteristics of the component equations. Such are
the equations of nonlinear geometrical optics,

(1)

where k = Φx(x, t) is the wavenumber; vg = ∂ω/∂k is
the group velocity, ω = –Φt(x, t) is the frequency; and

Ek ~  is the energy spectral density of a narrow-band
wave packet whose amplitude is ak . System (1) is inter-
esting both in itself and as a good model of many
objects featuring a wave motion. One of the Riemann
invariants of system (1) is k(x, t). The wavenumber is
constant on any characteristic determined by the equa-
tion dx/dt = vg. Hyperbolic PDEs may be solved by
integration along characteristics. The approach enables
one to construct a solution of system (1) subjected to an
initial condition k(x, t = 0) = F(x). The solution is
defined outside the region of characteristics intersec-
tion in the (x, t) plane. The region is bounded by a curve
that has a singular point with coordinates

(2)

In this region, a classical solution of system (1)
becomes multivalued, which is unacceptable. There are

∂k
∂t
------ v g

∂k
∂x
------+ 0,=

∂Ek

∂t
---------

∂
∂x
------ v gEk( )+ 0,=

ak
2

t* v g'
∂k
∂x
------ 

 
t 0=

1–

, x* v gt*.= =
1063-7850/00/2610- $20.00 © 20889
two alternative ways typically followed to remove the
ambiguity:

(1) Construct a discontinuous solution of the shock
wave type with a zero front width; in the (x, t) plane, the
discontinuity propagates along a curve emerging from
point (2) [1].

(2) Complement system (1) with higher derivative
terms so as to include, e.g., viscosity; the resulting
shock wave has a finite front width, the solution oscil-
lating within these limits [2].

It should be pointed out that the variety of hyper-
bolic PDEs by no means reduces to the above cases and
the presence of higher derivatives does not exhaustively
account for the oscillating behavior of solutions to
hyperbolic PDEs. Indeed, consider the figure which
depicts the computed propagation of a rectangular-enve-
lope pulse for the H10 mode in a metal waveguide [3].
The problem reduces to solving the Klein–Gordon
equation subject to appropriate boundary conditions.
Although the equation does not include higher deriva-
tives, the solution does oscillate.

To find out a reason for the oscillating behavior of
k(x, t) or ω(x, t), let us separate two narrow-band wave
packets centered at k1 and k2 from the propagating
pulse. The corresponding nonlinear dispersion equa-
tions are as follows:

(3)

The terms with σ1.2 were considered by Whitham [1],

ω1 ω0 k1( ) σ1a1
2 µ1a1

2a2
2 …+ + +=

ω2 ω0 k2( ) σ2a2
2 µ2a2

2a1
2 …+ + +=
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k(z, τ)/2k0
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τ

Computed propagation of a rectangular-envelope RF pulse of the H10 mode in a rectangular metallic waveguide without attenuation:

a(z, τ) and k(z, τ) are the amplitude and the wavenumber, respectively, with  z = x|k''(ω0)|/T2 and τ = (t – xk'(ω0))/T; x is the coordi-
nate; t, the time; ω0, the pulse carrier frequency; T, the pulse duration; and k0 = k(ω0), a solution of the dispersion equation. The

pulse parameters are as follows: πz|k''(ω0)|1/2 = 0.14; zk0 = 100; z /T = 0.1; a(0, τ) = 1 for |τ| ≤ T/2 and a(0, τ) = 0 be |τ| > T/2. The

computation is performed in the second-order approximation of the dispersion theory.

k0'
who revealed the splitting of the characteristics (i = 1, 2)

(4)

The terms with µ1.2 refer to the interaction between
the wave packets and can be evaluated by computing a
two-particle Green’s function [5] within the framework
of the Hamiltonian formalism [4]. In line with [1], we
neglect the dependence of σ and µ on k (an allowance
for this dependence leads to simple renormalization).
Substitute expressions (3) into system (1) and seek a

solution in the form k1.2 ,  ~ exp(jΩt – jqx). The
result is as follows (i = 1, 2):

(5)

Thus, taking into account the interaction between
two narrow-band wave packets reveals that the charac-
teristics of system (1) do not intersect. Since a solution
is formed by many packets, the characteristic may
greatly differ from a straight line. Consider an external
observer moving at a velocity u along the straight line
dx/dt = u in the (x, t) plane. Each characteristic, on
which the Riemann invariant k(x, t) is uniform, is
crossed by the observer many times. That is why the
observer perceives k(x, t) as an oscillating function.

dx
dt
------ v g ki( ) σiv g' ki( )[ ]1/2ai.±=

a1.2
2

K1 1–( ) K2 1–( ) 4µ1µ2

a1
2a2

2

σ1σ2
-----------;=

Ki
1

σiv gi'
------------

V v gi–
ai

----------------- 
 

2

, V
Ω
q
----.= =
TE
With T denoting the pulse duration [3], the oscillation
frequency is

(6)

In conclusion, recall that oscillations in parameters of
waves propagating in different media were observed in
various studies involving the solution of wave equa-
tions. Although both exact [6] and [7] solutions were
considered, no physical explanation has been found for
the phenomenon.
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Cathode Layer Characteristics
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Abstract—Cathode layer characteristics were experimentally determined for a glow discharge in argon and
nitrogen in a broad range of gas pressures. A normal glow discharge regime is observed only provided that the
gas ionization takes place in the anode layer (on the right of the inflection point in the glow discharge initiation
curve). Importance of using a correct method for the normal cathode voltage drop is emphasized. © 2000 MAIK
“Nauka/Interperiodica”.
As is known [1–10], there are two possible regimes
of a dc glow discharge—normal and anomalous. In the
anomalous mode, an increase in the discharge current
Idc is accompanied by a growth in the voltage drop Uc
across the cathode layer (and the voltage between elec-
trodes Udc) and by a drop in the cathode layer thickness
dc . In this regime, the discharge extends over the whole
cathode surface, whereas in the normal mode only a
part of the cathode surface is involved in the discharge
operation. When the discharge current is decreased, the
cathode voltage drop and the cathode layer thickness
remain unchanged (Uc = Un and pdc = (pdc)n, where p
is the gas pressure), while the discharge area S on the
cathode decreases (but the current density is constant
j = Idc/S = jn). It was claimed [3, 11, 12] that the normal
glow discharge regime can be observed only to the right
of the minimum in the glow discharge initiation curve,
that is, at pL ≥ (pL)min (L is the interelectrode distance),
while at lower gas pressures only an anomalous glow
discharge mode is possible.

The purpose of this work was to measure the cath-
ode layer characteristics (cathode voltage drop Uc ,
cathode layer thickness dc , ratio of the discharge cur-
rent density to the square of gas pressure j/p2) for a
short (free of a positive column) low-pressure glow dis-
charge in argon and nitrogen in a broad range of gas
pressures. It was found that a normal discharge regime
is observed only to the right of the inflection point in the
glow discharge initiation curve provided that the gas ion-
ization takes place in the anode layer. We will also dem-
onstrate that one of the methods used to determine the
normal cathode voltage drop leads to incorrect data.

The experiments were performed in argon and nitro-
gen at pressures p in the range from 10–2 to 10 Torr, the
discharge voltages Udc ≤ 1000 V, and the discharge cur-
rents Idc ≤ 100 mA. The voltage of a dc source was
applied to a duralumin cathode, while a stainless steel
anode was grounded. The cathode and anode diameters
1063-7850/00/2610- $20.00 © 0891
were virtually equal to that (100 mm) of the discharge
tube, and the interelectrode distance was L = 33 mm.
Some experiments were performed in a 63-mm-diam
discharge tube containing a mobile stainless steel cath-
ode and anode with a diameter of 62 mm. The discharge
plasma parameters were measured using a single cylin-
drical nichrome probe with a length of 5 mm and a
diameter of 0.18 mm. The voltage drop across the cath-
ode layer Uc was determined by placing the probe at a
visible layer boundary and measuring the plasma
potential ϕpl relative to the anode. The Uc value was cal-
culated as the difference of the voltage between elec-
trodes Udc and the plasma potential (Uc = Udc – ϕpl). The
current density j was determined as the ratio of the cur-
rent Idc measured in the electrode circuit to the cathode
area S. If the normal current density effect was
observed, the j value was determined by measuring the
discharge current under conditions when the discharge
was extended over the whole cathode surface while the
voltage was still equal to the normal value.

Figure 1 shows the glow discharge initiation curves
Udc(p) and a plot of the minimum cathode voltage drop
Uc(min) versus the gas pressure p. The minimum cathode
voltage drop Uc(min) refers to the Uc value measured
immediately before the discharge quenching. As seen
from Fig. 1, an increase in the gas pressure is accompa-
nied by decrease in Uc(min) down to a minimum value of
Uc(min) = Un (Un = 200 ± 3 V for argon and Un = 280 ± 3 V
for nitrogen) reached at p = pn (pn/pmin ≈ 3.5).

As was demonstrated previously [13], the glow dis-
charge initiation curves exhibit (on the right of the min-
imum) an inflection point with the coordinates p = pinf
and Udc = Udc(inf) such that

(1)

where e is the natural logarithm base, pmin and Udc(min)
being the coordinates of the minimum in the glow dis-

Udc(inf)

Udc(min)
----------------

e
2
---,

pinf

pmin
--------- e,= =
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Fig. 1. The glow discharge initiation curve Udc(p) and a plot
of the minimum cathode voltage drop Uc(min) versus the gas
pressure p for (a) argon and (b) nitrogen. Discharge tube
diameter 100 mm; interelectrode distance L = 33 mm.
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Fig. 2. Plots of a product of the pressure by the cathode layer
thickness (pdc) and of the ratio of the discharge current den-

sity to the square of gas pressure (j/p2) versus the cathode
voltage drop Uc measured for the glow discharge in argon
and nitrogen. Discharge tube diameter 100 mm; interelec-
trode distance L = 33 mm.
TE
charge initiation curves. Relationships (1) indicate that
a threshold pressure pn corresponding to the onset of
the normal glow discharge regime occurs to the right of
the inflection point. This conclusion was confirmed by
the results of our measurements of the discharge cur-
rent–voltage characteristics and by visual observations
of the glow discharge region near cathode.

Figure 2 shows the plots of pdc and j/p2 versus Uc
measured for the glow discharge in argon and nitrogen.
For argon, (pdc)n ≈ 0.4 ± 0.03 Torr cm and (j/p2)n ≈
0.11 ± 0.02 mA/(cm2 Torr2), while for nitrogen
(pdc)n  ≈ 0.23 ± 0.03 Torr cm and (j/p2)n ≈ 0.22 ±
0.02 mA/(cm2 Torr2). Also presented in Fig. 2 are the
plots of experimental data for an iron cathode taken
from a review of Frencis [2] which show a reasonable
agreement with our results. Note that the experimental
values of pdc and j/p2 determined as functions of Uc for
various gas pressures and voltages between electrodes
quite satisfactorily fit to the same curve.

According to [4, 14], the transition from Townsend
to the glow discharge regime proceeds in such a manner
that the potential redistribution (related to a perturba-
tion of the field in vacuum Edc by the space charge)
inhibits the electron multiplication to the left of the
inflection point. At the same time, the potential redistri-
bution to the right of the inflection point facilitates the
multiplication process and the glow discharge may
exist at lower voltages. Therefore, the normal discharge
regime may be observed only in the vicinity and to the
right of the inflection point.

In practice, the cathode voltage drop Uc is fre-
quently determined by the following procedure. The
glow discharge is initiated for L on the order of a few
centimeters, after which the anode is moved toward
cathode and the voltage between electrodes is mea-
sured at a constant discharge current [2, 3, 15, 16]. Fig-
ure 3a shows a plot of Udc versus L obtained using this
procedure. The minimum voltage between electrodes
determined by this method at several values of the dis-
charge current is usually assumed to be represent the
normal cathode voltage drop Un. However, we will now
demonstrate that this method of determining the normal
cathode voltage drop is incorrect.

Let us fix the distance L = L1, at which a minimum
voltage between electrodes is observed, and measure
the discharge current–voltage characteristic Idc(Udc)
(Fig. 3b). Under these conditions, the normal current
density effect is absent (i.e., neither current increases at
a constant voltage nor the discharge area contracts with
decreasing current in the electrode circuit). Therefore,
the minimum voltage between electrodes determined
as described above by no means represents the true nor-
mal cathode voltage drop. The discharge observed
under these conditions corresponds to a discharge at
pL ≈ (pL)min. Now, let us increase the distance between
electrodes, while the discharge is glowing and the volt-
age between electrodes has a minimum value. When
CHNICAL PHYSICS LETTERS      Vol. 26      No. 10      2000
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the anode goes sufficiently far away into the dark Fara-
day space (L = L2), the voltage between electrodes
exhibits a sharp drop (by 10–20 V, depending in the par-
ticular gas type). Simultaneously, an anode sheath in
the form of a thin lighting layer appears at the anode
surface. Under these conditions, no normal glow dis-
charge exists either. Upon a further increase in the
interelectrode distance (L = L3), the normal current den-
sity effect appears at a minimum discharge current den-
sity (Fig. 3b). As seen from the comparison between
Figs. 1 and 3, the normal cathode voltage drop may be
observed only provided that the voltage between elec-
trodes is not minimum. Therefore, the aforementioned
conventional method of determining the normal cath-
ode voltage drop is incorrect.

Thus, we have experimentally established that the
glow discharge may exist in the normal regime only in
the presence of an anode sheath at the anode surface.
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Fig. 3. Plots of (a) the voltage between electrodes Udc vs.
the interelectrode distance L measured at a constant dis-
charge current Idc = 10 mA and (b) the current–voltage char-
acteristic Idc(Udc) measured for a glow discharge in nitrogen
with the interelectrode distances L1–L3 indicated in Fig. 3a.
Discharge tube diameter 63 mm; nitrogen pressure p =
1 Torr.
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Once the anode sheath is not observed, the glow dis-
charge operates in the anomalous regime. The anode
sheath appears when the voltage drop across the anode
layer is close to the electron-impact ionization potential
of gas molecules. Therefore, there is a relationship
between the onset of a normal glow discharge regime
and the effect of ionization in the anode layer.

Thus, we have determined the cathode layer charac-
teristics for a glow discharge in the normal and anoma-
lous regimes. It was found that the normal glow dis-
charge regime may exist only in the region of pressures
to the right of the inflection point in the glow discharge
initiation curve.
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Abstract—Infrared reflection absorption and X-ray photoelectron spectroscopies are used to show that the pro-
cess of carbon monoxide (CO) oxidation can occur on the surface of a system formed during the appearance of
gold clusters on the surface of a titanium oxide layer cooled below room temperature. The efficiency of this
process is significantly affected by stoichiometry of the titanium oxide layer. The use of a TiOx substrate with
the stoichiometry different from TiO2 results in more effective CO oxidation in comparison with the process
observed in the Au/TiO2 system. An important role in the oxidation process is played by the gold–oxide inter-
face. © 2000 MAIK “Nauka/Interperiodica”.
In recent years, the materials with metal clusters
formed on the surface of oxide substrates have been
widely used in heterogeneous catalysis [1, 2]. In partic-
ular, one of the most efficient catalysts used in carbon
monoxide oxidation is the Au/TiO2 system [3]. Despite
a large number of studies devoted to this process, there
is no commonly accepted opinion about the nature of
the high catalytic activity of this material. On the one
hand, it is believed that the high catalytic activity is pro-
vided by the properties of gold clusters [4]; on the other
hand, it was suggested that a considerable role belongs
to properties of the Au/TiO2 interface [5]. Elucidation
of this problem requires further detailed study of the
system properties.

Below, we present experimental data indicating that
the titanium oxide stoichiometry plays an essential part
in the oxidation of CO molecules on the surface of the
Au/TiOx system. The studies were performed in ultra-
high vacuum (2 × 10–10 Torr) by methods of infrared
reflection absorption (IRRAS), X-ray photoelectron
(XPS), low-energy ion scattering (LEISS), and Auger
electron (AES) spectroscopies. These techniques are
described in detail elsewhere [6–9] and are only briefly
outlined here.

The IRRAS method reduces to the following: an IR
radiation beam polarized in the plane of incidence is
incident on the surface at an angle of 80°. This config-
uration provides the maximum sensitivity of the
method to the intramolecular vibrations normal to the
surface. This is the situation observed for CO on the
surface of most metals. The spectral resolution of this
method equals 4 cm–1. The Au/TiOx structures formed
were cooled to a temperature of 90 K, after which CO
was adsorbed and the IR spectra were recorded. All the
1063-7850/00/2610- $20.00 © 0894
IR spectra of CO molecules were normalized to the
background spectrum recorded prior to CO adsorption.

The AES measurements were performed using a
cylindrical mirror analyzer and a coaxial electron gun
producing a normally incident primary electron beam.
The photoelectron spectra were excited by the X-ray
AlKα line with an energy of 1453 eV and recorded with
the aid of a spherical deflector analyzer. The LEIS spec-
tra were excited by a 1-keV beam of He ions and mea-
sured at a scattering angle of 135°. This method is
extremely sensitive to the state of the surface layer and
the adsorbed film growth mechanism [10]. The density
of the primary He ion beam did not exceed 3 ×
10−7 A/cm2. We believe that the state of the ion-bom-
barded system only slightly changes during a 3-min-
long period of time required to record a LEISS spec-
trum.

To calibrate the flows of Ti and Au atoms thermally
evaporated and deposited onto a substrate surface, we
invoked the experimental data on the growth mecha-
nisms of Ti and Au films on the Re(1000) surface. Dur-
ing the room-temperature adsorption of atoms of these
metals on the substrate at a deposition rate of
0.15 ML/min, a layer mechanism of the film growth is
operative in both cases. Upon growing the first contin-
uous monolayer (ML) of adatoms, the coverage Θ was
assumed to be unity. The thickness of the monatomic
film was taken equal to the atomic diameter of the cor-
responding metal. An oxide substrate for gold adsorp-
tion was represented by a 130-Å-thick TiOx layer
formed on a Re(1000) crystal surface. Unlike the case
of bulky titanium oxide crystals, the use of TiOx layers
allowed us, first, to obtain the desired layer stoichiom-
etry (dependent on the layer formation mode) and, sec-
2000 MAIK “Nauka/Interperiodica”
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ond, to study the CO/Au/TiOx system by the IRRAS
method.

We used two modes of the titanium oxide layer dep-
osition. In the first mode, titanium atoms were depos-
ited at a rate of 0.5 ML/min onto the Re(1000) substrate
in an oxygen atmosphere at a pressure of 10–6 Torr and
a temperature of 700 K. Upon the formation of each
five monolayers (until attaining a total layer thickness
of 30 ML), the deposition of Ti atoms was halted and
the system was kept for 10 min in the oxygen atmo-
sphere at the temperature indicated above. An X-ray
photoelectron spectrum from the titanium layer thus
obtained is shown in Fig. 1 (the lower curve). A com-
parison of this spectrum with that of a bulky TiO2 crys-
tal [11] shows that the stoichiometry of the titanium
oxide layer is close to TiO2.

In the second mode, an oxide layer was grown in a
similar way with the only difference being that the tita-
nium atoms were continuously deposited until attaining
a desired thickness of 30 ML (without intermediate
keeping of the deposit in the oxygen atmosphere). The
corresponding XPS spectrum is shown in Fig. 1 (the
upper curve). Despite the similar location of the main
maxima, the two spectra are markedly different. The
broader lines and the shoulder A observed in the second
spectrum indicate that the degree of Ti oxidation in the
second mode is lower than that in TiO2. Therefore, it
can be suggested that the second spectrum corresponds
to the composition TiOx (with x < 2).

Gold atoms were deposited onto the surface of the
titanium oxide layers of these two types at a substrate
temperature of 500 K. The process was continued until
reaching a coverage corresponding to eight monolay-
ers. According to the LEISS and AES data, three-
dimensional gold clusters are formed on the substrate
surface in both cases. At Θ = 8 ML, the clusters occu-
pied about 70% of the titanium oxide surface. Assum-
ing that all the islands are of the same hemispherical
shape, one can evaluate their heights, which, at this
coverage, are about 40 Å. The Au/TiO2 and Au/TiOx

systems thus obtained were cooled to 90 K and exposed
to carbon monoxide until attaining a total exposure of
100 L (1 L = 10–6 Torr s). The corresponding IR absorp-
tion lines caused by excitation of the intramolecular
oscillations in CO adsorbed on the gold surface are
shown in Fig. 2a (curve 1) and Fig. 2b (curve 1). Upon
heat treatment of the systems thus obtained at a temper-
ature of 250 K and their subsequent 30-min exposure to
oxygen at a pressure of 10–6 Torr, the intensity of the IR
absorption lines of carbon monoxide decreased in both
cases. The decrease was more pronounced for the sys-
tem CO/Au/TiOx (Fig. 2b, curve 2) than for the system
Co/Au/TiO2 (Fig. 2a, curve 2). Annealing of the same
systems at a temperature of 250 K without the subse-
quent exposure to oxygen did not noticeably changed
the spectra. Thus, we may suggest that the observed
decrease in the IR line intensities is caused by CO oxi-
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 10      20
dation. As seen from Fig. 2, this process is more effi-
cient on the surface of the Au/TiOx system than on the
surface of the Au/TiO2 system. This seems to be indic-
ative of the important role of the oxide layer in the car-
bon monoxide oxidation on the surface of the Au/TiOx

system.

This assumption is also confirmed by the XPS study
of the interaction between CO molecules and the sur-
face of the Au/TiO2 system. Figure 3 (curve 1) shows
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Fig. 1. X-ray photoelectron spectra of titanium oxide layers
of different compositions formed on the Re(1000) surface.
The layer thickness was estimated at 130 Å.

Fig. 2. IR absorption lines of CO molecules on the surface
of the (a) Au/TiO2 and (b) Au/TiOx (x < 2) systems (1) prior
to and (2) after their interaction with oxygen. It is seen that
this process is more efficient in the Au/TiOx system.
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the X-ray photoelectron spectrum of the Au/TiO2 sys-
tem obtained by the procedure described above. The
spectrum obtained upon a 1-h exposure of this system
to carbon monoxide at a substrate temperature of 500 K
is shown in Fig. 3 (curve 2). The pattern of changes in
the spectrum, in particular, the appearance of the low-
energy shoulder A on the main line, indicates a lower
degree of oxidation for some Ti atoms and, therefore, a
certain loss of oxygen from the TiO2 layer in the pro-
cess of interaction with CO molecules. This behavior
may be indicative of the participation of oxygen from
titanium dioxide in the process of CO oxidation on the
surface of the Au/TiO2 system. It should also be empha-
sized that exposure of the TiO2 layer without deposited
gold clusters to CO molecules under the conditions
analogous to those described above did not change the
spectrum in the way shown in Fig. 3. Thus, we assume
that an important role in oxidation of CO molecules is
played by the Au/TiOx interface.
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Fig. 3. X-ray photoelectron spectra of a ~130-Å-thick sto-
ichiometric titanium oxide layer TiO2 (1) prior to and
(2) after interaction with CO molecules. The changes
observed upon exposure to CO indicate the loss of oxygen
from the titanium dioxide layer.
TE
The results obtained lead to the conclusion that sto-
ichiometry of the titanium oxide layer plays an impor-
tant part in the oxidation of CO molecules on the sur-
face of the Au/TiOx system. The use of a TiOx layer
with the stoichiometry different from TiO2 as an oxide
substrate provides a more efficient CO oxidation than
in the case of the Au/TiO2 system. The gold–oxide
interface in the Au/TiO2 system can be regarded as a
catalytically active region.
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Abstract—A theoretical analysis of the dynamics of thermal and electromagnetic perturbations in a supercon-
ductor shows that nonlinear thermal and electric dissipative wave structures may form under certain conditions
on the sample surface. The structures possess a finite-amplitude and propagate at a constant velocity. The
appearance of these structures is qualitatively described and the wave propagation velocity is estimated. © 2000
MAIK “Nauka/Interperiodica”.
At present, superconducting systems with high crit-
ical field strengths and current densities are widely
implemented in various advanced technologies. How-
ever, successful operation of the superconducting mate-
rials is only possible provided that special measures are
taken to prevent a system from the thermal or magnetic
breakage of superconductivity and the transition to a
normal (resistive) state. For this reason, one of the main
problems in the investigation of properties of supercon-
ductors is that of predicting the superconducting state
breakage caused by dissipative and nonlinear effects
related to viscous motions of the magnetic flux. This
explains the considerable interest in the study of dissi-
pative and nonlinear effects in superconductors that has
arisen in recent years.

This work is devoted to the analysis of the nonlinear
dynamics of interrelated thermal and electromagnetic
perturbations in a superconductor caused by dissipative
effects involved in the viscous motion of the magnetic
flux. The structure and evolution of the stationary ther-
momagnetic waves propagating in the superconductor
is studied based on a system of nonlinear equations
describing dynamics of the instability development in
the system studied.

The evolution of thermal and electromagnetic per-
turbations in a superconductor is described by a set
involving the one-dimensional thermal conductivity
equation [1]

(1)

the Maxwell equation

, (2)

ν∂T
∂t
------ k

∂2T

∂x2
--------- jE,+=

4π
c2
------∂j

∂t
----- ∂2E

∂x2
---------=
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and the related equation of the critical state

(3)

Here ν is the heat capacity, k is the thermal conductivity
coefficient, jc is the critical current density, and jr is the
current density in the resistive state.

The above system is essentially nonlinear because
the right-hand part of Eq. (1) contains a term describing
the Joule heat evolution in the region of a resistive
phase. Such a set (1)–(3) of nonlinear parabolic differ-
ential equations in partial derivatives has no exact ana-
lytical solution.

For the automodel propagating waves of the type
ξ(x, t) = x – vt, the initial differential Eqs. (1)–(3)
acquire the following form:

(4)

(5)

(6)

A set of boundary conditions corresponding to
Eqs. (4)–(6) is as follows:

(7)

where T0 is the initial temperature, Ee is the strength of
a constant external electric field.

j jc T H,( ) jr E( ).+=

νv ∂T
∂ξ
------–

∂
∂ξ
------ k

∂T
∂ξ
------ jE,+=

∂E
∂ξ
------

4πv
c2

----------- j,–=

E
v
c
----H .=

T ξ +∞( ) T0,
∂T
∂ξ
------ x ∞–( ) 0,= =

E ξ +∞( ) 0, E ξ ∞–( ) Ee,= =
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In view of considerable analytical difficulties
involved in solving the exact problem, we will restrict
our consideration to the so-called Bean–London criti-
cal state model by assuming that  = 0 [2].
A characteristic field dependence of jr(E) in the region
of sufficiently strong electric fields (E > Ef) can be
approximated by a piecewise linear function jr ≈ σfE,
where σf is the effective conductivity. In the region of
small field strengths (E < Ef), we assume a relationship
j(E) ≈ j1ln  to be valid with j1 being a character-
istic local current density scatter (related to a pinning
force inhomogeneity) on the order of j1 ≈ 0.01jc and E0

being a constant. This relationship between j and E is
due to a thermoactivated flux creep discovered in the
early experiments (see, e.g. [3]). The thermoactivated
flux creep is a principal mechanism of the energy dissi-
pation during the magnetic flux penetration deep into
the sample. This factor must affect the character of the
nonlinear thermomagnetic wave propagation in the sys-
tem studied.

Excluding the variables T(ξ) and H(ξ), using
Eqs. (4) and (6), and taking into account the boundary
conditions (7), we obtain an equation describing the
electric field E(ξ) distribution:

(8)

The dimensionless variables used in Eq. (8) are defined
as follows:

∂ jc/∂H

E/E0( )

∂2E

∂z2
--------- β 1

j1

σdE
---------τ+

∂E
∂z
------+

+ β2τ
j0

σd

-----
j1

σd

----- E
E0
-----ln+

E2

2Ek

---------.=

z
ξ
L
---, β

v tk

L
--------, tk

νL2

k
---------,= = =

X(E)

ΩE2

E0

1
j1

j0
---- E

E0
------ln+

Plots of the left- and right-hand parts of Eq. (9).
TE
where L is the depth of the magnetic flux penetration
into the sample, σd is the differential conductivity, a is
a constant parameter, and He is the external magnetic
field strength.

The corresponding equation of state is obtained
using a relationship [4]

(9)

where

As seen from the plots of X(E) versus E (see figure),
there exists a single point of intersection of the curves
y = ΩE 2 and y = 1 + ln , which corre-
sponds to a single stable equilibrium state. The stability
of this state is determined by the sign of derivative

 in the vicinity of the equilibrium point. The
wave velocity vE can be determined from Eq. (9) with
an allowance for the boundary conditions:

(10)

Now we can use Eq. (6) and readily derive an equation
describing the field distribution for a nonlinear H-wave.
The wave velocity vH of this H-wave is given by the
formula

(11)

As seen, the wave velocity exponentially increases with
the field amplitude He . For a sufficiently small ampli-
tude He < Ha , where

(12)

the wave velocity is negligibly small, which corre-
sponds to the case of the thermoactivated flux creep.
For He = Ha , the wave propagates at a finite constant
velocity. In this case, the maximum heating of a super-

τ
4πσ f k

c2ν
----------------, Ek

k

aL2
---------, L

cHe

4πj0
-----------,= = =

ΩE2 X E( ) 1
j1

j0
---- E

E0
-----,ln+= =

Ω
σd

2β2τ j0Ek

----------------------.=

j1/ j0( ) E/E0( )

∂2E/∂z2

v E
L
tk

---Ee 2τ
j0Ek

σd

---------- 1
j1

j0
----

Ee

E0
-----ln+ 

 
1/2–

.=

vH
cE
He

------
σd

2τ j1
----------Ek

LHe

ctk

---------- 
 

2 j0

j1
----– .exp=

Ha

ctk

L
------

2τ j0Ek

σd

----------------
1/2

,=
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conductor in the region immediately in front of the
wave is described by the relationship

(13)

In concluding, we must note that taking into account
a nonlinear dependence of the current density j on the
electric field strength E would not qualitatively change
the main results, since the character of the equilibrium
state on the phase plane remains essentially the same.

T T0–
T0

---------------
He

2

8πνT0
----------------.=
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Abstract—A mathematical model is proposed that describes the appearance of fluctuations with a spectral den-
sity inversely proportional to the frequency as a result of the intersection of phase transitions in a spatially inho-
mogeneous system. The model is represented by a set of two nonlinear stochastic differential equations with
mutually interacting order parameters. It is demonstrated that a random walk in the model potential field
corresponding to the intersecting sub- and supercritical phase transitions may lead to the self-organization of
a critical state and the appearance of fluctuations with a 1/f spectral density. © 2000 MAIK “Nauka/Interperi-
odica”.
Fluctuation processes with the power spectrum
intensity inversely proportional to the frequency
(flicker noise or 1/f noise) are observed in various pro-
cesses [1–3]. Although extensive investigations into
this phenomenon have been performed for many years,
no commonly accepted pattern has yet been elaborated
and even mechanisms leading to the appearance of fluc-
tuations are frequently unclear. For this reason, the
search for new systems featuring the flicker noise and
the development of new models of this phenomenon
still offer an important direction of investigation.

The interest in random processes with diverging
spectral characteristics has sharply increased in recent
years in connection with the discovery of the phenom-
enon of the self-organized critical state [4], whereby a
system exhibits critical behavior in the course of its
own evolution with no need of a fine adjustment of the
control parameters. Low-frequency divergence of the
spectral density of fluctuations is evidence that a pro-
cess featuring the flicker nose possesses no characteris-
tic time scale. This fact suggests that the system occurs
in the vicinity of a critical phase transition.

Previously [5–7], we have experimentally observed
fluctuations with a 1/f spectrum during a change in the
boiling mode of liquid nitrogen on the surface of thin
high-temperature superconductor films under condi-
tions of Joule self-heating. We also reported [8] on the
thermal fluctuations with 1/f and 1/f2 spectra observed
in boiling water films on a vertical filament heater. It
was noted that this process has much in common with
the phenomenon of the self-organized critical state.

The experimental results were explained within the
framework of a mathematical model [6, 7] describing
nonequilibrium phase transitions in a system with
1063-7850/00/2610- $20.00 © 0900
lumped parameters represented by a set of two nonlin-
ear stochastic equations:

(1)

where φ, ψ are the interacting order parameters and
Γ1(t), Γ2(t) are the Gaussian δ-correlated noise func-
tions. A special feature of this model is that the stochas-
tic equations describing the process contain nonpoten-
tial terms (γ > 1) taking into account the presence of
external fluxes. The system essentially converts white
noise into two stochastic processes with the spectral
densities proportional to 1/f and 1/f2.

Recently [9], we suggested a potential point system
leading to similar results. In this study, we will consider
the appearance of 1/f fluctuations in the order parame-
ter in a spatially distributed potential system.

Let us consider a system with the space-time evolu-
tion described by two one-dimensional stochastic equa-
tions of the diffusion type:

(2)

where D1, D2 are the diffusion coefficients and Γ1(x, t),
Γ2(x, t) are the random δ-correlation forces. This set of
equations (2) is rather general and describes nonequi-
librium phase transitions in many physical and chemi-
cal systems. Let us consider the case when the two
characteristic spatial scales of the order parameter are
significantly different, that is, D1/D2 @ 1. The source
functions characterizing interaction of the order para-
meters will be approximated by the expressions

φ̇ φψ2– ψ Γ1 t( ),+ +=

ψ̇ ψφ2– γφ Γ2 t( ),+ +=

∂φ/∂t D1∂
2φ/∂x2 Q1 φ ψ,( ) Γ1 x t,( ),+ +=

∂ψ/∂t D2∂
2ψ/∂x2 Q2 φ ψ,( ) Γ2 x t,( ),+ +=
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Q1(φ, ψ) = –φψ2 + ψ, Q2(φ, ψ) = –ψφ2 + φ [6, 7]. In this
case, the set of stochastic equations acquires the fol-
lowing form:

(3)

This set describes a random walk in the potential

(4)

possessing a saddle at the origin of coordinates. In the
absence of inhomogeneities (∇φ  = 0), the system also
possesses the lines of stationary points determined by
the condition φψ = 1. Once an inhomogeneity appears
in the parameter φ, the hyperbolas φψ = 1 incline
toward increasing parameter ψ. Figure 1 shows a phase
portrait of the system obtained by numerically integrat-
ing set (3) without random sources (Γ1 = Γ2 = 0), with
the dashed lines indicating separatrices. This system
possesses an asymptotic solution in the form of power
functions φ  t–1/4 and ψ  t1/4 for t  ∞ [in
contrast to the nonpotential set (1) featuring an asymp-
totic behavior of the type φ  t–1/2 and ψ  t1/2 for
t  ∞].

The physical meaning of potential (4) is readily elu-
cidated upon accomplishing a linear transformation to

the new variables θ = (ψ – φ)/ , η = (φ + ψ)/  cor-
responding to the phase plane rotation by π/4 (not
changing the type of the potential surface). In the new
variables, an expression for the potential acquires the
following form:

(5)

The structure of expression (5) indicates that potential
Φ(θ, η) corresponds to the intersection of two phase
transitions with the order parameters θ and η. Different
signs of the square terms suggest that we deal with the
intersection of sub- and supercritical phase transitions.
The last two terms in (5) describe the interaction of the
order parameters, the negative sign of the interaction
term θ2η2 corresponding to the absence of nonzero sta-
tionary solutions in a purely dynamic (noise-free)
system.

The numerical solutions were obtained using an
explicit integration scheme. The spatially distributed
white noise was represented by sequences of Gaussian
random numbers. The control parameters were repre-
sented by the intensities of random sources and the dif-
fusion coefficient D1. For a small intensity of noise, the

∂φ/∂t D1∂
2φ/∂x2 φψ2– ψ Γ1 x t,( ),+ +=

∂ψ/∂t ψφ2– φ Γ2 x t,( ).+ +=

Φ Φ0
1
2
---φ2ψ2 φψ–

1
2
--- ∇ φ( )2+

 
 
 

xd∫+=

2 2

Φ θ η,( ) 1
8
---θ4 1

8
---η4 1

2
---θ2 1

2
---η2–

1
2
--- ∇ θ( )2+ + +





∫=

+
1
2
--- ∇ η( )2 1

4
---θ2η2– ∇ θ∇ η–





dx.
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solutions to set (3) have the form of slightly fluctuating
relaxation functions φ(t) and ψ(t) representing a system
performing a random walk in one of the valleys (deter-
mined by the initial conditions) of the potential
Φ(φ, ψ). The process is nonstationary, and, as the ran-
dom source intensity increases, the system jumps from
one to another valley. Then the process becomes sta-
tionary—at least, with respect to the first two moments
of the distribution function of the parameter φ—pro-
vided that the integration steps are finite. The transition
to the stationary process is essentially due to the fact
that external random forces do not allow the system to
walk too far along the narrowing valleys of the potential
Φ(φ, ψ). The distribution functions of the parameters
φ(t) and ψ(t) possess a symmetric dome like shape and
can be well approximated by the Gaussian distribution.

Using the numerically calculated realizations, we
determined the corresponding spectral densities of fluc-
tuations by the Fourier transform method. It was found
that, within rather broad limits of variation of the diffu-
sion coefficient D1 and the intensity of random sources,
the spectral density Sφ of the parameter φ was inversely
proportional to the frequency. At the same time, the fre-
quency dependence of the spectral density Sψ is
inversely proportional to the frequency square.
Figure 2 shows the Sφ(f) function obtained upon spatial
averaging of the corresponding spectra. Note that the
spectra of fluctuations of the variable φ at each point in
the space also exhibit a characteristic 1/f shape. The
inset in Fig. 2 shows a typical space-averaged realiza-
tion. The numerical data presented in Fig. 2 were
obtained by integrating over 65540 time steps and 32
space steps with dt = 0.05 and dx = 0.8, respectively,
with the diffusion coefficient D1 = 0.4, the intensity of

ψ

φ

Fig. 1. A typical phase portrait of a dynamic system
obtained by averaging over the spatial variable.
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random sources σ = 3, and zero initial and boundary
conditions.

As seen from Fig. 2, the 1/f law is obeyed within a
frequency interval covering more than four orders of
magnitude. This range can be expanded to follow the
diverging low-frequency characteristic, provided that
an n-fold increase in the number of integration steps is

accompanied by the -fold decrease in the temporal

integration step and the -fold increase in the inten-
sity of random sources. The spectrum of the parameter
ψ is described by the function Sψ(f) ~ 1/f2.

It should be noted that the above results correspond
to the case when one of the diffusion coefficients (here,
D2) can be taken equal to zero. The results of our
numerical analysis showed that, as the D2 value
increases from 0 to D1, the Sφ(f) and Sψ(f) curves
change in the low-frequency range to exhibit horizontal
“shelves” characteristic of the Lorentzian spectra. If the
two diffusion coefficients are equal, the parameters φ
and ψ coincide and the set (3) becomes equivalent to

n

n

0

〈φ〉

103

102

101

100

10–1

10–2

10–3 10–2 10–1 100 101 f

〈Sφ〉

t

Fig. 2. The space-averaged spectral density 〈Sφ〉  of fluctua-
tions in the parameter 〈φ〉. The inset shows the correspond-
ing realization. The dashed line represents the function
〈Sφ〉  ~ 1/f1.09.
TE
the Ginzburg–Landau equation for the first-order phase
transition in a system with a single order parameter.

The diverging spectral characteristics of fluctua-
tions, as well as the power character of the relaxation
functions, are indicative of the critical behavior of the
system studied. This behavior is observed in a broad
range of the control parameters and needs no fine
adjustment of these parameters. The system falls in a
critical state as a result of intersection and interaction of
the nonequilibrium sub-and supercritical phase transi-
tions. In this context, we may speak of the self-organi-
zation of a critical state.

Thus, the random walk in a two-valley potential
with strongly different diffusion coefficients leads to
the appearance of fluctuations with a 1/f spectrum. The
intersection and interaction of the nonequilibrium sub-
and supercritical phase transitions, as well as processes
of the type described by the set of reaction-diffusion
equations (2), are frequently encountered in practice.
For this reason, the proposed model can be used to
explain the 1/f noise observed in various systems and
provides for a new approach to the phenomenon of self-
organized critical behavior.
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Abstract—We have studied the electric conductivity of YBaCuO and LaSrMnO dielectric films obtained by
pulsed laser sputtering of targets possessing metallic conductivity. The plots of the sample resistance versus
temperature R = R(T) measured at T < Tcr (Tcr = 160–240 K) exhibit regions where R is independent of the tem-
perature. This phenomenon is probably related to manifestations of the quantum confinement effects upon the
conversion of small grains into quantum dots. In the region of T < Tcr, the electric conductivity of the system is
determined by a mechanism of the phononless electron tunneling with participation of the atomic-type states
belonging to small grains (clusters) featuring metallic conductivity in the amorphous matrix. © 2000 MAIK
“Nauka/Interperiodica”.
In recent years, increased attention of researchers
has been drawn to the properties of manganates of the
LaSrMnO type possessing giant magnetoresistance.
This is reflected, in particular, by an increasing number
of publications devoted to the mechanism of electric con-
ductivity in these compounds [1–7]. Prokhorov et al. [5]
recently reported on the temperature dependence of the
electric resistance of thin Pr0.65Ca0.35MnO3 films
obtained by method of pulsed laser sputter deposition.
The observed behavior was untypical of solids, show-
ing a temperature coefficient of resistance tending to
zero in the range of T < 130 K. Based on the concept of
Gor’kov [2, 8] concerning the possibility of a “spray”
or “droplet” phase formation, the data obtained in [5]
were interpreted by assuming that the samples studied
represent a dielectric matrix with metallic inclusions
(or small-size ferromagnetic clusters in a paramagnetic
matrix). The presence of regions with a constant resis-
tance R(T) = const (ρ ≈ 104 Ω cm) was attributed to
magnetic ordering of the Pr0.65Ca0.35MnO3 films at low
temperatures.

Without calling for the revision of the experimental
data interpretation presented in [5], we would like to
emphasize some general trends manifested in the elec-
trical properties of dielectric films obtained by pulsed
laser sputtering of the targets possessing metallic con-
ductivity. Previously [9], we reported on the presence
of analogous regions in the R(T) curves for amorphous
YBaCuO films (the measurements were performed on
samples with planar electrode geometry) containing
nanocrystalline clusters with a metallic spectrum.
1063-7850/00/2610- $20.00 © 20903
Figure 1 shows the temperature variation of the
resistance of YBaCuO films obtained by sputtering a
stoichiometric target with radiation of an excimer laser
(KrF, λ = 248 nm, τ ≈ 25 ns, Φ = 1.5 J/cm2 [9]) and
depositing the sputtered material onto glass substrates
at T . 300 K. The regions where the sample resistance
is independent of the temperature are observed in the
R(T) curves of both planar samples (Fig. 1, curves 1–3)
and sandwich structures (curve 4). As is clearly seen
from these data, the presence of horizontal portions is
not related to the possible shunting effect of the film–
substrate interface or the surface contamination of
high-resistivity layers. The electric conductivity of the
films remains unchanged as the temperature decreases
down to T = 4.2 K (see the inset in Fig. 1). For the sam-
ples free of crystalline clusters, the R versus T curves
obey the Mott law R(T) ~ exp[(T0/T)1/4] [10].

Our subsequent investigations devoted to the electri-
cal properties of high-resistivity LaSrMnO films with
an amorphous structure obtained by the same pulsed
laser sputter deposition technique showed evidence of
the analogous phenomenon in virtually the same tem-
perature interval. Figure 2 presents the temperature
variation of the resistance of samples obtained by sput-
tering of a La0.6Sr0.2Mn1.2O3 target (one of the most fre-
quently employed compositions for this system) and dep-
osition on Nd3Ga5O12 substrates heated to various tem-
peratures. In the temperature interval Ts = 600–650°C, the
system exhibits a phase transition from amorphous to
crystalline state. As a result the electric conductivity
increases by 5–9 orders of magnitude, depending on the
000 MAIK “Nauka/Interperiodica”
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temperature of measurements. The temperature depen-
dence of the resistance of a film with crystalline struc-
ture exhibits a characteristic nonmonotonic behavior
with a maximum in the vicinity of the Curie tempera-
ture [1–4, 6, 7]. From the standpoint of this study of
special interest are the high-resistivity samples
obtained at lower substrate temperatures (Ts = 550,
600°C) featuring the regions with R(T) = const. The
temperature of the transition from the state with R(T) =
const to the regime of activation conductivity (Tcr ~
160 K) is somewhat lower in this system than in the
YBaCuO films where Tcr = 180–240 K.

Note that in all the cases mentioned above (that is,
in three different metal oxide systems YBaCuO,
PrCaMnO, LaSrMnO) the regions of R(T) = const are
observed for dielectric films obtained by pulsed laser
sputter deposition. Moreover, it is known that the
dielectric matrices of all these films contain inclusions
(crystalline clusters) possessing metallic conductivity.
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Fig. 1. The plots of resistivity versus temperature for the
amorphous YBaCuO films obtained by pulsed laser sputter-
ing of an YBa2Cu3O7 – δ target: (1–3) samples with a planar
electrode geometry, the YBaCuO film thickness l = 2.5 ×
10–4 cm, and the interelectrode spacing 0.3 cm, measured at
an electric field strength of E = 3 × 102 V/cm; (4, 5) sand-
wich structure (Ag–a-YBaCuO–Cr–glass) with the
YBaCuO film thickness l = 5 × 10–5 cm and the cross sec-
tion area 6 × 10–5 cm2, measured at an electric field strength
of 2 × 104 V/cm. Curve 5 in the inset shows the temperature
variation of resistivity for a sandwich structure measured in
the low-temperature range.
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In our opinion, a relationship between the appearance
of the regions with R(T) = const and the magnetic
ordering in PrCaMnO and LaSrMnO films has a sec-
ondary character and is due to the effect of the magnetic
ordering on the process of cluster transition to a state
with metallic spectrum. In the general case, the mag-
netic state of a system is not of principal significance.
We must also bear in mind that the dielectric films of
different compositions were obtained using targets pos-
sessing metallic conductivity. This is an important fac-
tor since, for the given film preparation technique, the
nanocrystalline clusters with metallic conductivity are
not necessarily formed immediately in the laser torch.
The origin of the clusters may as well be related to the
explosion character of interaction of the high-energy
laser radiation with the substance and/or to the second-
ary processes involved in the target sputtering (e.g., the
shockwave generation and propagation [9]), in which
cases the clusters represent essentially a form of exist-
ence of the target fragments.

In elucidating the mechanism of electric conductiv-
ity in the films in the regions of R(T) = const, we have
to recognize that the systems studied are sharply inho-
mogeneous, which, according to a classification com-
monly accepted, belong to granulated metals on the
dielectric side of a dielectric–metal junction. The elec-
trical properties of such stochastically inhomogeneous
systems are determined to a considerable extent by the
process of electron tunneling between the metal gran-
ules distributed in a dielectric matrix. The tunneling
transitions in these systems, similar to those in many
other solid objects, are temperature-dependent and pro-
ceed with the participation of phonons. The results of
extensive investigations conducted in recent decades
[11–13] show that the resistance of granulated media
varies with the temperature, as a rule, according to the
following law:

(1)

Taking into account that the regions of R(T) = const
were observed in the materials occurring in different
structural states and possessing different magnetic and
electrical properties, we may conclude that the only
conduction mechanism capable of providing for the
appearance of regions with R(T) = const is that based on
the electron tunneling between granules with metallic
conductivity but not involving phonons.

This possibility is offered by a classical quantum-
mechanical mechanism of electron tunneling with the
participation of discrete atomic-type states. This dis-
crete spectrum may be realized upon the conversion of
clusters into quantum dots. This spatial confinement of
the charge carriers in all three dimensions leads to the
realization of a limiting case of quantization with a
most pronounced modification of the electron proper-
ties of a given material: the ideal quantum dots possess
a δ-shaped energy spectrum similar to that of an iso-
lated atom [14, 15]. Indeed, the regions in which the

R T( ) T0/T( )1/2[ ]exp .∼
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resistivity ρ is independent of the temperature T are
observed only in the cases where the X-ray diffraction
data [9] indicate the presence of small clusters (on the
order of several tens of Ångströms). Previously [9], we
presented evidence in favor of the effect of the quantum
confinement, taking place in clusters possessing metal-
lic conductivity, on the optical properties of amorphous
YBaCuO films. Use of the quantum confinement
effects is an important trend in the development of
modern semiconductor electronics [14, 15]. A distance
between the energy levels in quantum-confined sys-
tems is determined by the size of clusters d and by the
density of states at the Fermi level N(0) [12]:

(2)

For small granules with a size of 10–40 Å composed
of atoms of the usual metals such as Au, Ni, Pt, and W,
the distance between energy levels in the quantum-con-
fined state does not exceed several tens of meV [17].
Therefore the tunneling transitions with thermal activa-
tion of electrons on various energy levels are really pos-
sible in these systems in the temperature range studied
(4.2 < T < 300 K). In our case, the granules are only for-
mally classified as metals and more likely represent
strongly degenerate semiconductors with metallic con-
ductivity [18, 19]. The density of states at the Fermi
level and the concentration of free holes can be 1–2
orders of magnitude lower than those in usual metals.
Moreover, a considerable decrease in the charge carrier
concentration and, accordingly, in the density of states
at the Fermi level may be additionally caused by the
hole trapping on the surface states [9]. The difference
between the energy levels in these systems may be
greater by more than one order of magnitude as com-
pared to the ∆ value in the granules of classical metals.

There were attempts [16, 17] at calculating the elec-
tric conductivity of granulated metals based on the dis-
crete character of the energy spectrum of small gran-
ules. These calculations were aimed at eliminating the
artificial limitations on the system parameters related
mainly to the assumption of a constant relationship
between the size and spacing of granules [11] used to
derive formula (1). However, it was demonstrated [13]
that relationship (1) can be derived assuming only a
sufficiently large scatter of granules (granules of the
same size may feature the tunneling transitions not
involving phonons).

The tunneling transitions must apparently depend on
the relationship between the thermal energy, the distance
between energy levels ∆ in a quantum-confined system,
and the electric-charge energy Ec. As is known [11–13],

(3)

The value of ∆ increases with decreasing granule size
by the law ∆ ~1/d3, while Ec increases at a markedly
slower rate (Ec ~ 1/d). Therefore, a system of granules
with small size d may satisfy both the requirements

∆ d3N 0( )[ ] 1–
.≈

Ec e2/εd .≈
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∆ @ kT, Ec @ kT and the condition ∆ @ Ec . This implies
that the electric conductivity of the system caused by
the electron tunneling with participation of the atomic-
type states belonging to small clusters possessing
metallic conductivity is independent of the temperature
at T < Tcr . A certain contribution may be probably due
to the effects caused by the resonance tunneling of elec-
trons involving clusters of ultimately small dimensions
and localized states of the matrix [20]. The phonon
spectrum of clusters is also subject to quantization [21],
which additionally hinders the tunneling transitions
with the participation of phonons. However, as the tem-
perature increases and the thermal energy becomes
comparable with the distance between the energy levels
of quantum dots, the energy spectrum acquires a quasi-
discrete character (∆ ≈ kT) and the system passes into a
regime of thermoactivated conductivity.
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in a Garnet Ferrite Crystal

E. A. Vilkov
Ul’yanovsk Department, Institute of Radio Engineering and Electronics, 

Russian Academy of Sciences, Ul’yanovsk, Russia
Received January 18, 2000

Abstract—The behavior of magnetostatic surface waves on a domain boundary uniformly propagating in a gar-
net ferrite crystal was theoretically studied. It was established that the boundary motion, while not affecting the
magnetostatic surface wave structure, may significantly modify the wave spectrum. © 2000 MAIK
“Nauka/Interperiodica”.
At present, devices employing the magnetostatic
and spin surface waves in layered structures of mag-
netic materials are widely used in data processing sys-
tems [1]. As is known, the magnetostatic surface waves
(MSSWs) can be effectively trapped by the domain
boundaries (DBs) in ferromagnetic materials [2, 3].
This, in view of the ability of DBs to move over a crys-
tal under the action of external control, poses an impor-
tant task of evaluating the waveguide properties of DBs
under the conditions of their controlled motion. In par-
ticular, study of the spectral properties of MSSWs on
moving DBs is of interest from the standpoint of using
this phenomenon in controlled data transfer channels.
A similar possibility of using domain boundaries mov-
ing in a ferroelectric material for the signal transfer
with a surface electrosonic wave was recently demon-
strated in [4].

In this work, we have studied for the first time the
behavior of an MSSW on a 180°-DB of the Bloch wall
type uniformly moving in a garnet ferrite crystal. It was
suggested that, in the laboratory (crystallographic)
frame x0yz, the DB lies in the (001) crystal plane and
moves perpendicularly to the spontaneous magnetiza-

tion axis  in the domains  ↑↓   || [001] || 0z
(j = 1, 2 is the domain number) with the current coordi-
nate y = yD = VDt (t is the time, VD is the domain bound-
ary velocity). Accordingly, the spontaneous magnetiza-

tions  and the internal magnetic field strengths

 in the domains are assigned the following values:

(1)

where j = 1 for y > yD and j = 2 for y < yD . In addition,
we assume that the crystal occurs in a state far from a
phase transition and the velocity VD is not very close to
the transverse sound velocity ct in the ferrite studied,

M0
j( ) M0

1( ) M0
2( )

M0
j( )

Hi
j( )

M0
j( ) 1–( ) j 1+ M0, Hi

j( ) 1–( ) j 1+ Hi,= =

M0 0, Hi 0,>>
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which allows us to ignore the structural transformation
processes in the moving DB. Finally, we also assume
that MSSWs trapped by DBs propagate along the
x-axis and can be described within the framework of a
non-exchange magnetostatic approximation, in which
case k∆ ! 1 (∆ is the DB thickness) and the DB can be
considered as a geometric—thin and structureless—
surface.

To construct a solution for this problem, we will
pass from the laboratory frame of reference to the DB
rest frame . Since VD ! c (c is the speed of light),
we may use the Galilean transformation:

(2)

Accordingly, the differential operators are transformed
by the following scheme:

(3)

In the selected MSSW propagation geometry, the
magnetic potentials ϕj satisfy the Laplace equation [1]

(4)

which, by virtue of (3), is invariant with respect to the
transformation (2). A solution to Eq. (4), where ∇  is the
Hamiltonian operator in the  plane, can be repre-
sented in the following form:

(5)

where Ω is the MSSW frequency in the DB rest frame.
The signs of the MSSW boundary localization coeffi-
cient k were selected so as to ensure that the solution
would be limited inside the domains.

Equation (4) has to be supplemented by the bound-
ary conditions of continuity for the normal component
of the magnetic potential

(6)

x̃0 ỹz̃

ỹ y V Dt, x̃– x, t̃ t.= = =

∂
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----- ∂

∂ ỹ
------,

∂
∂x
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∂ x̃
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∂
∂t
----- ∂

∂ t̃
----- V D

∂
∂ ỹ
------.–

∇ 2ϕ j 0,=

x̃0 ỹ

ϕ j A j i k x̃ Ω t̃–( ) 1–( ) jk ỹ[ ] ,expexp=

ϕ1 ỹ 0= ϕ2 ỹ 0== ,
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and for the normal component of the magnetic induc-
tion

(7)

Here

are the magnetic permeability tensor in the DB rest
frame, ω0 = γHi , ωm = γM0, and γ is the magnetome-
chanical ratio. Substituting expression (5) into Eqs. (6)
and (7) and using the condition of solvability of the set
of homogeneous algebraic equations with respect to

µ 1( )∂ϕ1

∂ ỹ
---------– µyx

1( )∂ϕ1

∂ x̃
---------

ỹ 0=

–  = µ 2( )∂ϕ2

∂ ỹ
--------- µyx

2( )∂ϕ2

∂ x̃
---------

ỹ 0=

.––

µ j( ) ω0ωm

ω0
2 Ω 1–( ) j 1+ iVDk+[ ]2

–
-------------------------------------------------------------,=

µyx
j( ) 1–( ) j 1+ iωm Ω 1–( ) j 1+ iVDk+[ ]

ω0
2 Ω 1–( ) j 1+ iVDk+[ ]2

–
---------------------------------------------------------------------------=

1
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3
A

ωm + ω0

ω0

0 k

Ω'

Fig. 1. Qualitative pattern of the spectrum of MSSWs on
moving DBs.

0
B

k

Ω''

Fig. 2. Qualitative pattern of the damping coefficient for
MSSWs on moving DBs.
TE
amplitudes A1 and A2, we obtain the following disper-
sion relation for MSSWs on a moving DB:

(8)

As seen from formula (5) and Eq. (8), the MSSW
structure is analogous to that of a usual collinear (k || 0 )
surface wave. In contrast to the case of a surface elec-
trosonic wave in a ferroelectric [4], the MSSW front
does not rotate in the direction of the DB motion,
remaining perpendicular to the boundary. Figure 1
(dashed curve) shows a typical spectrum of MSSWs
(with neglect of losses) on a moving DB, constructed in
the plane of spectral variables k, Ω' = Re(Ω). Solid
straight lines 1 and 2 represent the frequency doublet
ω0, ω0 + ωm corresponding to an MSSW on an immo-
bile DB. This doublet is obtained from the spectrum of
magnetostatic waves in a periodic domain structure [2, 3]
in the high-frequency limit (lone domain boundary). It
should be noted that Gilinskiœ and Mints [2] called
(without any justification) for the spectral line 1
(Ω'  =  ω0) of the doublet to be rejected from the
solution.

The DB motion eliminates the monochromaticity of
the spectral lines and imparts a signal character to the
MSSW propagation. The dispersion branches of the
solution exhibit monochromatic closure behind a root
point of the spectrum (8) with the coordinates (Ω' =
ω0 + ωm/2, k = ωm/2VD) to form a spectral line 3 at a fre-
quency Ω' = ω0 + ωm/2. In Fig. 2, showing the plots of
Ω'' = Im(Ω) corresponding to the spectral curves of
Fig. 1, point A is represented by the branching point B.

In order to describe the behavior of the MSSW spec-
tra in the vicinity of the root singularities, it is a com-
mon practice to introduce losses inherent in real sys-
tems. Using this approach, we perform the transforma-
tion k  k(1 + iα), with the small parameter α ! 1
determining the level of magnetic losses, and arrive at
the dispersion functions Ω'(k) and Ω''(k) depicted by
solid curves in Figs. 1 and 2. It should be noted that
Fig. 1 presents only a physical branch of the solution,
into which the spectral line 2 transforms due to the
boundary motion and the presence of losses. In Fig. 2,
this branch corresponds to the portion of the curve
Ω''(k) < 0 describing damped magnetooptical oscilla-
tions. This result justifies the necessity of rejecting the
spectral line 1 in Fig. 1 that was stipulated in [2]: once
the DB motion and losses are taken into account, this
spectral line transforms into another branch of the solu-
tion Ω'(k), corresponding to Ω''(k) > 0, which repre-
sents increasing magnetostatic oscillations that cannot
be physically realized under the conditions studied.

In the garnet ferrite crystals, ωm ~ 1010 s–1 and (for
the practically attainable velocities VD ~ 105 cm/s), the
root singularity of the spectrum (8) falls within the
region of magnetostatic wavenumbers k < 105 cm–1.

Ω ω0
ωm

2
-------

ωm
2

4
------- VD

2 k2– .±+=

x̃
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These conditions are expected to lead to the most sig-
nificant changes in the MSSW spectrum as a result of
the DB motion, which might be of interest from the
standpoint of applications. In particular, by controlling
the DB motion, we can modify, in a controlled manner,
a delay in the signal carried by MSSWs predominantly
on the descending part of the Ω'(k) curve (Fig. 1), that
is, in the region of anomalous dispersion. The vicinity of
the root singularity in the dissipation-free spectrum (8)
of MSSWs on moving DBs is also of interest due to the
fact that, according to Eq. (5), this region is character-
ized by a minimum scale (determined by the wave-
length) of the boundary localization of MSSWs relative
to the geometric size of the garnet ferrite crystal. This
circumstance may provide for the practical realization
of the effect of MSSW translation by DBs moving over
the crystal. Note that these results remain valid when
the consideration is conducted in the laboratory frame
of reference.
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 10      20
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Abstract—We report on the Josephson effect observed for the first time in a superconductor–poly(dimethylsi-
loxane)– superconductor structure. © 2000 MAIK “Nauka/Interperiodica”.
It was reported [1] that 5–12 µm thick poly(dimeth-
ylsiloxane) (PDMS) layers not subjected to any prelim-
inary treatments exhibited high but unstable room-
temperature conductivity. When an external voltage
below 1 V was applied to a PDMS sample, the resis-
tance exhibited random variations from 109 to 0.5 Ω. In
the low-resistance (high-conductivity) state, the total
resistance of the metal–PDMS–metal structure was
independent of the PDMS film area and thickness.

Previously, we demonstrated that a stable high-con-
ductivity state can be observed in thin-film samples of
some thermostable polymers of the polyarylene group,
such as poly(diphenylenephthalide) [2], and polyim-
ides [3] placed between metal electrodes. This state
was observed even in the absence of a specially applied
electric field, provided that the film thickness did not
exceed 1.5 µm. A small external uniaxial pressure
applied to the structure did not affect the polymer film
properties, and it was only necessary to improve the
contact between polymer and metal electrodes. It was
also found that sandwich structures comprising a thin
film of an amorphous polyimide between superconduc-
tor layers feature the Josephson effect [3]. It was also of
interest to study the effect of a magnetic field on the
properties of sandwich structures with PDMS.

PDMS is an organosilicon polymer with the formula
[–Si(CH3)2–O–]n that occurs at room temperature in a
high-elasticity (rubberlike) state.1 In order to prevent
the material from flowing out of the interelectrode
space, a 1–3 µm thick ring-shaped dielectric layer with
an inner diameter of 2.5 mm was deposited onto one of
the electrodes. Thus, the polymer studied was confined
within a cavity formed by the electrode surfaces and the
inner wall of the dielectric ring.

The electrodes were made of a massive pure tin
(99.99% Sn) and had a thickness of 2.0 mm and a diam-
eter of 12 mm. The electrode surface roughness mea-
sured with a MII-4 interference microscope did not
exceed 0.08 µm. Note that a high external mechanical
pressure (100 times that used in the experiments with

1 Some of our experiments were performed with a material pos-
sessing a molecular weight of 250000 that was kindly provided to
us by I.S. Shlimak.
1063-7850/00/2610- $20.00 © 20910
PDMS) applied to electrodes in the absence of a poly-
mer sample did not lead to the shortening of the elec-
trodes. The experiments with PDMS showed that the
structures with a dielectric ring (and, hence, the PDMS
film) thickness of 1.5 µm and below exhibit a stable
high-conductivity state for an applied electric field
strength not exceeding 40 V/cm.

Now we will consider the results of the low-temper-
ature experiments with the Sn–PDMS–Sn structures in
the temperature range where tin occurs in a supercon-
ducting state (the critical temperature for this metal is
Tc = 3.72 K). Methods used for the temperature and
resistance measurements were analogous to those
described elsewhere [2, 3].

Figure 1 shows a temperature dependence of the
resistance R(T) of a Sn–PDMS–Sn structure. A signifi-
cant decrease in the sample resistance begins in the
region of 3.65–3.75 K, and then the resistance drops
with the temperature down to a technical zero deter-
mined by the sensitivity of the measuring equipment.
A similar R(T) behavior was previously observed for
poly(diphenylenephthalide), an amorphous polyimide,
and an oxidized atactic poly(propylene) [2–4]. As seen
from Fig. 1, the superconducting transition is blurred

0
3.3

0.5 mA

R, Ω

T, K

3.4 3.5 3.6 3.7 3.8 3.9 4.0

0.02

0.01 1.0 mA

Fig. 1. Temperature dependence of the resistance of a
Sn−PDMS–Sn structure measured at two values of the
current.
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within a certain temperature interval rather than being
sharp as in the system of two tin electrodes in direct
contact (in the latter case, the superconductivity
appears sharply at T = Tc as indicated by the vertical
arrow). As is known, the temperature blurring is also
characteristic of very thin superconducting filaments or
small metal particles, provided that their diameter d is
much smaller than the coherence length ξ0 of the Coo-
per pair (for Sn, ξ0 = 250 nm [5]). This fact suggests
that the polymer may contain thin conducting channels.
The assumption is confirmed by the transition width
increasing with the current passing through the struc-
ture (Fig. 1). Indeed, the greater the intrinsic magnetic
field generated by the current in a conductor is, the
smaller the sample diameter is that allows the super-
conductivity to appear [6].

The above data suggest that the polymer film con-
fined between massive superconducting electrodes
contains superconducting channels with small cross
sections, which may exhibit the properties of weak
bonds. More evidence is provided by the current–volt-
age (I–U) characteristic of the Sn–PDMS–Sn sandwich
structure presented in Fig. 2a. As seen from this plot, no
voltage drop across the structure is observed for I ≤ Ic .
This shape of the I–U plot is typical of the Josephson
junctions. Therefore, we may expect the Sn–PDMS–Sn
structures to feature the Josephson current oscillations
in a weak magnetic field.

Indeed, the experiment confirmed this hypothesis.
Figure 3 sows the pattern of oscillations in the voltage
drop (reflecting variations in the current) across the Sn–
PDMS–Sn sandwich structure in a weak transverse
magnetic field. The voltage oscillations were measured
for two values of the direct current passing through the
structure: I ≥ Ic (Fig. 3a) and I > Ic (Fig. 3b). As seen,
the observed pattern significantly differs from that
expected for a system with a single Josephson junction
and is more likely to represent a system of N parallel
mutually interacting junctions [8]. Figure 3 also shows
that the character of voltage oscillations in the magnetic
field varies depending on the current passing through
the structure. This is apparently related to a nonstation-
ary state of the Josephson junction in the case of I > Ic
and V ≠ 0.

Let us turn back to Fig. 2. As is known, the behavior
of Ic(T) in the vicinity of Tc is described by the formula
Ic(T) = const(1 – T/Tc)n, where the exponent n depends
on the type of the Josephson junction. In particular,
n = 2 for an SNS junction (N is a normal metal), in
which the superconductivity is due to the proximity
effect [9], and n = 1 for a junction of the SIS type
(I being a tunneling-transparent barrier with a thickness
not exceeding 2 nm) or a point contact between two
superconductors (S) [10, 11]. The inset in Fig. 2 shows
the experimental data on Ic(T) plotted in the double log-
arithmic coordinates. As seen, our results are well
described by the above formula with n = 1, which
rejects the possibility of a Josephson junction of the
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 10      20
SNS type corresponding to the proximity effect in a
polymer channel. As for a junction of the SIS type, it
must be noted that, although we did not intend to create
a tunneling-transparent dielectric layer, this possibility
cannot be excluded since the Sn electrodes may be oxi-
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Fig. 2. The current–voltage characteristic of a Sn–PDMS–Sn
structure measured in a weak electric field at T = 3.37 K.
The inset shows the temperature dependence of the critical
current (for tin, Tc = 3.72 K).
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Fig. 3. The plots of voltage drop across the Sn–PDMS–Sn
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strength measured at T = 2.73 K for two values of the direct
current passing through the structure I = 4.5 (a) and
5.3 mA (b). The inset shows the pattern of voltage oscilla-
tions in a wider range of magnetic field strengths.
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dized in air in the course of the sandwich structure
preparation. However, even if this Josephson point con-
tact is formed, we must expect that a superconducting
channel in the polymer exists as well. Thus, further
investigations are necessary to elucidate the nature of
superconductivity of this polymer channel.
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Abstract—InGaAsP/InP laser heterostructures with step-divergent waveguides and two stressed quantum
wells were obtained by metalorganic VPE. The lasers emitting at 1.55 µm provide for an intrinsic quantum yield
of ηi = 85 %. An optical power of 5.2 W in the continuous operation mode was achieved at a laser diode tem-
perature of 10°C. The internal optical losses in the laser heterostructure studied amount to 3.6 cm–1, which is
comparable with the level of losses in similar structures with uniform divergent waveguides. © 2000 MAIK
“Nauka/Interperiodica”.
This work continues our investigation devoted to
high-power semiconductor lasers emitting in the
1.3−1.5 µm range. Previously [1–4] we determined the
main factors limiting the maximum optical radiation
power that can be achieved in mesastrip InGaAsP/InP
heterolasers with wide contacts. These factors include
large internal optical losses [1, 2], high temperature
sensitivity of the differential quantum efficiency [3],
and a decrease in the stimulated quantum yield caused
by the escape of injected charge carriers into the
waveguide [4]. This paper reports on the properties of
mesastrip InGaAsP/InP heterolasers with wide contacts
based on a separately bounded heterostructure with
improved design.

Laser heterostructures based on the InGaAsP/InP
solid solution system exhibit certain features in the
energy band structure, namely, a special distribution of
the bandgap width jump between the conduction and
valence bands [5]. Indeed, the conduction band
accounts for 1/3 of the total bandgap width jump at the
InGaAsP/InP heterojunction [5], which determines a
small depth of the potential well for electrons. This leads
to the escape of the injected charge carriers and the
resulting decrease in the stimulated quantum yield [4].
To reduce this undesired effect, we have refined the
design of the separately bounded laser heterostructure.
A single waveguide was replaced by three featuring a
step-divergent bandgap width variation (Fig. 1). The
bandgap width in the wide-bandgap part of the
waveguide was increased so as to reduce the charge car-
rier escape to the waveguide part in contact with emit-
ters. The narrow-bandgap part was accordingly
expanded so as to retain the optical confinement factor
of the whole waveguide. It should be noted that all the
known implementations of step waveguides in laser
heterostructures were aimed at reducing the nonradia-
1063-7850/00/2610- $20.00 © 20913
tive recombination at the heterojunctions of a thin
waveguide [6–8].

The purpose of this work was to study the properties
of InGaAsP/InP laser heterostructures emitting at
1.55 µm with step-divergent-bandgap waveguides
obtained by metalorganic-hydride vapor-phase epitaxy.

Figure 1 shows an energy band diagram of a laser
heterostructure with the step-divergent waveguide
obtained by metalorganic-hydride VPE. The VPE tech-
nology and the properties of analogous heterostructures
were described in detail previously [1]. A principal dis-
tinguishing feature of the structure studied in this work
consists in the three-step waveguide design. The thick-
nesses and bandgap widths of the steps are indicated in
Fig. 1. These heterostructures were used in standard
laser diode assemblies mounted on copper heat
exchangers [1].

Figure 2 shows the plots of the inverse differential
quantum efficiency versus the Fabry–Perot resonator
length for the lasers with uniform and step-divergent

W1
W2
W3

Eg1 Eg2 Eg3 EQW

Eg

InP InP

X

Fig. 1. A schematic band diagram of a laser heterostructure
with a step-divergent waveguide: Eg1 = 1.24 eV; Eg2 =
1.13 eV; Eg3 = 1.03 eV; W1 = 0.85 µm; W2 = 0.36 µm; W3 =
0.12 µm.
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waveguides. By extrapolating these plots, we may esti-
mate the intrinsic quantum yield of the corresponding
laser diodes in the initial region of the output power–
current characteristic. In our case, the intrinsic quantum
yield was ηi = 67 ± 3% for the uniformly divergent
waveguide and ηi = 85 ± 3% for the step-divergent
waveguide structure. Using the plots of Fig. 2, we may
also evaluate the internal optical losses for the struc-
tures studied, which amount to αi = 4.2 and 3.6 cm–1 for
the heterostructures with uniform and step- divergent
waveguides, respectively. These values are somewhat
inferior to analogous characteristics (αi = 1.3 cm–1) of
the best systems reported so far [2]. From these data we
infer that the laser heterostructures with a step-diver-
gent waveguide provide for an increase in the stimu-
lated quantum yield without introducing additional
optical losses.

A minimum value of the threshold current density
(210 A/cm2) was obtained in laser diodes with 3.3-mm-
long Fabry–Perot resonators. Despite a high αi value,
the laser diodes emitting at 1.55 µm provided for a suf-
ficiently high differential quantum efficiency of 44%.

Previously [3], we have demonstrated that the active
region of a laser operated in the continuous mode
exhibits a 50°C overheating with respect to the water-
cooled copper heat exchanger. For this reason, we have
used a modified cooling system that ensured constant
temperature of the laser heat exchanger (or the crystal)
in the entire range of pumping currents employed. Fig-
ure 3 shows a diagram of the temperature measurement
scheme used with the laser diode tested in the continu-
ous operation mode. Provided the laser diode tempera-
ture was maintained on a constant level, the differential
quantum efficiency retained the initial value and the
maximum attained power was limited only by the ther-
mal breakdown of the laser diode. It should be noted
that the breakdown in longer laser diodes (~2.6 mm)

1
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3

2

1

0 0.05 0.10 0.15 0.20 0.25 0.30
L, cm

1/η d

Fig. 2. The plots of the inverse differential quantum effi-
ciency versus the Fabry–Perot resonator length of the laser
diodes for the heterostructures with (1) uniformly divergent
and (2) step-divergent waveguides.
TEC
was observed at lower current densities than in the
shorter ones (~1.1 mm).

Figure 4 shows the output power–current character-
istic for the laser diodes of various lengths measured in
the continuous operation mode. Cooled with a water
flow sufficient to provide a constant temperature of the
copper heat exchanger, a laser diode with a resonator
length of 2.6 mm yielded a power of 2.5 W at a current
of 10 A. Here, the maximum output power was limited
by overheating of the active region relative to the heat
exchanger. Elimination of this drawback by maintain-
ing a constant temperature of the laser diode allowed
the output power of samples with the resonator lengths
2.6 and 1.1 mm to be increased up to 5.2 and 4.2 W,

1

2

3

4

Fig. 3. A diagram of the temperature measurement in a sam-
ple heterostructure: (1) laser diode; (2) thermocouples;
(3) laser heat exchanger; (4) water-cooled heat exchanger.
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Fig. 4. The output power–pumping current characteristic
measured in the continuous operation mode for the laser
diodes with the resonator length (1) 1.1 and (2, 3) 2.6 mm
at (1, 2) a laser diode crystal temperature of 10°C and
(3) a heat exchanger temperature of 10°C.
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respectively. The differential quantum efficiency
remained unchanged in the entire range of the pumping
currents studied.

Thus, using a laser heterostructure with a step-diver-
gent waveguide allowed us to increase the intrinsic
quantum yield up to 85%. The maximum output optical
power of a structure operated in the continuous pump-
ing mode was 5.2 W and the internal optical losses did
not exceed 3.6 cm–1.
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Abstract—The results of the experimental study of the current transfer processes in thin Lu2O3 and Tb2O3
films on silicon substrates are presented. It is shown that, depending on the experimental conditions, the process
of either the thermionic-field or the over-barrier emission prevails. Illumination of the structure does not change
the effective surface barrier height. The results presented may be important for the practical applications of rare
earth oxide-based thin-film systems. © 2000 MAIK “Nauka/Interperiodica”.
Effects associated with the current transfer in thin
films have long been studied and used for various pur-
poses. In particular, a considerable interest has been
shown recently in the mechanisms of charge transfer,
accumulation, and capture in rare earth oxide films [1–3].
The use of rare earth oxides as dielectrics in metal–
insulator–semiconductor (MIS) structures has a num-
ber of advantages in comparison with silicon dioxide.
These are the low temperatures of their deposition
(450–500°C), the possibility of applying high-quality
dielectric coatings by various methods, high values of
the dielectric constant, and their high radiation resis-
tance [4–6]. However, data on the transverse conductiv-
ity of the MIS structures with 100-Å-thick rare earth
oxide layers are limited.

In the present article, we consider the results of the
experimental study of the current transfer characteris-
tics in rare earth oxide–silicon structures.

Terbium, lutecium, and gadolinium oxide films with
a thickness of 100 Å were obtained by the method of
1063-7850/00/2610- $20.00 © 20916
thermal deposition of metal films onto silicon sub-
strates in vacuum with a subsequent 15-min oxidation
in air at 450°C.

The current–voltage characteristics were measured
at a positive bias on the field electrode corresponding to
the accumulation mode of the n-type silicon surface, in
which the voltage and temperature dependences of the
current are determined mainly by the conductivity of
the oxide layer. The current–voltage characteristics of
the samples with various rare earth oxides were quali-
tatively similar. Consider the main features observed in
the study of conductivity. Figure 1 shows typical cur-
rent–voltage characteristics of the samples with Tb2O3
and Lu2O3 films plotted in the Poole–Frenkel and
Schottky coordinates. The measurements were made at
room and liquid-nitrogen temperatures. All the plots
show bending points in the region of voltages from 0.1
to 1.2 V indicating a change in the conductivity mech-
anism. At voltages exceeding 1.0 V, a strictly linear seg-
ment is observed. In front of the bending point, the
Fig. 1. Current–voltage characteristics of (a) Lu2O3 and (b) Tb2O3 based MIS structures measured at various temperatures: (1) 300;
(2) 77 K.
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Fig. 2. Temperature dependences of the current in the (a) Lu2O3 and (b) Tb2O3 based MIS structures measured at various voltages
on the field electrode: (1) 0.1; (2) 0.3; (3) 1.0; (4) 2.5 V.
plots exhibit a steeper increase in the current depending
on the voltage, which seems to be caused by the influ-
ence of the current limited by the space charge or the
liberation of the carriers from shallow traps in the
vicinity of the conduction band bottom. The current–
voltage characteristics obtained at 77 K also exhibit
bending points in the voltage interval from 1.0 to 1.2 V,
which confirms the leading role of the electric field in
the process of current transfer.

To reveal the contributions of various conduction
mechanisms, we compared the slopes of the experi-
mental current–voltage characteristics in the range of
their linearity with the theoretically calculated ones. To
evaluate the slopes theoretically, it is necessary to know
the dielectric layer thickness and permittivity. We esti-
mated this value from the high-frequency voltage–
capacity characteristic, while the ε value was assumed
to range within 12–15 for lutecium [4] and taken equal
to 30 for terbium (the published data). For the Poole–
Frenkel mechanism, the slope β1 has the value 1.8,
whereas for the Schottky mechanism, β2 = 0.96. The
experimental slopes of the current–voltage characteris-
tics are listed in the table.

The tabulated data for each material were averaged
over eight specimens. It is seen that for most of the
dielectrics the slope in the case of the Schottky mecha-
nism is closer to the theoretical data than the slope
determined for the Poole–Frenkel mechanism.

The plots of the current versus temperature for the
Tb2O3 and Lu2O3 based specimens constructed in the
Poole–Frenkel and Schottky coordinates are shown in
Fig. 2. For this family of curves, the role of the param-
eter is played by the voltage applied to the structure. It
is seen that the current–voltage characteristic in the
Poole–Frenkel coordinates is linear in the high-temper-
ature range (300–150 K). In the voltage range, from
0.8 to 4.0 V, the curves can be divided into two
regions—I1 and I2. The current I1 is provided by the
Poole–Frenkel mechanism and prevails in intense elec-
tric fields and at relatively high temperatures. The cur-
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 10      20
rent I2 seems to be caused by the tunneling emission of
electrons from the traps to the conduction band prevail-
ing at low temperatures and intense electric fields. At
the voltages from 0.1 to 0.6–0.8 V, the temperature
dependence is linear in the entire temperature range,
and the film conductivity only slightly depends on the
temperature. As the voltage increases from 0.8 to 2.5 V,
the slope of the temperature dependence in the range
from 300 to 150 K tends to decrease, which is charac-
teristic of the Poole–Frenkel mechanism.

As the temperature decreases within a wide range
from 150 to 77 K, a weak temperature dependence of
the current is observed in intense electric fields (U =
1−4 V). As is seen from Fig. 2b, the temperature depen-
dence of the current for the Tb2O3 based specimens
measured at low temperatures is linear in the Schottky
coordinates; the current somewhat increases with a
decrease in the temperature, which is characteristic of
the over-barrier emission and tunneling.

We have analyzed the slope of the temperature

dependence at 300–150 K in the α versus  coordi-
nates to determine the activation energy of the conduc-

U

Slopes of the current–voltage characteristics calculated
under the assumption of the Poole–Frenkel (β1) and the
Schottky (β2) mechanisms and the conductivity activation
energy Et

Dielectric 
material β1 β2 Et , eV

Y2O3 1.45 0.71 0.03

Dy2O3 1.24 0.96 0.026

Tb2O3 1.58 0.99 0.04

Gd2O3 1.6 1.1 –

Lu2O3 1.7 0.9 0.032
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tion process in various dielectrics: Et = 0.026–0.04 eV.
The corresponding data are given in the table and are
close to the ionization energies of shallow donor traps
in the corresponding rare earth oxide films (Et =
0.036 eV [5]). This is more evidence in favor of the
Poole–Frenkel mechanism being operative in thin
lutecium and terbium oxide films in the temperature
and field strength ranges studied.

The effect of illumination on the sample structures
and the corresponding current–voltage characteristics
also confirm the existence of various conductivity
mechanisms in the films studied. The current–voltage
characteristics of the Tb2O3 based MIS structures mea-
sured on the illuminated specimens are shown in Fig. 3.
In the region of voltages from 1.4 to 2.5 V, the charac-
teristics obtained at an illumination of up to 6000 lx
exhibit bending points. Behind these points, the plots
constructed in the Schottky coordinates are linear. The
constant slope observed irrespective of the illumination
and voltage applied indicates that the illumination
almost does not affect the metal–dielectric barrier
height. It is known [6] that the efficiency of photocon-
version in MIS structures is significantly dependent on
the magnitude and the sign of the initial surface energy
band bending, that is, on the barrier for electrons on the
semiconductor surface. In terbium oxide–based MIS
structures, the sign of the built-in charge is negative, the
surface of the n-Si substrate is depleted in the major
carriers, and, therefore, the photogenerated charge car-
riers appearing in the vicinity of the barrier consider-
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Fig. 3. Current–voltage characteristics of a Tb2O3 based
MIS structure measured at various illumination levels:
(1) 103; (2) 3 × 103; (3) 4 × 103; (4) 6 × 103; (5) 7 × 103 lx.
TE
ably modulate the conductivity of the depleted layer. In
the region where the injection mechanism is operative,
the photogeneration does not significantly increase the
current, because of a high dark concentration of the
charge carriers. As the illumination intensity increases,

the point on the lnI versus  plot at which the con-
ductivity mechanism changes shifts toward higher volt-
ages (Fig. 3). For the illumination intensities exceeding
6000 lx, only the injection mechanism of the current
transfer is possible (dashed line in Fig. 3). With increas-
ing illumination, most of the electron–hole pairs gener-
ated by the light in the MIS structure experience recom-
bination in the semiconductor bulk and, hence, only a
small number of such pairs can contribute to the photo-
current.

Thus, the results obtained indicate a complicated
nature of the charge transfer processes occurring in ter-
bium and lutecium oxide films. The study of the current
transfer characteristics depending on the voltage, tem-
perature, and illumination shows that conductivity in
rare earth oxide films is determined by several mecha-
nisms, the manifestation of which depends on the
experimental conditions. In the range of field strengths
E > 106 V/cm and temperatures 300–150 K, the key part
is played by the Poole–Frenkel mechanism. At lower
temperatures, the effects of the metal–dielectric and
dielectric–semiconductor barriers become substantial,
and the dielectric layer conductivity is determined by
tunneling and the Schottky over-barrier emission.
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Abstract—We have studied changes in the surface composition and photoluminescence spectrum of porous
silicon (por-Si) during the ion-plasma etching of samples in an argon–oxygen gas mixture. This treatment leads
to the passivation of the surface of quantum filaments by residual fluorine and the formation of silicon oxide.
The source of fluorine atoms are HF molecules retained in the volume of pores upon the por-Si structure for-
mation by chemical etching. Increase in the fluorine concentration is accompanied by the growth in intensity
of the blue-green band and broadening of the red band in the photoluminescence spectrum of por-Si. © 2000
MAIK “Nauka/Interperiodica”.
The role of molecules passivating the surface of
quantum filaments and filling the volume of pores in
light-emitting devices based on porous silicon (por-Si)
have been extensively studied for more that one
decade [1]. The initial data, concerning thermostimu-
lated changes in the composition of hydrogen-contain-
ing groups (mono- and dihydrides) in por-Si heat-
treated in vacuum, and an evident relationship between
the SiH2 degradation and por-Si photoluminescence
quenching [2, 3] served as the main arguments against
the Canham quantum-confinement model [4]. Eventu-
ally, it was established that both hydrogen- [5] and oxy-
gen-containing compounds [6] may lead to the activa-
tion of photoluminescence in por-Si. All these results
contributed to the formulation of the so-called “hydro-
gen” and “interfacial” models [1, 7].

However, none of the models existing at present can
account for the entire combination of complicated pro-
cesses occurring in por-Si and describe the mechanisms
responsible for its light-emitting properties and degra-
dation behavior. In particular, it was demonstrated [8]
that filling the pores in por-Si with a dielectric medium
or polar molecules may lead to a decrease in the photo-
luminescence intensity as a result of changes in the
binding energy or in the concentration of excitons.
A significant contribution of excitons to the photolumi-
nescence of por-Si was theoretically predicted as long
ago as in 1992 [9]. However, dependence of the proper-
ties of por-Si on the presence of fluorine-containing
compounds in the material surface layer was insuffi-
ciently studied, although, it was clearly demonstrated
that the photoluminescence in por-Si is excited pre-
dominantly in an oxide phase enriched, in particular, by
F– and SiF– ions [10].
1063-7850/00/2610- $20.00 © 20919
In connection with the above data, this work was
devoted to the study of changes in the surface composi-
tion of por-Si in the course of the ion-plasma etching in
an argon–oxygen mixture. The sample surface compo-
sition was determined by Auger electron spectroscopy
(AES). Also reported are the data on changes in the
photoluminescence spectra of por-Si samples upon the
ion-plasma-induced oxidation and fluorination.

The experiments were performed with por-Si sam-
ples prepared by a standard technology involving a
10-min electrochemical etching in an electrolyte com-
prising a mixture of HF and C2H5OH. The porosity and
thickness of the porous layer were 45% and 6 µm,
respectively.

The ion-plasma etching of por-Si samples was
effected in a commercial vacuum system of the VUP-5
type. The pressures of argon and residual oxygen in the
vacuum chamber during etching were maintained equal
to 2.6 × 10–2 Pa; the plasma discharge voltage and cur-
rent were 2.5 kV and 25 mA, respectively; an additional
sample heating during this treatment did not exceed
5 K. In the course of the ion-plasma etching, a part of
the sample surface was shielded with a mask (repre-
senting the same single-crystal silicon wafer as that
used for the por-Si preparation). The chemical compo-
sition of samples was studied using an 09-IOS-10-005
AES spectrometer equipped with an energy analyzer
providing a resolution of ∆E/E = 0.4%. The AES mea-
surements were performed at a residual gas pressure of
P = 10–7 Pa in the analytical chamber, a primary elec-
tron beam energy of 3 keV, and an electron beam cur-
rent of i = 0.5 µA.

As seen from the AES data presented in Fig. 1, the
por-Si surface composition exhibits significant changes
000 MAIK “Nauka/Interperiodica”
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in the course of the ion-plasma etching. The AES spec-
trum of the initial freshly-prepared por-Si (Fig. 1,
curve a) shows the presence of elemental silicon Si(el)
(manifested by the Si LVV Auger line at 91 eV) and sur-
face contaminations (carbon and oxygen). The spec-
trum displays no peaks due to fluorine atoms, which
indicates that fluorine may be contained on the por-Si

Si(el)

Si(ox) O FC
d

c

b

a

5000

4000

3000

2000

1000
2000 400 600 800

E, eV

dN/dE, a.u.

Fig. 1. Auger electron spectra of a silicon sample with a
6-µm-thick porous layer in the (a) as-prepared (initial) state
and upon the ion-plasma etching for (b) 1 and (c) 13 min.
Spectrum (d) represents the surface of 32-µm–thick porous
layer upon a 20-min ion-plasma etching. Si(el) and Si(ox)
are the LVV Auger lines of elemental and oxidized silicon.
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Fig. 2. Variation of the normalized intensity  of the Auger

electron peak of fluorine with the duration t of the ion-
plasma treatment of the por-Si sample surface. Triangles
represent the experimental points, solid curve shows the
approximation according to formulas (5). 
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TE
surface only at a level below the sensitivity of the AES
spectrometer employed (0.05 at. %). However, the AES
spectrum measured immediately upon the first ion-
plasma treatment cycle exhibits a shift of the silicon
peak to 75 eV (Fig.1, curve b) evidencing effective oxi-
dation of the sample surface and the formation of a SiOx

layer. It is important to note that the oxide is present in
both the plasma-etched and masked areas. However,
only the plasma-etched areas exhibit the fluorine peak
with the intensity significantly depending on the treat-
ment time (Fig. 2). The fluorine peak intensity was nor-
malized to the total intensity of all peaks in the spec-
trum:

(1)

The AES line intensities were measured as peak-to-
peak heights.

All changes observed during the experiment can be
explained by the following sequence of processes and
reactions in por-Si. In the first stage, the residual mole-
cules of hydrofluoric acid (HF) retained upon the elec-
trochemical etching in the region of pore vertices [11]
are oxidized by oxygen radicals O* present in the
plasma:

(2)

The oxygen radicals are also responsible for the
rapid oxidation of the surface of quantum filaments.
Indirect evidence of the fact that this oxidation is pro-
duced by electrically neutral species is provided by the
frontal oxidation of a por-Si sample surface protected
by the mask.

The oxidation of residual HF is accompanied by the
formation of unsaturated (dangling) silicon bonds as a
result of the por-Si surface sputtering with Ar ions. It is
the presence of dangling bonds that allows fluorine rad-
icals to passivate the sample surface. This is confirmed
by the absence of fluorine peaks in the AES spectra of
the sample areas masked in the course of the ion-
plasma etching (where no ion bombardment and dan-
gling bond formation took place).

The role of oxygen radicals in the formation of gas-
eous fluorine was checked by studying por-Si samples
with a porous layer thickness of 32 µm. Apparently, the
ion etching of thick porous layers did not lead to the
ion-stimulated decomposition of the HF molecules
retained in deep pores. However, even these samples
show evidence of the ion-plasma-induced fluorination
of the surface of quantum filaments (Fig. 1, curve d).

The amount of fluorine retained in the porous layer
is limited, being dependent on the conditions of por-Si
preparation and the sample prehistory. For this reason,
the kinetics of variation of the fluorine concentration

IF* IF/ Ii.
i 1=

n

∑=

2HF O*+ H2O F2.+=
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NFS on the por-Si surface can be described by the fol-
lowing equation:

(3)

where jAr is the argon ion flux, σ is the cross section of
the argon ion interaction with fluorine atoms on the
sample surface, NDB is the concentration of dangling
bonds, NFG is the fluorine concentration in the gas
phase, and kC is the coefficient characterizing the rate of
fluorine passivation of the silicon dangling bonds.

Equation (3) cannot be solved exactly, because no
reliable data are available on the process parameters
entering into this expression. However, we may assume
for the first approximation that a fluorine concentration
in the gas phase varies in a nonmonotonic manner.
Indeed, NFG will grow during a certain period of time t0
until the source of fluorine atoms in the bulk of pores is
exhausted; this is followed by a decrease in NFG at
t > t0. In order to verify the applicability of the above
model to finding the analytical solution to Eq. (3), the
second term can be selected in the following form:

(4)

where τ1 and τ2 are the characteristic times for the
buildup and decay of fluorine concentration in the
plasma, respectively. Taking into account expressions (4),
a solution to Eq. (3) can be obtained in the following
general form:

(5)

The preexponential factors in Eq. (5) depend on the
parameters of Eqs. (3) and (4), as well as on the time t0.
To illustrate the applicability of the proposed model, a
solid curve in Fig. 2 shows the approximation of the
experimental data according to Eqs. (5) with the char-
acteristic times τ1 = 6.8 min and τ2 = 52 min. As seen,
the model provides a relatively good coincidence of
calculated and experimental values.

Figure 3 shows the photoluminescence spectra of
por-Si measured in the course of the ion-plasma treat-
ment. An analysis of these spectra led us to the follow-
ing conclusions concerning the role of fluorine in the
light-emitting properties of porous silicon. An increase
in the fluorine concentration in the plasma and fluorina-
tion of the surface of quantum filaments (t < t0) is
accompanied by the growth in intensity of the blue-
green band (λBG = 480–490 nm) and by the quenching
and broadening of the red band (λR = 670–680 nm) in
the photoluminescence spectrum (Fig. 3, curves 1–3).
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Indeed, the ratio of intensities of the blue-green and red
spectral lines was 
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 = 0.04 upon a 1-min ion-
plasma etching in the argon-oxygen mixture and
increased to 
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 = 0.3 upon a 6-min treatment. Dur-
ing the same time, the dispersion (width) of the red line
increased by a factor of 1.5. Exhaustion of the fluorine
source and a decrease in the fluorine content on the
por-Si sample surface lead to the opposite changes in
the photoluminescence spectrum (Fig. 3, curve  4 ).
Simultaneously, the red line in the spectrum acquires a
Gaussian shape.

Thus, we have demonstrated that bombardment of a
freshly prepared porous silicon sample by argon ions in
the plasma containing oxygen radicals is accompanied
by effective fluorination of the sample surface. The
main conditions facilitating this process are the forma-
tion of free fluorine atoms as a result of oxidation of the
residual HF molecules present in the pores and the
appearance of dangling silicon bonds on the por-Si sur-
face, which is caused by its sputtering with Ar

 

+

 

 ions.

Fluorination of the surface of por-Si leads top the
formation of radiative recombination centers with an
energy of 

 

E

 

 

 

≈

 

 2.58 eV. Upon the subsequent defluorina-
tion of the oxidized surface of quantum filaments in the
course of the ion-plasma etching, the radiative recom-
bination of electron–hole pairs occurs predominantly in
a thin subsurface layer at the silicon–silicon oxide
interface. In this case, the position and shape of bands
in the photoluminescence spectrum are determined by
characteristics of a nonstoichiometric oxide in this layer
(in particular by the corresponding bandgap width [7])
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rather than by the size and structure of the quantum-
confined regions.
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Dispersion Characteristics of Magnetostatic Waves Propagating
at a Ferrite/Perovskite Interface
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Abstract—The propagation of magnetostatic waves at the interface between an yttrium–iron-garnet (YIG) film
and a layer of perovskite compound LaAlO3, SrTiO3, or YBa2Cu3O7 – x (YBCO) was experimentally studied.
The microwave dispersion characteristics were measured at room temperature and at 77 K. An effective method
for controlling the propagation speed and the phaseshift of magnetostatic waves in the YIG/YBCO structures
is suggested. Specifically, the phaseshift at 3 GHz is changed by more than 1.5π by reducing the critical current
density from 1 to 0.7 × 106 A/cm2. © 2000 MAIK “Nauka/Interperiodica”.

l l
Magnetostatic waves, also known as spin waves, are
slow electromagnetic waves of a microwave frequency
that are excited in low-loss ferromagnetic materials. In
most cases, epitaxial films of an yttrium–iron garnet
(YIG) with the composition Y3Fe5O12 serve as the prop-
agation medium.

Spin waves are excited in the presence of a magne-
tostatic field which magnetizes the ferromagnetic film
to saturation, that is, makes elementary magnetic
moments at the crystal lattice sites form a tightly bound
chain. A local disturbance caused, for example, by a
current through a conductor generates a spin wave
propagating in the film. The reverse (wave-to-current)
conversion occurs in a second conductor situated at a
certain distance from the first one. This mechanism
underlies the operation of many spin-wave devices. In
the simplest case, the input transducer is a microstrip-
line section. The magnitude of the wave vector k can be
varied within a wide range, being determined by the
input transducer geometry and the spin-wave structure
configuration.

It is a novel concept in electronics to use devices in
which the spin waves propagate along the interface
between a YIG film and a layer possessing some other
remarkable properties, the two layers being parts of a
multilayer structure [1]. Encouraging possibilities were
outlined for using the YIG/superconductor structures in
microwave devices such as circulators, switches, and
phaseshifters with wide dynamic range [2]. Today, the
most frequently employed superconductor is the per-
ovskite compound YBa2Cu3O7 – x (YBCO). It was dem-
onstrated that microwave bandpass filters built around
a YIG/YBCO structure exhibit lower losses as com-
pared to those employing copper microstrip lines [3]. In
recent years, the growth of superconducting films on
YIG-based heteroepitaxial layers [4, 5] has been exten-
sively investigated. However, it may well be practical to
1063-7850/00/2610- $20.00 © 20923
employ structures comprising the YIG film in close con-
tact with a superconducting film. An analysis of the spin-
wave propagation in a multilayer structure with a ferro-
electric (FE) showed that metal/FE/YIG/FE/metal struc-
tures could probably offer very good performance in the
microwave band [1]. Thus, multilayer structures with a
YIG/perovskite interface are interesting objects of
research in microwave electronics.

This paper explores the possibilities for controlling
spin-wave propagation at a YIG/perovskite interface,
the perovskite being the superconductor YBCO, the
ferroelectric BaxSr1 – xTiO3 (BSTO), or the linear
dielectric LaAlO3 (LAO).

In our experiment, the waveguides for spin waves
were YIG epitaxial films with a thickness of several
micrometers, produced by liquid-phase epitaxy [6].
YBCO films were grown on LAO substrates [8] by the
magnetron sputtering of a stoichiometric target [7].

Figure 1 shows a schematic diagram of an experi-
mental guiding structure comprising the input and out-
put microwave transducers, a perovskite film screen,
and a YIG film waveguide. The transducers and the per-
ovskite film lie in the same plane, and the YIG film is
pressed against them from above. The distance L
between the transducers is 7.25 mm. The guiding struc-
ture is fixed in an assembly containing miniature elec-
tromagnets, microwave coaxial connectors, and a
metallic base, all of the parts being made of a nonmag-
netic material. The assembly with the YIG film is
placed into a uniform magnetostatic field directed par-
allel to the film and perpendicular to the direction of the
spin wave propagation. The structure was cooled down
to a cryogenic temperature by immersing the assembly
into liquid nitrogen.

The dispersion characteristics of the sample struc-
tures were obtained with a measuring system built
000 MAIK “Nauka/Interperiodica”
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around an R2-54 panoramic meter of the voltage stand-
ing-wave ratio. The meter separately extracts signals
proportional to the input and the output (transmitted)
power. The two signals are added together in a direc-

1

2

3

4

5

6

L

B

Fig. 1. Schematic diagram of a YIG/perovskite guiding
structure: (1) input transducer; (2) output transducer;
(3) metal base; (4) YIG film; (5) perovskite film; (6) micro-
strip line.
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Fig. 2. Frequency characteristics of the YIG/YBCO struc-
tures representing (a) an interference pattern for sample 1 at
77 K and (b) dispersion characteristics for samples 1 and 2.
Curve 1 in Fig. 2b is obtained from the pattern in Fig. 2a.
TE
tional coupler. The characteristics are stored and pro-
cessed in a computer connected to the meter.

The YIG films had a thickness of about 8 µm and a
saturation magnetization of 1400 Oe at 77 K, the bias
field being about 566 Oe. The YBCO films had a thick-
ness of about 0.6 µm.

The dispersion characteristics were reconstructed
from the experimentally measured interference pat-
terns. Figure 2a presents an interference pattern
obtained at 77 K with a YBCO film (sample 1). The
wavenumber was determined from the positions of
peaks and valleys according to the formula k = ,
where i is the peak number. Figure 2b displays the dis-
persion characteristics corresponding to the pattern
depicted in Fig. 2a in comparison with a pattern for
another YBCO film (sample 2).

Having a rectangular shape of dimensions 6 × 5 mm,
the two YBCO films were grown in the same, film 2
being subjected to additional short-time quenching in
air. Film 1 possessed a critical temperature Tc of 90 K
and a critical current density Jc of about 1 × 1010 A/m2

(at 77 K). Film 2 was characterized by Tc ≈ 90 K and
Jc ≈ 7 × 109 A/m2 (at 77 K).

The plots of the spin-wave group velocity Vgr versus
wavenumber were obtained by graphical differentiation

of the dispersion characteristics, since Vgr = . Fig-

ure 3a depicts the spin-wave group velocity as a func-
tion of the frequency for the YIG/YBCO interfaces.
Figure 3b shows analogous diagrams for the
YIG/dielectric structures.

The dispersion characteristics (Fig. 2b) and the fre-
quency dependences of the group velocity (Fig. 3)
show that it is possible to effectively control the propa-
gation speed and the phaseshift ∆ϕ of a microwave sig-
nal in the YIG/perovskite structures. For example, the
phaseshift [∆ϕ = (k1 – k2) × L] in the YIG/YBCO struc-
tures is ∆ϕ = 1.75π, which is a good result for con-
trolled microwave devices. The properties of a super-
conducting film can be modified immediately during
measurements by applying an electric bias or by irradi-
ating the film. This offers additional means of control-
ling the spin-wave propagation in ferrite structures.

Electrical control can be implemented in YIG/ferro-
electric structures, where the group velocity and the
phaseshift can be changed by adjusting the electric bias
and varying the permittivity of the ferroelectric layer
[9]. A comparison of the group-velocity curves in
Figs. 3a and 3b shows that the YIG/ferroelectric struc-
ture provides a steeper frequency dependence and fairly
large phaseshifts.

In conclusion, note that the spin-wave devices using
electrical or optical control seem to be far more practi-

iπ/L

∂ω
∂k
-------
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cal than those with a magnetic one, since the former
would offer much higher operation speeds.
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related studies.
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Fig. 3. Controlling the dispersion characteristics by modify-
ing the properties of the perovskite film: (a) YIG/YBCO
structures (at 77 K) representing (1) sample 1 (jc = 1 ×
1010 A/m2, Tc = 90 K) and (2) sample 2 (jc = 7 × 109 A/m2,
Tc = 90 K); (b) YIG/dielectric structures (at 300 K), where
the dielectric is (3) LAO (ε = 22) or (4) STO (ε = 450).
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Abstract—It was established that the laws of atomic hydrogen penetration from an arc reflection discharge gap
with a hollow cathode and self-heating element into GaAs samples coated with a thin SiO2 film differ signifi-
cantly from the laws observed for the hydrogenation of thin vanadium films. The amount of hydrogen penetrat-
ing into the SiO2/GaAs system decreases with increasing atomic hydrogen concentration in the gas phase. This
is apparently related to a decrease in the probability of hydrogen atoms penetrating into the substrate, which is
suggested to drop significantly with decreasing atomic energy and/or increasing hydrogen content in a thin sub-
surface layer. © 2000 MAIK “Nauka/Interperiodica”.
As is known, the hydrogen penetration under ther-
modynamical equilibrium conditions from a gas phase
through a “real” (not atomically clean) surface into Ta,
V, Nb, and Pd samples is a process of the activation
type [1–3]. The probability of a hydrogen atom pene-
trating into the metal lattice is smaller than unity.
A limiting stage in this process is either a dissociative
adsorption of hydrogen molecules on the solid surface
or the transition of atoms from the adsorbed state into
the metal lattice. Under nonequilibrium conditions,
when hydrogen may occur in the gas phase in the
atomic form, hydrogen penetrates into transition metals
in an activationless manner, whereby the probability of
a hydrogen atom reaching the surface to enter the lat-
tice is close to unity [3]. This is explained by the fact
that hydrogen atoms, in contrast to molecules, possess
an excess potential (chemical) energy (~2.25 eV)
amounting to half of the dissociation energy of a hydro-
gen molecule.

Under thermodynamical equilibrium conditions,
hydrogen hardly penetrates into semiconductor materi-
als. For this reason, semiconductors are usually hydro-
genated either in a hydrogen plasma or in the atmo-
sphere of atomic hydrogen. However, the laws of
hydrogen penetration into semiconductor materials
under these conditions are still insufficiently studied. In
this work, we have performed, for the first time, a com-
parative study of the laws of atomic hydrogen penetra-
tion from a low-pressure discharge into thin vanadium
films and GaAs samples coated with thin SiO2 films.

Vanadium films with a thickness of 50 nm were
deposited onto 5 × 60 mm sitall (glass ceramic) sub-
strates by thermal evaporation in vacuum in a setup
1063-7850/00/2610- $20.00 © 20926
described in [4]. Hydrogen was then admitted to the
system (i.e., the samples did not contact with atmo-
sphere) and the films were treated in a flow of atomic
hydrogen. The semiconductor samples were prepared
using n+-GaAs(100) substrates carrying a 500-nm-
thick epitaxial film of the n-type with a charge carrier
concentration of 5 × 1016 cm–3. In order to eliminate
chemical interaction of the GaAs surface with atomic
hydrogen, the samples were coated by a plasmachemi-
cal deposition method with a 5-nm-thick protective
SiO2 film. These samples were treated in a flow of
atomic hydrogen in the same setup for 5 min at T =
200°C.

The flux containing both atomic and molecular
hydrogen was formed by a source based on an arc
reflection discharge gap with a hollow cathode and self-
heating element [5]. The fraction of charged particles
escaping from the output hole of the source did not
exceed 10–4% of the discharge current. The partial
hydrogen pressure in the region of sample treatment
was p = 10–2 Pa. The fraction of hydrogen atoms in the
flux (the concentration of atomic hydrogen in the gas
phase) could be controlled by changing the discharge
current.

A change in the atomic hydrogen concentration in
the gas phase was determined by a method based on the
optical spectroscopy of the gas discharge plasma and
estimated by the intensity of the hydrogen line in the
Balmer series. The amount of hydrogen penetrating
into a vanadium film was evaluated by the change in the
sample resistance in the course of hydrogenation. It
was assumed that the relative change in the sample resis-
tance in the initial hydrogenation stage (t = 1.5 min),
000 MAIK “Nauka/Interperiodica”
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where the hydrogen content in the metal is small, is
proportional to the hydrogen concentration [1, 2]. In
semiconductor samples, the hydrogen concentration in
GaAs was evaluated by determining the concentration
Npass of a dopant passivated by atomic hydrogen. For
this purpose, the concentration of the electrically active
impurity at a depth of 250 nm was determined by the
capacitance–voltage (C–U) technique before (N0) and
after (N) hydrogenation and the concentration of hydro-
gen–dopant complexes was calculated as Npass = N0 – N.
It was assumed [6, 7] that Npass is proportional to the
total hydrogen concentration in GaAs.

Figure 1 shows the plots of the relative intensity
I(Hβ) of the hydrogen β-line in the Balmer series and a
relative change in the sample resistance ∆R/R0 (for the
hydrogenation time t = 1.5 min) versus discharge cur-
rent of the hydrogen source. As the discharge current is
increased, I(Hβ) grows to indicate increasing concen-
tration of atomic hydrogen in the gas discharge plasma
and, hence, in the region of sample treatment. Note that
the atomic hydrogen concentration increases despite a
monotonic decrease in the discharge voltage accompa-
nying the increase in the discharge current (Fig. 1a,
curve 2). This indicates that the growth in the rate of
atomic hydrogen production (caused by increasing dis-
charge current) markedly exceeds the drop in the
hydrogen production rate related to the discharge volt-
age drop.

The growth in the partial pressure of atomic hydro-
gen in the gas phase leads to an increase in ∆R/R0,
which is evidence that a growing amount of hydrogen
atoms penetrate into the vanadium film (Fig. 1b). Thus,
an increase in the concentration of atomic hydrogen in
the gas phase is accompanied by a proportional growth
in the flux of hydrogen penetrating into the metal. This
result can be readily explained based on the mechanism
of hydrogen atom incorporation into the lattice of tran-
sition metals [3]. Indeed, since the probability of
hydrogen atoms entering the metal lattice is close to
unity, the increase in the supply of these atoms to the
vanadium film surface must naturally result in the pro-
portional growth of the amount of hydrogen incorpo-
rated into the metal.

A different situation is observed for the SiO2/GaAs
samples treated with atomic hydrogen. Figure 2 shows
the plot of the hydrogen–dopant complex concentration
Npass in GaAs versus the discharge current. As seen, an
increase in the atomic hydrogen concentration in the
gas phase leads to a monotonic decrease in the content
of hydrogen bound in the complex, which is evidence
of the corresponding decrease in the amount of hydro-
gen atoms incorporated into the SiO2/GaAs sample.
This result can be explained by assuming that the
growth of discharge current is accompanied by a
decrease in the probability of hydrogen atoms penetrat-
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 10      20
ing into the semiconductor structure. This decrease is
so large that it cannot be compensated even by a growth
in the concentration of atomic hydrogen in the gas
phase.
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Fig. 1. Plots of (a) the relative intensity I(Hβ) of the hydro-
gen β-line in the Balmer series (curve 1) and the discharge
voltage U (curve 2) and (b) the relative change in the sample
resistance ∆R/R0 for the hydrogenation time t = 1.5 min
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(curve 2) versus discharge current.
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We believe that the decrease in the probability of
atomic hydrogen penetrating into the SiO2/GaAs sys-
tem can be related to a decrease in the energy of atoms
leaving the discharge and reaching the sample surface.
It was demonstrated [8] that the energy of hydrogen
atoms in a gas discharge drops on decreasing the tem-
perature of electrons producing dissociation of hydro-
gen molecules. It is also known [9] that the electron
temperature in the discharge plasma decreases with
decreasing discharge voltage. The plots of the dis-
charge voltage versus discharge current presented in
Figs. 1 and 2 (curves 2) show that the voltage signifi-
cantly decreases when the current is increased (this
behavior is typical of the given form of discharge [5]).
All these data indicate that the growth of the discharge
current may be really accompanied by a decrease in the
energy of hydrogen atoms produced by the source.

According to the results of measurements reported
in [8, 10], the mean kinetic energy of atoms produced
in an arc discharge in the gas phase by electron impact
dissociation is E = 0.2–1.5 eV. Therefore, penetration
of even the most energetic atoms (E = 4–8 eV [8, 10])
into the solid lattice cannot be considered as a direct
implantation (or kinetic incorporation). The kinetic
energy of hydrogen atoms produced in the discharge
under these conditions is comparable with their poten-
tial (chemical) energy and, hence, may enhance the
adsorption (increase the sticking coefficient) and/or
facilitate overcoming the surface potential barrier and
entering into the uppermost surface layers of SiO2. Nor
can we exclude that more energetic atoms (E < 400–
150 eV) formed as a result of the ion recharge process,
dissociative recombination, or ion neutralization upon
reflection from the discharge gap walls [11], as well as
ions (the energies of all these species being propor-
tional to the discharge voltage) may affect the atomic
hydrogen penetration process. Although the concentra-
tion of these species is lower by several order of mag-
nitude than the concentration of low-energy hydrogen
atoms, the energy delivered to the surface may be suffi-
cient to stimulate the atomic hydrogen penetration into
the SiO2/GaAs system.

The obtained results can be also explained by the
formation of a surface and/or subsurface diffusion bar-
TE
rier for the hydrogen atoms penetrating into the
SiO2/GaAs structure. This barrier may be composed,
for example, of interstitial hydrogen molecules formed
as a result of association of the diffusing hydrogen
atoms. This barrier appears when the flux of atoms
entering the system is so large that the rate of their asso-
ciation into molecules becomes sufficiently high to
yield ≅ 1021–1022 cm–3 hydrogen molecules in a thin
subsurface layer during the experiment. As a result, the
interstitial positions in the lattice are occupied by
immobile hydrogen molecules hindering the further
surface penetration by atomic hydrogen arriving from
the gas phase.

Acknowledgments. The authors are grateful to
A.V. Kozyrev and A.A. Samartsev for fruitful discus-
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Abstract—The laser-induced thermal breakdown in a semiconductor plate under the joint action of an external
multiplicative noise (laser radiation energy density fluctuations) correlated with an internal additive noise is
studied theoretically. The correlated additive noise is demonstrated to increase the degree of bistability of the
crystal temperature hysteresis. © 2000 MAIK “Nauka/Interperiodica”.
1. Laser-induced thermal breakdown exemplifies
nonlinear phenomena in multistable systems without
external feedback [1–3], where the stable states exist if
the system parameters exceed certain critical levels. In
semiconductors, the breakdown results from the expo-
nential growth in the absorption of light by free charge
carriers as the absorbed radiation heats the material (the
photon energy being smaller than the energy bandgap).
The effect is manifested by an avalanche-like rise in the
semiconductor temperature beginning when the light
intensity (an external parameter) is above the break-
down threshold. Since pulses produced by a continu-
ously pumped laser follow at a limited repetition rate,
the absorbed radiation energy intensity fluctuates from
pulse to pulse [4]. According to the Lambert–Beer law,
the light intensity is a multiplicative parameter. Also
recall that the incident radiant flux intensity governs the
deterministic nonequilibrium properties of the system.
Consequently, the intensity fluctuations may well have
a strong effect in the case under consideration. On the
other hand, the essentially nonequilibrium character of
the process leads to random fluctuations in the charge
carrier velocity, manifested by additive noise in the
thermal balance equation.

2. Consider a uniform semiconductor plate with a
small Biot number Bi = Hl/λ ! 1, where l is the plate
thickness, λ is the thermal conductivity, and H is the
heat transfer coefficient (equal to the ratio of the spe-
cific heat loss to the linear density of the material). The
transverse thermal resistance of the plate is small com-
pared with the thermal resistance of the contact
between the plate and the heat bath (thermostat), so that
the temperature becomes uniform across the plate
thickness in a short time. Thus, a nonstationary thermal
regime in the system can adequately be described by a
single variable T representing the temperature averaged
across the thickness of the plate. This variable can be
found from the thermal balance equation

(1)c
dT
dt
------ G x t,( ) 1 α T( )l–( )exp–{ } /l H T T0–( ),–=
1063-7850/00/2610- $20.00 © 20929
where G(x, t) is the intensity of the wide incident laser
beam; c is the specific heat of the semiconductor; T0 is
the thermostat temperature;

(2)

is the optical absorption coefficient of free charge car-
riers; and Eg is the energy bandgap width.

Equation (1) can easily be rewritten in dimension-
less variables with regard for the two types of noise
mentioned above:

(3)

where

Below, we assume that the correlation times of the
external multiplicative noise and the internal additive
noise are negligibly small. Each noise can therefore be
approximated by a zero-mean white Gaussian noise:

(4a)

(4b)

(4c)

where χ is the degree of the cross correlation between
the multiplicative and the additive noise.

3. Since the Langevin stochastic equation (3) has a
number of stationary solutions, we have to determine
their probabilities.

This investigation is based on the pioneering study
of Wu et al. [5], where an appropriate formalism and

α T( ) α0 Eg/2kT–( )exp=

dθ
dτ
------ β τ( ) 1 η γ γ/θ–( )exp–[ ]exp–{ }=

– θ 1–( ) γ τ( ),+

θ T /T0, τ tH/c, γ Eg/2kT0,= = =

η α T0( )l, β τ( ) β ξ τ( ), β+ cG/HT0.= = =

ξ t( )ξ t'( )〈 〉 2σ2δ t t'–( ),=

γ t( )γ t'( )〈 〉 2ε2δ t t'–( ),=

ξ t( )γ t'( )〈 〉 2χσεδ t t'–( ),=
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basic relations for correlated noises were developed.
Associated with Eq. (3) is the Fokker–Planck equation

(5)

where

(6a)

(6b)

with

(7a)

(7b)

The stationary probability density function (pdf)
obtained from Eq. (5) is

(8)

where N is a constant, which can be found from the nor-
malization condition

(9)

∂P θ τ,( )
∂τ

--------------------
∂

∂θ
------A θ( )P θ τ,( )–

∂2

∂θ2
--------B θ( )P θ τ,( ),+=

A θ( ) h θ( ) G' θ( )G θ( ),+=

B θ( ) G θ( )[ ]2=

h θ( ) β 1 exp –η γ γ/θ–( )exp[ ]–{ }=

– θ 1–( ) βg θ( ) θ 1–( ),–≡

G θ( ) σg2 θ( ) 2χσεg θ( ) ε+ +[ ]1/2
.=

Pst θ( ) NB
1– θ( ) A θ'( )

B θ'( )
------------- θ'd

0

θ

∫ 
 
 

,exp=

Pst θ( ) θd

0

b

∫ 1.=

1.2

0

〈θ〉 , a.u. 

d〈θ〉 /dτ, a.u.

0

0.9

0.6

0.3

0.5 1.0 1.5 2.0 2.5

Fig. 1. Origination of a bistable temperature dependence
under the action of a multiplicative noise (σ = 0.2).
TEC
The upper limit of integration is dictated by physical
restrictions (such as the melting point of the crystal).

The extrema of the stationary pdf are regarded as
macroscopic stationary states of the system. Accord-
ingly, an analysis of expression (8) leads to the tran-
scendental equation

(10)

whose roots determine the possible stationary states of
the system. Indeed, note that the definition implies

(11)

where

(12)

Expression (12) is simply a definition of the mean
value. Averaging in Eq. (10) subject to (11) yields

(13)

4. A numerical analysis of Eq. (13) was carried out
for the case of a 6-mm-thick germanium plate irradi-
ated by 10.6-µm continuously pumped CO2 lasers, the
corresponding parameter values being η = 0.054, γ = 13,
and β = 1 [2]. Note that semiconductor plates serve as
transparent components in far-infrared lasers.
Their potential damage due to thermal breakdown sets
a limit on the laser power; hence the interest in the
problem under study [6, 7].

h θ( ) σg' θ( ) g θ( ) χε+[ ]– 0,=

Pst θ( ) δ θ θ〈 〉 st–( ),=

θ〈 〉 st θPst θ( ) θ.d

∞–

+∞

∫=

h θ〈 〉 st( ) σg' θ〈 〉 st( ) g θ〈 〉 st( ) χε+[ ]– 0.=

0 0.5

–0.6

1.0 1.5 2.0 2.5

0

0.3

–0.3

0.6

0.9

1.2
d〈θ〉 /dτ, a.u.

〈θ〉 , a.u. 

Fig. 2. Increase in the degree of system bistability under the
correlated action of additive and multiplicative noise
(σ = 0.2, ε = 0.9, χ = 0.9).
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As is known, if a control (cooperative) parameter is
below a critical level, a growth in a multiplicative noise
may result in the reversible thermal breakdown of the
semiconductor so that the temperature dependence
exhibits hysteresis [8]. According to [9], a necessary
condition for the temperature hysteresis is the existence
of three stationary temperatures corresponding to two
stable states and one unstable state of the system
(Fig. 1). A number of new phenomena arise with an
increasing level of the additive noise, which is corre-
lated with laser-intensity fluctuations (Fig. 2). First, the
low-temperature (ground) state of the bistable system
moves toward lower temperatures. Second, the degree
of system bistability goes up, the population probabili-
ties of the stable states approaching each other. Conse-
quently, the bistable system evolves from pronounced
asymmetry toward symmetry. The times of spontane-
ous transitions between states become closer to each
other.

This remarkable result of the bistability theory has
the following implication for semiconductors. The sta-
ble stationary states represent the normal (stable) and
the breakdown (metastable) states under reversible
thermal breakdown conditions. The higher the level of
an additive (thermal) noise correlated with the laser
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 10      20
intensity fluctuations, the higher the probability of the
breakdown state.
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Coherent Oscillations Excited in Opposite Electron 
and Ion Beams of a Diaphragmed Discharge
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Abstract—We have experimentally studied the coherence of oscillations appearing, as a result of the Buneman
instability, in a stationary regime of a diaphragmed discharge between hollow electrodes. The degree of coher-
ence of the oscillations grows with the discharge current intensity, which is probably explained by an electro-
static coupling between discharge channels increasing with the amplitude of oscillations. © 2000 MAIK
“Nauka/Interperiodica”.
Diaphragmed discharge gaps with hollow cathode
and anode are extensively studied and widely
employed. The applications include pseudospark dis-
chargers [1], sources of visible and UV radiation [2],
dense plasma jet generators [3], etc. The diaphragmed
discharge phenomenon can be also used for the produc-
tion of beams of charged particles, i.e., positive ions
and electrons [4–6]. These beams, formed in the region
of the diaphragm, may carry rather large current den-
sities.

As is known, oppositely directed electron and ion
beams with large current densities are subject to vari-
ous instabilities, the majority of which can be of the
Buneman type. As a rule, instabilities of this type lead
either to attaining a saturation stage (featuring coherent
oscillations manifested by a regular modulation of the
electron beam) or to the development of a strongly tur-
bulent state in the electron–ion plasma (without signif-
icant coherence).

The purpose of this work was to study the effect of
the discharge current intensity on the degree of coher-
ence of the oscillations appearing as a result of the Bun-
eman instability development.

In order to study the collective processes taking
place in the region of the diaphragm, we have designed
and constructed a special spherical discharge chamber
schematically depicted in Fig. 1. The device comprises
two hemispherical steel electrodes with a diameter of
200 mm. The electrodes are separated by a flat caprolon
insulator with a high-temperature ceramic cylindrical
diaphragm with a diameter of 7 mm and a length of
10 mm, arranged at the center of the insulator.

A dc discharge was initiated in the chamber at a
residual air pressure of P = 0.1–0.01 Torr and main-
tained in a stationary regime, whereby the discharge
1063-7850/00/2610- $20.00 © 20932
current acquired a value within the range Idis =
100−250 mA and remained constant to within ±5 mA.

Operating in a stationary regime, the discharge gen-
erated intense oscillations in a range of frequencies
from 0.2 to 2 MHz that could be detected by point fila-
ment probes situated in the vicinity of the diaphragm.
The amplitude of oscillations was found to increase
with the discharge current. It was established that oscil-
lations appear as soon as the current density in the dia-
phragm exceeds a certain threshold level. An analysis
of the measured threshold current densities and charac-
teristic oscillation frequencies showed that the oscilla-
tions are due to the Buneman instability development.

The degree of coherence of the oscillations was
determined by the following method. The diaphragm
was divided into two parts by a 1-mm-thick longitudi-
nal dielectric spacer, so that the two channels were
insulated with respect to the fluxes of plasma particles
but still coupled with respect to the microwave electric
field (Fig. 1). Identical filament probes were placed into
each channel, their measuring circuits being synchro-
nized to within 40 ns. The signals from the probes were
transmitted to a two-channel digital oscillograph and
registered with a discretization time step of 40 ns to
accumulate a data array of 104 points.

The pair of signals measured in this system was pro-
cessed to calculate the signal coherence function γ(f) of
the frequency f according to the formula [7, 8]

(1)

where Cij(f) is the autocorrelation function of the sig-
nals for i = j and the mutual correlation function for
i ≠ j. Note that 0 ≤ |γ(f)| ≤ 1, and the fact that the coher-

γ f( )
C12

2 f( )
C11 f( )C22 f( )
---------------------------------,=
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ence function at a given frequency is close to unity
implies that the corresponding spectral components of
the signals are synchronized and coherent. Should the
coherence function be close to zero, the corresponding
components are independent.

The degree of coherence in a frequency interval
from f0 to f0 + ∆f can be quantitatively characterized by
the quantity

(2)

Let us consider the results of measurements in the
discharge operating at a gas pressure of P = 0.1 Torr.

Figure 2 shows the signal coherence functions γ(f)
calculated for various discharge currents Idis . As can be

Θ 1
∆f
------ γ f( ) f .d

f 0

f 0 ∆f+

∫=

1 2 3 4

A

53 6 7 8

Fig. 1. Schematic diagrams of the discharge chamber and
the diaphragm cross section: (1) observation window;
(2) hemispherical electrodes; (3) insulating plate;
(4) ceramic diaphragm; (5) filament probes; (6) insulating
spacer; (7) plasma channel; (8) vacuum-tight feedthrough
for the probes. Arrows indicate the directions of electron
motion in the discharge plasma.

A
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seen, the degree of coherence of the oscillations grows
with the Idis value.

We have also evaluated the degree of coherence
in the frequency range (f0–f0 + ∆f) = 0–2 MHz by for-
mula (2). The results of these calculations are presented
in Fig. 3, where the horizontal error bars correspond to
the accuracy of discharge current measurements and
the vertical bars represent the statistical scatter in a set
of time realizations for signal pairs measured and pro-
cessed at each point. The data in Fig. 3 unambiguously
confirm that an increase in the discharge current is
accompanied by growing synchronization of the
plasma oscillations in the frequency range studied. This
can be explained by the electric interaction between
discharge channels in the diaphragm increasing with
the oscillation amplitude.

1

0 1

1

1

2

f, MHz

γ

(a)

(b)

(c)

Fig. 2. Typical signal correlation functions γ(f) measured at
various discharge currents Idis = 100 (a); 170 (b);
250 mA (c).
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Thus, we have demonstrated that a growth in the
discharge current leads to increase in the degree of
coherence between the discharge channels.

100 150 200 250 300500
0.2

0.3

0.4

0.5

Idis, mA

Θ

Fig. 3. A plot of the degree of correlation Θ versus discharge
current Idis.
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