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Abstract—A new method based on the wavelet transformation is proposed, which provides for the effective
determination of the duration of laminar and turbulent stages in a time pattern of the transition to dynamic chaos
via intermittency. © 2001 MAIK “Nauka/Interperiodica”.
A possible classical scenario for the passage from
periodic to chaotic oscillations is the passage via a tran-
sient regime or intermittency (see, e.g., [1, 2]). In this
case, a periodic time pattern generated by a dynamic
system is interrupted (in the course of increase in the
control parameter) by irregular (or, in other words, tur-
bulent) motions. The classical methods used for sepa-
rating the regular motion stages are based on analysis
of either the “current” period or the amplitude of oscil-
lations.

Apparently, the former approach can be applied
only when a laminar stage generates a signal close to
strictly regular, which is by no means always the case.
Actually, a laminar stage usually represents an almost
periodic motion that hinders the application of this
classical method and decreases accuracy of the descrip-
tion. The second approach can be used only in the case
when the oscillation amplitude in the chaotic region
differs significantly from that in the regular regime.
Otherwise, we are again facing the necessity of dealing
with strictly periodic oscillations in the laminar stage of
motion.

For rigorously predicting the laminar and turbulent
motion stages and correctly determining their dura-
tions, we propose a method based on the wavelet trans-
formation [3, 4]

(1)

where x(t) is a time pattern, ψ(η) is the base wavelet
(asterisk denoting complex conjugate), and s is the ana-
lyzed time scale. We have used the base wavelet of the

Morlet type ψ(η) = π–1/4 , representing a rap-
idly decaying harmonic wave [5]. The ω0 value was
taken equal to 6, which allows for an analogy with the
Fourier transformation [3], which is conveniently
achieved by considering a wavelet surface W as a func-
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tion of the time t and the scale corresponding to the fre-
quency fs = 1/s.

It was found that the wavelet surface W(t, fs) must
possess significantly different structures in the regions
corresponding to the laminar and turbulent stages of
motion. A weakly irregular character of the signal in the
laminar stage has virtually no effect on the wavelet sur-
face structure and, hence, does not lead to errors in
determining the duration of each stage. Therefore,
based on the wavelet surface structure analysis using an
appropriate method, we may rather simply search for
different stages or intermittent regimes.

The approach to predicting the laminar and turbu-
lent stages can be illustrated for a conventional example
representing the Lorentz model system

(2)

For the set of control parameters σ = 10, b = 8/3, and
r < r* ≅  166.07, the time pattern generated by the
Lorentz system (e.g., for the x value considered below)
represents a periodic motion. Upon exceeding the
threshold level r*, the regular oscillations x(t) (laminar
stage) are interrupted by chaotic “outbursts,” the duration
of which increases with r until the motion becomes fully
chaotic (turbulent stage). An intermittency in the Lorentz
system is classified as an intermittency of type I [6].

Figure 1a shows a typical time pattern x(t) and the
corresponding projection of the wavelet surface W(t, fs)
for the bifurcation parameter r = 166.1. The dark
regions correspond to maxima of the surface. The curve
in Fig. 1a indicates the region featuring boundary
effects [3]. The wavelet surface projection displays
clearly manifested regions corresponding to the lami-
nar and turbulent stages in the given time pattern.

The wavelet surface structure corresponding to the
regular stage of motion has a profile W(t, fs)|t = const with
two global maxima (corresponding to two dark bands
parallel to the time axis in the projection of the W sur-
face in Fig. 1a). This profile does not change with time
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001 MAIK “Nauka/Interperiodica”



 

2

        

KORONOVSKIŒ, KHRAMOV

                                                           
64.79
–0.38

–65.54
0.30

2.10

14.47

102.50

705.82

5000
0 0.82 1.64 2.46 3.28

4.125

2.750

1.375

0 100 200 300 0 100 200 300

5.625

3.750

1.875

2.625

1.750

0.875

0 100 200 300
fs

(a)

(b) (c) (d)

t

f s

x(t)

67.36
0.40

–66.55
0.59

3.66

21.97

135.31

811.76

5000
0 0.41 0.82 1.23 1.64

t

x(t)

f s

(e)

E E E

Fig. 1. Wavelet transformation analysis of the time pattern x(t) numerically calculated for the model Lorentz system according to
Eqs. (2) using the 4th order Runge–Kutta method (pattern length, N = 215 counts; time step, ∆t = 0.0001): (a) projection of the wave-
let surface W(t, fs) for the bifurcation parameter r = 166.1 and the supercritical difference r – r* = 0.03; (b–d) instantaneous energy
distributions for the (b) laminar (t = 0.36) and (c, d) turbulent stages (t = 0.56 and 0.72, respectively); (e) projection of the wavelet
surface for r = 167.0 and r – r* = 0.93 (black bars at the time pattern indicate the laminar stages).
t within the laminar stage of motion. This shape of the
wavelet surface profile, featuring two characteristic
global maxima, is related primarily to some features of
TE
the Fourier spectrum of a signal corresponding to the
laminar stage. This spectrum is characterized by two
dominating harmonics with the frequencies f1 = 41.3
CHNICAL PHYSICS LETTERS      Vol. 27      No. 1      2001
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Fig. 2. Wavelet transformation analysis of the time pattern xn(t) corresponding to a logistic mapping xn + 1 = εxn(1 – xn) (pattern

length, N = 256 counts): (a) projection of the wavelet surface W(t, fs) for the mapping parameter ε = 1 +  – 0.002 (b–d) instan-
taneous energy distributions for the (b) laminar (n = 136) and (c, d) turbulent stages (n = 62 and 220, respectively).
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(a)
and f2 = 131.3, which correspond to two maxima
observed in the wavelet surface.

When the system enters the turbulent stage, the
shape of the W surface exhibits a dramatic variation.
The transition to a chaotic dynamic regime is accompa-
nied by the “outburst” of oscillatory phenomena on var-
ious scales, the main energy falling within the scale
interval corresponding to fs ∈  (f1, f2). Note that the
regions of the wavelet surface corresponding to turbu-
lent stage are strictly defined in time.

As noted above, the wavelet surface structure does
not change with time in the laminar stage of motion.
The instantaneous energy distribution over the time
scales (frequencies) E(fs)|t = const in this stage is also
time-independent (Fig. 1b). This distribution exhibits a
characteristic shape with two maxima, the nature of
which was discussed above (the peaks are due to the
two frequencies f1 and f2 dominating in the Fourier
spectrum corresponding to the laminar stage).

The onset of a turbulent stage is manifested by split-
ting of the 1/f1 and 1/f2 scales. The resulting energy
spectrum exhibits a single dominating scale. Subse-
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 1      200
quently, the turbulent stage features the excitation and
damping of oscillations in the system. These chaotic
oscillations occur on various time scales, predomi-
nantly below 1/f1. The energy distribution during the
turbulent stage is essentially nonstationary. The only
feature observed over the entire chaotic “outburst” is
the presence of a dominating scale 1/fs ~ 0.011 (here,
the sign “~” indicates that the position of maximum
energy varies and the value 0.011 represents an average
over several turbulent outbursts). The shape of the
energy distribution markedly changes with time. This is
illustrated by Figs. 1c and 1d showing the instanta-
neous energy distributions over the time scales E(fs)
corresponding to the time moments t = 0.56 and 0.72.
As seen, the two curves differ in both number and posi-
tion of maxima.

As the bifurcation parameter increases, the duration
of laminar stages decreases and eventually (at r >
167.0) the laminar motion is virtually indistinguishable
in the time pattern. At the same time, the wavelet anal-
ysis successfully reveals the laminar stages with a dura-
tion of 2–3 periods of oscillation on the main fre-
quency. This is illustrated in Fig. 1e, which shows the
1
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Fig. 3. Average laminar and turbulent stage durations deter-
mined using the wavelet transformation analysis of the time
pattern x(t) the model Lorentz system presented in Fig. 2:
(a) plots of the (1) laminar and (2) turbulent stage duration
versus the bifurcation parameter r; (b) logarithmic plot of
the average laminar stage duration versus the supercritical
difference r – r* near the intermittency threshold r* (open
circles, data of this work; dashed curve, power law with the
exponent 1/2).

results of the wavelet transformation obtained for the
control (bifurcation) parameter r = 167.0. As seen, the
laminar stages in the time pattern correspond to the
characteristic features in the wavelet surface projection
W(t, fs).

This situation does not take place only in analysis of
the time patterns generated by the flow systems. For
illustration, Fig. 2a shows the results of the wavelet
transformation of a time pattern generated by a logistic
mapping xn + 1 = εxn(1 – xn) with a control parameter

ε* – ε = 0.002. Here, ε* = 1 +  is the critical value
corresponding to the tangential bifurcation of the regu-
lar cycle of period 3 (whereby the stable and unstable
3-cycles merge and vanish), while lower values of the
parameter correspond to a regime with the laminar
stages interrupted by turbulent outbursts.

An analysis of the wavelet surface and its compari-
son with the time pattern shows that laminar stages in

8

T

this system also correspond to a special characteristic
structure of the W function. Similar to the dynamics
observed for the Lorentz system, the escape from the
laminar stage of motion is accompanied by the disap-
pearance of the time scale corresponding to regular
oscillations. Also significantly different are the charac-
teristic oscillation energy distributions over the time
scales (frequencies) for the chaotic and laminar
regimes. In the latter case, the E(fs) distribution remains
unchanged and has a shape depicted in Fig. 2b. In the
turbulent regime, the energy distribution is time-depen-
dent (see Figs. 2c and 2d showing the E(fs) functions for
two different time instants).

The results of the wavelet analysis presented above
for the Lorentz model exhibit a sufficiently universal
character from the standpoint of analysis of the transi-
tion to chaos via intermittency. Therefore, the wavelet
transformation of time patterns generated by dynamic
systems featuring a transition to chaos via intermit-
tency can be used for distinguishing and analyzing the
laminar and turbulent stages.

The structure of the wavelet surface can be analyzed
by a method based on determining the number of max-
ima F in the instantaneous energy distributions over the
time scales E(fs)|t = const. The number of maxima, which
is unchanged during a laminar stage, becomes time-
dependent upon transition into a turbulent regime.
Using this approach, we may effectively separate the
laminar stages of motion. Taking into account that F
may acquire only integer values, the determination of
the duration of, for example, the laminar stage from the
F(t) function is very simple. This method is well appli-
cable upon going to a greater bifurcation parameter.

To illustrate the proposed method, we have deter-
mined the average durations l of laminar and turbulent
stages as functions of the bifurcation parameter r. The
number of laminar (and, accordingly, the turbulent)
stages for which the l values were determined
amounted to 600–800. The results of this analysis are
presented in Fig. 3a. The average duration of the lami-
nar stage of motion noticeably decreases with increas-
ing r; the average duration of the chaotic stage varies at
a much lower rate, showing a tendency to increase with
the bifurcation parameter. The latter fact is quite
explainable, since the chaotic stage of the motion is
essentially the stage of “relaminarization,” that is, of
the system return to the regular motion. Evidently, the
duration of the relaminarization process must be inde-
pendent of the bifurcation parameter r.

Figure 3b shows the plot of lnl versus ln(r – r*). The
logarithmic scale clearly demonstrates that the laminar
stage duration is proportional to the square root of the
distance r – r* from the intermittency threshold (at least
for sufficiently small r – r* values), which is in agree-
ment with the theory of type I intermittency [6]. For
ECHNICAL PHYSICS LETTERS      Vol. 27      No. 1      2001
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large values of the supercritical difference, the laminar
stage duration deviates from the power law. Thus, the
proposed method gives results in good agreement with
the published data [2, 6].
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Abstract—An electron-probe X-ray microanalyzers, the characteristic X-ray radiation is generated within a
small volume of sample and the emitting surface area is on the order of 1 µm2. For a distance to analyzer of
approximately 0.5 m, this small emitting area can be considered as a point source. Practical implementations
of the electron-probe X-ray microanalysis (EPMA) require a high spectral resolution and sufficient intensity.
The existing monochromators cannot simultaneously provide for both. A prototype of the new high-brightness
stepped-crystal diffractor for EPMA, based on four cylindrically bent (002) mica crystals, has been constructed
and tested. © 2001 MAIK “Nauka/Interperiodica”.
As is known, both perfect and mosaic crystals are
used for separating monochromatic X-rays with ener-
gies ranging from a few hundreds to tens thousand of
electronvolts. In the case of virtually point emission
sources, it is expedient to employ either the classical
focusing X-ray optics based on cylindrically bent crys-
tals proposed by Johann [1], Johansson [2], and Cau-
chois [3], or the more recent schemes based on spheri-
cal and toroidal geometries of the bent crystallographic
planes [4, 5].

Some analytical problems solved by method of elec-
tron-probe X-ray microanalysis (EPMA) require
instruments possessing a high spectral resolution
(λ/∆λ) together with sufficiently large signal intensity
(brightness). The existing monochromators cannot
simultaneously provide for both. It is the usual practice
to compromise between the necessary resolution level
(related to small reflecting area of a crystal analyzer)
and acceptable aperture of the diffractor. However, attain-
ing a sufficiently high resolution [λ/∆λ ~ (1–5) × 103]
in the schemes with bent crystals of any type necessar-
ily imposes certain limitations on the reflecting crystal
surface area, thus determining the spectrometer bright-
ness limit.

Previously [6], we proposed a new algorithm and
developed a computer program for modeling the dif-
fraction zones and reflecting surfaces of a bent crystal
monochromator of any type (cylindrical, spherical, tor-
oidal, etc.) employed in the schemes of focusing on the
Rowland circle. For a given resolution parameter, this
program determines the shape of a reflecting crystal
surface corresponding to the Bragg equation (Bragg’s
diffraction zone), the optimum curvature parameters,
and the diffractor crystal size.
1063-7850/01/2701- $21.00 © 20011
Recently, we proposed for the first time a model [7, 8]
and described a mathematical scheme [9] of a high-
brightness stepped-crystal X-ray diffractor capable of
providing a high spectral resolution at a constant angu-
lar width of each step. In an electron-probe X-ray
microanalyzer, the primary characteristic X-ray radia-
tion generated within a microscopic sample volume
enters the spectrometer chamber. Scanning over the
wavelength spectrum is carried out by simultaneously
moving the bent crystal (diffractor) and a detector of
the crystal-monochromated radiation. In the proposed
scheme, the radiation source, the crystal apex, and the
input window of the detector are situated on the focus-
ing circle. The optical scheme of a spectrometer chan-
nel for the EPMA instrument is described in more
detail in the monograph [10].

Figure 1a illustrates the principle of spectral analy-
sis and the scheme of focusing of the crystal-mono-
chromated X-ray radiation. The radiation source S and
detector D occur on the focal circle (Rowland’s circle),
the third point representing the diffractor apex located
at the middle of the central step. In this study, we have
used a special shape of the reflecting crystal (Fig. 1a)
with a stepped pseudocylindrical surface characterized
by a constant angular size of steps in the focal circle
plane. Each step represents a part of the cylindrical sur-
face with a constant radius, onto which a bent (002)
mica crystal is glued. The central step has a bending
radius equal to doubled radius of the focal circle. The
bending radii of the following steps decrease with
increasing distance from the diffractor center. The sym-
metry axes of all the cylindrical surfaces coincide with
the vertical axis passing through point O perpendicu-
larly to the focusing circle. The algorithm for calculat-
001 MAIK “Nauka/Interperiodica”
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ing the step radii and other parameters of the diffractor
was described in [9].

Figure 1b shows the general view of a diffractor
prototype manufactured for an EPMA system of the
CAMEBAX-micro type, in which the focal circle
radius of the spectrometer is 160 mm. The diffractor
crystal holder is designed so as to accommodate four
steps (with different numbers of steps on the left and
right sides of the central step).

The stepped-crystal diffractor prototype was tested
in the spectrometer channel of a CAMEBAX-micro
analyzer operating with an AgLα(3) radiation at θB =
38.92°. Figures 2a and 2b shows typical emission spec-
tra obtained using the central step alone and the whole
diffractor. For the X-ray diffraction on the central crys-
tal step, the measured spectral resolution amounted to
λ/∆λ = 103. For the whole diffractor, containing four
cylindrically bent crystals, the resolution was some-
what lower (0.7 × 103) but the peak intensity increased
by a factor of 3.3, which approximately corresponds to

S

Z

D
X

O

O'

P(X, Y, Z)
(a)

Fig. 1. A pseudocylindrical stepped-crystal X-ray diffractor:
(a) schematic diagram showing the principle of spectral
analysis and focusing of the X-ray radiation (XYZ, coordi-
nate system; O' and O, centers of the focusing circle and step
curvature, respectively; S and D radiation source and its
image, respectively); (b) a general view of the prototype dif-
fractor for an EPMA instrument.

(b)
T

a ratio of the entire diffractor surface to that of the cen-
tral step. Therefore, the spectrum intensity in the ana-
lyzer prototype studied increases in proportion to the
working area of the diffractor surface.

Thus, replacing a bent single crystal in the Johann
scheme [1] by the stepped-crystal diffractor composed
of four bent mica crystals provided for an increase in
intensity. The spectral resolution must, in principle,
remain unchanged. However, the experimental spectra
(Figs. 2a and 2b) show that the resolution slightly
decreased. This can be explained by errors in manufac-
turing the crystal holder or uncertainties in gluing the
crystals.

In order to analyze the possible factors and sources
of uncertainty, we have used a high-precision profilo-
meter (Rank Taylor Hobson) to study profiles of the dif-
fractor steps. It was found that the bent mica crystal
remains sufficiently smooth on the side of reflecting
face, the surface roughness size not exceeding a few
microns. At the same time, the surface profiles revealed
ridges with a height of 20–30 µm, showing evidence of

(a)

AgLα(3)

λ/∆λ = 103

0.3
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1.0
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Fig. 2. AgLα(3) X-ray emission spectra obtained using
cylindrically bent (002) mica crystals at a Bragg angle of
θ = 38.92° (a) for a single central crystal (resolution, λ/∆λ =
103) and (b) for the whole four-step diffractor (λ/∆λ =
0.5 × 103).
ECHNICAL PHYSICS LETTERS      Vol. 27      No. 1      2001
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a partial cleavage and separation of the outer crystal
surface layers. However, the most significant factor det-
rimentally affecting resolution of the stepped-crystal
diffractor was a noncoaxial alignment of the cylindri-
cally bent mica crystals. Expressions relating the possi-
ble uncertainty due to displacement ∆x(∆y) of the axes
of cylinders to the spectral resolution are as follows:

where R is the crystal bending radius.

In our case, the relative displacements of the axes of
cylinders were on the order of 0.2 mm, which accounts
for a resolution of 0.7 × 103. It was established that the
error was caused by a technological error in manufac-
turing the crystal holder and gluing bent mica crystals
on the holder surface.
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Abstract—Study of the optical properties of submonolayer germanium clusters formed by molecular beam
epitaxy in a silicon matrix showed that the spectra of samples obtained at elevated deposition temperatures
(~750°C) contain a series of new bands related to the formation of germanium nanoislands. © 2001 MAIK
“Nauka/Interperiodica”.
Introduction. As is known, silicon occupies the
leading position in the market of materials for micro-
electronic devices. However, use of this semiconductor
in optoelectronics is limited by its indirect band struc-
ture, leading to a considerable decrease in the lumines-
cence efficiency. Nevertheless, integrating silicon
microelectronic technologies with facilities of the opti-
cal data transmission in the same microchip is an urgent
task, primarily in the field of silicon-based light-emit-
ting devices (SLEDs).

A considerable effort of researchers devoted to the
SLED development is shared between several principal
approaches based on the use of porous silicon [1],
Ge/Si and GeSiC/Si quantum dots obtained by molec-
ular-beam epitaxy (MBE) [2], silicon doped with rare-
earth elements [3], InAs nanostructures incorporated
into silicon matrix [4], and some others. Despite obvi-
ous progress in research, the results still did not find
commercial implementations, which stimulates the
search for new approaches to solving the problem of
obtaining SLEDs.

Below, we will consider one of the possible
approaches, based on the formation of submonolayer
(SML) germanium clusters in a silicon matrix, and
report on the optical properties of these heterostruc-
tures. It is suggested that SML Ge clusters may form an
ensemble of sufficiently small islands with lateral
dimensions below the Bohr radius of holes. This would
partly change selection rules for the radiative recombi-
nation and provide for the possibility of exciton forma-
tion upon the interaction of electrons with localized
holes, the excitons being stable at temperatures up to
room temperature.

This situation will be possible provided that the
Coulomb attraction of electrons to holes exceed the
repulsion due to a potential barrier created by SML Ge
1063-7850/01/2701- $21.00 © 20014
clusters in the conduction bands, which may lead to the
appearance of spatially separated electrons and holes in
quantum dots and holes of sufficiently large size
(width) [5]. The narrow photoluminescence (PL) bands
characteristic of SML clusters in other heteroepitaxial
systems [6–8] would favor an increase in the absorption
coefficient (gain) in these structures. A further increase
in the PL intensity can be achieved in multiple
(stacked) layers with SML Ge clusters, separated by Si
barriers (spacers). Note that the probability of the for-
mation of dislocations and stacking faults in these sys-
tems is small because of a rather low level of stresses in
such heterostructures.

Experiment. The heterostructures were grown in a
Riber SIVA 45 setup by MBE on phosphorus-doped
n-type Si(100) substrates (5-inch OKMETIC wafers)
with a resistivity of 3 Ω cm. The substrates were
chemically pretreated using the following procedure:
(i) boiling in an H2O2–H2SO4 (1 : 1) solution for 10 min
to remove organic compounds of heavy metals;
(ii) treatment in an HF–H2O (1 : 10) solution at room
temperature for 1 min to remove the surface oxide
layer; (iii) treatment in an HCl–H2O2–H2O (1 : 1 : 6)
solution at 80°C for 10 min to remove alkali metals, Al,
Fe, and Mg; (iv) treatment in an NH4OH–H2O2–H2O
(0.5 : 1 : 5) solution at 80°C for 10 min to restore the
oxide layer. After each treatment step, the wafers were
rinsed in deionized water; the first treatment was
repeated. After the chemical pretreatment, the sub-
strates were dried in a flow of argon (6.0 purity grade)
and charged into a sample-changing stage of the MBE
setup. The surface oxide layer could be removed from
Si wafers in the growth chamber by radiation heating to
840°C. The sample heater was rotated during the MBE
growth, which ensured inhomogeneity of the tempera-
ture field over the substrate surface not exceeding 5%.
001 MAIK “Nauka/Interperiodica”
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The SML Ge clusters were obtained by a method
developed previously for the preparation of analogous
inclusions of A3B5 and A2B6 compounds [9–11].
The structures comprised a 1000-Å-thick buffer Si
layer, a Ge(0.7 Å)/Si(35 Å) superlattice (99 pairs), and
a 200-Å-thick Si overlayer. The MBE growth rates of Si
and Ge layers were 0.5 and 0.05 Å/s, respectively. The
constant deposition rates were controlled by two mass-
spectrometers with feedback circuits tuned to m/z =
28 (Si) and 74 (Ge). The samples of two types were
prepared on the substrates heated to 500°C (sample 1)
and 750°C (sample 2). The residual pressure during
MBE did not exceed 5 × 10–9 torr. The state of the sample
surface was monitored in situ by reflection high-energy
electron diffraction (RHEED). The photoluminescence
spectra were excited by Ar+ laser (λ = 514.5 nm) oper-
ated at a maximum radiant power density of ~500 W/cm2.
The sample emission was detected with a cooled Ge
photodiode.

During the MBE growth, the RHEED patterns
exhibited (irrespective of the sample temperature) no
significant changes compared to the initial (2 × 2) sur-
face reconstruction. Therefore, even the uppermost
superlattice layers remained atomically smooth and a
three-dimensional structure was not formed as a result
of the stress relaxation.

Results and discussion. The results of our optical
measurements showed that the PL spectrum of sample 1
was virtually identical with that of the substrate, while
the spectrum of sample 2 displayed a set of new bands
observed neither in the substrate nor in sample 1. Fig-
ure 1 shows the room-temperature PL spectrum of sam-
ple 2 in comparison to that of the substrate measured
for the same excitation intensity. The PL spectrum of
sample 2 possesses an integral intensity comparable to
that of the substrate spectrum and exhibits a series of
additional PL bands denoted by SL–(NP, TA, TO,
TO + O) not found in the substrate spectrum. The
SL−NP band corresponds to the nonphonon photolumi-
nescence, while the other additional bands are due to
emission with participation of the corresponding
phonons. It should be noted that the SL bands could not
be observed in the PL spectra of Si substrates measured
at either very high or very low excitation levels. The PL
bands assigned to emission from the silicon substrate
are denoted by Si–(NP, TA, TO + O). Thus, we attribute
the SL bands to the emission from excitons localized at
the Ge clusters occurring in the SML superlattice.

The ratio of intensities of the PL peaks due to the
SML Ge/Si superlattice and the Si substrate signifi-
cantly depends on the excitation level. Figure 2 shows
the PL spectra of sample 2 measured at various relative
intensities of the optical excitation. As the excitation
level grows, the Si–TO/SL–TO band intensity ratio
increases. However, the integral intensities of these
bands are comparable even at high excitation levels,
while at low levels the SL–TO contribution dominates.
The full width at half maximum (WFHM) for the PL
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 1      200
bands is approximately 15 meV. The change in the
excitation power density is not accompanied by shift of
the SL–TO band.

Previously [12], we reported on the formation of
quantum filaments on a vicinal Si(100) surface upon
deposition of a small (below 0.5 ML) amount of Ge fol-
lowed by vapor-phase MBE of silicon. Variation of the
SL–TO photoluminescence peak position observed
in [12] was explained by the formation of a density of
states typical of a laterally confined configuration. The
TO band position observed in [12] for an 0.12 ML Ge
deposit, as well as the character of the PL intensity vari-
ation, agree with the behavior of the SL–TO peak
observed in this study.

Figure 3 shows the temperature variation of the PL
spectra of sample 2 measured at an excitation power
density of 500 W/cm2. Despite a significant decrease in
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Fig. 1. Typical PL spectra of (1) Si substrate and (2) sample 2
measured at 10 K with an excitation power density of
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the integral intensity with increasing temperature, the
SL–TO band position exhibits no change. A shortwave
shift in the PL band position with increasing tempera-
ture was observed, for example, in a heteroepitaxial
InAs/Si structure [13], where this behavior was
explained by the heterojunction belonging to type II.
Thus, our data indicate that behavior of the SL bands
observed in the system studied is different from that
typical of the type II heterojunctions.

The fact that characteristic features observed in the
PL spectra of sample 2 are absent in the spectra of sam-
ple 1 can be related to the formation of greater two-
dimensional Ge islands in the latter case, with lateral
dimensions above the Bohr radius of holes (leading to
delocalization of the holes in the given geometry). This
hypothesis can be verified by studying the sample
structure in detail by the method of high-resolution
transmission electron microscopy. It should be noted
that an increase in the lateral size of islands with
decreasing deposition temperature was observed, for
example, in an InAs/GaAs SML system.

Thus, we have observed a series of additional emis-
sion bands in the PL spectra of a system comprising
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Fig. 3. The PL spectra of sample 2 measured at various tem-
peratures T = 10 (1), 20 (2), 30 (3), 40 (4), 50 (5), 60 (6), and
70 K (7) with an excitation power density of 500 W/cm2.
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SML Ge clusters in a Si matrix not contained in a typi-
cal PL spectrum of silicon. An analysis of the spectro-
scopic data allowed us to conclude that the new features
are related to the formation of Ge clusters with a char-
acteristic size below the Bohr radius of holes. No such
PL bands are observed in a system with the Ge clusters
of greater size. The system of submonolayer Ge clus-
ters in a Si matrix can be considered as a possible vari-
ant of silicon-based light-emitting devices.
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Abstract—An all-perovskite field-effect transistor with a (Pb0.95La0.05)(Zr0.2Ti0.8)O3 gate insulator exhibits a
strongly modulated room-temperature conductivity in a La1.94Sr0.06CuO4 channel. The channel conductivity is
controlled by the hopping mechanism with variable jump length and determined by the Coulomb gap at the
Fermi level. © 2001 MAIK “Nauka/Interperiodica”.
Introduction. A possible approach to creating an
energy-dependent solid-state memory consists in using
a ferroelectric base memory cell possessing a residual
polarization in the absence of applied voltage. A most
promising solution, providing for a high cell packing
density, is offered by a field-effect transistor (FET) cell
with ferroelectric gate insulator. This design allows the
same cell to be used both for the recording and energy-
dependent storage of data and for their nondestructive
readout. However, creation of a ferroelectric-gate FET
based on traditional semiconductors encounters serious
difficulties because deposition of a ferroelectric film,
for example, of a (Pb, La)(Zr, Ti)O3 type, immediately
onto a Si substrate leads to undesired diffusion of Pb
and Ti into silicon and the formation of an intermediate
silicon oxide layer with small dielectric permittivity.
Introducing protective buffer layers between ferroelec-
tric film and silicon substrate gives rise to additional
problems.

As an alternative approach, Watanabe [1] suggested
using an all-perovskite FET, in which the epitaxial het-
erostructures are formed by layers of perovskite semi-
conductors chemically and crystallographically com-
patible with a ferroelectric layer. Very promising results
were obtained for a SrRuO3/Pb(Zr0.52Ti0.48)O3 struc-
ture, in which a ±10 V bias voltage produced a 9%
modulation of the channel conductivity [2], and for a
La1.99Sr0.01CuO4/(Pb0.95La0.05)(Zr0.2Ti0.8)O3 structure
capable of a 10% channel conductivity modulation for
a ±5 V gate voltage variation [1].

Below, we report on a much stronger (~70%) con-
ductivity modulation in a

La1.94Sr0.06CuO4/(Pb0.95La0.05)(Zr0.2Ti0.8)O3/Ag
(LSCO/PLZT/Ag) FET structure, which means a real
possibility of creating an energy-dependent memory
cell based on this device.

Sample fabrication. The LSCO/PLZT/Ag transis-
tor structures were prepared by successively depositing
the component films in the course of synchronous co-
1063-7850/01/2701- $21.00 © 20017
sputtering of two ceramic targets with crossed beams of
two AYG lasers operating in the Q-switched mode
(wavelength λ = 1064 nm; pulse energy, 20 mJ; pulse
duration, 15 ns; pulse repetition frequency, 25 Hz;
focused laser beam spot on the target surface, 1 mm).
The oxygen pressure in the sample preparation cham-
ber was 0.2 torr during layer deposition and 760 torr
during cooling [3]. The sample structure geometry was
formed using special silicon templates in the course of
layer deposition.

The process of a FET structure formation was as
follows. First, a (La1.94Sr0.06)CuO4 layer was deposited
onto a (110)NdGaO3 substrate at T = 650°C to form
the transistor channel with a thickness of 10 nm,
a  width of 230 µm, and a subgate length of 320 µm.
This was followed by depositing an overlayer of
(Pb0.95La0.05)(Zr0.2Ti0.8)O3 at a temperature of T =
500°C to form a 100-nm-thick ferroelectric insulator.
Then the structure was cooled to room temperature at a
rate of ~30 K/min, and ~0.1-µm-thick contacts to the
channel and gate were formed by thermal deposition of
Ag. The gate area was 7.36 × 10–4 cm2. Figure 1 shows
a schematic diagram of the FET structure studied.

Sample FET structure characteristics. A rather
large resistance (~2 MΩ) of the transistor channel hin-
dered the direct investigation of the PLZT layer proper-
ties in the transistor structure. For this reason, we pre-
pared special sample structures with a 100-nm-thick
ferroelectric film deposited onto a a thick LSCO layer
with a lower resistance (~0.1 MΩ). Using these sam-
ples, we studied variation of the ferroelectric polariza-
tion with the applied field strength by the Tower–Soyer
method at a frequency of 100 Hz. The resulting dielec-
tric hysteresis loop had a shape typical of ferroelectrics,
with a saturation polarization of Ps ≈ 40–45 µC/cm2,
a residual polarization of Pr ≈ 20–30 µC/cm2, and a
coercive field strength of Ec ≈ 3 × 105 V/cm.

Figure 2 shows a typical current–voltage character-
istic of the ferroelectric gate insulator in the transistor
001 MAIK “Nauka/Interperiodica”
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structure studied. An analysis of conductivity of the
PLZT films is a nontrivial task because this system fea-
tures both the intrinsic leaks (controlled by the charge
carrier injection through interface, the bulk space
charge, and the injected carrier trapping by charge
traps) and the time-dependent current component due
to the dielectric relaxation determined by the method of
measurements, sample prehistory, and some other fac-
tors [4].

S G D

NdGaO3

(La1.94Sr0.06)CuO4

(Pb0.95La0.05)(Zr0.2Ti0.8)O3

Ag

10 nm

100 nm

130 nm

Fig. 1. A schematic diagram of the FET structure (S, G, D
denoting the source, gate and drain electrodes, respec-
tively). Bottom insets indicate the transistor layer composi-
tions and thicknesses.
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Fig. 2. The plot of gate leak current versus voltage for a
single cycle measured at a zero voltage across the channel.
Arrows indicate directions of the gate voltage variation.
TE
Discussion of results. In this short communication,
we are not intending to present a detailed analysis of
leak currents in the PLZT structure and only briefly
comment some general features of the current–voltage
characteristic. The Ig versus Vg curve (Fig. 2) is asym-
metric: for the positive bias voltage (plus on metal), the
curve shape is determined primarily by the reverse-
bias PLZT/Ag Schottky barrier and for the negative
voltage, by two direct-bias barriers (PLZT/Ag and
LSCO/PLZT) and the intrinsic resistance of the PLZT
layer [5]. The current hysteresis observed in the cycle
of increasing and decreasing voltage amplitude proba-
bly reflects the polarization properties of the ferroelec-
tric layer [6]; the current maxima can be related to the
relaxation processes involving charge carrier trapping
and release from traps [4].

The X-ray diffraction patterns (CuKα radiation)
measured on the control LSCO/PLZT samples with
100- and 10-nm-thick ferroelectric layers showed evi-
dence of a predominant c-orientation in both PLZT and
LSCO layers. The lattice parameter determined using
the (004) refection for LSCO (~1.5% mismatch with
substrate) is c = 13.157 Å (in good agreement with pub-
lished data [7]), while the crystallite size along the
c-axis (evaluated from the peak width) is about 10 nm.
These data show evidence of a rather high film crystal-
linity in the channel. For PLZT, the lattice constant
determined using the (001) reflection is c = 4.094 Å (in
god agreement with [8]), while the crystallite size in the
direction perpendicular to the substrate is about 6 nm.

An analysis of the temperature variation of the tran-
sistor channel conductivity in the range from 30 to
330 K shows that the charge transfer is controlled by
the hopping mechanism with variable jump length and
determined by the Coulomb gap at the Fermi level:
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Fig. 3. The plots of channel conductivity (normalized to max-
imum) versus gate voltage for three cycles of measurement.
Arrows indicate directions of the gate voltage variation. The
inset shows the conductivity variation calculated for a chan-
nel part under the gate by subtracting the resistance of non-
modulated regions from the total channel resistance.
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σ ~ exp{–(T0/T)1/2} [9]. Using the parameter T0 =
7600 K determined from the conductivity versus tem-
perature plots, we may estimate the charge carrier
localization radius a = 12 Å. Note that an analogous
behavior of the conductivity (σ ~ exp{–T1/2}) was
observed in La2CuO4 single crystals in the direction
parallel to the Cu–O planes [10]. As is known, LSCO
exhibits conductivity of the hole type. The room-tem-
perature charge carrier concentration in the channel,
evaluated from the conductivity value assuming that the
carrier mobility, is µ = 1 cm2/(V s), is p ~ 3 × 1018 cm–3.

In the FET structure studied, the length of the chan-
nel part in which the conductivity modulation took
place (i.e., that covered by the gate) was ~20% of the
total channel length. Figure 3 shows a plot of the room-
temperature conductivity in the whole channel versus
the gate voltage Vg (measured relative to the drain elec-
trode). The conductivity is normalized to the maximum
value (~6 × 10–7 Ω–1). As seen, the plot resembles the
classical hysteresis loop characteristic of the ferroelec-
tric polarization as function of the applied voltage. This
is quite natural since the channel conductivity variation
is directly related to a change in the hole concentration
affected by the transverse electric field at the gate.
Here, the observed modulation amplitude is ~32%. The
inset in Fig. 3 shows the same plot upon subtraction of
the resistance of nonmodulated regions from the total
channel resistance; the effective modulation amplitude
is ~73%.

For a voltage of 5.1 V across the channel, the central
potential of the channel region under the gate (relative
to the drain electrode) is approximately 2.4 V. Thus, the
abscissa of the hysteresis loop center in Fig. 3 is Vg <
2.4 V, which corresponds to a zero average voltage on
the ferroelectric layer. The voltage drop across a part of
the channel under the gate is rather large (~1.5 V). This
means that the voltage on the ferroelectric layer and,
hence, the modulation amplitude significantly vary
over the modulated part of the channel. In the region of
maximum bias, the modulation may exceed the maxi-
mum value (~73%) calculated above. Note that a gate
leak current in all experiments did not exceed 1% of the
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 1      200
amplitude of the current variation in the transistor
channel.

Conclusion. We have demonstrated for the first time
that an all-perovskite LSCO/PLZT/Ag field-effect tran-
sistor allows for a strong (>70%) modulation of con-
ductivity under the action of the PLZT ferroelectric
gate insulator polarization. Being appropriately devel-
oped, a transistor of this type may serve as a unit cell in
an energy-dependent memory with nondestructive
readout. Of course, this development would encounter
the problems typical of ferroelectrics, concerning deg-
radation in the course of repeated write/read cycles,
storage time, operation speed, etc. We are planning
works on these problems.
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Abstract—A time-saving method is proposed for the study of a nonlinear vortexless stage of a Rayleigh–Tay-
lor (RT) instability development at the free surface of a heavy liquid or a Richtmyer–Meshkov (RM) instability
at the interface between continuous media possessing different densities and symmetries. The efficacy of the
proposed method is demonstrated by the results of a special numerical experiment. It is shown that instability
development at the solid–plasma interface gives rise to stresses in the solid. © 2001 MAIK “Nauka/Interperi-
odica”.
An interesting problem for investigation is offered
by the nonlinear dynamics of the free surface of a liquid
or a contact boundary (interface) between two media
possessing different densities and symmetries, either
occurring in a gravitational (gravitational Rayleigh–
Taylor instability) or magnetic field (magnetohydrody-
namic Rayleigh–Taylor instability [1]) or driven by an
external pressure pulse of arbitrary shape (Richtmyer–
Meshkov instability [2, 3]). Studying these problems is
of considerable fundamental and practical importance
[4], in particular, for solving the task of creating plasma
sources of high-power X-ray radiation [5]. It should be
noted that a strong turbulence developed in the late
nonlinear stages of the above instabilities [6, 7] is
beyond the scope of our analysis.

Both linear and nonlinear (vortexless) stages of the
Rayleigh–Taylor (RT) and Richtmyer–Meshkov (RM)
instability development are studied in sufficient detail
(see [1, 2, 4, 8–10]). However, generalization of the
methods used in the cited works to the case of arbitrary
time variation of the external potential field meets seri-
ous problems. Application of these theories to describ-
ing the interface dynamics in a curvilinear coordinates
also encounters considerable difficulties. It is also diffi-
cult to apply all these theories to an interface between
media with different symmetries, in particular, for
description of the dynamics of a boundary between sol-
ids and plasmas generated by charged particle beams or
laser radiation.

Below, we propose a time-saving method for the
study of a nonlinear vortexless dynamics of an interface
between incompressible liquids in the case of arbitrary
time variation of the external field potential and various
symmetries of the media on different sides of the inter-
face. In a vortexless incompressible liquid, the velocity
potential is a harmonic function and, hence, is uniquely
1063-7850/01/2701- $21.00 © 20020
determined by the boundary conditions. This circum-
stance allows a closed system of differential equations
describing the interface to be formulated, excluding
from consideration the bulk flows in both media.
A solution to the problem of instability development at
the interface can be used as a boundary condition in
solving the equations of continuum mechanics. By
jointly solving the equations describing the interface
dynamics and the equations of continuum mechanics
for a solid, we may take into account the influence of
the elastic-plastic properties of the medium on the
instability development and the effect of surface per-
turbations on the distribution of physical fields in the
system.

For simplicity, the principal ideas of the proposed
method are initially formulated in application to a free
boundary and then generalized to the case of an inter-
face between continuous media with different proper-
ties and symmetries.

It is assumed that a (generally three-dimensional)
flow in a liquid is independent of one coordinate, for
example, z (the proposed method is readily generalized
to the 3D case). Excluding from consideration the late
turbulent stage of the instability development, we set
the shape of a free surface representing the upper
boundary of the incompressible liquid by a single-val-
ued function of the type y = Y(x, t). Variation of the
velocity field potential ϕ along the boundary is
described by the Bernoulli equation [11]

(1)

where G is the external field potential. The phase veloc-
ity of the liquid boundary is determined by a kinematic
condition physically meaning the absence of a sub-

∂ϕ x Y t, ,( )
∂t

--------------------------
1
2
---v 2 x Y t, ,( ) G x Y t, ,( )+ + 0,=
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stance flux across the free surface:

(2)

Equations (1) and (2) are the boundary conditions
for the velocity potential that is harmonic in the bulk.
Assuming that the motion of medium in the bulk is
determined only by evolution of the boundary, we
arrive at a closed system of equations.

Since the parameters of the liquid are homogeneous
along the z-axis, the derivative of the potential with
respect to x is equal to the x-component of the tangen-
tial velocity (vτ) and we may write

(3)

To close the set of Eqs. (1)–(3), we may use the con-
dition of incompressibility and the boundary condition
v(x, y = –∞, t) = 0. Using an expression for the stream

current on the free surface ψ(x, Y, t) = (x, y, t)dy,

the condition of incompressibility, and Eq. (2), we
obtain

(4)

Taking into account a decay of the velocity potential
in depth and the condition of incompressibility, the
above expressions can be written as

(5)

(6)

where H(x, t) and h(x, t) are unknown functions satisfy-
ing the conditions of compatibility for Eqs. (5) and (6):

(7)

Integrating the second relationship in (7), we obtain

(8)

The quantity H can be interpreted as the effective
perturbation depth and y = γ(t), as a surface separating
the perturbed and unperturbed regions of the medium.
Integrating Eq. (8) with respect to x and differentiating
the resulting expression with respect to time, we arrive

∂Y
∂t
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(taking into account the incompressibility condition) at
a relationship of the type

(9)

where λm is the size of the perturbed region along the
x-axis.

Equations (1), (4), (5), (8), and (9) present a closed
set describing evolution of the boundary Y(x, t). We
accept the following boundary and initial conditions:

where k = 2π/λm and Y0 is the unperturbed surface coor-
dinate.

The above set of equations is solved by numerical
methods. Direct application of the lattice-point (finite
difference) method leads to an unstable solution, which
is explained by the absence of dissipative mechanisms
(limiting the build-up of short-wavelength perturba-
tions) in the model studied. Since a maximum growth
rate in the ideal liquid is inherent in the short-wave-
length perturbations, the stage of turbulent mixing
comes earlier for these perturbations than for the long-
wavelength ones. The appearance of small-scale turbu-
lence leads to an effective truncation (caused by turbu-
lent viscosity) of perturbations with large wavenum-
bers. This fact was taken into account by accomplishing
forward and inverse Fourier transformations of the
velocity potential increments. The inverse Fourier
transform was determined taking into account only the
long-wavelength perturbations. This approach provides
for the stability of solution even when Eqs. (1) and (5)
are integrated using the Euler scheme.

Now let us proceed to description of a system com-
prising a liquid with the density ρ+ above another liquid
with the density ρ–, where ρ– < ρ+ (in what follows, the
indexes “plus” and “minus” refer to the quantities
describing the heavy and light medium, respectively).

According to the approach outlined above, a set of
equations describing evolution of the boundary (inter-
face) between the two liquids can be written in the fol-
lowing form:

(10)

(11)

(12)

γ̇ 1
λm

------ v y x Y t, ,( ) x,d

0

λm

∫–=

v x x 0=( ) v x x λm=( ) 0,= =

Y x t, 0=( ) Y0 a0 kx( ), H x t 0=,( )cos+ 1/k,= =

∂ϕ± x Y t, ,( )
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----------------------------
1
2
--- v ± x Y t, ,( )( )2

+

+ G x Y t, ,( ) P x Y t, ,( )
ρ±

-----------------------+ 0,=

∂Y
∂t
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± ∂ψ± x Y t, ,( )

∂x
-----------------------------+ 0,=

ψ± x Y t, ,( ) ±H± x t,( )∂ϕ± x Y t, ,( )
∂x

----------------------------,=
1
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(13)

(14)

where P is the pressure. The condition of equality of the
velocity components perpendicular to the interface yields

(15)

Substituting ϕ–(x, Y, t) = –ϕ+(x, Y, t) + η(x, t) into
Eq. (15), we obtain

(16)

where η0(t) is an unknown function that has virtually no
effect on the dynamics of interface and, therefore, can
be taken equal to zero.

Excluding the pressure from Eqs. (10) and using
Eq. (16), we obtain an equation for ϕ+:

(17)

where A =  is the Atwood number and a(x, t) =

H± x t,( ) ±Y x t,( ) γ± t( ),+−=

γ̇± 1
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Fig. 1. Plots of the growth rate (normalized to the linear val-

ues) for a bubble Γb = /  and a stream Γs = /
calculated for two different values of the Atwood number
A = 1.0 (1) and 0.1 (2) in comparison with the data (solid
curve) taken from [9].

Ẏb ẎRM Ẏs ẎRM
T

(1 + A) + (1 – A) . In Eq. (17), the only char-

acteristic of the light liquid is the perturbation depth
H−(x, t) that can be determined from Eqs. (13)–(15).

If the heavy liquid is replaced by a solid, the new
properties of the bottom medium have to be taken into
account by adding a term describing internal stresses to
the right-hand part of Eq. (10) for ϕ+. As a result, a new
term appears in Eq. (17) as well, which has the form 

(18)

where (…)Y indicates that the corresponding deriva-
tives of the stress tensor components are calculated on
the interface and the integration is performed over the
boundary. Expression (18) is calculated in solving the
equations of continuum mechanics.

Let us consider a solution to the problem of the RM
instability development for A = 1 in the initially resting
liquid subjected at t = 0 to the action of an instanta-
neous pulsed potential G(x, y, t) = –Uδ(t)y. Integrating
the Bernoulli equation (1) with respect to time from

1
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Fig. 2. The profiles of a free interface Y(x, t) calculated for
the sequential time instants τ = 0.15, 0.30, 0.45, …, 1.50
(A = 1).
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t = –0 to t = +0, we obtain an initial condition for the
potential

(19)

The initial perturbation was described by a har-
monic law with the amplitude a = 0.001λ. A linear the-
ory [2] yields a constant growth rate of the perturbation

amplitude:  = AUk.

Figure 1 shows the plots of the growth rate (normal-

ized to the linear values) for a bubble Γb = /  and

a stream Γs = /  calculated for two different val-
ues of the Atwood number. The curves are constructed
against the dimensionless time τ = (k2AUa)t. For com-
parison, we have also plotted the data taken from [9],
where the solution was obtained in the form of a power
series. Beyond the domain of convergence, the solu-
tions in [9] were obtained in an approximate form (the
approximations of different orders for s exhibited
divergence).

Figure 2 presents the profiles of interface Y(x, t) cal-
culated for the sequential time instants τ = 0.15, 0.30,
0.45, …, 1.50 (A = 1). The initial harmonic profile
transforms into a bubble with flat bottom and long nar-
row streams. As seen from Figs. 1 and 2, the results of
our calculations agree with the data taken from [9]
(within the domain of applicability of that model).
However, our method provides the description for a
later stage of instability development as compared to
the model used in [9].

Exposure of a solid target to intensive beams of
charged particles of laser radiation with a radiant power
density above 108 W/cm2 leads to the formation of
plasma that acts upon the solid boundary to impart it
acceleration on the order of 108–1011 m/s2. This leads
to the RT type instability development, which produces
deformation of the solid and gives rise to stress fields.
The stress field amplitude is comparable with the
amplitude of stress waves generated by the conven-
tional thermoelastic mechanism.

Figure 3 shows evolution of the stress field (t =
100 ns) developed in a copper target under the action of
a medium accelerated to 1010 m/s2, the acceleration
pulse lasting for 100 ns. Such acceleration pulses are
observed in metal targets irradiated by pulsed electron
beams with a current density on the order of several
tens kA/cm2. The elastic-plastic flows in the solid were
calculated by a method described in [12].

Thus, the proposed method of calculation of the RT
and RM instability development gives results that are in
good agreement with the other published data and
allow, in combination with a solution to the equations
of continuum mechanics, the elastic properties of a par-
ticular medium to be taken into account. It should be

ϕ x t +0=,( ) AUY x 0,( ).=

ẎRM

Ẏb ẎRM

Ẏs ẎRM
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noted that description of the stress fields arising in irra-
diated solids as a result of instability development at the
plasma–solid interface is the task of principal impor-
tance for the study of material modification by intense
radiation beams.
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Abstract—The RF magnetic response of a La0.8Sr0.2MnO3 single crystal was studied in a frequency range from
2 to 30 MHz. The main contribution to the RF absorption in this range is related to the hysteresis losses. A new
frequency-dependent anomaly in the HF absorption spectrum was observed and interpreted as being due to
relaxation with a characteristic time above 10–7 s. The HF absorption measured as function of the field strength
exhibits a sharp drop on approaching the saturation field, which makes the manganite studied a convenient
material for the field and temperature sensors. © 2001 MAIK “Nauka/Interperiodica”.
Observed in recent years, a considerable growth in
the number of publications devoted to the properties of
manganites is explained primarily by the good pros-
pects for using these materials in various transducers.
In most of these investigations, the phenomenon of
giant magnetoresistance was studied by dc techniques.
To our knowledge, the RF properties of manganites
were mostly studied in a different context, being related
predominantly to the ferro- and paramagnetic reso-
nance in the SHF range. However, the practical appli-
cations of magnetic transducers frequently require that
the behavior of sensor material at lower frequencies
(e.g., a few tens of MHz for the magnetoresistive sen-
sors) be known as well. In addition, the attractive pos-
sibility of monitoring the transducer state by a contact-
less method is also rather simply implemented in the
HF range.

In order to elucidate the behavior of manganites in
this less studied frequency interval, we measured the
HF magnetic response of a La0.8Sr0.2MnO3 single crys-
tal irradiated in a frequency range from 2 to 30 MHz.

The samples were prepared in the form of disks with
a diameter of 2.8 mm and a thickness of 0.1 mm. The
single crystal was oriented so that the crystallographic
axis (110) was perpendicular (to within 5°) to the sam-
ple surface. For the HF absorption measurements, a
sample was placed inside a helical coil with a diameter
of 6 mm and a length of 12 mm representing a few
dozen turns of a copper wire. The sample plane was
vertical and parallel to the coil axis. The LC-circuit,
comprising the coil with sample connected by a coaxial
1063-7850/01/2701- $21.00 © 20025
cable to a parallel capacitor, had a Q-value about 60. By
varying the capacitance, the resonance frequency of the
LC-circuit could be adjusted within desired limits.

The coil size (coefficient of filling) was selected in
preliminary experiments so as to provide that the
change in the Q-value related to the HF absorption in
the sample would not exceed 30% (eventually, the coef-
ficient of filling was set at about 2 × 10–3). Once this
condition is satisfied, we may assume that the change in
height of the resonance absorption curve is propor-
tional to the HF energy losses due to absorption in the
sample [1]. Using small coupling capacitors, the
LC-circuit was excited with a signal from a sweep gen-
erator and connected to a lock-in detector. Thus, the
detector output signal was proportional to the HF losses
in the sample. The HF magnetic field amplitude in the
measuring coil was on the order of 0.1 Oe. The vector
of the magnetic field created by the electric magnet was
oriented in the horizontal plane. The magnet could be
rotated in this plane.

We studied the HF absorption as a function of the
applied magnetic field strength and temperature.
Figure 1 shows the curves of the room-temperature HF
absorption at 24 MHz measured for various directions
of the magnetic field vector relative to the sample plane.
The field orientation angle was measured from the nor-
mal to the sample surface. As is seen, even a rather large
deviation of the magnetic field direction from the sam-
ple plane does not significantly affect the dependence
of the HF losses in the sample on the field strength. This
001 MAIK “Nauka/Interperiodica”
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fact indicates that no high-precision adjustment of the
parallel orientation is required.

Besides the conventional shift of the absorption
curve related to the effect of demagnetizing fields, the
curves in Fig. 1 reveal two special features. These are
the growth of absorption with the field strength in the
initial stage, which becomes less pronounced when the
field direction approaches the sample normal, and a
noticeable break observed in the curves measured for
the field orientations close to the normal. The latter
break is apparently related to the preferred magnetiza-
tion direction switching from parallel to perpendicular
to the sample surface.

Figure 2 shows the curves of the HF absorption at
24 MHz measured at various temperatures for a mag-
netic field oriented parallel to the sample surface. Since
the measuring system characteristics remain virtually
constant in the whole temperature interval studied, all
the significant variations are due to a change in the sam-
ple properties within a rather narrow temperature inter-
val in the vicinity of the Curie point (for a given mate-
rial, Tc = 305 K). It should be noted that the shape of the
HF absorption curves is significantly different from
that of the curves of magnetoresistance versus field
strength measured by dc techniques.

Figure 3 presents a series of the curves of absorp-
tion at 288 K versus field strength measured at various
frequencies. For better illustration, the curves are nor-
malized in height so as to level the absorption at zero
and very large field strengths. Note that the absorption
maximum observed in Fig. 1 and manifested at higher
temperatures in Fig. 2 (see the curve measured at

T = 293 K
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Fig. 1. The plots of room-temperature (T = 293 K) HF
absorption (24 MHz) versus magnetic field strength mea-
sured for a lanthanum-strontium manganite single crystal
with the magnetic field vector oriented at various angles rel-
ative to the sample surface normal.
TE
303.7 K) exhibits a pronounced frequency-dependent
behavior.

Let us discuss the obtained results. As is known,
there are two possible mechanisms of absorption
losses in ferromagnetic materials exposed to HF mag-
netic fields. The first mechanism is related to the
HF-field-induced currents passing through the sample,
whereby the magnitude of losses is determined by the
conductivity (magnetoresistance) of the material stud-
ied. The second type of losses is due to the HF mag-
netic field affecting the sample magnetization, induc-
ing its periodic variation and leading to the energy dis-
sipation (via hysteresis losses in the magnetization
field range). Now, we will separately consider these
mechanisms in application to the system under inves-
tigation.

As is known, applied magnetic fields strongly affect
the conductivity of manganites and these effects were
studied in sufficient detail (see, e.g., [2, 3]). Not dwell-
ing much on the factors determining this behavior, we
only note that manganite single crystals exhibit a
monotonic decrease in their magnetoresistance with an
increasing field strength (up to a few dozen kOe). How-
ever, the observed pattern is significantly different from
that characteristic of the “giant” magnetoresistance
effect revealed by dc measurements [4]. Our data
(Fig. 2, curve for 289.6 K) show a rather sharp drop in
the HF absorption at a field strength of ~250 Oe, which
is followed by relatively small changes with the field
strength increasing further. This behavior indicates that
the main contribution to the HF absorption in the man-
ganite samples studied is due to a factor other than
magnetoresistance.

289.6 K

303.7 K

304.6 K

305.7 K

307 K

308.4 K

309.1 K

1000

750

500

250

0
–1000 –500 0 500 1000 1500

H, Oe
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Fig. 2. The plots of HF absorption (24 MHz) versus mag-
netic field strength measured for a lanthanum-strontium
manganite single crystal at various temperatures with the
magnetic field oriented parallel to the sample surface. 
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Now let us consider in more detail the mechanism
related to the sample magnetization reversal in the
applied HF magnetic field. At low frequencies, the sam-
ple magnetization “follows” the variable magnetic field
in an “equilibrium” manner, as described by the corre-
sponding partial hysteresis loop. Here, the magnitude
of losses depends on the amplitude and frequency of an
alternating field and on the strength of a constant mag-
netic field (the losses are proportional to the area of a
partial hysteresis loop). As the magnetic field strength
increases above the saturation level Hs, the area of the
partial hysteresis loop drops to zero (paramagnetic pro-
cess) and the HF losses decrease accordingly. Here,
dependence of the HF losses on the field strength is
determined by the shape of the complete hysteresis
loop. Our manganite samples are characterized by a
narrow hysteresis loop with virtually linear increase in
magnetization with the field strength and rapid satura-
tion [5].

This pattern qualitatively agrees with the system
behavior at the magnetic field frequencies above
10 MHz. However, the absorption maximum observed
in the HF absorption versus field strength plots can be
explained by considering two mechanisms involved in
the magnetization of ferromagnetic materials—the
motion of domain boundaries (walls) and the rotation
of magnetization in the domains—and taking into
account that the magnetization response to the external
action is not instantaneous. The motion of the domain
walls is a quite rapid process, with a sufficiently short
room-temperature characteristic time τ satisfying the
condition ωτ ! 1 (ω is the frequency of the external
action). It should be noted that the absorption response
with a shape similar to that above 10 MHz (Fig. 3) is
observed even at frequencies as high as 10 GHz.

The magnetization curve of a ferromagnetic sample
usually terminates in the regions featuring the magneti-
zation reversal by means of a process other (and, appar-
ently, slower) than the domain wall motion. The rate of
the magnetization variation can be characterized by a
relaxation time during which a given magnetic system
comes to equilibrium with the external factors [6]. As
the frequency of the external field increases, the instan-
taneous value of the sample magnetization gradually
shifts in phase relative to the equilibrium value. This
shift leads to the appearance of additional losses reach-
ing maximum for ωτ ~ 1 (τ is the relaxation time and ω
is the external field frequency). The further increase in
the field frequency leads to a decrease in the additional
losses, since the above magnetization reversal mecha-
nism fails to follow the external factor at a necessary
rate and the amplitude of magnetization variation
drops.

Based on the above considerations, we may readily
explain the appearance of a maximum in the HF
absorption versus field strength curves measured at fre-
quencies below 10 MHz. Indeed, this maximum must
be manifested when the magnetization relaxation time
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 1      200
depends on the magnetic field (in this case, because dif-
ferent magnetization mechanisms are operative in the
system studied). The presence of this maximum indi-
cates that the HF absorption level is higher and the
relaxation frequency is markedly lower for the mecha-
nism of magnetization reversal than for the domain
wall motion. Our measurements did not reach the
absorption maximum even at a lower frequency studied
(~2 MHz), from which we infer that the room-temper-
ature τrot value is greater than 10–7 s. The appearance of
analogous maximum at a higher temperature for the
measurements at 24 MHz reflects the temperature
dependence of the of the relaxation time.

Thus, the RF absorption response of La0.8Sr0.2MnO3
single crystals studied as function of the magnetic field
strength in the 2–30 MHz frequency range is deter-
mined by magnetoresistance and hysteresis losses of
the material. The magnetoresistance contribution to the
HF absorption is markedly pronounced at temperatures
in the vicinity of the Curie point, that is, in the region
where the magnetoresistance is maximum (Fig. 2,
curves for 304.6 and 303.7 K). The corresponding con-
tribution to the total HF losses can be estimated using
the slope of the curve of HF absorption versus magnetic
field strength in the region of large fields (H > Hs). This
contribution amounts to approximately 1/20 of the total
HF absorption in the range of magnetization fields
(H < Hs).

In the magnetic fields with H < Hs, the main contri-
bution to the HF absorption response is due to the hys-
teresis losses. Here, about half of the total HF absorp-
tion variation falls within a 20-Oe interval in the vicin-
ity of Hs. The observed nonmonotonic variation is
related to the existence of different mechanisms of the
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Fig. 3. The plots of HF absorption versus magnetic field
strength measured at 288 K for a lanthanum-strontium man-
ganite single crystal at various frequencies of the applied
field. The curves are normalized in height so as to level the
absorption at zero and very large field strengths.
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magnetization reversal in various magnetic fields,
determining both the intensity of absorption and the
relaxation frequency. The magnetic field strength at
which the HF absorption exhibits sharp variation
strongly depends on the temperature (at room tempera-
tures, the variation rate is ~20 Oe/K). This behavior
allows lanthanum–strontium manganites to be used in
magnetic field and temperature sensors.
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Abstract—The process of ozone production and loss during the oxygen photodissociation upon the absorption
of radiation from an excimer lamp with a wavelength of 172 nm was studied by experimental and theoretical
methods. Analysis of the experimental data within the framework of a one-dimensional numerical model
showed evidence for the presence of a previously unknown mechanism of the heterogeneous ozone loss in a
flow of atomic oxygen. © 2001 MAIK “Nauka/Interperiodica”.
At present, the commercial production of ozone is
based on using nonequilibrium processes in a barrier
discharge plasma. However, efficiency of the ozone
production by this method may significantly decrease
as a result of the inhomogeneous structure of these dis-
charges and the presence of a low-energy resonance in
the dissociative sticking cross section of the ozone mol-
ecule discovered recently [1, 2]. An alternative way of
effective ozone production is based on the process of
oxygen photodissociation and related to the develop-
ment of vacuum ultraviolet (VUV) radiation sources of
a new type [3, 4].

Eliasson and Kogelshatz [4] revealed a significant
discrepancy between the experimentally and theoreti-
cally predicted time variation of the ozone concentra-
tion. The rate constants for the ozone production and
loss in the volume processes being well known, it was
suggested [4] that the discrepancy can be related to a
zero- dimensional numerical model used in the calcula-
tion. It should be noted that a certain difference
between calculated and measured data on the ozone
concentration was also observed in other investigations
of the ozone production in discharge systems.

Another possible factor responsible for the discrep-
ancy between experiment and theory can be the hetero-
geneous loss of ozone molecules on the reactor walls.
The experiment with a VUV ozonator performed in this
work was specially intended to assess the role of the
surface processes on the ozone production and loss
kinetics. For this purpose, we have also developed a
self-consistent one-dimensional spatial reactor model.
This model describes the spatial and temporal varia-
tions of all gas phase components, as well as those of
the VUV radiation absorption.

Figure 1 shows a schematic diagram of the experi-
mental setup. A VUV radiation beam with a initial

†  Deceased.
1063-7850/01/2701- $21.00 © 20029
intensity F0 is absorbed in a flow of oxygen continu-
ously supplied at a rate V0 between a MgF2 window 1
and a metal wall 2 spaced by the distance L = 0.2 mm.
The ozonator chamber diameter is D = 28 mm. The
oxygen flow rate in the ozonator chamber was mea-
sured with a digital gas flow meter of the ESS-60 type.
The atomic oxygen formed as a result of the photodis-
sociation is converted into ozone carried away from the
reactor with the oxygen flow. The ozone concentration
in the output gas flow was measured with a digital
ozone meter of the Ozon-M3 type situated immediately
at the exit hole of the ozonator chamber.

The VUV radiation was produced by an excimer
lamp using a barrier discharge in pure Xe. The emission
spectrum of the source (Fig. 2) represents a band cen-
tered at 1712 Å with a full width at half height about
120 Å. The output MgF2 window of the VUV source is
mounted on the input hole of the ozonator chamber.
The absolute intensity of the VUV radiation was mea-
sured with an EG&G Model 550 photometer convert-

1

2 3

4 5 6

7

D

L

Fig. 1. Schematic diagram of the experimental setup:
(1) VUV radiation beam; (2) steel wall; (3) MgF2 window;
(4) oxygen container; (5) gas flow rate meter; (6) ozone
meter; (7) O2 flow.
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ing VUV into visible radiation with the aid of a sodium
salicylate luminophor. Sodium salicylate is character-
ized by a constant quantum yield in a broad range of
VUV frequencies. The VUV photometer was calibrated
using an ArF laser and a laser power meter of the Lab-
master type. The absolute intensity of the VUV radia-
tion source measured by this setup was 3.6 mW/cm2 at
a working frequency of 20 kHz. Figure 3 shows an
experimental plot of the time variation of the relative
ozone content in oxygen flowing through the reactor.

The spatial distribution of various gas phase compo-
nents in the reactor was studied within the framework
of a specially developed one-dimensional spatial
model. The chemical kinetics was described using a set

1E–3

8E–4

6E–4

4E–4

2E–4

0 0.5 1.0

[O3]/[O2]

t, s

Fig. 2. Emission spectra of a VUV radiation source (excimer
lamp) used in the experiment (intensity I in relative units)
measured at a xenon pressure of (1) 0.25, (2) 0.5, (3) 1.0,
and (4) 1.5 bar.
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Fig. 3. The plot of relative ozone content in the oxygen flow
versus the irradiation time (triangles, experimental data;
solid curve, model calculation).
T

of equations analogous to that used in [4]. Each of the
five gas phase components [O2, O2(a1∆), O2(b1Σ),
O(3P), O(1D) and O3] was described by a continuity
equation

(1)

where Ni is the concentration of particles of the ith type,
Di are the corresponding diffusion coefficients, and Ri

is the total rate of the production and loss of particles of
the ith type. The continuity equations were solved
jointly with an equation describing the gas phase tem-
perature T:

(2)

where Cp, i is the heat capacity of the ith component, χ
is the thermal conductivity coefficient,  =

δk is the total energy change due to all chemical
reactions, and Rk and δk are the rate and energy defect
of the kth reaction. The set of equations (1) and (2) was
supplemented by the initial conditions

(x)|t = 0 = N0 (for oxygen molecules in the
ground state),

Ni(x)|t = 0 = 0 (for all other gas phase components),

and by the boundary conditions for the particle fluxes

(Ji is the flux to the reactor wall, Vi is the thermal veloc-
ity, and γi is the probability of heterogeneous loss on the
wall for particles of the ith type) and for the wall tem-
perature

The photodissociation process upon absorption of
the VUV radiation by oxygen and ozone molecules is
described by the following reaction scheme:

(I)

(II)

(III)

(IV)

It was assumed that the absorption of VUV photons
by ozone molecules via channels (III) and (IV) is

∂Ni

∂t
---------

∂
∂x
------ Di

∂Ni

∂x
--------- 

  Ri,+=

∂ Cp i, NiT∑
∂t

------------------------------
∂
∂x
------ χ∂T

∂x
------ 

  Qk,∑+=

Qk∑
Rk∑

NO2

T x( ) t 0= T0,=

Ji t( )x 0; L= γi
NiVi

4
-----------

x 0; L=

=

T t( ) x 0; L= Twall.=

O2 hν O P3( ) O D1( ),+ +

155 nm λ 175 nm,< <

O2 hν O P3( ) O P3( ),+ +

175 nm λ 190 nm,< <

O3 hν O D1( ) O2 b1Σ v,( ),+ +

O3 hν O P3( ) O2 A3Σ v,( ) 3O P3( ).+ +
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equiprobable, so that the corresponding quantum yields
are η(O1D) = η(O2b1Σ) ≅  0.5, η(O3P) ≅  1.5. The photo-
dissociation rate for each channel was determined by
the formula

(3)

where J(λ) is the spectral density of the radiation flux

in the plane x = 0 normalized as (λ)dλ = F0 (where

F0 is the total radiation flux thorough the reactor win-
dow) and τ(λ, x) is the effective “optical thickness” of
a gas layer with the geometric thickness x for absorp-
tion of the VUV radiation with a wavelength λ. The lat-
ter quantity is determined by the expression

where σk(λ) is the absorption cross section of the corre-
sponding channel and Nk is the concentration of absorb-
ing centers. Equation (3) takes into account that
(because of the radiation absorption and internal refec-
tion in the MgF2 window) the main part of the radiation
entering into the ozonator is confined within a narrow
cone around the normal to the window plane.

In our calculations, the radiation flux was taken
equal to the experimentally measured VUV source
intensity (F0 = 3 × 1015 cm–2 s–1) and the gas layer thick-
ness was L = 0.2 mm. The results of the calculation
showed that the gas temperature is constant throughout
the volume and equal to Twall. This fact is explained by
a relatively small value of E0 (and, hence, slow gas
heating in the course of photodissociation) and by the
small layer thickness L (which implies rapid gas cool-
ing due to thermal conductivity).

The spatial distribution of excited oxygen atoms
O(3P) is determined by distribution of the photodissoci-
ation intensity of O2 and O3 molecules. In view of a
rapid conversion of the O(3P) particles into ozone via a
three-body volume reaction, the spatial diffusion of
atomic oxygen was insignificant everywhere except for
the near-wall regions. The distributions of O3 and
O2(a1∆) molecules are spatially homogeneous because
the system features no rapid room-temperature volume
processes involving their formation and loss. Thus, the
stationary concentrations of these components are
determined by their diffusion and loss at the reactor
walls.

Dk x( ) J λ( )σk λ( ) τ λ x,( )–( )exp λ ,d

0

∞

∫=

J
0

∞∫

τ λ x,( ) σk λ( ) Nk l( ) l,d

0

x

∫∑=
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As is well known, the probability of ozone loss on
metal and glass surfaces exposed to pure ozone is rather
low (γ03 ~ 2 × 10–11–10–9). These estimates of γ03 were
obtained for the wall surface interacting with an oxy-
gen–ozone of pure ozone flows in the absence of a con-
stant source of atomic oxygen in the system. However,
these conditions by no means take pace in ozonators of
the photodissociation or electric-discharge types.
Therefore, the results of calculations using these γ03
values markedly differ from the measured data. A satis-
factory agreement with the results of measurements
(Fig. 3) can be obtained assuming a markedly greater
probability of the ozone loss on the wall surface: γ03 ~
7 × 10–6 (for a glass reactor).

In order to check for validity of this assumption con-
cerning the γ03 value, we have numerically modeled the
experiment described in [4] within the framework of
our one-dimensional model. The VUV photon flux F0

(3 × 1016 cm–2 s–1) was estimated from the initial slope

of the  kinetic curve using a method described

in [4]. The results of calculations with the surface
ozone loss coefficient γ03 ~ 7 × 10–6 completely agree
with the experimental data reported in [4]. This γ03 esti-
mate for the glass surface implies that there must exist
a mechanism of the surface ozone loss in the presence
of atomic oxygen, which differs from the heteroge-
neous loss mechanism operative in pure ozone. We are
planning detailed experimental and theoretical investi-
gations of the heterogeneous ozone loss process aimed
at elucidating this mechanism.
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Abstract—The possibility of observing a non-zero-spin triplet state in highly symmetric derivatives of
fullerene molecules with five double bonds, representing isomers of the type D5–C60 (R – r6 – R)5 (where R =
H or CH3), is assessed based on the results of quantum-chemical calculations. The energies of isomer formation
(endo- and exothermal process for the hydrogenated and methylated isomers, respectively) and the energies of

terms are determined. The ground state corresponding to a non-zero-spin triplet (3A2) occurs approximately
0.3 eV below the zero-spin states. The results can be interpreted within the framework of the tight binding
approximation for the pπ basis set orbitals of fullerene molecules (representing radially directed C2p hybrid
atomic orbitals). The character of the open electron shell of isomers, delocalized over a large fullerene surface,

suggests that, with high probability, the above non-zero-spin triplet state (rather than the (1E2) state stabilized
by the Jahn–Teller effect) is the ground state of the system. © 2001 MAIK “Nauka/Interperiodica”.

e1
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Introduction. Let us consider a chemical modifica-
tion of C60 fullerene accompanied by partial saturation
of the covalent bond r6 separating two hexagonal faces
of the fullerene molecule. The corresponding deriva-
tives with n saturated bonds will be denoted by
C60(R1 − r6 – R2)n. Such a modification takes place, for
example, in the case of methylation or hydrogenation
(with both radicals representing methyl groups CH3 and
hydrogen atoms H, respectively). The chemical synthe-
sis of fullerene-containing starlike polystyrenes [1]
offers an example of the mixed saturation process lead-
ing to C60(CH3 – r6 – H)n, where methyl group denotes
a polymer chain attached to the fullerene.

The tight binding model [2] and the quantum-chem-
ical calculation [3] show that a change in the electron
structure of the π electron shell upon this chemical
modification is determined by influence of the nearest
neighbor monomer unit (e.g., a methyl group). These
theoretical conclusions were confirmed by optical
spectra of the films and solutions of fullerene-contain-
ing starlike polymers with variable number n of
covalently attached polymeric arms [2]. Of special
interest are the fullerene isomers of high symmetry [3],
first, because these compounds are characterized by a
greater enthalpy of formation and, hence, are synthe-
sized at a higher concentration; second, because the
π electron shells of highly symmetric fullerene modifi-
cations may exhibit both orbital and spin degeneracy,
1063-7850/01/2701- $21.00 © 20032
after which the ground state may either exhibit the
Jahn–Teller effect or possess a non-zero-spin triplet
character.

Below, we apply quantum-chemical methods for
theoretical analysis of the possibility of observing a
non-zero-spin triplet state in highly symmetric isomers
of the D5–C60 (R – r6 – R)5 type. The first indication of
this possibility was reported previously [3]. The
approach to quantum-chemical calculations based on
the open shell model (ROHF method) and the param-
etrization of atomic orbitals of carbon [4] showed
good results in describing the vacancy structure of
diamond [5] and the electron structure of three-dimen-
sional graphite [6].

Quantum-chemical calculation. The D5–C60 (R –
r6 – R)5 isomers exhibit a saturated bond configuration
of the “tropic” type [3] (see Fig. 1 and the table). The
initial approximation (Hückel’) for both isomers
(hydrogenated and methylated) is characterized by
uppermost molecular orbitals (MOs) with close energy
values (singlet and orbital doublet). Therefore, the self-
consistent calculation can be started with a state pos-

sessing either closed (  configuration, 1A1 term) or

open (  configuration, 1E2, 1A1, and 3A2 terms) shell.

The ROHF coefficients for terms of the  configu-
ration [5] coincide in groups D5 and C3v . The calcula-
tion indicates that, despite the odd total number of elec-
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trons and the covalent character of bonds, the ground
states of both isomers are of the non-zero-spin triplet
type. The energies of isomer formation (endo- and exo-
thermal process for the hydrogenated and methylated
isomers, respectively) and the energies of terms are as
follows:

(1)

The electron structures of both isomers are clearly
illustrated in Fig. 2 showing the highest occupied
(HOMO) and lowest unoccupied (LUMO) molecular
orbitals of fullerene molecule (center) [3] and isomers
(left and right). The MO levels of open shells (open
square symbols) are depicted in arbitrary positions
because their orbital energies (determined by the
ROHF method), in contrast to those of the closed and
virtual shells, are not equal to the eigenvalues of the
Fock matrix. For this reason, Koopman’s theorem [7] of
ionization and electron affinity is inapplicable to the
orbital energies of open shells; their positions in Fig. 2
only indicate the electron configuration: all orbitals
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below these are fully occupied (closed shell) and the
orbitals above are empty (virtual shell).

The MOs of isomers can be classified with respect
to irreducible representations either using the signs of
the MO LCAO coefficients for atoms passing into one
another upon rotations about U2 axes (in the case of
nondegenerate MOs a1 and a2) or taking into account
the partial electron densities, depending on whether the
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Fig. 1. A schematic diagram illustrating the “tropic” config-
uration of isomers. Carbon atoms of the fullerene are
grouped in 12 regular pentagons with r5 bond sides, repre-
senting truncated vertices of an icosahedron (for clarity,
only some of the pentagons are depicted and their relative
dimensions are decreased below the true proportion). The
indicated r6 bonds encircle one of the fifth-order axes; dihe-
dral axes of the U2 type are retained.
MO character and representation expansions

D5 E 2C5 5U2 xi xixk

A1 1 1 1 1 (x2 + y2, z2) α = cos(π/5) = (1 + )/4

A2 1 1 1 –1 z (2α – 1)2 = (3 – )/2

E1 2 2α – 1 –2α 0 (x, y) (xz , yz) (2α)2 = (3 + )/2

E2 2 –2α 2α – 1 0 (x2 – y2, xy) 2α(2α – 1) = 1

I D5

G 4 –1 –1 0 E1 + E2

H 5 0 0 1 A1 + E1 + E2

T1 3 2α 1 – 2α –1 A2 + E1

T2 3 1 – 2α 2α –1 A2 + E2

2C5
2

5

5

5

1
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U2 axes are nodal or not (MOs e1 and e2, respectively;
see map (g) in Fig. 2).

Discussion of results. We will now demonstrate
that the above results can be interpreted within the
framework of the tight binding approximation for the
pπ basis set orbitals of fullerene molecules (represent-
ing radially directed C2p hybrid atomic orbitals) [8].
These basis set orbitals form the electron shells with the
Ih symmetry in a C60 fullerene molecule LUMOt1u,
(LUMO + 1)t1g, (LUMO + 2)hg, and HOMOhu, the
orbitals of which are illustrated in Fig. 2; on decreasing
the symmetry, the orbitals split as indicated in the table
(last column).

As seen from the MO scheme in Fig. 2, these shells
of the fullerene molecule are sufficient to form a MO
for any representation (from the standpoint of symme-
try, even the shells above LUMO are not necessary for
expanding the isomer MOs in terms of the fullerene
orbitals). The question concerning a minimum number
of basis set orbitals necessary for successful quantita-
tive application of the tight binding approximation is

1
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C60 (H2)5
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e2 e1 a1 a2

t1u

t1g

a2 a1 e1 e2

Open

LUMO*

HOMO*

HOMO*

LUMO*

Open

hu

C60

Fig. 2. A schematic diagram illustrating the formation of
isomer molecular orbitals from the MOs of fullerene.
Orbital energies (levels) of isomers are grouped in columns
in accordance with their irreducible representations (see
table) indicated at the vertical lines. Unoccupied MOs
situated above the conventional open-shell level are indi-
cated by thin bars. For nondegenerate MOs formed in the D5
field, thin solid lines indicate the original MOs participating
in their formation. Bottom right inset shows a conventional
source of electrons doping the upper MOs of the isomers,
representing ten electrons from the upper occupied orbitals
of five ethane or hydrogen molecules according to
scheme (1).
T

answered by comparing the partial electron densities of
the fullerene shells and the groups of isomer orbitals
indicated by HOMO* and LUMO* in Fig. 2.

Figure 3 shows the electron densities mapped as iso-
lines in the plane passing through the dihedral axis U2.
The total electron densities (a) and (b) illustrate the
molecules of fullerene and its methylated isomer. The
other maps in Fig. 3 show that orbitals of the methyl
groups (or hydrogen atoms for the hydrogenated iso-
mer) do not contribute to the partial electron densities
and, hence, to the molecular orbitals in the indicated
energy interval. Thus, the chemistry of saturation of
double bonds in the fullerene molecule turns out to be
similar to the case of semiconductor doping with
donors, whereby the donor level is described by wave-
functions of the conduction band (analogous to the
LUMO+n shells of the fullerene molecule).

Orbitals in the group denoted by HOMO* possess
close energies and their irreducible representations can
be used to expand the hu orbital of fullerene. A small
difference between the corresponding partial electron
densities observed in maps (c) and (d) of Fig. 3 is evi-
dence that the tight binding approximation is sufficient
to describe the corresponding distinction by hybridiza-
tion of the HOMO and LUMO of fullerene (this
hybridization involves only the MO e1 of the HOMO*
group).

The irreducible representations of orbitals in the
group denoted by LUMO* can be used to expand the t1
orbital of fullerene. A difference between the partial
electron density of this group from that of the LUMO
group in maps (e) and (f) of Fig. 3 is rather large. From
the standpoint of the tight binding approximation, this
means that the hybridization of LUMOt1u with a single
shell of HOMO hu is insufficient and it is necessary to
take into account some other fullerene orbitals as well.
The presence of two MOs a2 in the separate part of the
isomer spectrum indicates that description of the
LUMO* group must first of all take into account the
hybridization with (LUMO + 1)t1g.

According to data in the table, only MO e1 can be
obtained by hybridization of the HOMO, LUMO, and
LUMO+1 shells, while the other isomer MOs have a
unique origin (as indicated in Fig. 2). Taking into
account that the isomer spectrum contains a high-lying
MO a1 in addition to those forming the HOMO* group,
we may conclude that the (LUMO+2) hg shell [3] must
be added to the basis set used in the tight binding
approximation.

Since the multielectron effects in scheme (1) are
decisive in determining the properties of the fullerene
isomers studied, an important factor for the analytical
methods based, for example, on the tight binding
approximation, is the occupation of molecular orbit-
als. Figure 2 shows that an analysis based on the pπ
basis set orbitals requires these to be filled with 18
ECHNICAL PHYSICS LETTERS      Vol. 27      No. 1      2001
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Fig. 3. Maps of total and partial electron densities: (a) fullerene; (b) methylated isomer (with two methyl groups saturating the r6
bond); (c–g) partial densities for MO groups (HOMO, HOMO*, LUMO, LUMO*) indicated in Fig. 2. The coordinates of maps are
expressed in atomic units (Bohr radius); the horizontal axis is oriented along U2 (Fig. 1) and the vertical axis, along the correspond-
ing saturated bond r6.

(a)

(e)

(b)

(f)

(c)

(g)

(d)
electrons, including 10 electrons from the HOMO
shell of fullerene plus 8 electrons from five ethane or
hydrogen molecules in scheme (1). In terms of the
tight binding approximation, 8 of 10 electrons from
the outer shells of five molecules saturating fullerene
are doping the LUMO and LUMO+1 shells, while the
remaining electron pair occupies the MO situated deep
in a filled shell of the isomers (as indicated by arrows
in Fig. 2).

Map (g) in Fig. 3 illustrates the electron density dis-
tribution in the open isomer shell. According to the cal-
culated scheme (1), this shell in the ground state

( ) is populated with two electrons having the
total spin 1. The electron density is weakly localized,
being distributed between five double bonds r6 [note
that these are the inverse bonds (one of which is
depicted by dashed line connecting pentagons 6 and 8
in Fig. 1) situated at the fullerene “tropic” between sat-
urated bonds, rather than the saturated bonds them-
selves]. Since the MO method tends to understate the
energies of non-zero-spin triplet states [7], it is neces-
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sary to point out that the delocalized character of the
open electron shell in isomers (in contrast, for example,
to the localized open shell of a vacancy in diamond [5])
suggests that, with high probability, the above-men-
tioned non-zero-spin triplet state (rather than the

(1E2) state stabilized by the Jahn–Teller effect) is the
ground state of the system. Moreover, the fullerene iso-
mers possess a low-lying non-zero-spin triplet state
even in the case of a strong Jahn–Teller effect (accord-
ing to scheme (1), the stabilization energy must be
about 0.3 eV), which makes these molecules an inter-
esting object for molecular spectroscopy.
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Generation of Subnanosecond High-Voltage Pulses with a Peak 
Power of up to 300 MW and a Repetition Rate of 2 kHz
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M. R. Ul’maskulov, V. G. Shpak, and S. A. Shunaœlov
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Abstract—We report on the results of testing a hybrid subnanosecond modulator with an input resistance of
50 Ω based on an all-solid-state high-voltage nanosecond-pulse charging source with an inductive energy
accumulator, a semiconductor current switch, and a pulse shaper with gas-discharge gaps. Use of the sharpening
and cutting discharge gaps filled with hydrogen at a pressure of 100 atm ensured the stable formation of pulses
with a peak amplitude of up to 140 kV and a pulse width of ~500 ps at a repetition rate of up to 2 kHz. © 2001
MAIK “Nauka/Interperiodica”.
Introduction. Solving the task of further develop-
ment of the high-energy super-wideband electromagnetic
pulse [1–3] and subnanosecond microwave pulse [4] gen-
erators requires modulators capable of switching
pulsed signals at high peak and average power levels.
Increase in the peak power is reached by increasing the
output voltage, while the growth of average power is
provided by increasing the pulse repetition rate.

There are special requirements with respect to sta-
bility of the output pulses, which has to be not worse
than that provided by the subnanosecond-pulse modu-
lators with semiconductor commutators [5]. However,
the latter devices available at present exhibit restric-
tions with respect to both pulse amplitude and peak
power. For example, the output commutator based on
a fast-recovery drift diode capable of forming 1- to
2-ns-wide pulses was reported to provide for a maxi-
mum output peak power of 64 MW and a maximum
pulse amplitude of 80 kV [6]. Using the retarded-ion-
ization-wave diode pulse shapers, it is possible to
obtain the output subnanosecond pulses with a leading
front duration of about 200 ps, but at the expense of
much lower values of the peak power (500 kW) and
amplitude (5 kV) [5].

Generation of the high-power subnanosecond
pulses is still possible only with the aid of devices
based on the energy accumulators of a capacitive type
(short pulse-forming lines) with spark-discharge com-
mutators [7–9]. The discharge-gap commutators oper-
ating at a repetition rate above 100 Hz should be filled
with hydrogen, whichprovides for the electric strength
restoration at a sufficiently high rate [10]. In this case,
the acceptable stability of operation can be achieved
without using complicated gas purge [11] and/or con-
trolled commutator systems [12, 13].

The contradictory requirement of combining a high
electric strength of insulators employed in miniature
1063-7850/01/2701- $21.00 © 20037
subnanosecond-pulse capacitive energy accumulators
and a high level of the breakdown overvoltage used in
the discharge gap implies that a pulse-forming line
must be charged within a very short time (a few nano-
seconds). As is known, the scatter in the breakdown
voltage of the discharge gap strongly depends upon sta-
ble operation of a source of the short charging current
pulse (driver). Thus, the task of developing high-power
modulators for the generation of subnanosecond high-
voltage pulses requires creating nanosecond drivers
providing for stable charging of the pulse-forming lines
at sufficiently high pulse repetition rates.

Below, we report on the first results of testing an
original hybrid high-rate modulator comprising a com-
bination of a solid-state nanosecond driver with an
inductive energy accumulator and a semiconductor cur-
rent switch (SM-3NS) [14] and a subnanosecond pulse
shaper based on ultrahigh-pressure gas-discharge
gaps [8]. Creation of an experimental prototype of this
device has became possible only upon thoroughly
studying operation of the semiconductor commutator
and finding regimes ensuring a driver output pulse
duration of less than 10 ns [14]. The modulator proto-
type was tested at an output pulse repetition rate rang-
ing from 100 to 2000 Hz. The discharge gaps were
filled with a working gas (hydrogen) at a pressure of
100 atm. For the comparison, some experiments were
performed with nitrogen-filled discharge gaps. The
discharge gaps were operated without induced gas cir-
culation.

System description. A nanosecond driver of the
SM-3NS type represents a multistage energy accumu-
lation system comprising several intermediate capaci-
tor banks, a pulse transformer, and solid-state commu-
tators (thyristors and magnetic saturation switches).
The output circuit implements a serial scheme (Fig. 1)
containing a capacitive energy accumulator, a magnetic
001 MAIK “Nauka/Interperiodica”
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switch, an inductive energy accumulator, and a high-
current semiconductor commutator (comprising an
SOS diode array [15]). The commutator was capable of
switching an open-circuit voltage of up to 400 kV with
a pulse width at half-height of ~6 ns. The driver
provided for a pulse-train system operation at a repeti-
tion frequency of up to 2 kHz. The system parameters
were monitored using a Tektronix TDS684 digital
oscillograph operated in the signal accumulation
(ENVELOPE) and averaging (over up to 1000 pulses)
modes. The results of this monitoring showed that sta-
bility of the output current pulses fell within the rated
registration accuracy for oscillographs of the type
employed.

The SM-3NS driver was used as a current source to
charge the pulse-forming line with a wave resistance of
50 Ω and capacitance of ~12 pF. The line is designed as
a joint assembly with ultrahigh-pressure gas-discharge
gaps operated at a gas pressure of up to 100 atm. Pulses
of ~1 ns width were formed using a principle of the

1 2Cacc L

Lacc

R3

R2R1

SOS
C

V1

V2 Zload

Fig. 1. A schematic diagram of the output stages of a sub-
nanosecond pulse modulator capable of operating at a pulse
repetition rate of up to 2000 Hz: (1) nanosecond pulse
driver; (2) subnanosecond pulse shaper.
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Fig. 2. Plots of the output pulse amplitude versus repetition
rate: (1, 2) nanosecond pulses of the driver loaded with 150
and 500 Ω , respectively; (3, 4) subnanosecond pulses of the
shaper with hydrogen- and nitrogen-filled discharge gaps,
respectively.
T

charging pulse sharpening and cutting, whereby
switching on the sharpening discharge gap is followed
at a certain controlled delay by operation of the cutting
discharge gap. The discharge gaps operated in a com-
mon working gas medium. Both gaps could be
smoothly adjusted immediately in the course of the sys-
tem operation.

In the regime of maximum charging current and a
pulse repetition rate of up to 100 Hz, the pulse-forming
line charged up to a voltage of ~300 kV. The breakdown
voltage of the sharpening discharge gap was selected an
adjusted close to this level. We did not observe mal-
functions (missing pulses) during the discharge gap
operation. The modulator was loaded with a 50-Ω
coaxial oil-filled line. The output signals of the pulse-
forming line were monitored using a calibrated capaci-
tive divider with a transient time of 120 ps.

Results and discussion. In these experiments, the
driver was operated in a limited power regime deter-
mined by resistance of the mains line wires (3 × 380 V,
50 Hz). For this reason, an increase in the pulse repeti-
tion frequency to 2 kHz was accompanied by a gradual
decrease in voltage on the input mains filter and on the
subsequent driver stages. This led to a decrease in both
forward and reverse pumping currents through the SOS
diodes, as well as in the voltage on the inductive energy
accumulator reached by the instant of the SOS diode
current pulse termination.

Figure 2 shows the experimental curves of the driver
output voltage measured as a function of the pulse rep-
etition rate using two different load resistors; the data
were normalized to the corresponding maximum values
of the voltage amplitude observed in the 0–100 Hz fre-
quency interval. The results of these measurements
indicate that dynamics of the driver output pulse ampli-
tude is independent of the load resistance. This fact was
taken into account in determining a real decrease in
amplitude of the subnanosecond output pulse at high
pulse repetition rates in the modulator.

Figure 3 shows a series of the output pulse oscillo-
grams measured at various pulse repetition rates in the
subnanosecond modulator. Each time pattern was
obtained by accumulating 500 pulses with a digital
storage (stroboscopic) oscillograph of the Tektronix
TDS820 type with a working frequency band of 6 GHz.
The discharge gaps were filled either with hydrogen at
100 atm (Fig. 3a) or with nitrogen at 60 atm (Fig. 3b).

The gaps of dischargers filled with hydrogen
(Fig. 3a) were adjusted at a modulator pulse repetition
rate of 100 Hz so as to obtain stable pulses of maximum
possible amplitude and minimum (~400 ps) duration
(curve 1) and remained unchanged in the course of sub-
sequent experiments. Because of the aforementioned
feature in operation of the nanosecond driver, the
charging voltage amplitude in the pulse-forming line
exhibited a 20–21% decrease when the pulse repetition
frequency increased from 100 to 2000 Hz (Fig. 2,
curves 1 and 2). A decay in amplitude of the subnano-
ECHNICAL PHYSICS LETTERS      Vol. 27      No. 1      2001
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second output pulse was ~23%. Constructed using the
data normalized to the maximum amplitude (measured
at a pulse repetition rate of 100 Hz) this plot (Fig. 2,
curve 3) virtually coincides with curves 1 and 2.

A maximum pulse amplitude observed in the
100-Hz regime was ~145 kV, which is close to half of
the charging voltage amplitude in the energy accumu-
lator, where the energy stored prior to discharge was
about 0.5 J. The peak power level of the output pulses
was ~300 MW. As the pulse repetition frequency
increased to 2000 Hz, the accumulated energy
decreased to 0.3 J, and then average output power on a
50-Ω output was 0.3 kW. Thus, the data presented in
Fig. 2 (curve 3) show that, in the range of switched
energies below 1 J, the rate of the electric strength
recovery in the hydrogen-filled discharge gap is quite
sufficient from the standpoint of generating pulses at a
repetition rate of 2000 Hz with virtually no loss in the
pulse amplitude.

As the pulse repetition frequency was increased, and
the charging voltage in the pulse-forming line
decreased by 20–21% at a constant charge time of
~5 ns, the leading front edge of the pulse formed with
the hydrogen-filled discharge gap remained virtually
unchanged. On the other hand, the time of delay in the
cutting discharge gap breakdown gradually increased
(at a fixed gap): in the 100–1000 Hz frequency interval,
the trailing front width increased from 100 to 200 ps.
This decrease was observed when the electric field
strength in the gap decreased by 13%. At the same time,
the pulse width determined by the cutting discharge gap
operation remained stable, with a scatter in the pulse
width at half height not exceeding 100 ps.

As a drop in the breakdown voltage changed further
(from 13 to 23%), the instant of the cutting discharge
gap operation lost stability. In the time pattern of the
stroboscopic oscillograph, this instability in the pulse
width was manifested by the appearance of a chaotic
sequence of peaks on the trailing front background
(Fig. 3a, curve 3). Apparently, these data by no means
characterize the rate of the electric strength recovery in
the gas medium of the cutting discharge gap. For any
value of the pulse repetition frequency in the entire
100–2000 Hz range studied, the discharge gap could be
adjusted (decreased) so as to provide for the output
pulse width of approximately the same shape as that
depicted in Fig. 3a (curve 1), but at a somewhat reduced
pulse amplitude.

Figure 3b shows the analogous oscillograms
recorded for the discharge gaps filled with nitrogen. An
analysis of these curves showed a considerable
decrease in the output pulse amplitude (i.e., in the
sharpening discharge breakdown voltage) with increas-
ing modulator pulse repetition frequency. Here, the abso-
lute amplitude drop reached 32–33% (Fig. 2, curve 4).
In comparison with the charging pulse amplitude actu-
ally provided by the nanosecond driver (Fig. 2, curves 1
and 2), the decrease in amplitude reached 15%. Even at
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 1      200
a pulse repetition of 100 Hz, the pulse duration uncer-
tainty measured at half height reached 200–300 ps.

Conclusion. Thus, preliminary results of testing of
a new subnanosecond pulse modulator showed that
integration of a charging device based on a high-volt-
age nanosecond pulse driver with solid-state commuta-
tors and pulse shaper with ultrahigh- pressure hydro-
gen-filled discharge gaps offers a promising way to
solving the task. The hybrid device ensures the obtain-
ing of stable pulses with an amplitude of ~150 kV and
above at a pulse width of less than ~500 ps and a repe-
tition rate exceeding 1000 Hz. In the experiments
reported above, the number of pulses in a train obtained
at a repetition rate of 2 kHz reached 104. This number
is not limited by any physical factor.
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Real Structure of a Microchannel Silicon Studied
by X-ray Diffraction
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Abstract—The crystal lattice structure of a microchannel silicon and variation of this structure in the course of
thermal oxidation were studied by X-ray diffraction and topography techniques. © 2001 MAIK “Nauka/Inter-
periodica”.
Most devices employing microchannel silicon
(MCS) are fabricated by the technologies involving
thermal oxidation [1–3]. The purpose of this work was
to study the degree of MCS matrix crystal lattice per-
fection and the effect of thermal oxidation processes on
this crystal structure.

The process used to obtain deep cylindrical chan-
nels in a silicon matrix was described previously [4].
This study was performed on a silicon plate of the
9H-25 type with through pores, which was prepared
using a honeycomb pattern template (Fig. 1). The dis-
tance between the neighboring initial etch pits in this
template was 6 µm, and the etched channel diameter
was 3 µm. MCS oxidation was performed by exposure
for 100 min at T = 1200°C in water vapor, after which
the oxide was etched off in hydrofluoric acid (HF). The
samples were subject to multiply repeated oxidation–
etching cycles, during which the channel diameter
increased to ~7 µm.

The results of this treatment are illustrated in Fig. 1
showing the scanning electron microscopy (SEM)
images of a sample obtained upon accomplishing seven
oxidation–etching cycles. As seen in the front face
image, the channel structure is not quite perfect: some
extra narrow pores are observed that have appeared
during etching besides the main channels determined
by the initial etch pits. The additional narrow pores
penetrate down to a depth of <10 µm. At the same time,
the view from the rear face indicates that not all the
main channels initiated at the front face have penetrated
through the plate: some of these ceased to propagate
and stopped at intermediate depths.

The diffraction properties of the MCS structure
were evaluated by determining halfwidths of the sym-
metric 004 Bragg and 220 Laue reflection profiles mea-
sured with a tricrystal diffractometer (TCD). The Bragg
measurements provided integral information about the
crystallographic planes parallel to the sample surface,
while measurements in the Laue geometry character-
ized the planes perpendicular to the surface. Contribu-
tions to the crystal lattice disorder due to the micro-
1063-7850/01/2701- $21.00 © 20041
scopic misorientations (shear component εij of the
microdistortion tensor) and microdeformations (diago-
nal components εii of the tensor) were separated by

(a)
N 9H25 00000

30 µm

04.00 9H25 00000
30 µm

(b)

Fig. 1. SEM image of an MCS sample after seven oxida-
tion–etching cycles: (a) front face of the sample; (b) rear
face of the sample; (c) a silicon column that fell out of the
sample upon etch-off of the oxide walls penetrating through
the silicon plate.
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Fig. 1. (Contd.)
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(c)
measurements in the θ and (θ – 2θ) scanning modes.
We have also measured the halfwidth of the asymmet-
ric 224 Bragg reflection at a glancing incidence angle
with the aid of a bicrystal diffractometer (BCD).

All the X-ray diffraction measurements were per-
formed using nondispersive (n, –n) and (n, –n, n)
schemes (for BCD and TCD, respectively) [5]. The
measured values of the reflection halfwidth ω (full
width at half maximum, FWHM) were corrected for the
sample bending. The MCS sample curvature radius
changed magnitude and even sign after every oxida-
tion–etching cycle (see table).

The X-ray topograms were measured from both
front and rear faces of a sample scanned in the X-ray
beam using the backscattering technique in the single-
and bicrystal modes [5]. The measurements were per-
formed with CuKα radiation for the 422 asymmetric
reflection.

The results of the X-ray diffraction measurements
for the initial silicon wafer used for the MCS sample
TE
preparation showed high crystal lattice perfection and
homogeneity over the sample area. The BCD and θ-
TCD ω (FWHM) values presented in the table are close
to the values calculated using the dynamic X-ray scat-
tering theory [5]. Measurements of the unoxidized
MCS samples upon electrochemical etching showed an
increase up to 50% in the ω values for both BCD
(asymmetric 224 reflection) and θ-TCD profiles. As
can be seen, the anodic etching did not lead to any sig-
nificant disturbances in the crystalline matrix.

After the channel formation, the surface area of the
sample increased approximately 40 times. This led to
broadening of the reflection profiles as a result of
increased surface stresses in the MCS crystal lattice.
Another factor responsible for the broadening of the
Bragg θ-profiles in the initial MCS samples may be a
change (decrease) in the X-ray coherence length. The
Bragg ωθ – 2θ values for the unoxidized MCS and the
initial silicon wafer are the same, while the Laue ωθ – 2θ
values for MCS are two times those for the initial wafer.
X-ray diffraction characteristics of MCS samples

Sample Oxide R, m

ω, arcsec ω, arcsec

Bragg geometry Laue geometry

BCD 
ω (224)

TCD TCD

ωθ (004) ωθ – 2θ (004) ωθ (220) ωθ – 2θ (220)

Initial silicon Si Initial oxide ∞ 8.5 5.0 3.5 6.5 3.5

MCS 
9H-25

Initial oxide ∞ 13.0 7.5 3.5 8.5 7.2

5.6 115.0 29.5 6.7 69.0 17.0

Oxide removed –20.3 75.0 7.5 3.5 18.0 7.2
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Fig. 2. X-ray diffraction patterns and topograms of MCS samples: (a) rocking curves of (1) MCS and (2) initial silicon wafers;
(b, c) fragments of the X-ray topograms of oxidized MCS measured using the CuKα radiation in the asymmetric 224 reflection from
the (b) front and (c) rear face of the sample.
This indicates that the crystal planes parallel to the
sample surface are hardly distorted, in contrast to the
perpendicular planes (i.e., those parallel to the channel
walls).

The effect of microchannels upon the X-ray diffrac-
tion is analogous to the effect of surface roughnesses of
the step type and, hence, must lead to incoherent (dif-
fuse) scattering. Indeed, a comparison of the BCD
reflection profiles shows a considerable increase in the
reflection intensity for MCS in the region of the sym-
metric 004 Bragg and, especially, of the asymmetric
224 Bragg reflections (Fig. 2a). Thus, the real crystal
structure of MCS is markedly different from that of a
microporous silicon in which the lattice distortions
immediately upon the anodic treatment are so large that
they even produce a separate Bragg reflection from a
porous layer, shifted noticeably relative to a reflection
from the substrate [6–8].

Oxidized MCS samples exhibit a sharp increase in
the width of both Bragg and Laue θ and (θ – 2θ) pro-
files. Note that the increase is more pronounced in the
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 1      200
Laue than in the Bragg geometry and is greater for the
θ than for the (θ – 2θ) profiles. This behavior indicates
that the level of local misorientations is higher for the
planes perpendicular to the surface than for the parallel
planes and that the contribution into broadening is
greater for the micromisorientations εij than for the
microdeformations εii . A considerable change in ω is
also observed for the asymmetric 224 profile. This
reflection, the diffraction vector of which forms an
angle of 35° with the normal to the sample surface, is
sensitive with respect to the lattice distortions charac-
terized by the displacement vectors both parallel and
perpendicular to the surface.

The increase in ω observed for the oxidized samples
is explained by distortions of the silicon lattice beneath
the oxide film. As is known [9], a large difference
between the thermal expansion coefficients of Si (3.1 ×
10–6 K–1) and SiO2 (5 × 10–7 K–1) leads, on cooling a
sample down to room temperature, to stresses in the
crystal lattice, which contract the oxide and expand sil-
1
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icon. These stresses may lead (for the samples heated to
T > 700°C) to the plastic straining accompanied by the
formation of dislocations in silicon. The results of our
investigations showed incomplete relaxation of the
macrobending after the oxide removal, which is indic-
ative of a partial plastic straining of the samples upon
cooling. Thus, the broadening of the reflection profiles
is due to large stresses developed in the silicon beneath
the oxide film.

After removal of the oxide, the θ and (θ – 2θ) curves
for the 004 Bragg reflection restore their initial half-
widths. Thus, the diffraction characteristics of the
planes parallel to the sample surface are completely
recovered in the oxide-free MCS. At the same time, the
halfwidths of the asymmetric 224 profile and the θ pro-
file of the symmetric 220 Laue reflection are still mark-
edly greater than the analogous values for unoxidized
MCS. Incomplete relaxation of the diffraction charac-
teristics of the planes perpendicular to the surface is
related for the most part to the retained high level of the
local misorientation. This conclusion follows from the
fact that the (θ – 2θ)-TCD curves measured in the Laue
geometry restore their halfwidths observed for the
unoxidized MCS (this indicates that microdeforma-
tions of the planes perpendicular to the sample surface
are released upon oxide removal). This behavior is
probably related to the formation of dislocations.

The X-ray topography data confirm the conclusions
concerning changes in the real structure of MCS, which
were derived from the results of the X-ray diffraction
measurements. Figures 2b and 2c show the fragments
of the X-ray topograms measured for both faces of the
same MCS sample upon oxidation. Figure 2b showing
the undistorted regular network of the channels indi-
cates that there are virtually no structural defects on the
front face of the sample. At the rear face (Fig. 2c), the
channel network image is significantly distorted by dis-
locations. The dislocations interact with each other and
with the dislocations formed at the neighboring chan-
nels, forming a superstructural network of their own.
No such a pattern was observed prior to the oxidation
of the samples. Fig. 2c shows a fragment of a bicrystal
topogram that provides for a better and more detailed
resolution as compared to the single-crystal pattern.
The reason for the appearance of dislocations on the
T

rear face of the sample is not fully clear. This may be
related to a difference in the pore structure on the front
and rear faces (cf. Figs. 1a and 1b).

Thus, the X-ray diffraction data showed that the
crystal lattice of unoxidized microchannel silicon is
almost undisturbed. The presence of channels is mani-
fested by an additional diffuse X-ray scattering. Oxida-
tion leads to a considerable distortion of the crystallo-
graphic planes and gives rise to the formation of dislo-
cations. Deformations developed in the microchannel
silicon as a result of thermal oxidation exhibit a mixed
elastic-plastic character.
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Abstract—It is shown that the electron temperature in the region where the vacuum-discharge plasma is
in equilibrium with the intrinsic magnetic field is proportional to the discharge current I and inversely propor-
tional to the coefficient of erosion of the cathode material. For I ≥ 300 A, this region features additional elec-
tron-impact ionization of ions coming from the near-cathode layer. As a result, the average ion charge Z
increases with the current strength, the Z(I) dependence being more pronounced at a lower discharge pulse
duration. © 2001 MAIK “Nauka/Interperiodica”.
Introduction. As is known [1, 2], the ion composi-
tion of the vacuum arc discharge plasma is independent
of the discharge current strength I in the range from 50
to 500 A, being characterized by an average ion charge
Z0 = 1–3 depending only on the cathode material. The
constant ion composition is naturally explained by a
specific mechanism of the vacuum arc plasma forma-
tion, involving the electrode material evaporation from
small surface areas (1–10 µm in size) called the cathode
microspots (or emission centers and fragments) [3].
The plasma formed by this mechanism is characterized
by an electron temperature of T0 ≈ 2−5 eV and a high
electron density N0 ≈ 1020–1021 cm–3 [4–6] that facili-
tates the attainment of the ionization equilibrium des-
cribed by the Saha equations. An increase in the dis-
charge current strength I leads only to a proportional
growth in the number of cathode microspots and
plasma microjets emitted from these spots, while not
changing the T0 and N0 values and, hence, not affecting
the ion charge Z0(T0, N0). 

With increasing distance r from the cathode surface,
the ion velocity V increases up to the limiting value
V0 ≈ (20Z0T0/m)1/2 ≈ (0.5–2) × 106 cm/s [7, 8], the elec-
tron density drops by several orders in magnitude, and
the electron temperature decreases by a factor of sev-
eral tens [6, 7]. However, the plasma cannot relax so
rapidly to a new equilibrium ion charge distribution
corresponding to these Te(r) and Ne(r) values. For this
reason, the relative ion composition remains almost
unchanged (“frozen”) [5], corresponding approxi-
mately to the initial T0 and N0 values in the near-cath-
ode layer [9]. 

At a discharge current strength of I > 500 A, however,
the stationary vacuum arcs exhibit some increase in the
average ion charge Z(I) with the ion current I [10], which
is especially pronounced in the case of a pulsed vacuum
discharge [8, 11]. The main physical mechanism that
1063-7850/01/2701- $21.00 © 20045
accounts for the growth in the ion charge with the cur-
rent is apparently a contraction of the cathode plasma
column (formed upon the merging of a manifold of
plasma microjets) under the action of its own magnetic
field, which leads to the appearance of an additional
“hot zone” outside the cathode layer [6, 12–14]. Previ-
ously [6, 14], we performed numerical calculations of
the electron temperature for some particular cases and
qualitatively estimated the degree of the ion charge
growth due to the additional ionization in this “hot
zone.” 

In this study, we have obtained a general analytical
solution describing the electron temperature as a func-
tion of the current strength and other vacuum discharge
parameters. We also derived analytical relationships for
calculating the ion composition under the nonequilib-
rium ionization conditions in the “hot zone.” Based on
these solutions, we have studied in more detail the ion
charge as function of the current strength at various dis-
charge pulse durations. 

Plasma equilibrium in a magnetic field. The results
of numerical model calculations [6, 13, 14] show that a
slow increase in the discharge current strength (pulse
duration τ > τL , where τL ≈ L/V ≈ 0.1−1 µs is a charac-
teristic time for plasma to fill the interelectrode gap
with a length L) is accompanied by the uniform mag-
netic contraction of the plasma column, whereby the
magnetic pressure (at a distance r ≥ 1 mm from the
cathode and a current of I ≥ 300 A) becomes equal to
the plasma pressure P = TeNe + T+N+ (N+ = Ne/Z and T+
are the ion density and temperature, respectively). The
conditions for this equilibrium are as follows: 

(1)

(2)

where B is the magnetic induction, j is the current den-
sity, and c is the speed of light. 

∇ P– j B/c×+ 0,=

∇ B× 4πj/c,=
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Let us assume that the plasma column has a cone
shape with a slowly varying semi-apex angle α(r) and
a surface obeying the condition Ne = 0. Using the spher-
ical coordinates (r, θ, ϕ) and taking into account the
axial symmetry of the plasma column, we obtain the
following relationship from Eqs. (1) and (2): 

(3)

Multiplying (3) by sinθ and integrating it with
respect to θ from 0 to α, we obtain the pressure  =

/8π averaged over a plasma column cross-section
representing an element of the spherical surface S(r) =
2πr2(1 – cosα). Using Eq. (2), we may also determine
the magnetic field strength Bα = 2I(cR) on the side sur-
face of the column (with a radius of R = rsinα). Taking
into account the inequality Te @ T+/Z and neglecting
variations in the electron density and temperature in the
plasma column cross section, we obtain an expression: 

(4)

which coincides with the Bennett equilibrium criterion
for a cylindrical plasma column [15]. 

Since the total discharge current is determined by
the relationship I = jS = eNeUeS (where Ue and e are the
current velocity and electron charge), Eq. (4) yields the
formula Te = eUeSI/(2c2πR2). Using a dimensionless
erosion coefficient η = ZeG/mI = I+/I = V/Ue (where
G = mN+VS = mI+/Ze is the erosion rate and I+ is the ion
current), we may replace the current velocity of elec-
trons by the velocity of ions. Then, taking into account
that we may assume with a sufficient accuracy (for α <
π/4) that πR2/S = (1 + cosα)/2 ≈ 1, we arrive at an
expression 

(5)

where e/2c2 = 5 × 10–10 (eV s)/(A cm). As is seen from
formula (5), the electron temperature in the “hot zone”
is proportional to the discharge current (Te = kI) and
independent of the column cross section. Since, accord-
ing to the calculations [6], the ion velocity in this region
of the cathode column is almost unchanged, we may
assume that V ≈ V0. Then, using typical values of the
erosion coefficient η = 0.06–0.11 [16] and the ion
velocity V0 = (0.5–2) × 106 cm/s [8], we may estimate
the proportionality factor in the above relationship: k ≈
0.005–0.01 eV/A. 

Now we can readily obtain an estimate for the “hot
zone” temperature Te , which must exceed that in the
cathode layer (where Te = T0 ≈ 2–5 eV) for a current of
300–500 A [5]. Indeed, it is this very interval of cur-

dP
dθ
-------–

1
8π θsin
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---------+ 0.=

P

Bα
2

P NeTe
I2

2πR2c2
------------------,= =

Te
e

2c2
-------- 

  V
η
--- I ,=
TE
rents where a significant increase in the ion charge was
observed [8, 10, 11, 17]. 

Nonequilibrium Ionization. According to the
results of numerical model calculations [6, 14], the
electron temperature and density, as well as the ion
velocity, vary rather weakly along the plasma column.
Therefore, in calculating the ion composition in the
“hot zone” we may assume that Te = const, Ne = const,
and V = V0 = const. Under these assumptions, the ion
number balance equation is as follows [18]: 

(6)

where Nn is the density of ions of the nth type (with the ne
charge). The approximate values of the electron-impact
ionization coefficients kn(Te) were taken from [14] and
the coefficient of triple recombination rn can be evalu-
ated from the detailed balance equation kn/rn =

A exp(–En/Te) [18], where A ≈ 6 × 1021 cm–3 eV–3/2.
Assuming Nn ≅  Nn – 1 , the condition of ionization dom-
inating over recombination can be written in the form
of inequality: kn/rnNe @ 1. This inequality holds for
Ne ≤ 1017 cm–3, which is valid in the “hot zone” at a dis-
tance r ≥ 1 mm from the cathode. Neglecting the
recombination rate, Eq. (6) can be transformed to 

(7)

where λn = V0/knNe , fn = Nn/N+ are the relative densities

of ions, and N+ =  is the total on density. The ini-

tial values of ion fractions  (for r = r0) can be deter-
mined from the results of measurements at small cur-
rents (I = 50–200 A) [1, 5], where the additional ioniza-
tion at r ≥ 1 mm is absent. 

Taking into account the inequality λn + 1 @ λn , we
obtain a simple solution to Eq. (7): 

(8)

where Cn = . The average ion charge can be

determined using the formula Z = fn . 

Results of numerical calculations. We have calcu-
lated the ion composition and average charge using
solution (8) for the cathodes of W, Al, and Cu for r –
r0 = 1 cm, which is a typical length of the interelectrode

gap. The , Z0, and T0 values were taken from [1, 5],
the erosion coefficients η = 0.1 (Al) and 0.07 (W) were
taken from [19], and the G/I = 2 × 10–5 g/C (η = 0.06)
and G/I = 4 × 10–5 g/C (η = 0.12) for the pulsed and
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stationary vacuum arc with Cu cathode were taken
from [16]. 

In order to take into account the function λn(Te, Ne)
which is significant in determining the nonequilibrium
ion composition, we have to evaluate the electron tem-
perature and density. The temperature can be evaluated
using Eq. (5), while the electron density can be deter-
mined from the current value through the relationship
Ne = ηI/(eV0S) (for the known column cross section S).
The latter can be estimated taken this cross section
equal to the total area of cathode spots. Using the cor-
responding experimental data, we have studied three
typical cases. The first was a stationary vacuum arc
with an Al cathode, for which the spots were assumed
to occupy the whole cathode surface: S = Scath = 0.3 cm2

(for an experimental setup with a cathode diameter of
0.62 cm [11]). Another case was a microsecond-pulse
discharge with a W cathode, for which we assumed S =
S1I/I1, where S1 is a single cathode spot area and I1 is
the current passing through this spot (I/I1 being the
number of spots). The third case was a discharge with
the time-dependent cross section at a Cu cathode, the
time variation of the total spot area being modeled by
the relationship 

(9)

where t is the discharge operation time, tS > S1/D is a
characteristic time of the spot spreading over the cath-
ode surface, and D is the diffusion coefficient for the
random spot motion. The resulting experimental esti-
mates of the spot parameters varied within a rather
broad range: S1 = 10–4–10–3 cm2; I1 = 20–150 A; D =
5−20 cm2/s [20–23]. Taking these values into account,
we accepted S1/I1 = 3 × 10–6 cm2/A for tungsten and
S1/I1 = 10–6 cm2/A for copper (τS = 1 µs). 

As seen from Fig. 1, the additional nonequilibrium
ionization of ions in the near-cathode plasma leads to a
markedly stronger dependence of the average ion
charge on the current Z(I) in short-pulse discharges
than in stationary arcs, because the ionizing electron
density [for the same current strength determining the
electron temperature according to formula (5)]
increases with decreasing cathode spot area (i.e., with
decreasing plasma column cross section). This ten-
dency is also illustrated in Fig. 2 showing that the
dependence of the average ion charge on the current
decreases with the duration of the vacuum arc dis-
charge operation. It must also be noted that the on
charge is markedly affected by the rate of the cathode
material erosion: the values calculated for t = 2000 µs
coincide with the experimental data only when the ero-
sion coefficient is doubled, which is observed upon
going from pulsed to stationary arc discharge [16]. 

Conclusions. The results of the investigations des-
cribed above lead to the following conclusions: 

S t( )
S1T t( )

I1
---------------- 1 t

τS

----+ 
  ,=
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1. In a plasma column region sufficiently far from
the cathode, where the vacuum-discharge plasma is in
equilibrium with the intrinsic magnetic field, the elec-
tron temperature is proportional to the discharge cur-

8

7

6

5

4

3

2

1
0 1000 2000 3000 4000

W

Al

Z

I, A

Fig. 1. The plots of average ion charge vs. current strength
for a stationary (Al cathode) and pulsed (W cathode) vac-
uum arc discharge: solid curves, numerical calculation;
open circles, experimental data from [11]; back circles,
experimental data from [10]. 
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Fig. 2. The plots of average ion charge versus current
strength for a Cu cathode for various discharge pulse dura-
tions: thick solid curve, calculation for η = 0.06; thin solid
curve, calculation for η = 0.12; open circles, experimental
data for t = 1–6 µs [17]; back circles, experimental data for
t = 200 µs [10]. 
1
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rent strength I and inversely proportional to the coeffi-
cient of erosion of the cathode material. 

2. For the discharge currents I ≥ 300 A, the electron
temperature in this region exceeds the value in the near-
cathode layer. This leads to additional electron-impact
ionization of ions supplied from the near-cathode layer.
As a result, the average ion charge increases with the
discharge current. 

3. Dependence of the average ion charge on the dis-
charge current becomes less pronounced with increas-
ing discharge pulse duration. This is explained by
increasing cathode erosion, which leads to a decrease in
the electron temperature, an increase in the plasma col-
umn cross section, and a drop in the electron density
(for randomly distributed cathode spots). Close coinci-
dence of the theoretical and experimental Z(I) curves
indicates that the intrinsic magnetic field strongly influ-
ences the vacuum arc discharge parameters. 
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Abstract—Single-phase films of CuInS2xSe2(1 – x) solid solutions with a chalcopyrite structure were deposited
by laser evaporation of CuInS2xSe2(1 – x) crystal targets (0 ≤ x ≤ 1). The structural and optical characteristics of
the films depend on the chalcogen concentrations. © 2001 MAIK “Nauka/Interperiodica”.
CuInS2 is a semiconductor compound with a band-
gap width of Eg = 1.5 eV and an optical absorption
coefficient α > 105 cm–1, which is a promising material
for high-efficiency thin-film solar cells. The solar to elec-
tric energy conversion efficiency of the photovoltaic cells
based on polycrystalline CuInS2 films reaches 15%
[1−4]. Using solid solutions of the CuInS2xSe2(1 – x) sys-
tem, it is possible to obtain materials with controlled
properties and the bandgap width adjusted so as to be
close to the solar emission peak position. 

As is known, the structural and electric characteris-
tics of CuInSe2 are determined by the deviation of the
crystal composition from stoichiometry [5–7]. It can be
suggested that the dependence of the properties of crys-
tals and films of solid solutions of the CuInS2xSe2(1 – x)
system must be similar to that established for CuInSe2,
but the available experimental data are highly contradic-
tory. The CuInS2 films were prepared by pyrolysis [8]
and by sulfiding Cu–In layers in an H2S atmosphere [9],
while the CuInS2xSe2(1 – x) layers were deposited either
by evaporating components from various sources or by
diffusing Cu and S into In2Se3 films [10]. A common
disadvantage of all these methods is the inhomogeneity
of deposits and their tendency to phase separation,
which predetermines the ambiguity of data on the phys-
ical properties and structural characteristics of CuInS2
and CuInS2xSe2(1 – x) films [5–11]. 

The purpose of our experiments was to study the
effect of the S–Se anion substitution on the properties
of bulk crystals and films of CuInS2xSe2(1 – x) solid solu-
tions obtained by the pulsed laser deposition technique.
A characteristic feature of this method is the congruent
character of the mass transfer of evaporated substances
from target to deposit, which provides for a reproduc-
ible composition of this multicomponent semiconduc-
tor containing a highly volatile component [12]. 

The initial target materials were CuInS2xSe2(1 – x)
crystals with Cu/In ≈ 1, synthesized by directional crys-
1063-7850/01/2701- $21.00 © 20049
tallization from the melt of elementary components
(V3 grade copper, 000 grade indium, special-purity
grade sulfur and selenium) taken in a stoichiometric
ratio. In order to obtain spatially homogeneous crystals,
the synthesized ingots were homogenized by annealing
for 720 h at 1073 K. 

The films were deposited in a vacuum of (2–4) ×
10−5 Torr with the aid of a Nd laser operated in a free
lasing mode (λ = 1.06 µm; τ = 10–3 s; E = 150–180 J).
The deposits were obtained as described in [12] at an
average rate of (3–6) × 105 Å/s on Cornig glass 7059
substrates heated to T = 573–723 K. The deposited
layer thickness was 0.3–1.0 µm. 

The structures of the CuInS2xSe2(1 – x) crystals and
films were studied by X-ray diffraction using Ni-fil-
tered CuKα radiation (λav = 1.54178 Å). The measure-
ments were conducted in the range of diffraction angles
2θ = 15–100° and interpreted (phase identification)
using the JCPDS Tables. 

It was established that CuInS2xSe2(1 – x) polycrystals
possess a homogeneous single-phase structure. The
X-ray diffractograms obtained from annealed powders
exhibit a single series of diffraction lines characteristic
of the chalcopyrite structure (112, 200/204, 312/116,
400/008, 316/332, etc.) with well-resolved doublets
(Fig. 1a). The angular positions of the diffraction
reflections exhibit an x-dependent shift, and the 112
reflection has a symmetric profile, which is evidence
for the formation of a homogeneous solid solution. The
presence of the superstructure reflections (101, 103,
211, 211/105) is indicative of the cation sublattice
ordering and the crystallization according to the I42d
group [1]. The lattice constants a and c vary with the
composition as described by the linear relationships 

a = 5.778 – 0.272x (Å),

c = 11.596 – 0.486x (Å).

It was found that the laser-deposited CuInS2xSe2(1 – x)
films are also single-phase in the entire range of com-
001 MAIK “Nauka/Interperiodica”
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Fig. 1. X-ray diffractograms of (a) powdered CuInS2xSe2(1 – x) crystals and (b) CuInS2xSe2(1 – x) laser-deposited films with various
chalcogen concentrations. 
positions (0 ≤ x ≤ 1) and possess the crystal lattice
parameters that are close to the analogous values of the
initial materials. The layers deposited at T > 673 K
exhibited a preferred orientation in the [112] direction,
with their structural characteristics depending on the
ratio of chalcogen concentrations. The CuInS2xSe2(1 – x)

films with a high content of selenium (x ≤ 0.3) pos-
sessed an ordered chalcopyrite structure and were
highly oriented in the [112] direction. The degree of
orientation, determined from the I112/I220 ratio,
exceeded 10, while the halfwidth of the 112 reflection
was FWHM112 = 0.15°. 

As the sulfur content increased (x > 0.3), the crystal
quality was deteriorated. This was evidenced by a
decrease in the I112/I220 ratio and by an increase in the
112 peak width (FWHM112 = 0.33° for x = 0.8), which
was indicative of a reduced crystal grain size in the
films. The X-ray diffractograms of these films still con-
tained a series of lines typical of the chalcopyrite struc-
ture, but the superstructure peaks 101, 103, 211 were no
longer observed, which is characteristic of a disordered
cation sublattice (Fig. 1b). 
T

The optical properties of the films were studied in
the 0.4–2.8 µm wavelength range on a Carry-17
UV-VIS-NIR spectrophotometer. Figure 2a shows typ-
ical spectral dependences of the room-temperature (T =
300 K) optical density D(λ) for the CuInS2xSe2(1 – x)
films with various compositions. The main feature of
these spectra is a high optical density level in the trans-
mission region and a shift of the D(λ) curves toward
shorter wavelengths with increasing sulfur content. 

Figure 2b shows the plots of (αhν)2 versus photon
energy for several compositions, which exhibit large
linear portions obeying the relationship αhν ≈ A(hν –
Eg)1/2 typical of direct interband optical transitions. In
the region of small α, the spectral characteristics devi-
ate from the quadratic relationship. The presence of the
so-called “tails” may be due to additional energy states
at the forbidden band edges. These states may be
related to the structural defects of various types (grain
boundaries, etc.) and to the deviation from stoichio-
metry. 

The bandgap width Eg determined for the
CuInS2xSe2(1 – x) films by extrapolating the (αhν)2 ver-
sus hν plot varies linearly with the composition: from
ECHNICAL PHYSICS LETTERS      Vol. 27      No. 1      2001
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1.03 at x = 0 to 1.43 eV for x = 1. Understated bandgap
widths obtained for the films with high sulfur content,
characterized by a disoriented structure and a small
grain size (and, accordingly, by a high density of struc-
tural defects), are probably explained by the optical
transitions between the aforementioned additional

(a) 4

3 2

1

500 700 1200 1700
λ, nm

D
4

3

2

1

(b)

20

10

0.8 1.0 1.2 1.4 1.6 1.8

(α × hν)2 × 108, eV cm2

1
2

3

4

hν, eV

Fig. 2. Optical properties of laser-deposited CuInS2xSe2(1 – x)
films characterized by (a) the plots of optical density D vs.
wavelength λ and (b) the plots of (αhν)2 vs. photon energy
hν for the samples with x = 1 (1); 0.8 (2); 0.6 (3); 0 (4). 
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energy states. The observed Eg values fall within the
interval reported for CuInS2xSe2(1 – x) [9]. 

In concluding, it must be noted that deterioration of
the crystal structure (decrease in the grain size and the
degree of preferential orientation) in single-phase laser-
deposited CuInS2xSe2(1 – x) films with increasing S/(S +
Se) ratio is indicative of the presence of different
growth mechanisms. A similar phenomenon of disor-
dering is a general trend observed in the course of the
S−Se anion exchange in CuInS2xSe2(1 – x) films. Accord-
ing to [13], this behavior may be related to the chal-
copyrite–spinel phase transition. 
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Abstract—Model arrays of nonsymmetric microlenses based on a nematic liquid crystal composition with
∆ε = 10 were manufactured and their optical characteristics were studied. The efficacy of using these devices
in the optical limitation systems is demonstrated for a C70 fullerene solution in toluene. © 2001 MAIK
“Nauka/Interperiodica”.
The systems of eye protection have to obey rather
contradictory conditions, including high transmission
in the low-intensity irradiation regime, fast response to
the light pulses of a few femtoseconds in duration, and
high radiation resistance. Operation of these devices,
called optical limiters, is based on the nonlinear res-
ponse of some media to intensive light action. 

According to the standards adopted in some coun-
tries [1, 2], the maximum level of radiant energy con-
sidered as safe for human vision is (2–5) × 10−7 J/cm2,
depending on the irradiation conditions. However, in
most of the physical mechanisms employed in optical
limitation devices, the threshold of the limitation effect
never decreases below 10–1–10–2 J/cm2 [3]. For this rea-
son, the required radiation intensity level at the output
of the optical limiter can be obtained only by using
some additional methods. An analysis of the published
data indicates that the most effective solutions employ
telescope systems, in which a cell with the nonlinear
medium is situated near the conjugated telescope focus.
However, the use of conventional lens systems in opti-
cal limiters has disadvantages such as a cumbersome
design and high cost. 

In recent years, considerable progress has been
achieved in the development of liquid-crystalline (LC)
microlenses [4]. These are optical devices with con-
trolled focal distance, which employ the effect of the
nematic liquid crystal (NLC) director orientation in an
inhomogeneous electric field. An NLC is placed into a
cell with two electrodes, one or both having round
holes (Fig. 1a). In the first case, the system represents
an array of nonsymmetric microlenses (this variant is
used in our work), while in the second case, the LC
microlenses are symmetric. 

The application of a voltage to the electrodes gives
rise to an inhomogeneous electric field in the region of
holes. The NLC molecules with a positive anisotropy of
the dielectric permittivity (∆ε) tend to align in the field
1063-7850/01/2701- $21.00 © 20052
direction. The reorientation of molecules leads to an
inhomogeneous distribution of the refractive index for
the extraordinary wave propagating in the NLC. As a
result, the cell with a planar NLC orientation features the
appearance of a nearly quadratic phaseshift profile [5].
The LC microlenses formed in such a cell exhibit
focusing properties at a voltage below 7 V and defocus-
ing—at higher voltages. 

The best optical properties were observed for LC
microlenses with small ratio of the hole diameter L to
the NLC layer thickness d (L/d = 1–5). In particular, for
an LC layer thickness below 100 µm (which provides
for a sufficiently good orientation of NLC molecules)
the lens diameter must not exceed a few hundred
microns. By their focusing properties, the nonsymmet-
ric planar LC microlens arrays are comparable with
their symmetric counterparts [5], while a simpler struc-
ture makes the former more promising in microoptical
applications. 

Using the Fresnel approximation, the focal distance
of an LC microlens can be determined by the formula 

(1)

where ∆ϕ(0) and ∆ϕ(L/2) are the phaseshifts between
the ordinary and extraordinary rays of light with a
wavelength λ at the center and at the edge of the cell.
For an arbitrary point in the aperture, 

(2)

where ∆ni is the liquid crystal birefringence. 
Let us estimate the focal distance of an LC micro-

lens. According to formula (2), the maximum phase-
shift [∆ϕ(0) – ∆ϕ(L/2)]max = 2π(ne – n0)d/λ, where ne

and n0 are the refractive indices for the extraordinary
and ordinary light rays, respectively. For the visible
light, the ∆n value in NLCs reaches 0.2–0.3. For an

f
π L/2( )2

∆ϕ 0( ) ∆ϕ L/2( )–( )λ
---------------------------------------------------,=

∆ϕ i 2π∆nid/λ ,=
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(a)

(b)
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L

Fig. 1. Schematic diagrams showing (a) an LC microlens unit and (b) a telescope system employing an LC microlens array. 
NLC layer thickness of 50–100 µm and a hole diameter
of several hundred of microns, the focal distance of a
microlens is on the order of a few millimeters. 

The optical elements described above operate at
small control voltages, exhibit low power consumption,
are simple to manufacture, and allow a relatively low
cost of production. It should be noted that optical sys-
tems implementing these elements have sufficiently
small dimensions. Here we suggest for the first time the
employment of an LC microlens array in the optical
limitation system (Fig. 1b). 

An array of nonsymmetric LC microlenses was fab-
ricated in the form of a flat LC cell with electrodes
deposited onto the inner faces of glass plates. One elec-
trode represented a transparent ITO film (SnO2 + In2O3)
and the other—an aluminum film with round holes
made with the aid of a conventional photolithographic
process. A SiO2 film formed by the oblique deposition
technique on the electrode surfaces provided for a pla-
nar NLC orientation in the cell. The cell was filled with
a nematic liquid crystal composition possessing ∆ε =
10. We have prepared and studied the microlens arrays
with various geometric parameters. The hole diameter
was varied from 55 to 300 µm; the NLC layer thickness
d was 60 or 100 µm. The focal distance of the LC
microlenses was determined by the edge segment tech-
nique. A He–Ne laser radiation transmitted through a
cell placed between crossed polarizers entered a micro-
scope connected to a CCD matrix detector. The result-
ing image was displayed on a PC monitor. 

We have studied the focusing properties of LC
microlenses with different L /d ratios at various applied
voltages. In a zero applied voltage, the system exhib-
ited no focusing properties and transmitted well the
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 1      200
incident radiation. As a voltage was applied, each ele-
ment in the LC microlens array focused the light. Mea-
surements of the focal distance for all the arrays studied
showed that, as the applied voltage was increased, the
absolute value of the focal distance initially decreased,
then passed through a minimum, and began to increase.
On further increase in the applied voltage, the optical
properties of microlenses exhibit inversion. 

In experiments on the optical limitation, an LC
microlens array was brought into optical contact with a
cell containing a medium possessing nonlinear absorp-
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Fig. 2. Plots of the output versus input radiation energy
illustrating the optical limitation effect in an LC microlens
array in contact with a nonlinearly absorbing medium
(fullerene C70 solution in toluene): (1, 1') E || n; (2, 2') E ⊥  n;
(1, 2) zero applied voltage; (1', 2') nonzero applied voltage. 
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tion properties. For this purpose, we have used a C70

fullerene solution in toluene. The fullerene concentra-
tion was 2.3 × 10–3 mol/l. The cell thickness was
selected so as to place the absorbing medium at a focal
plane of the microlens array. The medium was exposed
to a high-intensity radiation pulses of a Nd:YAG laser
(λ = 532 nm; pulse duration, 1 ns). The radiation was
detected by calibrated FD-23 photodiodes and an
IEK-1 calorimeter. The output radiation energy was
studied as a function of the incident laser radiation
energy. 

Figure 2 shows typical experimental curves of Eout

versus Ein. The measurements were performed for both
parallel and perpendicular polarization of the incident
light relative to the LC director orientation. The inci-
dent radiation polarized perpendicularly to the LC
director was virtually not transmitted through the cell
with applied voltage (Fig. 2, curve 2') because of strong
scattering. The results for the radiation with a parallel
polarization show the effect of optical limitation (on
TE
a level of ~3 mJ) in the system studied (cf. curves 1
and 1' in Fig. 2). 

Thus, we have demonstrated the possibility of using
LC microlens arrays in the optical limitation systems.
Obvious advantages of such systems are a considerable
reduction in size, low cost, and simple production tech-
nology. 
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Abstract—The first results on the preparation of (0001)ZnO/(0001)GaN/(0001)α-Al2O3 heteroepitaxial struc-
tures by CVD in a low-pressure flow-type reactor are reported. Study of the surface morphology and X-ray dif-
fraction patterns showed high structural perfection of the zinc oxide layer, with a block misorientation in the
basal plane not exceeding 21′. The photoluminescence spectra of samples exhibited dominating emission in the
exciton region. © 2001 MAIK “Nauka/Interperiodica”.
In recent years, extensive investigations have been
devoted to the structure of group III nitrides, which are
related primarily to the search for effective sources of
light, including the induced emission, in the short-
wavelength region of the visible spectral range. High
hopes in this respect are also connected with zinc
oxide—a material exhibiting effective exciton lumines-
cence in the near-UV spectral region (binding energy,
60 meV) and capable of producing stimulated high-
temperature emission. 

Solving the task is hindered by the absence of
defect-free single crystals of sufficiently large size and
by the difficulties in growing high-quality heteroepitax-
ial structures (in view of the absence of proper sub-
strates). The heteroepitaxial structures are usually
grown on sapphire substrates, despite a considerable
lattice mismatch: Al2O3 (a = 4.754 Å, c = 12.99 Å);
GaN (a = 3.189 Å, c = 5.185 Å); ZnO (a = 3.250 Å, c =
5.213 Å). Note that, according to [1], it is difficult to
grow (0001)-oriented zinc oxide layers on the sapphire
substrates of basal orientation by a conventional CVD
method; the lattice mismatch in this system reaches 38%. 

Apparently, using substrates possessing a lower lat-
tice mismatch with the deposit would provide for a
markedly better layer quality, especially in the transi-
tion region. A close matching between the ZnO and
GaN crystal lattices can be used for obtaining high-
quality heteroepitaxial structures of both ZnO on GaN
and vice versa. This combination offers some addi-
tional advantages, such as a small difference of the
thermal expansion coefficients or closely similar band
structures. Although the good prospects of the
ZnO/GaN based heteroepitaxial structures are obvious,
only a few papers have been devoted to the growth of
ZnO on the GaN surface [2, 3] and no data at all have
1063-7850/01/2701- $21.00 © 20055
been reported on the CVD of these structures in low-
pressure flow-type reactors. 

Below we report the first results on the growth of
high-quality epitaxial layers of (0001)ZnO on the sur-
face of a (0001)GaN/(0001)α-Al2O3 structure by CVD
in a low-pressure flow-type reactor. The lattice mis-
match of the ZnO/GaN system does not exceed 1.8%.
We have also evaluated the structural perfection and
studied the photoluminescence spectra of the hete-
roepitaxial structures obtained. 

The epitaxial layers of (0001)GaN on (0001)α-Al2O3
were obtained by MOCVD using a low-temperature
buffer layer technique [4]. The GaN layer thickness on
sapphire was 2–3 µm. These structures were trans-
ferred into a low-pressure flow-type reactor without
preliminary cleaning and polishing procedures. The
ZnO layers were grown in a flow of hydrogen (1 l/h) at
a substrate temperature of 620°C. The low-pressure
flow-type reactor and the process of temperature and
gasodynamic regime optimization were described else-
where [5]. The final ZnO layer thickness was 3–5 µm. 

Figure 1 shows a microphotograph illustrating the
surface morphology of a (0001)ZnO layer (MII-4 inter-
ference microscope; magnification, ×560) with clearly
revealed regular hexagons typical of the c plane. This
surface morphology is characteristic of the layers
grown at a substrate temperature T below 610°C. As the
substrate temperature increased, the growth figures
decreased in size, and, at T > 620°C, no relief such as
that displayed in Fig. 1 was manifested (at the same
magnification) and the surface became mirror smooth. 

The X-ray diffraction measurements were per-
formed on a DRON-2 diffractometer using a CuKα
radiation monochromated with a pyrographite crystal.
001 MAIK “Nauka/Interperiodica”
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Figure 2 shows a typical diffraction pattern of the ZnO
layer grown as described above. The diffractogram
shows clearly pronounced (000l) orientation in the
absence of reflections characteristic of the other orien-
tations. Note that the (0002)ZnO and GaN peaks were
not resolved because of the close crystal structures of
these materials. The top inset in Fig. 2 shows the possi-
bility of resolving the (0004)ZnO and (0004)GaN
peaks, but the increase in resolution is accompanied by
the appearance of peaks due to fine structure of the
CuKα line. 

Study of the rocking curve of the (0002) reflection
showed that misorientation of the crystal blocks in the
c plane does not exceed 21′. However, the presence of
only a series of (000l) reflections in the X-ray diffrac-
togram does not allow us to draw a final conclusion
concerning the degree of crystal structure perfection,
since the focusing method employed reveals only the

Fig. 1. A microphotograph showing the growth morphology
of a CVD (0001)ZnO/(0001)GaN/(0001)α-Al2O3 hete-
roepitaxial structure (h = 3 µm; T = 610°C; magnification,
×560). 
TE
reflections from blocks parallel to the film surface. For
this reason, the ZnO layers were additionally studied by
electron diffraction on an EMR-100 electronograph.
Based on the results of these combined investigations,
it was possible to judge the high structural perfection of
the (0001)ZnO layers grown by CVD on the
(0001)GaN surface. We believe this result to be prima-
rily due to the high degree of matching of the ZnO and
GaN crystal lattices. 

Of special interest was to study the UV photolumi-
nescence (PL) of the epitaxial ZnO layers, since an
analysis of fine features of the exciton spectra may pro-
vide additional information on the crystal structure per-
fection of samples (see, e.g. [6]). We have studied the
exciton luminescence spectra measured at 77 K using
the heteroepitaxial structures immersed directly into
liquid nitrogen. Figure 3 shows a typical structure
recorded in a standard setup based on an SPM-2 mono-
chromator. It should be noted that the luminescence
intensity in the UV spectral region was markedly (by a
factor of more than 30) greater than in the green band
(see the inset in Fig. 3). 

The spectrum of exciton luminescence was charac-
teristic of high-quality ZnO films and exhibited a dom-
inating contribution of emission due to the free exciton
A1 and a less intense emission due to the bound exciton
Jd (the spectra were identified as in [7]). The ratio of
intensities of the phonon replicas 1LO/2LO and their
halfwidths were also indicative of a highly perfect sam-
ple structure, at least in the near-surface region of the
ZnO films studied (the absorption coefficient in the
spectral range of excitation and detection of the UV
photoluminescence is ~104 cm–1). A perfect structure in
the transition region of such heteroepitaxial systems
was also reported in [2]. 

Thus, the use of GaN buffer layers on sapphire for
the subsequent growth of ZnO layers with the basal ori-
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Fig. 2. X-ray diffraction pattern of a CVD (0001)ZnO/(0001)GaN/(0001)α-Al2O3 heteroepitaxial structure. 
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entation allowed us to significantly increase both crys-
tal perfection and the luminescent characteristics of the
epitaxial zinc oxide layers (which opens the way to cre-
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Fig. 3. Photoluminescence spectrum (77 K) of a high-quality
epitaxial ZnO layer grown on an (0001)GaN/(0001)α-Al2O3
substrate. 
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ating a UV laser based on these structures). This result
is primarily due to the considerably reduced crystal lat-
tice mismatch. Further progress can be related to opti-
mization of the technological parameters used for prep-
aration of both the buffer GaN layer and the ZnO layers
in relation to their particular application. The results of
these investigations and the study of stimulated emis-
sion from heterostructures will be reported soon. 
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Abstract—High-power diode laser bars (DLBs) based on InGaAlAs quantum-confinement heterostructures
with an output optical power of no less than 100 W in a quasi-continuous wave regime (pulse duration,
200−400 µs; repetition rate, 50–100 Hz) were fabricated and investigated. A bar of this type consists of a set of
strip emitters, each representing an optimized phase-locked array of single-mode emitters. This design provides
for a considerably improved temporal and spatial stability of the DLB emission, with a simultaneous decrease
in the optical noise level. © 2001 MAIK “Nauka/Interperiodica”.
The development of the rare-earth solid-state lasers
employing high-power diode lasers (DLs) and diode
laser bars (DLBs) as an optical pump source, the so-
called diode-pumped solid-state lasers (DPSSLs), is an
important field of activity in science and technology.
This field has expanded rapidly during recent years,
since DPSSLs combine the advantages of semiconductor
lasers (the small size and high efficiency of electrical to
optical energy conversion) with the high quality of the
output beam typical of solid-state lasers (high temporal
and spatial coherence and narrow radiation diagram).

However, a problem with DPSSLs is the spatial and
temporal instability of their emission and increased
noise level. This is mainly related to the so-called emis-
sion filamentation exhibited by DLs and DLBs with a
wide continuous strip contact [1]. This effect is mani-
fested by the lasing via temporally and spatially unsta-
ble channels formed in the DL cavity due to nonlinear
optical phenomena.

Previously [2, 3], we proposed a new high-power
DL design for solid-state laser pumping. This kind of
laser represents a phase-locked array of single-mode
emitters with optimized optical coupling, characterized
by increased uniformity of the optical power density
distribution over the mirror, which provides for higher
output power and enhanced DL reliability [4]. At the
same time, elimination of the filamentation effect
results in a considerably increased stability with simul-
taneous reduction in the optical noise [5].

In the present paper we report on the development
and investigation of high-power (P ≥ 100 W) DLBs
based on phase-locked arrays, operating in the quasi-
continuous wave regime (pulse duration, 200–400 µs;
repetition rate, 50–100 Hz).

DLBs were fabricated from heterostructures with sep-
arate electron and optical confinement. The structures,
which have a strained InAlGaAs quantum-confinement
active region, were grown by MOCVD on [100]-oriented
GaAs substrates. The wide-gap n-Al0.6Ga0.4As:Si and
1063-7850/01/2701- $21.00 © 20058
p-Al0.6Ga0.4As:Zn emitting contacts were about 1.5 µm
thick. The aluminum content in the AlxGa1 – xAs wave-
guide layers (with a total thickness of 0.3 µm) was varied
from x = 0.6 at the contacts to x = 0.3 at the active layer.

Fabricated DLBs have the form of a 200-µm-period
system of strip emitters integrated on a single substrate,
but not optically coupled with each other. Each strip
emitter has a 160-µm-wide emitting region represent-
ing a phase-locked array of single-mode emitters. The
heterostructure profiling is performed by ion etching
through a photoresist mask by a partially neutralized
collimated beam of argon ions with energies below
1000 eV. The total width of the DLB emitting region
amounts to 11000 µm. The optical coupling between
the single-mode emitters is optimized by the choice of
the p-contact profiling depth. The DLB back and front
facets are covered, respectively, by a multilayer reflec-
tive coating with a reflectivity of about 95% and an
antireflection coating with a reflectivity of about 10%.
After deposition of these coatings, DLB is soldered
with its p-layer to a nickel-plated copper heat sink.

The current–power characteristics were recorded
using a LaserMate (Coherent Co.) calibrated bolomet-
ric power meter. The optical pulse power was calcu-
lated as P1 = P2ν, where P2 is the DLB output optical
power time-averaged by the bolometer and ν is the duty
factor of the laser pulses. The spectral measurements
were carried out using an automated measuring com-
plex based on an MDR-23 monochromator. The near-
field DLB radiation pattern was recorded by a CCD
matrix, and the far-field one, by a conventional tech-
nique using the DLB angle scanning.

Figure 1a shows a typical DLB current–power char-
acteristic. A standard DLB operating current, corre-
sponding to the output optical power of 100 W, is
115 A, and a threshold current density is not exceeding
200 A/cm2. The differential quantum efficiency equals
1 W/A (65%), and the efficiency of electrical to optical
001 MAIK “Nauka/Interperiodica”
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power conversion is higher than 40%. The laser emis-
sion spectrum width at the operating current does not
exceed 2.2–2.5 nm (Fig. 1b).

Distribution of the radiation power between strip
emitters is highly uniform over the whole width of the
emitting region (see Fig. 2a), which gives evidence of
the heterostructure quality and the perfection of all
postgrowth technological processes involved in the
DLB fabrication. With the implemented DLB design,
variations in the bar pump current or heat-sink temper-
ature do not result in a shift of the optical power max-
ima in the near-field region of individual strip emitters
(see Fig. 2b). Thus, the emission filamentation, which
shows up as spontaneous chaotic redistribution of the
emission maxima at the DL mirror, is not observed.

Owing to the high output optical power, narrow las-
ing spectrum, and good spatial and temporal stability of
emission, DLBs based on phase-locked arrays are
promising as pump sources for low-noise rare-earth-ion
solid-state lasers. In addition, with an optimized heat
sink design, the developed DLBs can be used as basic
elements for assembling laser matrices with output
powers of 1 kW or higher.
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Fig. 1. (a) DLB current–power characteristic (pulse duration,
200 µs; repetition rate, 50 Hz). (b) DLB lasing spectrum.
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for the distance along the DLB mirror).
1



  

Technical Physics Letters, Vol. 27, No. 1, 2001, pp. 6–8. Translated from Pis’ma v Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 27, No. 1, 2001, pp. 12–18.
Original Russian Text Copyright © 2001 by Badaeva, Kaminski

 

œ

 

, Khon.

            
Instability of a Homogeneous Plastic Flow and Strain 
Localization in Structurally Inhomogeneous Media

V. F. Badaeva, P. P. Kaminskiœ, and Yu. A. Khon
Institute of Strength Physics and Materials Science, Siberian Division, Russian Academy of Sciences, 

Tomsk, 634055 Russia
Received July 27, 2000

Abstract—Changes in the internal structure of a deformed medium are described, in addition to the defect den-
sities, by the kinetic variables (order parameters) related to the collective modes of the macroscopic plastic
deformation. The kinetic equations for two order parameters represent a system of nonlinear equations of the
reaction–diffusion type. It is demonstrated that instability of a homogeneous solution with respect to inhomo-
geneous perturbations appears when the characteristic variation lengths of the order parameters markedly differ
from each other. © 2001 MAIK “Nauka/Interperiodica”.
The phenomenon of localization of a macroscopic
strain at the end of a homogeneous plastic flow stage is
an important feature of the process of irreversible shape
variation in solids. The further straining under the same
deformation conditions proceeds mostly at the expense
of changes in the internal structure in the strain local-
ization region. The localization of a strain may be
accompanied by the neck formation in a sold subject to
tensile deformation, which is followed by the accumu-
lation of discontinuities and breakage of the sample. It
is the latter circumstance that explains a large number
of publications devoted to elucidation of the mecha-
nisms of deformation and construction of the models
describing the phenomenon of strain localization in sol-
ids (see, e.g., [1–7]). Below, we will consider some of
the major laws governing this process, which are estab-
lished in these investigations.

Localization of the macroscopic strain may take
place in materials possessing various internal struc-
tures, including single crystals, polycrystalline solids,
submicrocrystalline and amorphous materials, etc. The
mechanisms and the corresponding modes of the
homogeneous plastic deformation can be different as
well. For example, single-crystal fcc metals may
exhibit shear by two conjugated crystallographic sys-
tems of slip planes [1]. In a submicrocrystalline struc-
ture of copper, the nondislocation mechanisms caused
by the appearance of a platelike mesastrips with a
thickness on the order of 10 µm dominate [7]. In any
case, at least two deformation modes are operative
before the onset of strain localization. During this
period, changes in the internal structure possess a col-
lective character and take place over volumes with the
characteristic dimensions varying from a fraction of
micron to the whole sample [1].

The internal structure of the localized strain zone
may exhibit a gradual qualitative variation with
1063-7850/01/2701- $21.00 © 20006
increasing degree of straining, which is reflected by dif-
ferent stages observed in the plastic flow curve [8]. At
least two deformation modes are operative in each
stage. It was pointed out [1] that the problem of
description of the macroscopic strain localization in a
crystal cannot be solved within the framework of the
dislocation models. There is sufficient ground to
believe that point defects, in particular, vacancies, play
a significant role as well [9]. The contribution of diffu-
sion processes to the plastic deformation of crystals
cannot be considered as small even at relatively low
temperatures. Deformation modes related to the motion
of point defects are of the accommodation type with
respect to the shear along the slip planes (both crystal-
lographic and noncrystallographic) [7]. As a result, the
internal structure changes in such a manner that the
material exhibits a viscous flow without significant
hardening [1].

Thus, the internal structure changes in the stage of
both homogeneous and localized flow via at least two
deformation modes. Each of these modes is character-
ized by a length, exceeding which the change takes
place, and by the corresponding variation time. A ques-
tion naturally arises as to what is a relationship between
these values for which a homogeneous plastic flow
becomes unstable with respect to inhomogeneous per-
turbations in then internal structure. Since the phenom-
enon of strain localization is observed in all systems
irrespective of their internal structure, we may expect
that an answer to this question can be obtained in the
general form. Below, we describe one possible variant
of solving this task.

Changes in the internal structure mediating the plas-
tic deformation process always proceed within the local
stress concentrator bands (SCBs) [10]. Below, we will
refer these bands as active. The mechanisms of macro-
scopic plastic deformation in the active SCBs can be
001 MAIK “Nauka/Interperiodica”
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diverse, including the production and evolution of
defect ensembles in the in the crystalline lattice, diffu-
sion of atoms, structure and phase transformations,
reorientation of grains and mutual displacement of
grains in polycrystals, formation of pores and microc-
racks, and some others. At a preset temperature and a
given macroscopic deformation rate, each active SCB
features a combination of interrelated mechanisms and
corresponding deformation modes, which provides for
the required variation in the sample shape at a mini-
mum applied stress.

The spatial distribution of active SCBs determines
the character of straining; their number, the local value
of the macroscopic plastic strain. For a homogeneous
straining, the density of active bands is the same at each
point of the sample; that is, their homogeneous distri-
bution is stable with respect to any small perturbation.
The transition to localized straining implies that the
homogeneous distribution of active SCBs becomes
unstable with respect to inhomogeneous density pertur-
bations. Therefore, it would be expedient to use the
active SCB concentrations as variables describing the
macroscopic plastic straining [11]. By their meaning,
these variables appear as the order parameters. The
number of the order parameters is determined by that of
the dominating plastic straining modes. Below, we will
consider the case of a system with two order parameters
(p and q).

Equations for the order parameters are essentially
the usual balance equations for the number of particles,
which can be written in the following form [11]:

(1)

(2)

where t is the time; tp, tq are the characteristic times;
lp, lq are the characteristic lengths of variation of the
parameters p and q, respectively; and τ, τp, τq are
parameters of the nonlinear source functions P and Q,
the value of τ representing the local stress and p and q,
the characteristic stresses corresponding to excitation
of the local deformation modes related to the order
parameters p and q, respectively. The characteristic
lengths lP = (DPtP)1/2 and lQ = (DQtQ)1/2 in Eqs. (1) and
(2) are determined by the corresponding transfer coef-
ficients DP and DQ. Thus, the set of the particle number
balance equations written in the form of Eqs. (1) and
(2) implies that the flux densities of the order parame-
ters are proportional to their gradients ∆p and ∆q.
Being proportional to the transfer coefficients, the fac-
tors at the gradients reflect a random character of the
internal stress variation within the active SCBs in struc-
turally inhomogeneous media.

Once determined, the solutions p = p(r, t, τ/τp, τ/τq)
and q = q(r, t, τ/τp, τ/τq) to Eqs. (1) and (2), where r is
the radius-vector of a given point in the sample, deter-
mine the spatial and temporal variation of the macro-

t p∂p/∂t P p q τ /τ p τ /τq,, ,( ) lp
2∆p,+=

tq∂q/∂t Q p q τ /τ p τ /τq,, ,( ) lq
2∆q,+=
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scopic plastic strain tensor components for various
stress levels and loading conditions. Equations of the
type of (1) and (2) are well known in the theory of self-
sustained wave processes and self-organization in the
physical, chemical, and biological systems. For this
reason, various possible types of solutions for the
kinetic variables have been studied in sufficient detail
[12]. Introduction of the order parameters reduces the
task of describing the localization of plastic flow to
analysis of the possible scenarios of the strained
medium self-organization under the action of stress
representing the control parameter. The subsequent
analysis refers to an ideal homogeneous system repre-
senting a medium without macroscopic structural inho-
mogeneities, featuring constant stresses at each point.

For τ ! τp and τ ! τq, the strain possesses an elastic
character and the SCBs exhibit no structural changes,
which implies that the only solution to Eqs. (1) and (2)
is p = q = 0. Moreover, this solution must be stable with
respect to the small perturbations of any type, so that
the derivatives  ≡ ∂P/∂p and  ≡ ∂Q/∂q at this point
must be negative. For a stress level τ0/τp ≈ τ0/τq ≈ 1, the
presence of a homogeneous plastic straining stage indi-
cates that there must be at least one more homogeneous
solution ph > 0, qh > 0. The ph and qh values can be deter-
mined by solving the system of equations P = Q = 0. The
solution stability with respect to small perturbations δp,
δq ∝  exp(–γt + lkr), where k is the wavevector, deter-
mines the character of straining at the point ph, qh. The
condition of stability with respect to small homoge-
neous perturbations (Reγ > 0, k = 0) has the following
form:

(3)

(4)

where the derivatives are calculated at the point ph, qh.
The solution is stable with respect to small inhomo-

geneous perturbations related to the stress variations
(the Turing instability) provided that the system satis-
fies, in addition to conditions (3) and (4), the following
inequality:

(5)

To this end, one of the derivatives (e.g., Qq) must be

positive and the other ( ), negative. The wavevector
magnitude fall within the interval

(6)

where D is the discriminant of Eq. (5) considered as a
quadratic equation with respect to k2 and

(7)

The condition of positive D value implies that the

Pp' Qq'

tqPp' t pQq' 0,<+

Pp' Qq' Pq' Qp' 0,>–

k4lp
2 lq

2 lq
2Pp' lp

2 Qq'+( )k2– Pp' Qq' Pq' Qp' 0.<–+

Pp'

k0
2 D1/2 k2 k0

2 D1/2,+≤ ≤–

k0
2 lq

2Pp' lp
2 Qq'+( )/2lp

2 lq
2.=
1
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derivative  must satisfy the following inequality:

(8)

where ε = lq/lp = (DQtQ/DPtP)1/2.
The smaller the ε value, the more readily the last

inequality is fulfilled. In other words, the strain local-
ization is favored by deformation modes such that (i)
DQ ! DP with tQ ≈ tP or (ii) tQ ≈ tP with DQ ≈ QP or
DQtQ ! DPtP. A reason for the instability is that the
parameter p varies only slightly over the length lq ! lp,
while small perturbations δq increase for  > 0 [12].
As a result even small distances on the order of lq fea-
ture a sharp increase in the value of variable q.

The validity of inequality (6) depends on dimen-
sions of the sample. Indeed, the wavevector of a paral-
lelepiped sample obeys (to within a constant factor
depending on the boundary conditions) the relationship

(9)

where m, n, i are integers varying from zero to infinity
and X, Y, Z are the sample length, width, and height
(thickness), respectively. For X @ Y, X @ Z, and a fixed

value of k2 = , condition (9) is fulfilled only for n =
i = 0. If the value m = 1 corresponds to a single local-
ized strain band. If the X size decreases below certain
critical level, condition (9) is no longer valid and the
strain is not localized for the old lp and lq values.

Thus, a physical reason for the instability of a
homogeneous plastic flow and the strain localization in
a structurally inhomogeneous medium at τ > τ0 is the
appearance of mechanisms and the corresponding
deformation modes with markedly different character-
istic length of the internal structure variation. An exam-
ple is offered by a system where one deformation mode
is related to shears via certain system of slip planes and
the other, to the diffusion of atoms. Here, a high
vacancy concentration appears as a result of the inter-
section of dislocations under the action of external
stresses [1]. All other deformation modes either appear
at higher stresses or possess large characteristic times
of the internal structure variation.

Qq'

Qq' ε2Pp'– 2ε Pp' Qq' Pq' Qp'–( )1/2,+>

Qq'

k2 m2/X2 n2/Y2 i2/Z2+ +( ),≈

k0
2

TE
In conclusion, it should be recalled that condition (5),
corresponding to the strain localization, was derived for
the ideal homogeneous state. The presence of even very
small inhomogeneities in the system may dramatically
change its self-organization scenarios and lead to the
appearance of localized structures at a level of stresses
markedly lower than that required to induce separation
in a homogeneous state [12]. Analysis of the conditions
necessary for the formation of such structures requires
separate investigation.
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Abstract—The possibility of minimizing the diffraction efficiency of a volume phase holographic grating
while recording in a medium with diffusion self-amplification is considered. The recording process is modeled
to demonstrate that the diffraction efficiency can be varied from 0.02 to 0.003 (50–250 gain). The results of the
analysis are confirmed by the experimental data. © 2001 MAIK “Nauka/Interperiodica”.
The interest in the holographic media with postex-
posure self-amplification is related to the possibility of
recording initially low-intense interference patterns
without introducing substantial distortions in the distri-
bution of its light field [1, 2]. The nonlinearities in the
amplification may also contribute to distortions in the
hologram [2, 3]. A purely diffusion mechanism differs
from all the known mechanisms of the postexposure
self-amplification by pronounced linearity with respect
to the final image [2–4]. An example of the diffusion
mechanism is represented by the diffusion degradation
of the distribution of unreacted photosensitive mole-
cules in a glassy polymer medium [4]. If the diffusion
uniformly distributes the photosensitive molecules, the
hologram is formed by the distribution of the photo-
product following the intensity variations in the inter-
ference pattern. Note that the realization of this simple
and exquisite scheme using a solution of phenathrene-
quinone in poly(methylmethacrylate) (PMMA) meets
additional problems related to the dependence of the
amplification coefficient on the spatial frequency [4].

Previously [5], we demonstrated the self-amplifica-
tion of phase holograms in PMMA layers containing
photodimerizing anthracene derivatives and a residual
solvent. Being frequency-independent, this phenome-
non is caused by the diffusion of solvent molecules
trapped by the photodimers formed in the course of
exposure. Inherent in such a self-amplification is the
inversion of the shape of the distribution of the refrac-
tive index n. It takes place either in the course of expo-
sure or in the postexposure period depending on the
relationship between the rate of formation of the trap-
ping centers (photodimers) and the diffusion rate. This
phenomenon is predicted by expressions derived in [4],
although the authors did not make the corresponding
conclusions. The inversion is realized if the photo-
chemical modulation of the refractive index is in
antiphase with the distribution of the light field inten-
sity, so that the photoreaction leads to decreasing
molecular refraction and polarizability. Diffusion
1063-7850/01/2701- $21.00 © 20060
always modulates the refractive index in phase with the
distribution of the light field.

Nonmonotonic variation of the amplitude of modu-
lation of the refractive index and the inversion of this
modulation lead to characteristic kinetics of the diffrac-
tion efficiency (DE) featuring a maximum in the initial
part (at t0) and a zero point ti where the inversion takes
place (Fig. 1a). The maximum emerges due to the com-
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Fig. 1. (a) Typical DE kinetics; (b): (symbols) experimental
data and (solid line) model curve calculated by formulas
(1)–(3) for the DE evolution with time upon the recording of
a volume phase holographic grating.
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petition between the photochemical and diffusion mod-
ification of the refractive index in the course of expo-
sure. The qualitative considerations show that, by lev-
eling the rates of the competing processes, we may
decrease the first DE maximum and maintain the DE on
a relatively low level for a sufficiently long time. To the
best of our knowledge, no one has ever considered such
a possibility, apparently because of the diversity and
complexity of the processes of optical recording and
amplification in such holographic media.

The “hidden” recording of the volume phase holo-
graphic can be modeled using expressions (1) and (2)
from [5] for the amplitude of modulation of the refrac-
tive index ∆n:

(1)

(2)

where RM , RD , and RS are the molar refractions of the
photodimerizing molecules, photodimer, and photo-
neutral impurity (residual solvent), respectively; γ =
4π2∆Λ–2; D is the diffusion coefficient of the photoneu-
tral molecules; Λ is the period of the holographic grat-
ing; δ is the trapping coefficient (the ratio of the number
of the trapped photoneutral molecules to the number of
photodimers); t is the current time; and te is the expo-
sure time. For an optically thin layer, we have k =
I0εϕcln10/(hνNA), where I0 and hν are the amplitude of
the intensity modulation and energy quantum of the
recording light, respectively; ε is the molar extinction
ratio; ϕ is the quantum efficiency of photodimerization;
NA is the Avogadro number; and c is the initial concen-
tration of the photosensitive substance (anthracene
derivative). The diffraction efficiency η of the volume
phase holograms is given by the formula [6]:

(3)

where h is the thickness of the recording layer, λ is the
wavelength, and Θ is the incidence angle of the record-
ing beams. It is expedient to terminate exposure after
inversion, when DE reaches the first maximum value η0
(Fig. 1a). The corresponding time te can be determined
from the equality of the values of |∆n| at t0 and te

(Fig. 1a). We can determine the value of t0 from (1)
using the condition that the derivative d∆n/dt equals
zero:

(4)

∆n
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where R = RSδ – 2RM + RD . A relationship between γ
and te is given by the transcendent equation following
from (4) and (1):

(5)

Using (1) and (2) with the allowance for (3) and (4),
one can easily obtain an equation relating the maxi-
mum DE value attained in recording (η0) to the value
achieved in the amplification process (η∞):

(6)

As the value of γ is normally predetermined by the
recording conditions (the diffusion coefficient D and
the period of the grating cannot be changed arbitrarily),
the implementation of the “hidden” recording necessi-
tates the proper choice of the recording light intensity.
An expression for k (that is proportional to the record-
ing light intensity) follows from (2) with the allowance
of (3) and the condition t  ∞:

(7)

In the experiment, the “hidden” recording was realized
by forming a volume transmission phase holographic
grating with a period of 3 µm in a PMMA layer with a
thickness of 100 µm. The layer contained 10 mol % of
a monosubstituted anthracene and about 10 mol % of
a residual solvent (chloroform). Figure 1b shows
experimental (symbols) and calculated (solid line)
curves of the DE evolution with time for this experi-
ment; the arrow indicates the moment of the exposure
termination. The model curve was calculated by formu-
las (1)–(3) using the following values of the parameters:
γ = 0.0032 s–1, δ = 1.92, k = 7.6 × 10–7 mol/(cm3 s)
(which corresponds to recording by an argon laser with
a wavelength of 488 nm and an intensity of 5 mW/cm2)
and the known quantities: RS = 21.5, RM = 62.4, and
RD = 110 cm3/mol [5]. Under this regime, the DE is
close to zero (up to exposures of about 2 J/cm2) owing
to the mutual compensation of the photochemical and
diffusion contributions to the phase response of the
medium.

Let us estimate the possible values of η0 in the
course of the “hidden” recording. Assume that η∞ = 1
possesses the limiting value of unity. Then, for the
given values of RS , RM , and RD , the value of η0 depends
only on δ. Figure 2 shows a plot of η0 versus δ calcu-
lated by formula (5) and (6). It is seen that η0 ≈ 0.02 at
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a typical value of δ ≈ 2 [5]. In some experiments, we
could increase δ to 4 [7], while decreasing η0 down to
0.003–0.005. One can additionally decrease η0 by
using low-molecular-mass photoneutral components
with greater molecular refraction.

0.15

0.10

0.05

0 1 2 3 4

η0

δ

Fig. 2. A plot of the maximum DE in the course of the “hid-
den” recording versus the trapping coefficient.
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Edge Luminescence from Zinc Selenide Doped 
with Isovalent Magnesium Impurity 

M. M. Sletov 
Chernovtsy State University, Chernovtsy, Ukraine 
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Abstract—The electric and luminescent properties of zinc selenide crystals doped with the isovalent magne-
sium impurity were studied. It is demonstrated that low-resistivity n-type ZnSe layers with a dominating edge
luminescence component can be obtained. © 2001 MAIK “Nauka/Interperiodica”.
Among the wide-bandgap AIIBVI compounds, zinc
selenide is among the most promising materials for the
fabrication of dark and pale blue light-emitting injec-
tion diodes [1]. Solving the task of preparing this mate-
rial requires developing methods of obtaining repro-
ducible low-resistivity ZnSe crystals and films of both
n- and p-type with a dominating edge luminescence
component. 

As a result of the self-compensation effect, the bulk
impurity-free stoichiometric ZnSe crystals possess a
low intrinsic-defect conductivity of the electron type.
The photoluminescence (PL) spectra of such samples
exhibit blue (B) and orange (O) emission bands. The
latter component is related to the donor–acceptor pairs
involving negative doubly-charged zinc vacancies
( ) [2]. A decrease in concentration of the latter
defects is usually achieved through prolonged anneal-
ing (hundreds of hours) of ZnSe in liquid Zn, which
leads to a considerable increase in conductivity [3].
However, this treatment does not always lead to com-
plete suppression of the O-band. Below we discuss a
possible way to obtain low-resistivity n-ZnSe layers
with a dominating edge luminescence component. 

The idea consists in additionally doping ZnSe with
an isovalent impurity, which can provide for a signifi-
cant increase in the edge emission component. This
effect is explained by two factors: (i) the formation of a
bound exciton at the isovalent impurity and (ii) the
“healing” of vacancies (which serve the centers of spu-
rious recombination) [4, 5]. The binding of excitons at
the isovalent impurity centers is related to the differ-
ence between the electronegativities of a replaced atom
(χa) and a substituted impurity (χi) [5]. The difference
must be as large as possible, because a decrease in ∆χ =
χa – χi would increase the probability of formation of
the corresponding solid solutions. In order to ensure
that the isovalent impurity would exhibit the donor
properties (thus being capable of binding the hole), it is
necessary to provide for the condition χi < χa . In addi-
tion, the effective “healing” of vacancies would be

VZn''
1063-7850/01/2701- $21.00 © 20063
favored by the proximity of the covalent radii of the
impurity and the vacancy-forming atom. Taking into
account the above criteria, we selected magnesium as
the isovalent impurity. 

The initial ZnSe crystals were grown from the melt
in an inert gas atmosphere under pressure. Around
room temperature, these crystals were characterized by
the conductivity σn ≈ 10–10 Ω–1 cm–1, which was deter-
mined by the electron levels of interstitial Zni atoms at
Ed ≈ 0.6 eV. The PL spectrum of these crystals exhibits
two bands (B and O) peaked at 2.68 and 1.97 eV,
respectively (see the figure). The Mg-doped ZnSe crys-
tals were obtained by the method of diffusion in a
closed volume containing the initial ZnSe substrate and
a charge mixture with a variable Zn and Mg content.
Using the charge with Mg leads to the virtually com-
plete disappearance of the O-band from the PL spec-
trum of samples, while annealing in the atmosphere
containing only Zn decreases the O-band intensity rel-

(3)

(2)

(1)

×10

O

B

1.0

0.5

0
1.8 2.0 2.2 2.4 2.6 2.8

"ω, eV

Nω, a.u.

The photoluminescence spectra of ZnSe crystals: (1) initial;
(2, 3) diffusion-doped with magnesium to the Zn/Mg ratio
(2) 1 : 0 and (3) 0.5 : 0.5 (T = 300 K). 
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ative to the B-band only by one order of magnitude (see
the figure). 

Study of the shape, intensity, and position of the B-
band of PL from the doped ZnSe〈Zn,Mg〉  crystals
depending on the excitation level showed evidence of
the exciton character of this emission. Note that this
behavior of the B-band is retained when the Zn/Mg
ratio varies form 90 : 10 to 10 : 90. An increase in the
Mg concentration leads to a growth of the edge emis-
sion component intensity, while not changing the
energy position of the fundamental absorption edge of
ZnSe. The latter fact indicates that no solid solutions of
the MgxZn1 – xSe type (at least, with large x) are present
in the system. 

In concluding, it should be noted that the conductivity
of the diffusion-doped ZnSe〈Zn,Mg〉 layers increases up
to 10–1 Ω–1 cm–1. The room-temperature activation
energy of the electrically active donors is Ed ≈ 0.02 eV,
which correlates with the energy levels of a positive sin-
gly-charged selenium vacancy [1]. Thus, the results of
our experiments give convincing evidence of the possibil-
T

ity of obtaining diffusion-doped n-ZnSe〈Zn,Mg〉 layers
with a dominating edge emission component. 
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Abstract—A thulium vapor discharge tunable laser using transitions between collision-populated upper levels
was studied. Five new laser transitions were found in the 1000–1400 nm spectral range. © 2001 MAIK
“Nauka/Interperiodica”.
The first communication concerning lasing under
the gas discharge conditions in thulium vapors was
published in 1968 [1] and reported on twelve laser tran-
sitions in the 1300–2380 nm wavelength range. Later
[2, 3], the lasing spectrum was expanded so as to extend
from 589 to 2384 nm, and the number of operating laser
lines was increased to 18.

A special feature of the thulium vapor laser is that
the upper levels of all laser transitions except one
(589.947 nm) represent nonresonance atomic levels.
This circumstance hinders the direct electron-impact
population of these levels under the gas discharge con-
ditions. It was suggested [3] and then experimentally
confirmed [4] that the main mechanism of the popula-
tion inversion is the collisional excitation of the upper
laser level via nearby (∆E < kTg) resonance levels. The
resonance transition should be trapped so as to make
this resonance level an effective donor.

The collision partners can be represented both by
thulium atoms in the ground state and by the buffer
(inert) gas atoms. Representing the lanthanoid group of
elements, thulium possesses a very rich structure of lev-
els and, accordingly, rather small energy differences
between these levels. When the resonance level has
several nearby levels not directly excited under the gas
discharge conditions, the laser frequency can be dis-
cretely switched by using a selective cavity. To our
knowledge, this type of switching was previously
employed only in CO lasers (see, e.g., [5]).

Figure 1 shows a schematic diagram of the experi-
mental laser setup. The laser tube represents an alumi-
num oxide gas-discharge channel with a diameter of
20 mm and an active zone length of 400 mm. The tubu-
lar niobium electrodes are arranged at the ends of the
gas-discharge channel. Pieces of metallic thulium were
placed onto the internal surface of the channel and dis-
tributed over the entire channel length.

The laser operates in the self-heating regime.
A 2.35 nF capacitor is charged to 4.5 kV and connected
to the laser tube via a hydrogen-filled thyratron of the
TGI1-1000/25 type with a working frequency of
1.4 kHz. Measured by a W–Re thermocouple, the tem-
1063-7850/01/2701- $21.00 © 20065
perature in the gas-discharge channel reached 1100°C
at a thulium saturated vapor pressure of PTm = 1 Torr.
The buffer gas is helium at a pressure of PHe = 2 Torr.

The selective resonator was based on a diffraction
grating (300 lin/mm) with a blaze angle of 30°. The
grating was mounted and adjusted so that the first-order
beam (k = 1) would be coaxial with the gas-discharge
channel. The second-order beam (k = 2) was used for
visual monitoring of the lasing with the aid of an elec-
trooptical converter. The dispersion resolution of the
grating in the wavelength range studied (for the given
resonator configuration) was ∆λ < 0.1 nm.

The instrumental broadening of an MDR-23 mono-
chromator used to select the laser radiation in our
experiments did not exceed 0.05 nm [6]. The Laser
radiation was monitored with a FEU-62 photomulti-
plier tube (capable of detecting laser radiation in a
range of wavelengths up to 2000 nm [7]) and an S1-75
oscillograph.

The experimental procedure was as follows. After
attaining the working temperature and detecting the laser
radiation by the electrooptical converter, mirror M2
(forming a flat resonator with mirror M1) was removed

MDR

STP

M1M2 LT

EOC

DG

Fig. 1. A schematic diagram of the experimental setup:
(LT) laser tube; (M1) aluminum-coated flat mirror;
(STP) semitransparent glass plate; (M2) dielectric mirror
with a reflection coefficient of 20–40% in the 1000–1500 nm
wavelength range; (MDR) grating monochromator of the
MDR-23 type; (DG) diffraction grating; (EOC) electroopti-
cal converter.
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to suspend the lasing, which was restored with the aid
of the diffraction grating. Then the grating was rotated,
the sequential laser lines were selected by the mono-
chromator, and their wavelengths were determined.

Using this measuring procedure, we have detected
ten laser transitions, five of which are reported for the

E, 103 cm–1

23

21

19

17

15

13

0

R

19
58

.4
44

14
33

.9
72
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59

.0
45

10
69

.4
03

Fig. 2. A schematic diagram of the energy levels involved in
the competing laser transitions; R indicates the resonance
level (wavelengths of the laser transitions are indicated
in nm).

Laser transitions determined in this study

λ, nm Transition, cm–1

1059.045 225599/2–1311911/2

1069.403 –1311911/2

1101.00 –

1101.115 –1645617/2

1113.11 177525/2–

1304.322 2635713/2–1889315/2

1305.40 –

1309.45 –

1310.057 2290213/2–1527115/2

1338.009 2274213/2–1527115/2

2246811/2
0

2553615/2
0

87715/2
0

TE
first time. Two of these new transitions (λ = 1059.045 and
1113.11 nm) were identified using the data from [8, 9].
The other three (λ = 1101.0, 1305.4 and 1309.45 nm)
remained unidentified.

We should like to note the proximity of the wave-
length of the two laser transitions—the known with λ =
1101.115 nm and the newly observed one with λ =
1101.0 nm. The laser line with λ = 1101.0 nm could be
separated only provided that the grating had been
adjusted so that the second-order beam (k = 2) was
coaxial with the laser tube (in which case the grating
resolution became two times better).

Among the identified laser transitions, λ =
1113.11 nm is a typical self-confined transition and is
not manifested in a usual cavity (with M1 and M2 mir-
rors) as a result of competition for the bottom level with
the 257177/2–87715/2 transition (λ = 589.95 nm). The
transition with λ = 1059.045 nm (Fig. 2) most probably
associates the excitation energy for two upper levels
with a small energy difference (91 cm–1).

Upon going from simple mirror resonator to the
tuned grating scheme, the previously known laser tran-
sitions show an approximately tenfold increase in
power. It is expected that the use of higher Tm concen-
trations and the study of other spectral regions corre-
sponding to λ > 1400 nm and λ < 1000 nm would mark-
edly increase the number of known lasing transitions in
the thulium vapor laser.
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Electromagnetic Waves Generated 
by Opposite Acoustic Waves 

I. A. Kolmakov 
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Abstract—An acoustic wave of a combined frequency (formed upon the superposition of the opposite acoustic
waves of close frequencies) from a moving source generates electromagnetic waves of the same frequency with
the amplitude increasing in the longitudinal direction. The problem is solved for the first time, assuming the
absence of electric charges and neglecting the frequency dispersion. It is shown that the running acoustic wave
is accompanied by weak electromagnetic waves. This effect may find new applications, in particular, in the
space energetic. © 2001 MAIK “Nauka/Interperiodica”.
This study proceeds from the concept of the interre-
lation and mutual influence of the fields of various
natures (types)—electromagnetic and acoustic—and
on their common “material base.” This concept is used
to describe the generation of an electromagnetic wave
by a running acoustic wave and the generation of elec-
tromagnetic waves with a combined frequency ωc =
ω1 + ω2 by the opposite acoustic waves with close fre-
quencies ω1 and ω2 (ω1 > ω2) in the regime of linear
growth with respect to the longitudinal coordinate. 

The results of the Fizeau experiments, the effect of
light pressure, and some other facts lead to the conclu-
sion of the interrelation and mutual influence between
various physical fields, in particular, between the
acoustic and electromagnetic fields studied below.
Indeed, in the two-field approximation considered here,
the “material base” of the electromagnetic field is the
same as that of the acoustic field because electrons (as
well as the other elementary particles), atoms, mole-
cules, their macroscopic aggregates, etc., are eventually
of electromagnetic origin. However, the moving parti-
cles constituting the acoustic field possess markedly
greater inertial properties compared to those of the
electromagnetic “matter,” which accounts for a sharp
difference between the velocities of propagation of the
electromagnetic and acoustic waves. 

However, the common “material base” of both types
of field unavoidably leads to the motion of one of these
fields necessarily involving, to a greater or smaller
extent, the other field in that motion as well. From this
standpoint, we may conclude that a running acoustic
wave, involving the accelerated motion of particles of a
medium, must generate electromagnetic waves
(although of very small intensity) separating from their
acoustic sources and traveling with the speed of light c
in the direction of the acoustic wave propagation. 

Based on the above general considerations, let us
solve the tasks formulated above, assuming the absence
1063-7850/01/2701- $21.00 © 20067
of frequency dispersion and free electric charges in the
system. In what follows, we will use the notations
introduced in [1, 2]. The equations of motion follow
from the laws of conservation of the acoustic and elec-
tromagnetic fields, ∂Tik/∂xk = 0. The electromagnetic
field is assumed to be linear (Maxwellian), while the
acoustic field is described to within the quadratic terms.
In the three-dimensional formulation, we obtain 
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1
4π
------ 1

c
--- ∂

∂t
----- E H,[ ] x

∂
∂x
------ Ex

2 Ey
2+( ) ∂

∂y
----- ExEy HxHy+( )+ +





+
∂
∂z
----- ExEz HxHz+( )



 ∂W

∂x
--------–

1

c2
---- ∂

∂t
----- wv x( ) ∂

∂x
------ wv x

2( )–




+

– c2∂P
∂x
------ ∂

∂y
----- wv xv y( ) ∂

∂z
----- wv xv z( )–





– 0;=

1
4π
------ 1

c
--- ∂

∂t
----- E H,[ ] x

∂
∂x
------ ExEy HxHy+( ) ∂

∂y
----- Ey

2 Hy
2+( )+ +





+ ∂
∂z
----- EyEz HyHz+( )



 ∂W

∂y
--------–

1

c2
---- ∂

∂t
----- wv y( ) ∂

∂x
------ wv xv y( )–





+

–
∂
∂y
----- wv y

2( ) c2∂P
∂y
------ ∂

∂z
----- wv yv z( )–





– 0;=

1
4π
------ 1

c
--- ∂

∂t
----- E H,[ ] z

∂
∂x
------ ExEz HxHz+( ) ∂

∂y
----- EyEz HyHz+( )+ +





+
∂
∂z
----- Ez

2 Hz
2+( )



 ∂W

∂z
--------–

1

c2
---- ∂

∂t
----- wv z( ) ∂

∂x
------ wv xv z( )–





+

001 MAIK “Nauka/Interperiodica”



68 KOLMAKOV
where w is the enthalpy per unit volume, e is the inter-
nal energy density, and P is the pressure. 

For simplicity, we will restrict the consideration to
flat waves. The acoustic waves with the frequency ω1
(or the waves from a source of the combined frequency
ωc = ω1 + ω2 formed upon the superposition of two
opposite waves with the frequencies ω1 and ω2) propa-
gate along the x-axis of a Cartesian coordinate system
(the wavevectors of the primary sound waves k1 ↑↓  k2
and of the combined source kc ↑↑  k1 ↑↑  x, as well as
the acoustic and electromagnetic waves with the fre-
quency ωc generated by the source also propagate along
the x-axis). The second approximation applied to
Eqs. (1) leads to the following expressions: 

(2)

Equations (2) are reduced to the wave equation for
simultaneously excited acoustic P" and electromag-
netic waves with the energy density W": 

(3)

where cac =  is the velocity of sound in the
given medium. 

The running harmonic waves described by Eq. (3)
may exhibit “interactions” (this means that the motions
of the acoustic and electromagnetic fields are interre-
lated: the motion of one field induces the motion of
another and vice versa, see above) depending on the
phase factors characterizing these waves. For example,
the source in Eq. (3) is characterized by the phase factor
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TE
exp[i(ωct – kΩx)], where kΩ = ωΩ  = ωc , ωΩ =
ω1 – ω2, and Vc is the velocity of the acoustic source
with the frequency ωc . The source generates the elec-
tromagnetic waves exp[i(ωct – kcx)] (with kc = ωcc–1)

and the acoustic waves exp[i(ωct – x)] (  =

ωc ). 

These phase relationships indicate that the synchro-
nous interactions are possible only between the source
and the electromagnetic waves, because the source
velocity Vc may, in principle, acquire infinitely large
values (in particular, close or equal to the speed of light
[3, 4]). Note that such superfast energy fluxes may be
created in the paraxial region of conic waves [5] formed
by the high-intensity shock waves, that is, in the relativ-
istic variant of this problem (see below). 

Therefore, for the acoustic wave velocity on the
order of c (Vc ~ c), the acoustic wave is virtually not
generated, while the electromagnetic wave may grow
linearly along the coordinate x (the acoustic source
with the velocity Vc generates a weak electromagnetic
wave at each point on its path, in phase with the running
electromagnetic waves). Indeed, a solution to Eq. (3),
even assuming that all energy of the source is spent for
the sound excitation (i.e., for W" = 0), yields 

(4)

where | (0)| = | (0)|| (0)| are the amplitudes of
waves with the frequencies ωc , ω1, and ω2 at the
entrance of the interaction region (X = 0). 

Equation (4) shows that for Vc ~ c the value P'' ~

 is negligibly small, which means that such
sources generate sound. Therefore, the acoustic field
can be excluded from Eq. (3) in considering the prob-
lem of the electromagnetic wave generation by a fast
acoustic source. In this approximation, a solution to
Eq. (3) taking into account the boundary conditions
(x = 0, W" = 0; | (x)| = | (0)|) and assuming a
small mismatch between the wave velocities ±∆c =
c − Vc, has the following form: 
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.

Under the synchronism conditions (here Vc = c), Eq. (5)
yields 

(6)

which implies that the electromagnetic field amplitude
grows infinitely with the coordinate x and, for suffi-
ciently large x and the primary acoustic wave ampli-
tude, may become very large. 

Now let us consider the problem of an electromag-
netic field accompanying the running acoustic wave
and determine the ratio of their energies. This will be
done using Eq. (2), but written in the first approxima-
tion (without linearities). Assuming that the amplitudes
of the acoustic |P'(x)| and electromagnetic |W(x)| waves
are slowly varying functions (neglecting the second
derivatives of the amplitudes), we obtain from Eq. (2)

(7)

(8)

where R = cacc–1;  = kac(1 – cacc–1) ≈ kac; kac = ω/cac;

and k = ω/c. The term  = R2|W'| determines the frac-
tion of the electromagnetic field in the total energy bal-
ance under the conditions of coexistence of the acoustic
and electromagnetic fields; |W'| is the electromagnetic
field density in the absence of sound (this value is deter-
mined from an expression for the action S of the elec-
tromagnetic field alone). 

The solutions to Eqs. (7) and (8), with the additional

conditions for the amplitudes |P'| +  = const and the

boundary conditions (x = 0, |P'| = |P'(0)|;  = 0), are
given by the expressions 
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acoustic and electromagnetic fields is 

(11)

where  and v ' are the energy and the variational
velocity of the acoustic wave. 

Thus, according to Eqs. (9)–(11), the excitation of
sound at the entrance of the wave region (boundary
condition X = 0, see above) is accompanied by the
simultaneous generation of electromagnetic waves

with a very small amplitude  as compared to that of
the acoustic waves |P'| (~R). Because the R value is very
small (for water, R ~ 10–5), detection of the electromag-
netic waves generated by the running acoustic waves by
means of direct measurements may be difficult. How-
ever, this detection is facilitated in the case of the waves
of a combined frequency considered above. As for the
media obeying the relativistic equation of state, the

sound velocity in this case is  = c/  (see, e.g., [2])

and the R value can be large (R = 1/ ): in these media,
a considerable proportion of the acoustic energy may
transform to the electromagnetic wave energy. 

In the ultrarelativistic case (high-intensity shock
waves), the sound velocity may approach c, and R may
tend to unity; however, the exact phase matching
between the electromagnetic and acoustic waves (but
not the waves with the combined frequency) in this case
is not attained. We may also note that, as the source
velocity Vc grows, an increasing “weight” in the energy
flux belongs to the electromagnetic component; in the
limit of Vc = c, the source apparently fully degenerates
to the electromagnetic source. In terms of the quantum
electrodynamics, this situation can be interpreted as the
appearance of virtual phonons with a frequency ωc and
the velocity Vc ~ c upon the collision of two opposing
phonons with the frequencies ω1 and ω2. However, the
phonons having such superhigh velocities become
unstable and rapidly disappear, with the simultaneous
production of photons with the frequency ωc . 

In concluding, it must be noted that the experimen-
tal verification of the phenomenon considered in this
study could stimulate the investigations of unknown
fields and numerous (principally new) applications of
these effects (one possible application is space energet-
ics, where an important problem consists in pumping
energy from the distant cosmos to the Earth, with the
energy being converted into electromagnetic or other
forms). 

Another aspect of this problem is that the simple
concept on which the above analysis is based allows us
to explain some widely employed but still unclear prin-
ciples. An example is offered by the principle of super-
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position, according to which the opposite waves of
small amplitude pass through one another without dis-
tortions, as if they do not “see” each other. Another task
is to explain the meaning of “infinitely large phase
velocity” employed, for example, in acoustics, etc. 
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Abstract—The interaction with an external magnetic field modifies the variation of the shock wave configura-
tion in a pure inert gas plasma at the entrance of a supersonic diffuser. The phenomenon was studied using an
experimental setup based on a shock tube with a flat nozzle and the model supersonic diffuser. The experiments
were conducted in krypton, for the shock wave Mach number in the shock tube M = 7.8 and the Mach number
at the nozzle exit M = 4.2. The gasodynamic discontinuities and their structural variations induced by the mag-
netic induction changes were by visualized by the schlieren method and by photography of the intrinsic emis-
sion accompanying the process. Three regions of the MHD interaction affecting the shock wave configuration
in the gas flow were revealed. © 2001 MAIK “Nauka/Interperiodica”.
In recent years, a considerable effort has been
devoted to the study of interactions between supersonic
flows in an inert gas and magnetic fields. These investi-
gations were aimed at establishing the possibility of
using these magnetohydrodynamic (MHD) interactions
for the development of aircraft of a new generation [1, 2]. 

In this work, we have studied the effect of an external
magnetic field on the oblique shock waves formed at the
entrance of a supersonic diffuser with complete internal
recompression of a low-temperature inert gas plasma
flow. The experimental data were compared with the
results of accompanying theoretical investigations [3, 4]. 

The use of an inert gas as the working fluid is
explained by the possibility of using preionization at
the entrance of the gasodynamic tract. Inert gases, char-
acterized by a relatively slow three-particle recombina-
tion process [5], are capable of retaining the initial
shock wave ionization level throughout the channel.
This ionization level may be sufficient to provide for a
significant MHD interaction. Evidently, the experi-
ments using air as the working fluid would be the most
interesting from the practical standpoint. Unfortu-
nately, a decay of the initial ionization state in air (pro-
ceeded by a mechanism of the dissociative recombina-
tion of molecular ions formed upon ionization [6]) is
several orders of magnitude faster than in inert gases.
Another effective mechanism, leading to the loss of
electrons from the air plasma, is the electron sticking to
oxygen molecules. For these reasons, the experiments
in air would require the working fluid to be continu-
ously ionized throughout the MHD channel volume.
Solving this task presently encounters considerable dif-
ficulties. 
1063-7850/01/2701- $21.00 © 20071
The model experiments in inert gases allow impor-
tant general features of the MHD interactions to be
established, which are determined by the main simili-
tude criteria, including the Mach number, the Stewart
parameter, and the Hall parameter. 

The experimental setup used in our experiments
consists of a shock tube, providing high stopping
parameters and creating a high degree of ionization, a
flat accelerating nozzle (separated from the shock tube
by a thin diaphragm), and a model supersonic diffuser.
Figure 1 shows a schematic diagram of the experimen-
tal MHD unit, comprising an accelerating nozzle and a
diffuser with complete flow recompression, provided
with the necessary control and monitoring electrodes.
The nozzle and diffuser are mounted in a vacuum
chamber connected to a ballast volume. A pulsed mag-
netic field with a strength of up to 1.5 T was created by
the discharge of a capacitor bank through a Helmholtz
coil. The experimental setup was described in more
detail elsewhere [7, 8]. 

The experiments were conducted in Kr with a shock
wave front Mach number in the shock tube M = 7.8 and
an initial gas pressure of 20 torr in the low-pressure
chamber. The flow deceleration parameters in the shock
tube, calculated within the approximation of complete
thermodynamic equilibrium, are given below by the
quantities with the subscript “5” as temperature T5 =
9800 K; degree of ionization, α5 = 0.025; plasma con-
ductivity, σ5 = 3200 S/m; gas density ρ5 = 1.08 kg/m3,
particle concentration (number density) n5 = 7.75 ×
1024 m–3. The distribution of flow parameters in the
nozzle was calculated within a two-temperature plasma
model with inhomogeneous ionization. The plasma
parameters at the nozzle exit (in front of the diffuser
001 MAIK “Nauka/Interperiodica”
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entrance) are as follows: gas temperature T0 = 1550 K;
flow velocity, u0 = 2.1 × 103 m/s; σ0 = 580 S/m;
ρ0 = 0.0645 kg/m3, n0 = 4.6 × 1023 m–3. The Mach num-
ber at the nozzle exit was M0 = 4.2. 

The flow structure was visualized by two methods.
The first method consisted in using the schlieren sys-
tem employing an OGM-20 ruby laser as the light
source. This method gave a single schlieren pattern
with a 30-ns exposure during the efflux time. The sec-
ond method was based on the registration of the intrin-
sic optical emission from plasma. The intensity of this
emission, related to the recombination continuum, is
determined by the square electron concentration. At the
sites of the gasodynamic discontinuity, the electron
concentration changes by the same factor as the atomic
concentration. For this reason, the regions of large
emission intensity gradients are close to the regions of
density gradient, which is confirmed by the comparison
of the gasodynamic structure patterns provided by the
schlieren method and by the gas emission photography.
The time variations of the gasodynamic structures were
followed by a high-speed camera capable of making
130 shots at a 1.5 µs exposure during the process. The
experiments performed in the absence of the external
magnetic field (B = 0) showed that a nonstationary

Xc

(c)

(b)

B

Xc

1 2 3

4

5u

(a)

Fig. 1. Schematic diagrams of an MHD setup and shock
wave configurations: (a) model unit scheme showing
(1) shock tube, (2) accelerating nozzle, (3) diffuser, (4) elec-
trodes connected to loads and (5) shock waves; (b) schlieren
photograph; (c) calculated density field. 

I

T

stage of the gas efflux from the nozzle lasts for approx-
imately 100 µs, while a quasi-stationary stage duration
is abut 400 µs. 

The MHD channel was operated in the Faraday cup
regime with sectionated electrodes used to measure the
current–voltage characteristics. The results of these
measurements showed that the magnetic-field induced
electrode potential drop is comparable with the induced
emf. For this reason, the electric currents in the plasma
were several orders of magnitude lower than expected.
In order to compensate for the electrode potential drop
and provide a current value sufficient for significant
MHD interactions, an additional electric potential VLC

(formed by a special long line) was applied to the elec-
trodes. In this case, the Ohm law for the circuit can be
written as VLC + uBh = IRin + IRL , where B is the mag-
netic induction, h is the interelectrode gap, I is the cur-
rent strength, Rin is the internal resistance of the gener-
ator, and RL is the load resistance. The results of electric
measurements showed that the current density due to
the combined action of the external and magnetic-field-
induced emf is about 40 A/cm2. 

Thus, the pattern of flow is formed under the action
of two factors: the magnetic field and the heat supplied
from outside. Both these factors act in the same direc-
tion, retarding the supersonic flow and accelerating the
subsonic flow. Estimates show that, under the experi-
mental conditions studied, the ponderomotive force is
dominating. 

Figure 1a shows a schematic diagram of the diffuser
geometry and the input shock configuration. The main
geometric characteristics of the units are as follows:
apex angle of the nozzle, 22°; supersonic nozzle length,
81 mm; output cross section, 37 × 38 mm; diffuser
input cross section, 32 × 38 mm; diffuser side wall
inclination angle relative to horizontal direction, –5.5°.
Also indicated in Fig. 1a are the two inclined intersect-
ing shock waves formed when the gas flow with M0 = 4
moves through the diffuser. 

Figure 1b shows the oblique shock waves visualized
by the schlieren method at B = 0. Figure 1c presents the
gas density distribution calculated [3] for the same con-
ditions as those used in the experiment. The character-
istic parameter is represented by the distance Xc from
the diffuser entrance to the point of the shock wave
intersection. As the magnetic field strength (and, hence,
the MHD interaction intensity) increases, the flow pat-
tern exhibits certain variations. Using the data obtained
by the schlieren method and the high-speed photogra-
phy of the plasma emission, it is possible to reveal and
measure characteristic changes in the input shock con-
figuration depending on the applied magnetic field
strength. For a relatively weak field, the MHD interac-
tion exhibits a quasi-stationary stage, in which the
shock wave intersection point approaches the MHD
channel entrance with increasing magnetic field
strength. As the magnetic induction level increases, the
flow character changes: the flow becomes nonstation-
ECHNICAL PHYSICS LETTERS      Vol. 27      No. 1      2001



        

THE EFFECT OF MHD INTERACTIONS ON THE INPUT SHOCK WAVES 73

                                                                         
ary and the point of the shock wave intersection shifts
with time. A further increase in the magnetic field
strength leads to the appearance of a direct MHD decel-
eration shock wave standing on two points at the chan-
nel walls and changing its position only slightly with
time. A characteristic system parameter in this case is
the distance Xsh from this shock to the diffuser entrance. 

Figure 2 demonstrates the variation of the point of
intersection Xc of the input shocks and the MHD decel-
eration shock Xsh depending on the magnetic field
strength. As seen from this pattern, we may distinguish
three types of MHD interactions in the system studied:
weak, transient (unstable), and strong. The weak MHD
interaction, occurring (for the gasodynamic regime
studied) in the interval 0 < B < 0.7 T, is characterized
by a stable flow pattern: the inclination angle of the
oblique shock waves increases with the magnetic field,
the shock wave intersection point approaches the chan-
nel entrance, and the input shocks are followed by a
system, of reflected oblique shock waves. The flow
remains supersonic over the entire diffuser region. 

During the transient unstable MHD interaction
(0.7 < B < 1.1 T), the point of the shock wave intersec-
tion shifts with time both along the flow and in the
transverse direction. The Xc may vary by 20% (Fig. 2)
within a time period on the order of 10 µs. Behind the
input shocks, the flow exhibits a complicated structure
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Fig. 2. Variation of the positions of the oblique shock wave
intersection point Xc (open symbols) and the MHD deceler-
ation shock point Xsh (black symbols) depending on the
magnetic field strength: (open circles) data obtained by the
schlieren method; (squares) high-speed photography of
intrinsic emission; (crosses) calculated values. Cross-
hatched region shows the interval of Xc variation with time.
Roe numerals show the intervals of (I) weak, (II) transient
unstable, and (III) strong MHD interactions. 
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varying with time. Apparently, the flow instability in
this regime is related to the formation of local subsonic
waves. The time-averaged Xc value decreases with
increasing magnetic induction and the shock wave
intersection point approaches the diffuser entrance. 

A strong MHD interaction (B > 1.1 T) is character-
ized by a strong change in the flow structure with the
formation of a direct MD deceleration shock at the dif-
fuser entrance, which transforms the flow in the dif-
fuser from a supersonic to a subsonic regime. As the
magnetic induction grows, the shock wave intersection
point Xsh shifts toward the diffuser entrance. We may
predict that, with a further increase in the magnetic field
strength, the MHD deceleration shock will go out of the
diffuser and move in the nozzle in the direction oppo-
site to the flow direction. 

Thus, we have demonstrated the effect of the MHD-
induced flow deceleration on the shock wave configu-
ration in a supersonic diffuser and established that there
are three possible types of the MHD interaction in such
systems: weak, transient (unstable), and strong. 
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Abstract—A new concept of the polarization converter based on a nematic liquid crystal is proposed for appli-
cation in an acoustic imaging system. © 2001 MAIK “Nauka/Interperiodica”.
An image receiver is the integral part of any acoustic
visualization system. The first receiver, implementing a
sensor element based on a thin nematic liquid crystal
(NLC) layer, was developed in the 1970s [1]. This
device performed the direct acoustic to optical image
conversion by changing the polarization of light trans-
mitted through the receiver as a result of the acoustic-
wave- induced reorientation of the ensemble of NLC
molecules. However, subsequent investigations showed
that this polarization image converter (PIC) possesses a
very low sensitivity [2]. Among alternative ideas [3–6]
proposed later for the PIC development, the most
attractive consists in introducing an additional coherent
perturbation into the NLC layer in order to increase the
efficiency of the acoustic flow production that deter-
mines the mechanism of the orientational effect of the
acoustic waves upon NLC molecules. 

In this paper, we present a new PIC functioning con-
cept and illustrate it by an example of visualization of a
longitudinal acoustic wave field. The main idea con-
sists in simultaneously “recording” in the NLC layer a
system of two coherent waves with the intensities (l

(longitudinal wave) and (s (shear wave), equal fre-
quencies, and mutually perpendicular polarizations. 

Figures 1a and 1b show a schematic diagram of the
PIC device and a simplified visualization system used
to test the idea. In the PIC, plate 1 and a shear wave
emitter plate 2 make a flat cell filled with an NLC layer.
Plate 2 is oriented so that the direction of the shear
wave oscillations coincides with the x-axis. Spacers 3
placed at the edges of the NLC layer determine the cell
thickness d, while the edges parallel to the y-axis are
open. The NLC molecules in layer 4 possess a homeo-
tropic orientation. A thin adhesive (salol) layer couples
the PIC to the sound waveguide 5. The longitudinal wave
emitter plate 6 is mounted at the edge of waveguide 5 as
depicted in the scheme. Emitter plates 2 and 6 are
excited from the same generator. The acoustic wave
intensity was monitored by measuring the voltage sup-
plied to the emitters. 
1063-7850/01/2701- $21.00 © 20074
Variations in the NLC orientation state and the opti-
cal measurements in the PIC tested were visually mon-
itored with the aid of a system based on a polarization
microscope operated in a reflection mode. A beam of
light with the intensity I0 passed the input polarizer and
the NLC layer of PIC and, upon reflection from a mir-
ror coating 11 on plate 2, passed through the analyzer
and entered a photodiode detector to be converted into
an electric signal measured with a voltmeter. 

Figures 1c and 1d show fragments of an image of
the field of emitter 6 in the NLC layer observed in the
two- and single-wave visualization modes. The micro-
graphs represent the patterns obtained in the region of
the NLC layer between open boundary 7 and the center.
Figure 2a shows a family of plots of the relative inten-
sity I/I0 of the light transmitted through the NLC layer
and the analyzer versus intensity (l of the longitudinal
acoustic waves for the shear wave intensities (s = 0,
0.1, 0.3, 0.7, and 1.3 W/cm3 (curves 1–5, respectively),
where I0 and I are the intensities of the light flux inci-
dent on the NLC and the photodiode, respectively. 

The experimental data indicate that, irrespective of
the visualization mode, the transmitted light intensity

obeys a relationship I/I0 ~ ; on the passage from sin-
gle- to two-wave visualization mode, the exponent n
changes from 4 to 2. The optical response of PIC to the
variation of (l and (s in the two-wave mode deter-

mines a relationship of the type I/I0 ~  (Fig. 2b),
while the sensitivity with respect to the longitudinal
wave intensity (0l depends on the shear wave intensity:
(0l ~ 1/(s . We took a (0l value equal to the (l value for
which the NLC layer transmission is I/I0 = 0.01. It is
important to note that, as (s increases from 0 to
1.3 W/cm2, the (0l (at the frequency employed)
decreases to less than 1/10 of the initial level. 

The above relationships can be interpreted within
the framework of a model [6] describing the optical
response of NLC to the wave field formed in a layer of
thickness d as a result of the interaction between longi-

(l
n

(l
2(s

2
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Fig. 1. Schematic diagrams showing a PIC structure in the (a) side and (b) top view and (c, d) the test results: (1) flat glass plate;
(2) shear wave emitter plate (Y-cut quartz, intrinsic frequency 16.869 MHz); (3) spacers; (4) NLC layer (MBBA–EBBA eutectic
mixture); (5) glass waveguide rod; (6) longitudinal wave emitter plate (71°-cut quartz, intrinsic frequency 16.878 MHz); (7) open
boundaries of the NLC layer in the PIC cell; (8) adhesive (salol) layer; (9) direction of the shear wave oscillations; (10) imaged
region of the NLC layer; (11) mirror coating. Micrographs (c) and (d) show the fragments of optical images of the acoustic field
generated by emitter 6 visualized by PIC operated in the (c) two-wave and (b) single-wave modes in region 10 of the NLC layer
indicated by cross hatching in Fig. 1b (crossed polaroids; NLC layer thickness 100 µm). 

4

tudinal and shear oscillations in the frequency range
where the wavelengths of the elastic λl and viscous λv
waves obey a relationship λl ! λv , where λv ! d. 

Implementation of the aforementioned model to the
PIC test conditions employed yields the relationship

I/I0 = const , which agrees with the experimental
results. For d = 100 µm and a frequency of ~16 MHz,
the calculation leads to the following ratio of the selec-
tive sensitivities of the PIC with respect to the longitu-
dinal (0l and shear (0s oscillations: (0l(0ssin2(π/4 – θ) =
2.84 [mW/cm2]2. Here, θ is the phaseshift of these
oscillations at the NLC–plate 2 boundary in the PIC.
Under the given PIC test conditions, θ = 0.94 rad. This
yields (0l(0s = 1.15 (mW/cm2)2, which is close to the
experimental value. Thus, the model of Anikeev et al. [6]
describes the main characteristics of PIC under the two-
wave visualization conditions and can be used for the
optical image analysis. 

(l
2(s

2

TECHNICAL PHYSICS LETTERS      Vol. 27      No. 1      200
As was noted in [7] for the single-wave action upon
an NLC layer, the layer compression in a longitudinal
weave field leads to periodic motions of the open
boundaries and the excitation of secondary waves. The
interaction of these waves with the initial longitudinal
wave gives rise to the acoustic flows on a λl/2 scale
capable of rotating the NLC molecules. The secondary
waves propagate from the open boundaries toward the
center of the NLC layer and decay at a distance of
~20λl , so that the acoustic flows are developed only
within a certain zone at the open boundaries. For this
reason, a band structure with a period determined by
the acoustic flow scale is observed in this boundary
region. In the central part of the NLC layer, not reached
by the secondary waves, the NLC molecules retain their
initial homeotropic orientation (Fig. 1d). 

The flow mechanism outlined above is also opera-
tive in the case of a two-wave visualization mode. How-
ever, in this case, a coherent viscous wave generated in
1
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Fig. 2. The main characteristics of 100-µm-thick NLC-based PIC: (a) plots of the relative intensity I/I0 of the light transmitted
through the NLC layer and the analyzer versus intensity (l of the longitudinal acoustic waves for the shear wave intensities (s =

0 (1), 0.1 (2), 0.3 (3), 0.7 (4), 1.3 W/cm3 (5) (crossed polaroids); (b) optical response of PIC in the two-wave mode to the variation
of longitudinal (l and shear (s wave intensities (frequency of ~16 MHz; crossed polaroids) for (s = 0.1 (2), 0.2 (6), 0.3 (3), 0.7 (4),

0.9 (7) 1.3 W/cm3 (5) and (l varied from 0.08 to 5 mW/cm2. 
the NLC by a shear wave adds to the longitudinal sec-
ondary waves and interacts with the initial longitudinal
wave in the central part of the NLC layer. The firmer
superposition enhances the boundary effect, while the
latter interaction creates a new field of flows in the cen-
tral region, the scale and configuration of which is
determined by the wave field structure in the NLC
layer. A homogeneous clearing observed in this region
reflects a distribution of the amplitudes of oscillations
(coherent and homogeneous in the acoustic beam
cross- section) created by the emitter radiator 6 oscillat-
ing as a hard piston (Fig. 1c). 

The above considerations show that the transition
from a conventional single-wave mode to the two-wave
PIC functioning leads to a more than tenfold increase in
the sensitivity, allows the sensitivity level to be con-
trolled in the course of the device operation, and
ensures a homogeneous PIC response to the acoustic
wave action, reflecting a real distribution of the ampli-
tude of the reciprocating oscillations of emitter 6. The
T

results of these tests confirm the good prospects for the
new concept of PIC functioning in acoustic visualiza-
tion systems. 
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Abstract—The photo- and thermostimulated adsorption–desorption processes on the surface of porous silicon
(por-Si) were studied in the course of natural and high-temperature degradation of the samples. The results of
IR absorption, luminescence, and Auger electron spectroscopy measurements indicate that an active stage in
the sample morphology variation under the natural aging conditions lasts for a prolonged time (exceeding
74 days) upon the por-Si layer formation and is accompanied by redistribution of the adsorbed molecules. The
surface properties vary so as to favor the adsorption of oxygen, carbon, and, probably, OH groups. The high-
temperature (1149 K) treatment of the por-Si surface in acetone vapor favors the formation of a carbonized layer
possessing a characteristic photoluminescence spectrum with a maximum intensity at 458 nm. The IR spectra
indicate the presence of a silicon carbide phase, identified as the cubic β-SiC, with a characteristic absorption
at 800–833 cm–1. A strong shift of the high-frequency wing of the IR absorption spectrum is explained by the
carbon substitution for one oxygen in the O–Si–O groups. © 2001 MAIK “Nauka/Interperiodica”.
The nanoporous structures, exhibiting unique phys-
ical and chemical properties, find increasing use in var-
ious fields of modern science and technology. Possess-
ing a highly developed surface, these materials are
known to be excellent adsorbents and are capable of
strongly changing their physical properties in accor-
dance with the quantum-dimensional character of their
structures.

An illustrative example is offered by the porous sil-
icon (por-Si) exhibiting an intense red-orange photolu-
minescence (PL) not typical of the single-crystal sili-
con and possessing a markedly higher resistivity than
the latter material [1]. Despite this fact, some research-
ers argue against a decisive role of the combined mani-
festation of both the quantum confinement phenomena
and the adsorbate effects in the PL of por-Si [2, 3] and
even of the adsorbate nature responsible for the visible
PL [3–6].

This question could be elucidated by data on the
photo- and thermostimulated processes on the surface
of por-Si, but such information is very restricted [7, 8].
Even less data are available on the high-temperature
controlled adsorption, where no complex investigations
apparently have been ever conducted. The purpose of
this study was to fill this gap.

The main task of our experiments was to investigate
the surface state of por-Si samples subject to various
natural factors and to high-temperature treatment and
to assess the role of adsorption coating in the PL of por-
Si. The controlled adsorbate was represented by the
simplest ketone (acetone CH3COCH3), the molecules
of which are characterized by extremely high surface
activity. At the same time, the products of acetone
1063-7850/01/2701- $21.00 © 20077
pyrolysis (700–1000°C) may produce carbonization of
the pore walls in the por-Si structure. The surface of the
samples was analyzed by a combination of methods,
the main ones being the IR absorption spectroscopy
(400–4000 cm–1), the Auger electron spectroscopy
(AES), and the PL spectral analysis (300–850 nm).
High-quality IR spectra were obtained using the sam-
ples prepared on silicon plates with a thickness not
exceeding 200 µm, which was adjusted by etching dis-
location-free single-crystal p-Si (B) wafers in a stan-
dard CP etchant prior to the por-Si layer formation.

The por-Si layers were formed on both sides of the
{111}-oriented single-crystal silicon substrates (ρ ≈
2.8 Ω cm) by 40-min electrochemical etching (j =
20 mA/cm2) in a mixture of hydrofluoric acid and ethyl
alcohol. During etching, a desired fragment of the sili-
con plate (~10 × 20 × 0.2 mm) was immersed into the
etchant. An advantage of the anodic etching technology
employed consisted in not using hermetic sealers (par-
affin, wax, etc.), which excluded the appearance of spu-
rious peaks due to these compounds in the IR spectra.
The freshly prepared por-Si plates were subjected to
stabilization annealing [7] for 1 h at 200–215°C and a
pressure of 133 × 10–4 Pa.

Carbonization of the porous layer by the heat treat-
ment in acetone vapor (140 s at 1131 K, p ≤ 2.4 ×
104 Pa) was accompanied (in the absence of atmo-
spheric oxygen) by the pyrolytic decomposition of ace-
tone to elementary carbon.

Figure 1 shows typical IR spectra of the initial sili-
con plate (spectrum 1) and a freshly prepared por-Si on
the same substrate (spectrum 3). The clearly pro-
001 MAIK “Nauka/Interperiodica”
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nounced IR absorption bands (~610 and ~1080 cm–1)
are characteristic of the single-crystal silicon. The
former band (610 cm–1) represents essentially a combi-
nation of bands due to two (or more) phonons with
equal vectors belonging to various lines of the vibra-
tional spectrum [10]. The latter absorption band
(1080 cm–1) is due to the stretching vibrations of oxy-
gen and silicon in a bridging structure of the O–Si–O
type [8, 9, 11]. This peak reflects the state of the natural
oxide on the silicon surface, as well as the state of oxy-
gen dissolved in this layer. The amplitude of this peak
increases with the temperature and the duration of oxi-
dation. After a 60-min oxidation of the initial silicon
plate at 1273 K, this band shows a 230% increase in
intensity (Fig. 1, spectrum 2). This treatment also leads
to the appearance of a new band in the region of
460 cm–1, which is probably due to the bending vibra-
tions of O–Si–O groups. This peak is missing in the
spectrum of the initial silicon plate, which does not
allow us to assign it to the stretching vibrations of
atoms in this chain (as was done for the spectrum of
por-Si in [8]); the energy of the bending vibrations is
markedly lower than that of the stretching ones, and the
former have to be manifested at lower frequencies.

The formation of a porous layer during the anodic
etching of single-crystal silicon in hydrofluoric acid
solutions is accompanied by the active adsorption of
hydrogen on the pore walls (Fig. 1, spectrum 3): it is
this hydrogen that accounts for the appearance of
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Fig. 1. IR absorption spectra: (1) initial single-crystal p-Si
substrate; (2) p-Si oxidized for 1 h at 1273 K; (3) freshly
prepared por-Si on the same substrate; (4–7) por-Si aged in
air under the natural conditions for 5, 15, 46, and 74 days,
respectively; (8) por-Si carbonized in acetone vapor. All
spectra are shifted in an ordinate relative to spectrum 1: the
interval between sequential spectra 1–7 is 250 a.u.; the shift
between spectra 1 and 2 is 2200 a.u.
T

absorption bands at ~626, 904 cm–1 (SiH2) and ~660,
2087 cm–1 (SiH) in agreement with the data of other
researchers summarized in [8, 9]. Of special interest is
the evolution of spectra in the course of subsequent
aging of the freshly prepared por-Si samples in air.
In particular, the increasing role of oxygen is especially
clearly pronounced by the variation of absorption in the
region of 1080 cm–1 (O–Si–O), where the maximum
absorption intensity gradually shifts toward 1030 cm–1

(Fig. 1, spectra 3–6). The same trends are manifested,
albeit to a less pronounced extent, by the absorption at
460 cm–1.

The intensity of the main absorption peak due to
oxygen and, hence, the optical absorption in the corre-
sponding frequency interval, increase with time by a
law that is indicative of the diffusion limitations in the
oxide layer formation in por-Si. Indeed, in the por-Si
samples aged under the natural conditions in air for 46
and 74 days, the intensity of the band at 1080 cm–1

gradually increases by 344%. However, these changes
are simultaneously accompanied by a decrease in
the intensity of hydrogen-related peaks, this being
indicative of a slow desorption of hydrogen. Intensities
of the overlapping bands of SiH2 (626 cm–1) and SiH
(660 cm–1) decrease during the time indicated above by
8.9 and 3%, respectively. Another fact to be noted is the
rapid growth of absorption in the region of 860 cm–1

(313% over the same period of time), which was very
weakly pronounced in the spectrum of initial por-Si.
This absorption cannot be related to oxygen, since a
plasmachemical treatment leads to the complete disap-
pearance of this band, but not of the bands due to oxy-
gen. This band is probably related to the hydroxy
groups (OH), evidencing gradual conversion of the
Si−Hx centers into Si–OH.

The high-temperature carbonization leads to a sig-
nificant redistribution of the absorption components in
the spectrum of por-Si (Fig. 1, spectrum 8). The spectra
of samples upon this treatment are characterized by the
virtually complete absence of the bands due to hydro-
gen and a sharp increase in the role of oxygen- (v ≈ 460
and 1080 cm–1) and carbon-related (~806 and 1150–
1220 cm–1) absorption. In particular, the strong growth
in intensity of the band at 1080 cm–1 is accompanied by
its significant broadening: the absorption extends from
~1030 to 1230 cm–1, which markedly exceeds fre-
quently reported limits (1065–1100 cm–1) [8, 9, 11].

While a small shift of the low-frequency absorption
wing can be related to structural defects of the type of
broken (or deformed) bonds or excess silicon atoms in
the lattice (appearing due to the deficit of oxygen
and thermal aggregation or as a result of the plasma
action [11]), the strong shift of the high-frequency
wing can be explained by an increase in the resonance
vibration frequency upon the partial replacement of
oxygen by lighter carbon atoms. Indeed, using the
known expression [12] for the frequency of stretching
ECHNICAL PHYSICS LETTERS      Vol. 27      No. 1      2001
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vibrations of two bound centers with the molecular
masses Mx and My:

where c is the speed of light, K is the force constant of
the bond (K ≈ 5 × 102 and 1 × 103 N/m for the single and
double bonds, respectively), and NA is the Avogadro
number.

In order to obtain an estimate, let us reduce the
three-center O–Si–O chain to a two-center system by
replacing the O–Si pair with one particle possessing an
effective mass Mx = 13.34 × 10–3 kg/mol (readily eval-
uated using the above equation and the known limiting
value ν = 1080 cm–1 determined by the stretching vibra-
tions of the O–Si–O system). Upon substituting carbon
for oxygen (My) in the two-center system leads to a
value (ν = 1159 cm–1) that agrees well with experiment.
The agreement is further corroborated by the increasing
asymmetry of the high-frequency absorption band
(~1080 cm–1) observed in the course of the natural
aging process in por-Si (Fig. 1). The asymmetry is
related to a clear manifestation of the absorption peak
at ~1155 cm–1, which we attribute (see data for sam-
ples 1 and 2 in the table) to the active adsorption of
carbon.

The pyrolytic decomposition of acetone to elemen-
tary carbon, accompanying the carbonization treat-
ment, favors the formation of a surface silicon carbide
film. The thickness of this film apparently does not
exceed several nanometers, since this phase could not
be detected by the methods of Raman light scattering
and X-ray diffraction. Only the IR absorption spectra
indicate the presence of the silicon carbide phase
(Fig. 1, spectrum 8) that can be identified by the
absorption band position at ~806 cm–1 as the cubic
β-SiC modification (typically reported values vary
within the interval ν ≈ 800–833 cm–1 [13, 14], depend-
ing on the sample preparation conditions). This absorp-
tion band cannot be related to oxygen, since the high-

ν 1
2πc
--------- K NA

Mx My+
MxMy

-------------------- 
 

0.5

,=
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temperature oxidative annealing of the initial silicon
does not give rise to this feature in the spectrum (Fig. 1,
spectrum 2). Indirect evidence for the presence of the
carbide phase can be found in the PL spectra (Fig. 2),
which show a blue luminescence with a maximum at
λmax = 458 nm. This peak is shifted by more than
230 nm relative to the analogous feature in the spectrum
of por-Si not subjected to the carbonization treatment
(Fig. 2, spectrum 1). The curve of the PL intensity kinet-
ics I(t) does not exhibit an extremal character typical of
the freshly prepared por-Si samples [15].

The plasmachemical treatment significantly changes
both the chemical composition (see data for samples 4–
6 in the table) and the PL spectra (cf. spectra 2 and 3 in
Fig. 2) of carbonized por-Si. The luminescence spec-
trum displays two distinct maxima, the first (small
component) of which being indicative of a residual car-
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Fig. 2. PL spectra of por-Si samples: (1) freshly prepared
por-Si treated for 60 min at 488 K in vacuum; (2) por-Si car-
bonized in acetone vapor; (3) por-Si after plasmachemical
treatment in an oxygen-containing atmosphere.
Surface composition of por-Si layers (at. %) by AES data

Sample no.  State of por-Si sample
Chemical element

PL
Si C O

1 Freshly prepared 40.2 47.0 12.8 Red

2 Stored for 6 months in air 11.2 71.6 14.2 Red

3 Vacuum-annealed (1 h, 490 K) 9.3 72.5 18.2 Red

4 Plasma-treated (40 min) in oxygen-containing atmosphere 49.7 Trace 50.3 Red (very weak)

5 Carbonized (point 4 excluded) 2.4 94.5 3.1 Blue

6 Plasma-treated (40 min) after carbonization (point 4 excluded) 39 27.5 33.5 Red

Note: Sample numbers indicate the sequence of treatments.
1



80 ORLOV et al.
bonized SiC layer (λmax ≈ 492 nm), while the second
(major component) is due to the PL of por-Si (λmax ≈
723 nm). However, the major PL response is no longer
related to the hydrogen adsorption, but reflects an
increase in the oxygen component in the previously
formed O–Si–C chains (ν ≈ 1030–1220 cm–1) and the
additional silicon oxidation to SiO2 (ν ≈ 460 cm–1), in
complete agreement with the AES surface analysis (see
data for samples 5 and 6 in the table).

Thus, based on the experimental data obtained, we
may suggest that an active stage in the por-Si layer mor-
phology variation under the natural aging conditions
lasts for a prolonged time (exceeding 74 days) upon the
por-Si layer formation by the electrochemical oxida-
tion method. This process is accompanied by the redis-
tribution of the adsorbed molecules. The surface prop-
erties vary so as to favor the adsorption of oxygen, flu-
orine, and carbon. The high-temperature carbonization
and plasmachemical treatment of por-Si lead to consid-
erable changes in the adsorption coating on the silicon
skeleton and in the character of the PL, which is
explained by the formation of a very thin silicon car-
bide layer. It was established that the nature of a strong
shift in the high-frequency wing of the IR absorption
spectrum related to the carbon displacing one oxygen
atom in the O–Si–O chain.
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Abstract—A 1–0–3 composite model of the “ferroelectricpiezoceramic–polymer 1–polymer 2” type is pro-
posed. It is demonstrated that the square hydrostatic figure of merit (HFOM) in this system may reach a level

of  ~ 10–11 Pa–1, which exceeds by approximately one order of magnitude the known estimates for

1−3 composites. Factors favoring an increase in the  value in three-component piezocomposites are dis-
cussed. © 2001 MAIK “Nauka/Interperiodica”.

Qh*( )2

Qh*( )2
The hydrostatic sensitivity of hydrophones, actua-
tors, and materials used in these devices is character-

ized by a receipt parameter  and the piezocoeffi-

cients  and . For a material with the ∞mm sym-
metry, these quantities obey a relationship1 

(1)

where  are the piezoelectric moduli and  is the
dielectric permittivity of a mechanically free sample.

The value  is called the hydrophone figure of
merit [1, 2] or the hydrostatic figure of merit (HFOM)
[3, 4]. Previously, researchers concentrated on the two-
component 1–3-composites of the “ferroelectricpiezo-
ceramics (FPC)–polymer” type with maximum HFOM

values on a level of max  ≈ (2000–4000) ×
10−15 Pa–1 [1, 3, 4] and did not attempt to increase this
level by modifying the composite structure or by intro-
ducing new components.2 

Recently [5, 6] we have demonstrated the advantages
of using three-component composites with 1–3 con-
nectivity components, which can provide for a greater
anisotropy of the piezomoduli  or piezocoefficients

. In this paper, we describe a model of the 1–0–3 com-

1 Asterisk denotes the effective electromechanical constants of a
piezocomposite; the other superscripts refer to the parameters of
components: FC, ferroelectricpiezoceramic; M, matrix; (n) = nth
component of the matrix.

2 According to Newnham [1], the composite structure is character-
ized by the connectivity. The connectivity of a two- or three-com-
ponent composite is denoted by α–β or α–β–γ, respectively,
where the integers α, β, γ = 0, 1, 2, 3 indicate the number of axes
in the (X1X2X3) Cartesian system of coordinates along which the
corresponding component is continuously distributed.

Qh
*

dh* gh*

Qh*( )2 dh*gh* d33* 2d31*+( )2/ε33
*σ

,= =

d3 j* ε33
*σ

Qh*( )2

Qh 1 3–,*( )2

d3 j*

e3 j*
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posite possessing extremely high HFOM values as

compared to  of a two-component system. 

The proposed composite structure comprises elon-
gated FPC rods oriented parallel to the polarization axis
OX3, which are surrounded by a piezopassive heteroge-
neous 0–3 matrix (Fig. 1). The matrix comprises alter-
nating layers of araldite (n = 1) and an elastomer (n = 2)
possessing room-temperature elastic moduli cij [7, 8]
obeying the relationship 

(2)

and the dielectric permittivities  such that

/  = 0.80 (i, j = 1, 2, 3). The effective elastic,
piezoelectric, and dielectric constants were determined
as functions of m, r, and ν by averaging the correspond-
ing polymer characteristics within the framework of a
model described in [8] for 0–3 connectivities, followed
by averaging the FPC and 0–3 matrix parameters using
the formulas from [7] for 1–3 connectivities. Using

these effective constants, the HFOM values  =

(m, r, ν) were calculated by formula (1). 

An analysis of the experimental electromechanical
constants for numerous Pb(Zr1 – xTix)O3 (PZT)-based
FPCs [9, 10] and the results of preliminary HFOM cal-
culations indicated that the best results can be obtained
in the structures with rods made of the PKR-7M type

FPC. With this FPC, max  >  for 0 <

r < 1 and ν = const, while the maximum  =
50500 × 10–15 Pa–1 is observed for r = 1 and ν = 0.34

Qh 1 3–,*( )2

c11
1( )/c11

2( ) 6.84; c11
1( )/c12

1( ) 1.77;= =

c11
2( )/c12

2( ) 1.22,=

εii
n( )

εii
1( ) εii

2( )

Qh*( )2

Qh*( )2

Qh*( )2 Qh 1 3–,*( )2

Qh ext,*( )2
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Fig. 1. A schematic diagram of the model of a piezoactive
1–0–3 composite: m is the volume fraction of cylindrical
FPC rods embedded into an 0–3 matrix (volume fraction,
1 – m). The inset shows a scheme of the matrix structure
element–rectangular parallelepiped ABCDA1B1C1D1 with
AB = BC ! AA1 , comprising alternating layers of poly-
mers 1 and 2 with relative thicknesses ν and 1 – ν, respec-
tively; r is the volume fraction of such elements in the matrix. 

1 – v
T

(Fig. 2a), which implies the passage from 1–0–3 (Fig. 1)

to 1–2–2 connectivity. Behavior of the (m, 1, ν)
curves calculated for the 1–2–2 connectivity showed
that the absolute HFOM maximum is attained near
m = 0.014 and ν = 0.34 (Fig. 2b). Note that the maxi-
mum HFOM reported previously for the PZT-based

2−2–0 composites was  = 50000 × 10–15 Pa–1

[1]; no data on the HFOM of 1–0–3 or 1–2–2 systems
were available. 

In order to elucidate the factors accounting for

anomalously high (m, r, ν) values of the pro-
posed composites, let us consider formula (1) written in
a modified form 

(3)

where  = {[1 + ( )–1 – 2( )–1]/[1 + ( )–1 –

2( )–1( / )]}2, and  = / ,  are the
elastic moduli of the composite. Formula (3) is derived
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Fig. 2. Fragments of the plots of (a, b)  and (c) 10–3 , , and /  vs. the FPC volume fraction calculated for various

1–0–3 and 1–2–2 “FPC (PKR-7M)–araldite–elastomer” compositions: (a) ν = 0.34 and r = 0.01 (1), 0.1 (2), 0.2 (3), 0.3 (4), 0.4 (5),
0.5 (6), 0.6 (7), 0.7 (8), 0.8 (9), 0.9 (10), 1.0 (11); (b) r = 1 and ν = 0.10 (1), 0.20 (2), 0.30 (3), 0.34 (4), 0.40 (5), 0.50 (6), 0.60 (7);

(c) (1–3) 10–3 (m, 1, ν), (4–6) (m, 1, ν), and (7–9) (m, 1, ν)/ (m, 1, ν) in (nC/N) for ν = 0.10 (1, 4, 7), 0.34 (2, 5, 8),

0.90 (3, 6, 9). 
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reliably valid for 1–3 [5, 6], 1–0–3, and 1–2–2 compos-
ites (Fig. 2c, curves 
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This is explained by the effect of /  = 1.09

and /  = 1.33 ratios [9] on the  value and
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by the /  ratio being five times smaller than the
value in PKR-7M. 

Thus, we have demonstrated that the proposed
piezocomposite model allows the maximum possible
HFOM values to be obtained upon going from matrix
0–3 to 2–2. It is established that factors effectively
determining the HFOM of this composite system are
the piezoelectric anisotropy of components (| | @ 1)

and the ratios / , / , and / .
The effect of elasticity anisotropy on the HFOM value
consists in a significant redistribution of the mechanical
and electric fields in the composite, which is especially
pronounced when a combination of polymers possess-
ing markedly different elastic properties, such as in
condition (2), is used as a layered polymer matrix. 
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Abstract—The two-pulse proton spin echo signal decay was studied in benzene-based magnetic fluids contain-
ing magnetite (filler) and oleic acid (surfactant). The spin echo signal decay rate increases with the magnetic
filler concentration. A decrease in the transverse proton relaxation time is due to the increasing inhomogeneity
of the local nuclear magnetic fields. © 2001 MAIK “Nauka/Interperiodica”.
The colloidal suspensions of magnetic nanoparti-
cles offer, along with their practical applications, an
interesting object for fundamental research. The struc-
tures formed by such magnetic particles exposed to an
external magnetic field were recently studied [1, 2] by
indirect methods based on the magnetic resonance of
the fluid base. This approach consists in studying the
shape of the resonance spectral line, the inhomoge-
neous broadening of which is related to dissipation
fields created by the magnetic particles [1]. 

The main method of investigation of the spin system
with inhomogeneously broadened spectral lines is the
spin echo technique [3]. The spin echo signal shape is
essentially the Fourier image of the line shape function,
the spin echo decay rate is determined by the magnetic
relaxation processes related to the local magnetic field
fluctuations. In the 1H NMR study of the magnetic fluid
base reported in [1], the main attention was devoted to
the analysis of the resonance line shape in the samples
with magnetic fillers of various types. 

The purpose of our work was to study the influence
of the magnetic filler concentration on the conditions of
observation and the rate of decay of the proton spin
echo signal from the magnetic fluid base. 

The experiments were performed with magnetic flu-
ids based on benzene, containing a magnetic filler
(magnetite nanoparticles) and a surfactant component
(oleic acid). The magnetite nanoparticles were synthe-
sized by a chemical reaction of the aqueous solutions of
FeSO4 and FeCl3 with aqueous ammonia (an alkalizing
agent). The reaction product–magnetite–was separated
from the reaction mixture by centrifugation. The mag-
netic suspensions were prepared by mixing the magne-
tite nanoparticles with a benzene solution of oleic acid. 

The magnetite concentration in the suspension was
determined by weighing the dry residue after the evap-
oration of a sample with a known volume. The samples
with preset concentrations of the magnetic filler were
prepared by diluting a stock solution with a magnetite
1063-7850/01/2701- $21.00 © 20084
concentration of 0.3 mol/l. The spin echo measure-
ments were performed at T = 35°C in a Bruker
Minispec P20 pulse relaxometer operated at a magnetic
field induction of B = 0.5 T. 

The 1H NMR measurements at certain fixed values
of the constant and alternating magnetic field, corre-
sponding to the proton magnetic resonance in a non-
magnetic fluid, and the free induction signal measure-
ments with a lock-in detector revealed oscillations in
decay of the proton free induction signal from the mag-
netic fluids studied. The oscillation frequency
increased with the magnetic filler concentration, which
was indicative of a shift in the center-of-gravity of an
inhomogeneously broadened 1H NMR line [3, 4]. The
results of additional investigations showed that the sig-
nal shifts toward lower field strengths. Moreover, mea-
surements of the free induction signal and the Hahn
two-pulse spin echo signal with an amplitude detector
also revealed a decrease in the duration of each
response with increasing concentration of magnetic
particles (Fig. 1), which is indicative of an increase in
the spectral line width [3, 4]. 

The experimentally observed features in the behav-
ior of the pulse NMR response in the magnetic fluids
studied agree well with the results reported in [1] and
are explained by the fact that there are two contribu-
tions to the proton resonance field: the constant external
magnetic field and the dissipation fields of magnetic
particles. The magnetic moments of particles are ori-
ented along the external magnetic field, while the dissi-
pation fields are opposite to this field. As a result, the
resonance line shifts toward lower frequencies. The dis-
sipation field exhibits a maximum gradient at the parti-
cle surface and decreases with distance from the parti-
cle. The fraction of protons occurring in the region of
the strong field gradient increases with the magnetic
filler concentration, which leads to the observed increase
in inhomogeneous broadening of the spectral line. 
001 MAIK “Nauka/Interperiodica”
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Study of the Hahn two-pulse spin echo signal ampli-
tude V as a function of the time interval between the
excitation pulses showed that this dependence is well
approximated by the exponent 

(1)

where T2 is the transverse proton relaxation time. The
experimental results reveal a decrease in T2 with
increasing magnetic filler concentration (Fig. 2). 

As is known [3, 4], the transverse proton relaxation
time in a magnetic fluid is determined by the local
nuclear magnetic field fluctuations. An exponential
decay of the spin echo is observed when the local field
fluctuations are described by a rapid random process
with ∆ωτc ! 1, where ∆ω is the fluctuation amplitude
and τc is the correlation time. An increase in the fluctu-
ation amplitude decreases the relaxation rate. 

In the case of a magnetic fluid exposed to the con-
stant magnetic field, we may assume that the magnetic
particles form a structure of filaments oriented along
the field. The structure is effectively “frozen” in the
external magnetic field, so that we may ignore the
motion of particles and consider the local magnetic

V τ( ) V τ( ) 2τ /T2–( ),exp=

150

100

50

0 0.1 0.2 0.3

T2
*, µs

c, mol/l

Fig. 1. A plot of the spin echo signal halfwidth at half height
 vs. magnetic filler concentration c. T2*
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field fluctuations at the protons as determined by the
molecular mobility. An increase in the magnetic filler
concentration leads to a growth in the inhomogeneity of
the dissipation fields. As a result, the motion of a ben-
zene molecule by the same distance leads to a greater
variation in the local magnetic field. Thus, the nuclear
magnetic spin echo measurements in magnetic fluids
may provide data on the nature of their viscosity, which
are difficult to obtain by different methods. 
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Abstract—It is demonstrated that the method of microwave photoconductivity developed previously for the
study of ultrapure Si can be successfully employed in the qualitative diagnostics of pure high-resistivity GaAs.
Data on the microwave photoconductivity of GaAs are in good agreement with the results of measurements of
the Hall effect, C–V characteristics, and low-temperature photoluminescence. © 2001 MAIK “Nauka/Interpe-
riodica”.
The diagnostics of high-resistivity materials, exhib-
iting charge carriers concentration below 1012 cm–3,
always meets substantial difficulties. The reason is that
the methods employed necessitate obtaining Ohmic
contacts to such materials. The difficulty of this prob-
lem accounts for the interest in contactless methods for
the investigation and diagnostics of semiconductors.
The method of microwave photoconductivity (MPC) is
a contactless technique based on the measurements of
the microwave absorption by a sample placed inside a
cavity. This method is successfully used in the studies
of pure silicon crystals. In particular, the detection of
changes in the microwave photoconductivity upon
excitation of the magnetic resonance of the charge
recombination centers in silicon allowed the electron
paramagnetic resonance (EPR) spectra to be measured
at the center concentration of 1010–1012 cm–3 [1–3]. The
sensitivity of the MPC method in combination with
EPR appeared to be four orders of magnitudes higher
than that of the conventional EPR and one–two orders
of magnitude higher than that attained in the measure-
ments of the dc photoconductivity.

Preliminary experiments showed that the MPC
method developed for the studies of the spin-dependent
recombination (SDR) in silicon [4–6] can be informa-
tive and sensitive in the studies of GaAs as well. How-
ever, the method exhibits two contradictory tendencies
preventing one from an unambiguous conclusion
regarding its applicability, which necessitates addi-
tional experimental studies. SDR and EPR measure-
ments show that the main differences between Si and
GaAs crystals are the greater motility of free carriers in
the latter semiconducor and nonzero magnetic
moments of Ga and As nuclei. Thus, one can expect a
greater photoconductivity and an increase in the SDR
sensitivity in GaAs as compared to silicon. However,
GaAs contains magnetic nuclei and exhibits hyperfine
1063-7850/01/2701- $21.00 © 20009
interaction, which leads to substantial broadening and a
decrease in intensity of the EPR lines.

In this work, we report on the first results regarding
diagnostics of high-resistivity GaAs wafers by the
MPC method.

The experiments were performed with GaAs wafers
doped with iron and the GaAs plates after various
stages of gettering, with the carrier concentration rang-
ing from 1015 to 108 cm–3. The concentrations of charge
carriers determined from measurements of the Hall
effect and the C–V characteristics at 300 K.

The microwave photoconductivity measurements
were performed in the 3–150 K temperature range
using an EPR spectrometer operating at 9 GHz. The
samples were placed into the spectrometer cavity and
illuminated by a 100-W incandescent halogen lamp.
The cavity Q-factor depends on the sample conduc-
tivity.

We measured the light-induced changes in the out-
put voltage of the microwave detector (that is propor-
tional to the Q-factor) at the frequency of the 100%
light intensity modulation (80 Hz). The MPC signals
were measured at various temperatures and magnetic
field strengths.

Figure 1 shows the plots of MPC versus temperature
for pure GaAs crystals measured prior to and after heat
treatment (HT). The initial resistance of the samples
accounts for the substantial decrease in the Q-factor.
The untreated samples exhibit photoresponse only at
low temperatures of 3–25 K with the maximum at
5−7 K (curve 1 in Fig. 1). The 0.5-h HT leads to an
increase in the resistance of the crystal, after which the
photoresponse is observed at higher temperatures (up
to 70 K) (curve 2 in Fig. 1). After a 3-h HT, the samples
possess a high resistance even at room temperature and
exhibit a photoresponse in the entire temperature range
studied (curve 3 in Fig. 1).
001 MAIK “Nauka/Interperiodica”
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Despite a high photoresponse of the pure GaAs
crystals we did not manage to observe the EPR spectra
related to changes in the microwave photoconductivity
of these samples. The lines of the magnetic resonance
of the paramagnetic recombination centers were
observed only in the GaAs crystals doped with Fe, the
photoconductivity of which is several times smaller
than that of the pure GaAs crystals.

The HT-induced increase in the dark conductivity of
GaAs cannot be explained by a trivial compensation of
the shallow donors by the deep centers. If this were the
case, we would rather observe an increase in the recom-
bination rate of the photoexcited carriers and, hence, a
decrease in the photoconductivity. This effect is
observed, for example, in GaAs doped with Fe. The
HT-induced increase in the GaAs photoconductivity
and the absence of SDR–EPR spectra can be explained
by passivation of the shallow donors and by the for-
mation of electrically and paramagnetically inactive
centers.

The experimental data are in good agreement with
the results of the Hall effect and C–V measurements
and the low-temperature photoluminescence (PL) data.
Figure 2 shows the low-temperature PL spectra for the
same samples as in Fig. 1. It is seen that an increase in
the gettering HT time leads to quenching of the impu-
rity band with hv ~ 1.49 eV and increasing intensity of
the band with hv ~ 1.512 eV (bandgap energy of
GaAs). These changes can be interpreted as being due
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Fig. 1. Plots of the microwave photoconductivity versus
temperature GaAs crystals: (1) prior to HT, (2) after HT for
0.5 h at 800°C (ShGA-6), and (3) after HT for 3 h at 800°C
(ShGA-4).
T

to purification of the material, which is additionally
confirmed by an increase in the spectral range of the
MPC photoresponse (Fig. 1).

Thus, the contactless method based on the micro-
wave photoconductivity measurements may be helpful
in the studies of the photoelectric properties, estimating
the quality, and diagnostics of the high-resistivity semi-
conductor materials.
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