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Abstract—The problem of how the parameters of the underwater sound channel affect the sound field cal-
culated in the ray and parabolic-equation approximations is studied. To that end, the calculations are com-
pared with the experimental data obtained in the eastern part of the Sea of Okhotsk with the use of cw sound
sources. The decay laws are analyzed for the sound field of a point source in a waveguide with varying param-
eters. The calculated and experimental characteristics of the sound field are compared for the frequency range
100–3000 Hz. © 2002 MAIK “Nauka/Interperiodica”.
Studies of sound propagation in a shallow sea and
coastal sea regions are the subject of many publica-
tions, because each region of this type has its individual
features governed by the instability of the hydrological
parameters and by the influence of the sea boundaries
(the surface and the bottom). Depending on the specific
sound field profile c(z), the bottom or surface can pre-
dominate. With a positive gradient of the sound speed,
a surface sound channel is formed, and the sound field
is strongly influenced by the wavy surface. With a neg-
ative gradient, the acoustic properties of the sea floor
prevail.

Here, we report some results obtained by processing
the experimental data that were collected earlier in the
eastern part of the Sea of Okhotsk.

To compare the experimental data with calculations,
we used computer codes based on the ray [1] and para-
bolic-equation [2] approximations; in addition, the
computer program [3] based on the method of normal
waves was used.

When the ray approximation is valid, it is very
advantageous and easy to grasp. For some distances,
the solution of the wave equation by the normal-wave
method fails because of the poor convergence, and it is
necessary to apply the ray approximation, parabolic
equation, or other methods [1, 2, 4, 5]. However, the
widely used numerical methods can lead to unsatisfac-
tory results, if information on the waveguide parame-
ters is insufficient [6–11].

In August 1981, experimental studies of the sound
field were carried out in the Sea of Okhotsk. In the east-
ern part of this sea, cw sound sources were used with
the frequencies 63, 127, 260, 510, 1250, and 3150 Hz. At
each frequency, the signal was transmitted for 10 min,
which was followed by a pause of 5 min. The sound
1063-7710/02/4803- $22.00 © 0247
field structure was studied at the distances 1, 5, 8, 20,
40, 80, 120, and 200 km from the source. At each dis-
tance, the interference pattern of the sound field was
recorded within some range interval (about 100 m). The
acoustic experiments were accompanied by measuring
the sound speed profiles and the ambient sea noise. One
of the oceanographic features of the eastern part of the
Sea of Okhotsk is a 20-m subsurface layer where the
sound speed can either be constant or have positive or
negative gradients with a mean sound speed value of
1491 m/s. Lower, down to the 60-m depth, a rather
sharp discontinuity layer is observed where the sound
speed gradient is about 6.5 × 10–4 1/m.

Table 1 summarizes the values of the relative sound
speed gradient ‡ in the discontinuity layer for several
hydrological stations located at different distances
along the path.

The following notations are used: r is the distance at
which the sound speed profile was measured, Cmin and
Csurf are the sound speeds at the axis of the sound chan-
nel and at the water surface, respectively, and H1 is the
thickness of the discontinuity layer.

Figure 1 shows the sound speed profiles C(z) at
some points of the path (at r = 0, 25, and 50 km) and the
bottom relief. The same figure also shows the ray pat-

Table 1

No. r, km Cmin, m/s Csurf Hmin, m H1 a, 1/m

1 0 1482.1 1488.5 100 80 2.5 × 10–4

2 25 1452.0 1488.6 80 60 3.1 × 10–4

3 50 1452.3 1490.3 70 45 3.7 × 10–4
2002 MAIK “Nauka/Interperiodica”
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Fig. 1. Sea depth at the initial 200-km fraction of the path, vertical distributions of the sound speed at distances of 1, 20, and 40 km,
and the profiles C(z) measured on the path.
tern for the 50-km fraction of the path with a source
depth of 50 m.

According to long-term observations in the Sea of
Okhotsk, the sound speed values increase as the sea
depth increases from 500 to 4000 m with gradients
from a1 = 1.2 × 10–5 1/m to a2 = 2.04 × 10–5 1/m. In
deeper water layers, the sound speed is fully deter-
mined by the hydrostatic pressure, and the gradient is
equal to a1. At the maximal depth Hmax = 640 m
observed on the path, the sound speed becomes equal to
1469 m/s, which is ∆C ~ 20–22 m/s lower than that at
the surface. Thus, the refracted sound field is formed by
the whole angular spectrum (χ ≅ ± 15°) of the signal,
which is determined by the difference in the sound
speeds near the bottom and at the channel axis.

The signals were received at the 200-m depth with
the source depth being equal to 50 m. Let us consider
the horizontal sections of the sound field for the 200-m
reception depth. Since the near-surface sound speed is
higher than the near-bottom one, the sound signals
mainly propagate with bottom reflections (Fig. 1). This
fact leads to a high energy loss for the propagating sig-
nals.

In experimenting in shallow-water regions and sub-
sequently interpreting the experimental data, one needs
information on the structure and parameters of the bot-
tom sediments to choose the geoacoustic model. The
data required include the thickness values of the bottom
layers, the sediment densities, and the velocities of lon-
gitudinal and transverse waves in the bottom. From the
literature [11], it is known that, in the region of interest,
the upper sediment layer is represented by sandy silt.
Experiments with explosion-generated sound signals
allowed the observation of ground waves in this region.
The estimated velocity C1 of the longitudinal waves
proved to be 1550–1640 m/s. The near-bottom sound
speed in water was 1469 m/s.

To compare the experimental data with calculations,
we chose two models for the sea floor. By numerically
experimenting, we found the waveguide parameters
that allowed us to model the sound propagation in a
region of varying sea depth and sound speed profile in
accordance with the experimental data. We analyzed
the loss in the sound field intensity due to changes in the
hydrological parameters and sea depth along the path,
as well as the loss in the bottom.

Let us consider the sound field decays calculated in
the ray approximation for the bottom modeled as a liq-
uid absorbing halfspace. For the simplest bottom model
of this kind, the coefficient of bottom reflection is cal-
culated according to the Fresnel formula and has no fre-
quency dependence. However, the experimental range
dependences of the sound field are different for differ-
ACOUSTICAL PHYSICS      Vol. 48      No. 3      2002
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Fig. 2. Range dependences of the sound field intensity in the deep-water region of the Sea of Okhotsk with a flat bottom and the
maximal sea depth H = 640 m. The hydrological parameters and the reflection coefficients vary along the path: (*) |V | = 1; (—) sand;
(h) silt; (1) cylindrical and (2) spherical decay laws.
ent frequencies. Neglect of the changes in the bottom
parameters with depth may cause this difference. When
the bottom is modeled as a liquid absorbing halfspace,
the depth dependence of the bottom parameters is usu-
ally taken into account by using their values averaged
over the effective layer that contributes to the sound
field. The following parameters of the liquid bottom
should be specified: the ratio m of the bottom-material
density (ρb) to the water density (ρ0), the ratio n of the
sound speed (C0) in water to that (Cb) in the bottom
material, and the loss coefficient η [6].

Figure 2 illustrates the effect of the changes in the
bottom parameters on the sound field decay I(r) for the
bottom modeled as a liquid absorbing halfspace. This
figure presents the results of the ray-approximation cal-
culations for the maximal sea depth H = 640 m, with the
hydrological parameters varying along the path. The
range dependences of the sound field intensity are cal-
culated by the incoherent summation of the signals
arriving along different rays. The horizons of transmis-
sion and reception are z1 = 50 m and z = 200 m, respec-
tively. The directivity diagram of the source has the
angular width χ1 = ±15°, and the rms height of the sur-
face waves is σ = 0 m. In processing the experimental
ACOUSTICAL PHYSICS      Vol. 48      No. 3      2002
data obtained at ranges longer than 200 km, we took
into account the level of the ambient noise. In Fig. 2,
the asterisks label the sound field decay calculated for
a totally reflecting bottom (|V | = 1). The dependences
I(r) for sand (m = 1.9, n = 0.9, and η = 0.02) and silt
(m = 1.45, n = 0.98, and η = 0.001) are shown by the
solid curve and squares, respectively. Two smooth
curves labeled 1 and 2 correspond to the cylindrical
(1/r) and spherical (1/r 2) decay laws, respectively.

At distances of 0.5–5 km, the main contribution to
the sound field comes from the singly bottom-reflected
signals arriving along the water rays within a narrow
ray bundle limited by the departure angles χ1 = ±4.2° at
the source. Starting from a distance of about 10 km, the
sound field is mainly formed by multiply bottom-
reflected signals that arrive along rays with departure
angles |χ1| < 10°. At distances longer than 100 km, the
rays that are reflected from the bottom and surface at
high angles govern the sound field. For such rays, the
reflection coefficients are nearly equal, and the type of
the bottom material does not considerably affect the
decay law I(r). As the frequency increases, the thick-
ness of the effective layer that contributes to the sound
field decreases, and the reflection coefficient begins to
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depend on frequency. Table 2 summarizes the parame-
ters of the bottom material that are selected for the fre-
quencies used in the experiment so as to obtain the
agreement between the calculations and the experi-
ment.

The experimental range dependences of the sound
field intensity are presented in Figs. 3a–3f. The interfer-
ence pattern of the sound field is shown as vertical bars

Table 2

Hz m n η

63 1.4 0.9 10–2

127 1.4 0.88 5 × 10–3

250 1.4 0.9 5 × 10–3

500 1.4 0.9 6 × 10–3

1250 1.4 0.93 10–2

3150 1.4 0.95 10–2
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Fig. 3. Experimental and calculated range dependences of
the sound field intensity for the sound speed profiles and
bottom relief varying along the path. The ray-approxima-
tion computation for the frequencies 60–3000 Hz corre-
sponds to the solid curves.
that are limited from above and below by the levels of
the interference maxima and minima, respectively.
Because of the high roughness of the curves, they are
shown for a relatively short interval of distance. The
cylindrical decay law with an exponential loss was used
to approximate the experimental dependences. The solid
curves represent the sound field levels calculated in the
ray approximation for the frequencies 60–3150 Hz. The
dashed lines indicate the noise levels at different recep-
tion points of the path (in experimenting at different
distances, different “regimes of silence” were estab-
lished on the receiving vessel).

In addition, starting from a distance of about 10 km,
the experimental dependences I(r) were approximated
by cylindrical and exponential laws. The resulting coef-
ficient β of the total loss (β = β0 + β1) shows the loss of
the signal energy while it propagates in the shallow sea
[9]. Here, β0 is the loss coefficient caused by the sound
absorption in water and β1 is related to the loss due to
the sound reflection from the bottom. As for the param-
eters of the bottom material for the model of the shal-
low-water waveguide, for which the effect of the bot-
tom is significant, they were chosen individually for
each frequency.

As a quantitative criterion for comparing the exper-
imental and calculated data, we chose the standard
deviation σ of the calculated value from the measured
one. The numerical calculation showed that, for the
coastal region of the Sea of Okhotsk with varying sea
depth and sound speed profile, the bottom model in the
form of a liquid absorbing halfspace does not lead to
agreement with the experiment. The standard deviation
of the calculation from the experiment was σ = 1.8 dB
at the frequency f = 1.25 kHz, σ = 7.5 dB at f = 510 Hz,
and σ = 5.8 dB at f = 260 Hz. To obtain agreement
between the calculations and the experiment and
smaller values of σ, one should use different sets of bot-
tom parameters at different frequencies.

To adequately model the shallow-water waveguide
for the whole frequency band at hand, we chose the
model of a stratified bottom in the form of two layers
characterized by the velocities C1 and C2 of longitudi-
nal waves in them and an underlying halfspace with the
sound speed Cb. We specified the value of C1 to be
lower than the near-bottom sound speed C0 in water,
and the values of C2 and Cb to be both higher than C0.
We also fitted the thickness values H1 and H2 of the first
and second bottom layers. The loss coefficients η1, η2,
and η0 in the first bottom layer, the second, and the liq-
uid absorbing halfspace, respectively, were varied
according to [6].

Figure 4 shows the frequency dependences of the
loss coefficient obtained for the layered-bottom model
for the 200-km path (the calculation is based on the par-
abolic-equation approximation). The dots (1) represent
the experimental dependence of the loss coefficient for
ACOUSTICAL PHYSICS      Vol. 48      No. 3      2002
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the bottom-caused loss (β1). Among all the sets of the
bottom parameters summarized in Table 3, set no. 2
provides the most adequate representation of the exper-
imental range dependence of the sound field. Curve 3
corresponds to set no. 3 of Table 3. It shows the fre-
quency dependence of the bottom-caused loss coeffi-
cient calculated in the parabolic-equation approxima-
tion for the bottom model in the form of three layers.
Note that this curve has a maximum at 1250 Hz. For the
case at hand, the experimental frequency dependence
of the loss coefficient is governed by the leak of acous-
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Fig. 4. Frequency dependences of the loss coefficient deter-
mined by the leak of acoustic energy into the sea floor. Dots
(1) show the experimental dependence of the loss coeffi-
cient, and curves (2, 3) are calculated in the parabolic-equa-
tion approximation for the model of a layered bottom.
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tic energy into the sea floor. At high frequencies, the
frequency dependence exhibits a saturation region, and
the 1250-Hz maximum in curve 3 representing the cal-
culated values of β1 can presumably be related to the
resonant properties of the partial waveguides in the lay-
ered bottom. The layered model is the only one for
which bottom parameters can be found that lead to
agreement with the experimental decay of the sound
field. The calculated decay curves I(r) are presented in
Figs. 5–7 for the frequencies 63, 127, and 260 Hz. Here,
curve 1 also corresponds to the cylindrical decay law.

Figures 5–7 illustrate the agreement between the
calculated and experimental interference patterns for
the entire frequency range. The experimental data are
shown in the form of vertical bars. The standard devia-
tions of the calculated values from the measured ones
are about 3.1 dB at 63 Hz (σ = 1.35 dB); for the fre-
quencies 260 and 127 Hz, σ = 4.1 and 1.2 dB, respec-
tively. In the calculations, the following values of the
parameters were specified: the thickness values for the
bottom layers, Hl1 = 10 m and Hl2 = 30 m; the velocities
of longitudinal waves in the sediments Cl1 = 1410 m/s
and Cl2 = 1516 m/s; the loss coefficients ηl1 = 0.05 and
ηl2 = 0.05; the densities of the sediment layers ml1 = 1.4
and ml2 = 1.5; and the parameters of the halfspace ml =
1.8, Cl = 1640 m/s, and ηl = 0.001. These values
allowed us to obtain comparable experimental and cal-
culated data in the entire frequency band.

Table 3 summarizes the parameters of the layered
bottom and the underlying halfspace. The subscripts “l”
and “1” mean longitudinal waves and the ordinal num-
ber of the bottom layer, respectively, for the bottom
model used in the parabolic-equation calculations. The
best agreement between the calculations and the exper-
iment was achieved for set no. 2 of Table 3 with the fol-
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Fig. 5. Experimental and calculated decays of the sound field intensity for the frequency 260 Hz. Parabolic-equation calculations
for varying sound speed profiles and bottom relief.
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Fig. 6. Same as in Fig. 5 for the frequency 127 Hz, with the same parameters of the three-layer bottom.

Fig. 7. Same as in Fig. 5 for the frequency 63 Hz, with the same parameters of the three-layer bottom.

0

0

lowing halfspace parameters: ml = 1.8, Cl = 1640 m/s,
and η l = 0.001. The three-layer bottom model with
certain relations between the velocities of longitudi-
nal waves and the thicknesses of the layers allowed us
to obtain a frequency dependence of the loss coeffi-
cient, which had a minimum and agreed well with the

Table 3

No.
First layer Second layer Halfspace

Hl ml nl ηl Hl ml nl ηl mL nL ηL

1 – – – – – – – – 1.4 0.9 10–2

2 10 1.4 1.04 0.05 30 1.5 0.97 0.05 1.8 0.9 10–3

3 4 1.4 1.06 0.03 30 1.5 0.97 0.01 1.8 0.9 10–3
experiment in the whole frequency band under inves-
tigation.
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Abstract—The evolution of acoustic waves that propagate in cylindrical channels containing permeable
regions and surrounded with a porous medium is studied. The quantitative and qualitative features of the wave
dynamics are determined in relation to the condition of the inhomogeneous porous medium. In particular, cases
when the channel is surrounded with radial fractures or with a low-permeability mudcake are considered. ©
2002 MAIK “Nauka/Interperiodica”.
To improve the permeability of the face zones of oil
and gas pools, various physicochemical, hydrody-
namic, and wave techniques are used for their treat-
ment. One of the efficient methods of the online pre-
and posttreatment testing of the bottom zones of wells
seems to be the acoustic method based on the special
features of the reflection and transmission of acoustic
signals at the boundaries between borehole regions
with different permeability of the walls.

Some aspects of the wave dynamics in fluid-filled
boreholes with permeable walls are considered in [1].
The main features of the propagation and attenuation of
acoustic waves in channels surrounded with porous and
permeable media are presented in [2, 3]. The theoretical
foundations of the acoustics of fluid-saturated porous
media are described in [4, 5]. The propagation of non-
linear waves in saturated porous media is theoretically
and experimentally studied in [6–8]. The evolutionary
equations describing and explaining some experimental
data are obtained. The mathematical models of the
acoustics of fluid-saturated fractured porous media
(media with a double porosity) are presented in [9–12].
Some features of the dynamics of linear waves excited
by electromagnetic radiation in water-saturated porous
media are investigated in [13].

In this paper, an acoustic remote-control method for
the well-bottom zone is considered. According to this
method, the primary signal is supposed to be generated
at some distance from the region under investigation
and transmitted along the waveguide, which can be the
cased wall of a well. In this case, the echo signal
reflected from the permeable region of the well pro-
vides some information about the permeability of this
region.

Consider the evolution of small-amplitude pressure
waves in a cylindrical channel in the permeable-wall
1063-7710/02/4803- $22.00 © 20254
region (Fig. 1). We assume that both the channel and
the incompressible skeleton of the surrounding porous
space are filled with the same compressible fluid (liquid
or gas). Then, in the linear approximation, we have

p = C2ρ,

where ρ and p are the perturbations of density and pres-
sure and C is the speed of sound. In addition, we assume
that the wavelength λ in the channel is much greater than
the length L of the permeable region (λ @ L). Owing to
this assumption, the permeable region can be inter-
preted as a “reflecting surface” with the coordinate z = 0.
To obtain the boundary conditions at this “reflecting
surface,” we use the mass conservation equation for the
permeable region in the linearized approximation

(1)

where w– and w+ represent the axial velocity of the
medium at the upper and lower boundaries (respec-
tively) of the permeable region of the cylindrical chan-
nel (the velocity of the fluid disturbance in the channel
has a discontinuity at the “reflecting surface” z = 0
because of the filtration of the fluid through the channel
walls); u is the speed of filtration through the permeable
walls; and a is the radius of the channel. The sub-
script “0” marking the parameter means that its value
corresponds to the initial (unperturbed) state. When the
permeable region borders upon a fluid-tight wall (e.g.,
the permeable region is close to the well bottom), w+
in Eq. (1) should be set equal to zero.

Replacing the permeable region by the “reflecting
surface,” we assume this region to be homogeneous.
The pressure field in the permeable region of the chan-
nel does not take into account the dependence on the
axial coordinate (e.g., due to the end effects in the per-

1

C2
------

td
dp ρ0

w– w+–
L

------------------ ρ0
2u
a

------,–=
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Fig. 1. (a) Schematic drawing of a channel with a permeable region and different possible structures of the surrounding porous
medium: (b) a homogeneous medium, (c) a medium with a mudcake, and (d) a medium with fractures.
meable region of the channel). Therefore, to determine
the pressure in the porous medium around the borehole,
we use the equation of filtration in the one-dimensional
radial approximation [14]. To minimize the influence of
the above-mentioned two-dimensional effects, this way
of taking into account the filtration processes can be
used for rather short wave disturbances, whose charac-
teristic penetration depth ∆r∗  in the surrounding porous
medium is much smaller than the length of the perme-
able region (∆r∗  ! L). To assess the penetration depth of
filtration waves, one can use the estimate

∆r∗  = 

where µ and C are the dynamic viscosity of the fluid

and the speed of sound in it and , m(1), and χ(1) are
the permeability, porosity, and diffusion constant of
the fluid in the surrounding medium. In this case, for
the time length t∗  of a pulse, we obtain the condition

t∗  ! L2/χ(1). Note that this condition covers a rather

χ 1( )t
*

χ 1( ) C2ρ0kc
1( )

m 1( )µ
--------------------=

 
 
 

,

kc
1( )
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wide (from practical point of view) range of values for
L, t∗ , and χ(1). In particular, at χ(1) = 1 m2/s (k(1) = 10–12 m2,

m(1) = 0.1, C = 1500 m/s, µ = 10–3 kg/m s, and ρ0 =
103 kg/m3), we obtain the condition t∗  ! 1 s even for

rather short permeable regions with L = 1 m.

Hence, to determine the intensity of the fluid flow to
the surrounding porous medium in the course of the
wave propagation through the channel region with per-
meable walls, we use the equation of filtration in the
one-dimensional radial approximation:

(2)

Here, p(1) and u(1) are the pressure disturbance and the
speed of filtration in the porous medium around the
channel. For generality, we assume that the inner sur-
face of the permeable region of the channel is covered
with a thin (∆r ! a) mudcake of low permeability

∂p 1( )

∂t
----------- χ 1( )1

r
---

r∂
∂

r
∂ p 1( )

∂r
----------- 

  , u 1( ) kc
1( )∂ p 1( )

µ∂r
--------------------,–= =

r a>( ).
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(Fig. 1c). Then, the boundary conditions for Eqs. (2) at
the channel wall (r = a) can be written as

(3)

Here, h, , and ∆r are the flow friction, the character-
istic permeability of the mudcake, and its thickness.

When the channel is surrounded with a porous
medium of infinite thickness (the filtration processes
accompanying the propagation of disturbances take
place in the layers whose thickness is much smaller
than that of the porous medium around the channel), the
set of conditions (3) should be supplemented with the
boundary condition

p(1) = 0, r  ∞. (4)
The flow friction of the mudcake being neglected
(h  0), we can replace conditions (3) by

u(1) = u, p(1) = p, (r = a). (5)
Outside the permeable region (z < 0 and z > 0), we

assume that the pressure disturbance and the velocity
satisfy the conditions of continuity and momentum
conservation:

(6)

Here, τ is the shearing viscous stress at the inner surface
of the channel wall, which can be determined by the
expression [2]

This expression is applicable when, in the course of
wave disturbance propagation, the viscosity manifests
itself only in a thin boundary layer close to the hard
wall of the cylindrical channel. This, in its turn,
requires that the pressure pulse length t∗  satisfy the

condition  ! a.

Let the initial disturbance be a wave incident upon
the “reflecting surface” from above (z < 0). When this
wave interacts with the reflecting surface, the wave
motion in the upper zone (z < 0) is determined by the
superposition of two waves (the incident wave and the
reflected one), and in the lower zone (z > 0), it is deter-
mined by one wave (the transmitted wave). At the
reflecting surface, the relations that follow from the
continuity conditions for the pressure and for the
medium at the boundary are valid:

(7)

Here, the superscripts I, R, and T indicate the values of
the perturbed parameters in the incident, reflected, and
transmitted waves. For the case of an impermeable
right-hand wall (w+ = 0), the term p(T) in Eq. (7) repre-
sents the pressure disturbance at this wall.
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Consider the reflection and transmission of har-
monic waves. The solution to the problem is sought in
the form of a traveling harmonic wave (which is
assumed to propagate along the channel axis). Then, for
the waves in the channel (z < 0, z > 0), we can write

(8)

In the absorption zone (z = 0), the following rela-
tions are valid:

(9)

Here, K is the wave number, ω is the circular frequency,
and i is the imaginary unit. The condition of the exist-
ence of solutions (8) to Eqs. (6) leads to the dispersion
equation

(10)

Equations (6) yield the relations between the velocity
and pressure amplitudes:

(11)

Taking into account Eqs. (9), we obtain from Eqs. (2)
and (3):

(12)

Note that the parameter |y| = a/aω (aω = ) is
determined by the ratio of the channel radius a to the
depth of penetration aω of the filtration waves with the
frequency ω into the porous medium [15].
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The general solution to Eq. (12) has the form

(13)

where K0(yR) and J0(yR) are zero-order Macdonald and
Bessel functions and A and B are arbitrary constants.

To make solution (13) satisfy boundary condition (4),
one should set A = 0. Then, on the basis of conditions
(3), one obtains

(14)

From Eqs. (1) and (7), with allowance for Eqs. (13)

and (14), we obtain the reflection (N = ) and

transmission (M = ) coefficients:

(15)

Here, the complex parameter D describes the filtration
processes in the absorption zone.

When the permeable region is close to the well bot-
tom (w+ = 0), the reflection coefficient is

(16)

Now, let the low-permeability mudcake be absent
(γ = 0). Then, in the high-frequency range where the

condition |y| @ 1 (ω @ ) is fulfilled, expression (15)
for D leads to

Note that, at ω  ∞, Eqs. (15) and (16) lead to
N  –1. Hence, the reflecting surface acts as a free
boundary for high-frequency incident disturbances.
However, one should take into account that these solu-
tions are valid on condition that the wavelength is much
greater than the length of the permeable region of the
channel (λ @ L). Using the estimate λ = 2πC/ω for the
relation between the wavelength and the frequency, we
obtain the condition ω ! ω∗  (ω∗  = 2πC/L), which
determines the applicability limit of this theory. For
water-filled and methane-filled channels at L = 10 m,
we obtain ω∗  = 103 and 102 s–1, respectively. In this
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case, at a = 5 × 10–2 m,  = 10–12 m2, and m(1) = 0.2,
the value of the characteristic frequency at which the
penetration depth of filtration waves is of the order of

the channel radius is  = 3 × 103 and 10 s–1 for the
channels filled with water and methane, respectively.

In the low-frequency range, when |y| ! 1 (ω ! ωχ),
we have the following asymptotic formula:

In Fig. 2, the solid lines represent magnitudes |M|
and |N| and arguments argM and argN of the reflectance
and transmittance calculated by Eqs. (15) as functions
of frequency, and also their hodographs in the channels
(a = 5 × 10–2 m, L = 2 m, and m(1) = 0.2) filled with
water (ν = 10–6 m2/s and C = 1.53 × 103 m/s). Note that
water is also taken as a fluid in all the following exam-
ples. Curves 1, 2, and 3 correspond to the permeability

of the porous medium around the channel  = 10–10,
10–12, and 10–14 m2, respectively. It can be seen from
these curves that the real part of the reflectance is neg-
ative (arg(N) > π/2) in the whole frequency range (the
existence of a permeable region for the waves incident
from the left (z < 0) makes the right-hand region (z > 0)
acoustically softer). Furthermore, as the permeability
of the surrounding porous medium increases, the mag-
nitude of the reflectance also increases, whereas the
magnitude of the transmittance decreases. In the fre-
quency range shown in Fig. 2, in the case of a high-per-

meability porous medium (  ≥ 10–10 m2), the dynam-
ics of the wave reflection from the permeable region of
the channel (z = 0) is similar to the reflection from a free
surface (N  –1), and, accordingly, the transmittance
tends to zero (M  0). The dashed lines in Fig. 2
demonstrate the coefficients of reflection and transmis-
sion calculated by Eqs. (16) for cases when the perme-
able region is close to the well bottom (w+ = 0).

Calculations were also performed for a thin mud-
cake (∆r = 0.5 × 10–2 m and  = 10–14 m2). The results
show that even a tenfold increase in the permeability of
the basic porous medium around the channel only
slightly affects the value of the reflectance in the pres-
ence of a thin low-permeability mudcake. When the
mudcake completely screens the basic porous medium
around the channel, we obtain

Now, on the basis of expressions (15) and (16) for
the reflectance and transmittance and dispersion rela-
tion (10), we consider the dynamics of pulses and ana-
lyze the evolution of finite-length waves propagating
through the permeable region of a cylindrical channel.

Let a signal of a finite length, p = (t), be sent
through the boundary z = –H into the region z < 0. Then,

kc
1( )

ωχ
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Fig. 2. Dispersion of the reflectance and transmittance as a function of the permeability of the homogeneous porous medium around
the borehole.
using the Fourier transformation, for the pulse reaching
the reflecting surface z = 0, we obtain
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Similar relations can be written for the pulse reflected
from the boundary z = 0 and the pulse transmitted
through it:
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Fig. 3. Dynamics of the reflection of a pressure pulse from the bottom region of a channel surrounded with homogeneous and frac-
tured porous media.
As the primary wave signal, we take a bell-shaped
pressure pulse with the amplitude ∆p0:

Here, t∗  determines the characteristic time length of the
pulse.

Figure 3 shows the calculated oscillograms illustrat-
ing the evolution of a wave signal generated at a dis-
tance from the permeable region when the latter is close
to the well bottom. Oscillograms 1, 2, and 3 correspond
to the readings of the sensors D1, D2, and D3 located at
the distance H from the reflecting surface, near this sur-
face, and at the bottom, respectively. The primary sig-
nal is a bell-shaped of pressure pulse of unit amplitude.
The time length of the primary pulse is t∗  = 0.04 s. As
before, the cylindrical channel (a = 5 × 10–2 m) is
assumed to be surrounded by a homogeneous porous
medium (m(1) = 0.2, k(1) = 10–13 m2), the length of the
permeable region being L = 5 m. The first peak in the
oscillogram D1 corresponds to the primary signal sent
from the distance H = 1000 m to the permeable region.
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On its way to the permeable region, this pulse becomes
somewhat attenuated due to the viscosity of the fluid in
the channel (the first peak in the oscillogram D2). The
second peak in the oscillogram D2 corresponds to the
signal reflected from the permeable region (the reflect-
ing surface). Then, the signal returns to the sensor D1
(the second peak in the oscillogram D1). The dot-and-
dash line in this oscillogram corresponds to the
reflected signal when the bottom region of the borehole
is impermeable (u = 0). From the calculated oscillo-
grams, it follows (e.g., from comparing the curves in
the oscillogram D1) that the signal reflected from the
permeable region lying near the well bottom provides
some information on the permeability of the porous
medium near the bottom.

Consider the wave evolution at the boundary of the
permeable region in the channel surrounded by an inho-
mogeneous porous medium. Let the porous medium
around the cylindrical channel (Fig. 1d) have n radial
fractures (slot-like channels with plane-parallel walls)
filled with a porous medium that is more permeable
than the main porous permeable medium. This situation
takes place, for example, in the case of a hydraulic
break of the face zone of a pool and the subsequent fill-
ing of the resulting fractures with propanate. Assume
that the half-width b of the fractures is far less than the
channel radius a (b ! a). Then, the continuity equation
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generalizing Eq. (1) by including the fluid filtration into
fractures can be written as

(17)

Here,  is the speed of filtration of the fluid (liquid or
gas) from the cylindrical channel into the fracture. To
find this speed for harmonic waves in the main cylindri-
cal channel, one should simultaneously consider the
acoustic problem for radial fractures. To take into
account the process of filtration into radial fractures, we
introduce an additional coordinate axis in the radial
direction along the fracture with the origin at the sur-
face of the channel wall (r = a). Describing acoustic
waves in a fracture, we assume that the fracture is a
channel with plane-parallel walls that is surrounded by
a porous medium of infinite thickness. The latter
assumption means that the radial fractures are rather
widely spaced, so the interaction of the filtration flows
of neighboring fractures can be ignored. Moreover, we
assume that a fracture has an infinite width (its height is
far less than its width b ! L) and the wavelength λ(2) in
the fracture is greater than the fracture height (λ(2) > b).

Taking into account that the permeability of the
porous medium in the fracture is higher than that of the
surrounding medium, we write the linearized system of
equations describing the propagation of disturbances in
the fracture in the form [3]

(18)

(19)

(20)

Here, x' is the value of the coordinate measured along
the axis normal to the upper (lower) wall of the fracture;
the subscript i = 2 in parentheses corresponds to the
parameters inside the fracture (|x'| < b); p', ρ', and v ' are
the distributions of the pressure, density, and filtration
speed in the porous medium around the fracture; m(1)

and  are the porosity and permeability, respectively,
of the main porous medium around the permeable
region of the borehole.

Equations (18)–(20) yield
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Equation (21), together with piezoconductivity
equation (22) and with boundary conditions (20), yields
the wave equation describing the dynamics of linear
perturbations in fractures filled with a porous medium
and surrounded with another porous medium. For an
unambiguous description of the process in question,
Eqs. (21) and (22) should be supplemented with the ini-
tial and boundary conditions

(23)

According to the Duhamel principle, the solution to
Eq. (21) under conditions (23) has the form [15]

(24)

Here, U(x', t) is the solution of the similar boundary-
value problem at U(0, t) = 1. From Eq. (19) with allow-
ance for Eq. (24) at |x'| = b, we obtain

and

(25)

Substituting Eq. (25) in Eq. (21) and taking for gener-
ality t0 = –∞, we obtain the wave equation

(26)

which describes the evolution of small disturbances in
a fracture. The second term on the left-hand side of this
equation is related to the viscous friction inside the
fracture, and the second term on the right-hand side
corresponds to the filtration processes in the porous
medium around the fracture.

From the condition of the existence of a traveling-
wave solution to Eq. (26),
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Fig. 4. Effect of fractures formed in the porous medium on the dispersion of the reflectance.
we obtain the dispersion relation

where  is the characteristic frequency at which the
penetration depth of filtration waves is about half the
height of the fracture.

Since at the fracture inlet (x = 0) the amplitudes of
pressure and filtration speed should satisfy the condi-
tions

on the basis of the momentum equation from Eqs. (18),
we can write

(27)

Using the continuity equation (17) and taking into
account Eqs. (11) and (27), one can obtain expressions
similar to Eqs. (15) for the coefficients of reflection and
transmission of harmonic disturbances with allowance
made for the radial fractures in the permeable region of
the channel. For the parameter D, we have

Figure 4 illustrates the effect of radial fractures (b = 2 ×
10–3 m, m(2) = 0.2,  = 10–10 m2) on the values of the
reflectance for the permeable region located near the
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well bottom (a = 5 × 10–2 m, L = 2 m, m(1) = 0.2,  =
10–13 m2). Lines 1, 2, and 3 correspond to the number of
radial fractures n = 0, 2, and 4, respectively.

In Fig. 3, the dashed curves show the calculated
oscillograms for the following values of the system
parameters: the borehole is a cylindrical channel with
the radius a = 5 × 10–2 m; the surrounding porous
medium (k(1) = 10–13 m2, m(1) = 0.2) has n = 4 radial

fractures (b = 2 × 10–3 m, m(2) = 0.2,  = 10–10 m2);
and the length of the permeable region is L = 5 m. The
primary signal is generated at the distance H = 1000 m
from the permeable region. The length of the primary
pulse is t∗  = 0.04 s. The solid lines correspond to the
absence of radial fractures (n = 0).
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Experimental and Theoretical Study of the Vertical Coherence
of the Sound Field in a Shallow Sea
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Abstract—The combined effect of multiple scattering by random inhomogeneities of a waveguide and bottom-
caused sound absorption is known to be a fundamental factor that governs the formation of the sound field in a
shallow sea [1, 2]. A number of publications [2–6] present statistical analyses of the fluctuation phenomena that
accompany the sound propagation in shallow sea regions. In these publications, most attention is paid to study-
ing the evolution of the intensities of normal waves under the effect of scattering by the random field of internal
waves. It is shown that in natural conditions, in addition to the inhomogeneities of the water column, one should
take into account the irregular boundaries of the sound channel, which can also affect the correlation character-
istics of the sound field. In this paper, we present experimental data on the vertical coherence of the sound field
on a fixed path in the Barents Sea. We also compare the experimental data with theoretical calculations based
on a model of sound scattering by the rough sea surface. © 2002 MAIK “Nauka/Interperiodica”.
The acoustic measurements were carried out in
October 1990 in the Barents Sea. Two research vessels
were used in the experiment, both of which were fixed
to anchored buoys. From one of the vessels, a frame
carrying sound projectors was deployed to a depth of
about 148 m. The projectors transmitted cw signals at
frequencies of 107 and 240 Hz. For signal reception, a
vertical array was used that consisted of 12 elements
equidistantly arranged with a step of 8.5 m. A near-bot-
tom hydrophone was deployed at 155 m. The distance
between the transmitting and receiving vessels was
measured with the use of a radio range finder and
equaled 13.82 km. The sea depths were about 170 and
150 m near the array and the source, respectively. The
experimental layout is sketched in Fig. 1.

Figure 2 shows a typical seasonal profile of the
sound speed in the sea region at hand. This profile
exhibits a near isovelocity character down to a depth of
about 40 m. Then, down to 60 m, a water layer follows
that has a negative gradient; deeper, almost no changes
are observed in c(z) down to the bottom. According to
the geoacoustical model proposed in [7], the sediments
that occur in the studied region consist of clay silt, with
a characteristic density of 1.8 g/cm3 and a sound speed
of 1.78 km/s. The attenuation coefficient for these sed-
iments is 0.4 dB/λ.

In the data processing, 30-min samples of the signal
were used. The processing procedure consisted in filter-
ing in the 0.5-Hz frequency band, quadratic demodula-
tion, and spectral and correlation analysis.

Let xk(tl) be the complex amplitude of the signal
received by the kth array element at the time point tl . In
Figs. 3a and 3b, the 30-min fragments of the records are
1063-7710/02/4803- $22.00 © 20263
shown (in relative units) for the signal amplitudes |xk(t)|
at four depths of the receiving hydrophones. The signal
frequencies are f0 = 107 and 240 Hz in Figs. 3a and 3b,
respectively.

Figure 4 shows a typical power spectrum Sk( f ) of
the fluctuations, which was obtained with the carrier
frequency f0 = 240 Hz, at a fixed depth of 138 m. The
frequency spectrum consists of a central peak (at the
carrier frequency), which corresponds to the coherent
component of the received signal, and two side peaks
corresponding to the scattered component. (The spec-
tral density is expressed in decibels relative to the level
of the coherent component.) Note that the shape of the
frequency spectrum is typical of a shallow-water exper-
iment in which the sound scattering by the rough sur-
face is significant.

The spatial correlation of the sound field is fully
determined by the complex coefficient of cross-correla-

r = 13.82 km

H
 ≈

 1
60

 m

Source
 Array

Bottom

8.5 m

Fig. 1. Layout of the experiment.
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Fig. 2. Sound speed profile at the experimental site.

Fig. 3. Time dependences of the amplitudes of the
received signals with the carrier frequencies f0 = (a) 107
and (b) 240 Hz for different depths of reception: z =
(1) 61.5; (2) 87; (3) 138; and (4) 155 m.
tion for the signals at the outputs of the kth and jth
hydrophones:

(1)

where L = 2056. The absolute values of correlation
coefficient (1) are summarized in the table. According
to these values, the vertical coherence of the sound field
depends on the carrier frequency: the coherence
decreases as f0 increases.

To interpret the experimental data, we used the fol-
lowing statistical model. Let us consider a channel of
depth H in which the acoustic refractive index n(z) is a
function of depth z:

The parameter α characterizes the absorption proper-
ties of the sediments and is related to the sound attenu-
ation coefficient β (measured in decibels per wave-

length) in the bottom as follows: β[dB/λ] = . We

assume that the main phenomenon that causes the
sound fluctuations is represented by the wind waves on
the sea surface, which are described by the Pierson–
Moskowitz isotropic spectral distribution [8]:

(2)

where g is the acceleration of gravity and v  is the wind
speed.

Far from the source, the sound pressure P(r, z, t)
(where r is the horizontal radius-vector, z is the vertical
coordinate, and t is time) can be formally expressed as a
superposition of a finite number M of propagating modes:

(3)

Here, ϕn(z) and  are the eigenfunctions and eigenval-
ues of the regular waveguide, respectively, which are
the solutions to the following boundary problem:

(4)
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Matrix of the correlation coefficients |Ckj | 

f0 = 107 Hz

Depth (m) 155 146.5 138 129.5 87 70 61.5 44.5

155 1.000
146.5 0.892 1.000
138 0.877 0.958 1.000
129.5 0.831 0.896 0.956 1.000
87 0.906 0.893 0.966 0.933 1.000
70 0.898 0.934 0.981 0.934 0.986 1.000
61.5 0.852 0.915 0.974 0.934 0.980 0.985 1.000
44.5 0.883 0.877 0.946 0.909 0.984 0.975 0.982 1.000

f0 = 240 Hz

Depth (m) 155 146.5 138 129.5 70 61.5 44.5

155 1.000
146.5 0.934 1.000
138 0.918 0.914 1.000
129.5 0.758 0.728 0.831 1.000
70 0.783 0.838 0.861 0.661 1.000
61.5 0.545 0.438 0.486 0.202 0.535 1.000
44.5 0.687 0.821 0.646 0.434 0.730 0.830 1.000
In these expressions, k is the reference wave number;
Qn is the complex impedance of the absorbing liquid
bottom, which is expressed as

and ρ(z) is the density of the medium, which, in our
case, is a step function of the following form:

The expansion coefficients pn(r, t) are random func-
tions of the coordinates and time because of the sound
scattering by the wavy surface.

We are interested in the behavior of the coherence
function of the sound field with varying vertical separa-
tion of the observation points:

(5)

Here, the angular brackets denote averaging over the
statistical ensemble. By substituting Eq. (3) into Eq. (5),
we obtain

(6)

Qn

ρb

ρw

------ 1
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2 k2n∞

2
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--------------------------;=
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ρw, 0 z H≤ ≤
ρb, z H .>




=

Γ r z1 z2, ,( ) P r z1 t, ,( )P* r z2 t, ,( )〈 〉 .=

Γ r z1 z2, ,( ) 1

κnκm

----------------
n m,
∑ Γnm r( )ϕn z1( )ϕm z2( ),=

Γnm r( ) pn r( )pm* r( )〈 〉 .=
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To calculate the quantities Γnm(r) in the multimode
waveguide with a randomly rough surface, we use the
results obtained in [9–11]:

(7)

Here, 〈pn(r)〉  is the coherent component of the nth mode
excited by a point source located at the depth z0:

(8)

where σn is the extinction coefficient and Γnn(r) is the
autocorrelation function. For a medium that is statisti-

Γnm r( ) pn r( )〈 〉 pm* r( )〈 〉=
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Fig. 4. Spectrum of the cw signal with carrier frequency f0 =
240 Hz at a distance of 13.82 km.
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cally isotropic in the horizontal plane, the quantity
Γnn(r) obeys the equation

(9)

where

and the prime denotes the differentiation with respect to
depth z. Equation (9) is the well-known transfer equa-
tion for mode intensities, which describes the transfor-
mation of cylindrical normal waves as a result of scat-
tering (see, e.g, [12, 13]). On the left-hand side of this

equation, an additional term  is introduced to take
into account the sound absorption in the bottom. For the
bottom model in use (see, e.g., [2]), this quantity is
expressed as follows:

Note that, for the Pierson–Moskowitz spectrum (2), the
coupling matrix anm is calculated in [13], and it has the
form

Here,  = 0.74g2/v 4, xnm = 0.5 /(κn – κm)2, and f(x) =
x3/2e–x[I0(x) – I1(x)], where I0 and I1 are the modified
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Fig. 5. Computed and experimental spatial correlation func-
tions for the sound field in the Barents Sea: f0 = (a) 107 and
(b) 240 Hz.
Bessel functions of the zero and first orders, respec-
tively.

One can easily verify that the solution to Eq. (9) can
be written in the form

(10)

where  and λl are the eigenfunctions and eigenval-

ues of the matrix hnm = δnm(  + ) – anm.

Note that the quantity σn appearing in Eq. (8) is the

resulting coefficient of mode decay: σn =  + , which

is governed by both the scattering (  = )
and absorption.

We used formulas (6)–(8) in combination with
Eqs. (10) as a basis for a computer simulation program.

For the sound speed profile shown in Fig. 2 and the
experimental layout at hand, Fig. 5 shows the computed
correlation coefficients along the aperture of the verti-
cal receiving array (the solid curves). The experimental
points are also plotted in Fig. 5. The origin of the
abscissa axis corresponds to the depth of the near-sur-
face hydrophone (44.5 m). In the computations, the
wind speed was specified as 10 m/s. The results of the
computer simulation qualitatively agree with the exper-
imental data.

ACKNOWLEDGMENTS

This work was supported by the Russian Foundation
for Basic Research, project nos. 99-02-16401 and
00-15-96-741.

REFERENCES

1. Bottom-Interacting Ocean Acoustics, Ed. by W. Kuper-
man and F. Jensen (Plenum, New York, 1981; Mir, Mos-
cow, 1984).

2. B. G. Katsnel’son and V. G. Petnikov, Acoustics of a
Shallow Sea (Nauka, Moscow, 1997).

3. D. B. Creamer and B. J. Orchard, J. Acoust. Soc. Am. 95,
2927 (1994).

4. D. B. Creamer, J. Acoust. Soc. Am. 99, 2825 (1996).
5. D. Tielbürger, S. Finette, and S. Wolf, J. Acoust. Soc.

Am. 101, 789 (1997).
6. S. Finette, M. H. Orr, A. Turgut, et al., J. Acoust. Soc.

Am. 108, 957 (2000).
7. B. G. Katsnel’son, L. G. Kulapin, A. A. Migulin, and

V. G. Petnikov, Akust. Zh. 38, 308 (1992) [Sov. Phys.
Acoust. 38, 164 (1992)].

Γnn r( ) 1
4
--- gnm r( )ϕm

2 z0( ),
m 1=

M

∑=

gnm r( ) 1
2πr
--------- Ψn

l( ) λ lr–( )Ψm
l( ),exp

l 1=

M

∑=

Ψn
l( )

σn
a anmm 1=

M∑

σn
a σn

s

σn
s anmm 1=

M∑
ACOUSTICAL PHYSICS      Vol. 48      No. 3      2002



EXPERIMENTAL AND THEORETICAL STUDY OF THE VERTICAL COHERENCE 267
8. W. J. Pierson and L. Moskowitz, J. Geophys. Res. 69
(24), 5181 (1964).

9. V. M. Kudryashov, in Mathematical Problems of Geo-
physics (Novosibirsk, 1973), Issue 4, pp. 256–272.

10. A. G. Nechaev, Akust. Zh. 33, 535 (1987) [Sov. Phys.
Acoust. 33, 312 (1987)].

11. E. Yu. Gorodetskaya, A. I. Malekhanov, A. G. Sazontov,
and N. K. Vdovicheva, in Formation of Acoustic Fields
in Oceanic Waveguides: Reconstruction of Inhomogene-
ities in Shallow Water, Ed. by V. A. Zverev (Inst. of
ACOUSTICAL PHYSICS      Vol. 48      No. 3      2002
Applied Physics, Russ. Acad. Sci., Nizhni Novgorod,
1998), pp. 5–56.

12. F. G. Bass and I. M. Fuks, Wave Scattering from Statisti-
cally Rough Surfaces (Nauka, Moscow, 1972; Perga-
mon, Oxford, 1978).

13. A. Beilis and F. D. Tappert, J. Acoust. Soc. Am. 66, 811
(1979).

Translated by E. Kopyl



  

Acoustical Physics, Vol. 48, No. 3, 2002, pp. 268–272. Translated from Akusticheski

 

œ

 

 Zhurnal, Vol. 48, No. 3, 2002, pp. 314–318.
Original Russian Text Copyright © 2002 by Galechyan, Mkrtchyan.

                         
Acoustic Wave Amplification in a Plasma
of a Molecular Gaseous Discharge

G. A. Galechyan and A. R. Mkrtchyan
Institute of Applied Problems of Physics, National Academy of Sciences of Armenia,

ul. Nersesyana 25, Yerevan, 375014 Armenia
e-mail: malpic@iapp.sci.am

Received March 6, 2001

Abstract—From the experimental investigation of sound propagation in a gaseous discharge, it is established
that, in a stationary diffusive discharge in nitrogen, sound amplification takes place according to the linear the-
ory, whereas a sharp transverse constriction of the discharge leads to a sharp, jump-like increase in the ampli-
fication factor because of the steep dependence of the relaxation constant of a vibrationally excited molecule
on the gas temperature. This result agrees well with the nonlinear theory of sound amplification in a nonequi-
librium molecular gas. It is shown that the introduction of oxygen in the nitrogen discharge leads to an increase
in the sound amplification factor in the plasma, because the constant of the vibrational relaxation of an excited
nitrogen molecule by oxygen is two orders of magnitude greater than the constant of relaxation of nitrogen by
nitrogen. © 2002 MAIK “Nauka/Interperiodica”.
The mechanisms of sound amplification in a nonequi-
librium plasma of inert gases are considered in [1–4].
The results of experimental investigations of this phe-
nomenon are presented in [5, 6]. Theoretical studies of
the possibilities of sound amplification in a plasma of a
molecular gas with a high vibrational energy content
are described in [7–11], where various mechanisms of
sound amplification in a vibrational nonequilibrium
medium are discussed.

In papers [7–9], the process of a linear amplification
of sound in a nonequilibrium molecular gas is consid-
ered, and the relation between the amplification factor
of low-intensity sound and the constant characterizing
the relaxation rate of vibrationally excited molecules is
established. This theory describes the initial stage of the
development of sound in an amplifying vibrationally
nonequilibrium gas. However, it does not take into
account the nonlinear nature of the sound propagation
that includes the processes of the mutual influence of
sound and the amplifying medium. The effects of the
mutual influence of sound and gas determine the behav-
ior of a sound wave at high levels of amplification. The
nonlinear theory of sound amplification in a vibra-
tionally nonequilibrium gas is analyzed in paper [10].
We note that publications devoted to the experimental
results of sound amplification in a molecular gas
plasma are limited. We should mention the study [11]
of the processes of sound amplification in discharges in
nitrogen, air, and nitrogen-argon mixtures at low pres-
sures.

In this paper, we describe the results of the measure-
ments of the sound amplification factor in a discharge
in nitrogen and nitrogen-oxygen mixtures in a diffusion
discharge in the case of an abrupt constriction of the
1063-7710/02/4803- $22.00 © 20268
positive column and in discharges pinched and
depinched by sound at a pressure of 78 torr. The inves-
tigations were performed at this pressure because a
jump-like constriction of the discharge in nitrogen was
observed at the pressure P ≥ 78 torr.

The investigations were carried out by using the
experimental setup shown in Fig. 1, which consisted of a
quartz discharge tube whose inner diameter was 9.8 cm
and length, 52 cm. The distance between the two grid
electrodes was 27 cm. The sound in the discharge tube
was produced by an electrodynamic source attached to
one of the tube ends. For monitoring the sound param-
eters, a microphone was mounted at the opposite end of
the tube, behind the anode. The flange to which the
microphone was attached had a cavity whose diameter
exceeded the inner diameter of the tube. An acoustic
resonator of such design is similar to a cylindrical res-
onator with one open end. Theoretical calculations
show [12] that the frequencies of this resonator can be
computed by the formula

where c is the sound velocity; k = 1, 3, 5, …; L is the
length of the tube; and R is the tube radius. At reso-
nance, an odd number of quarters of wavelength fits
within the length L + 0.8R. Precisely these resonance
frequencies were observed in the experiment in the
mode of a standing sound wave.

The sound frequency was varied by a low-frequency
generator of sinusoidal signals, and the amplitude was
varied by an amplifier. The signal was passed from the
microphone to an oscilloscope. The calibration was
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performed in real time by using a spectrum analyzer.
The measurements were made with currents from 40
to 120 mA at the first resonant sound frequency f1 =
170 Hz. The nitrogen used in the experiment contained
up to 0.07% water vapor and no more than 0.4% oxygen.

The current–voltage characteristics of the discharge in
the field of a sound wave at the nitrogen pressure P =
78 torr and in the range of currents from 40 to 120 mA
are presented in [13]. From these data, it follows that,
in a diffusive discharge, as the current grows above
Id0 = 40 mA, the discharge voltage decreases, and at a
current Id1, an abrupt constriction of the plasma column
is observed.

In a discharge in nitrogen in the absence of sound at
P = 78 torr, the transition from a diffusive to a pinched
state occurs at the current Id1 = 70 mA. The generation
of sound results in a shift of Id1 toward greater currents.
At the constriction of the discharge, a jump-like
decrease in the column diameter takes place along with
a decrease in the voltage across the electrodes by ~1 kV
and an increase in the current up to Id2. The measure-
ments were made at fixed values of the sound amplitude
J0 (at the current Id0 = 40 mA). The value of the sound
intensity J0, depending on the amplitude, was set in the
interval from 66 to 88 dB. The sound intensity was not
maintained constant in the course of the current varia-
tion from 40 to 120 mA.

Figure 2 shows the sound amplification factor as a
function of the discharge current at P = 78 torr and the
sound frequency f1 = 170 Hz. In the range of currents
from Id0 = 40 mA to Id1 = 73 mA and at the sound inten-
sity J0 = 68 dB (curve a), a diffusive discharge was sus-
tained in the tube. The growth of the current was
accompanied by a smooth increase in the amplification
factor, and at the current Id1, this factor was equal to
Ki1 = 2.2 m–1, its value being defined as Ki01 =
(lnA1/A0)/L, where A0 is the sound amplitude at the
current Id0 = 40 mA, A1 is the sound amplitude at Id1 =
73 mA, and L is the length of the plasma column. The
constriction of the discharge is accompanied by a jump-
like increase in the sound amplification factor up to
Ki2 = 5.2 m–1. The value of the current at the end of the
process of constriction is Id2 = 77 mA. At the constric-
tion of discharge, the visible boundary of the column
decreases from 5 to 0.5 cm (transforming into a brightly
glowing pinch). The increase in the current in a pinched
discharge from Id2 to Id3 = 120 mA leads to an increase
in the sound amplitude and amplification factor up to
Ki3 = 5.9 m–1.

The investigations show that at the constriction of dis-
charge in the range of intensities J0 from 66 to 72 dB, the
increase in J0 is accompanied by a jump-like growth of
the amplification factor. At J0 = 72 dB, the greatest
increase in the sound amplification factor is observed,
which can be seen from curve b in Fig. 2. In the process
of constriction, the sound amplitude grows so fast (as
the current increases from Id1 = 76 mA to Id2 = 80 mA)
ACOUSTICAL PHYSICS      Vol. 48      No. 3      2002
that the amplification factor becomes equal to Ki2 =
6.6 m–1. The growth of current in a pinched discharge
from Id2 = 80 mA to Id3 = 120 mA is accompanied by a
smooth growth of sound amplification, which reaches
Ki3 = 7.2 m–1.
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Fig. 1. Schematic view of the experimental setup: (1) the
discharge tube, (2, 3) grid electrodes, (4) a high-voltage
source of direct current, (5) an electrodynamic source of
acoustic vibrations, (6) a microphone, (7) a low-frequency
generator of sinusoidal signals, (8) an amplifier, (9) an iso-
lation transformer, (10) an oscilloscope, (11) electric probes
for measuring the strength of the longitudinal electric field,
(12) a device for measuring the electric field, (13) a single
electric probe, (14) a power source for the electric probe,
(15) a thermocouple, (16) the thermocouple measuring cir-
cuit, (17) the system for feeding gas into the discharge tube,
(18) a vacuum pump, and (19) an acoustic vibration ana-
lyzer.

Fig. 2. Dependences of the amplification factor of the sound
wave on the current in the discharge in nitrogen at a pressure
of 78 torr, at the first resonance frequency f1 = 170 Hz in a
tube with inner diameter 9.8 cm. The sound intensity is J0 =
(a) 66 (with the current Id0 = 40 mA), (b) 72, (c) 76, and
(d) 88 dB (a depinched discharge).
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At J0 > 72 dB, the increase in the intensity is accom-
panied by the reduction of the effect of the jump-like
growth of the sound amplitude. This is seen from curve c
in Fig. 2 for J0 = 76 dB. Under these conditions, the
beginning of the constriction occurs at the current Id1 =
78 mA, and it ends at Id2 = 82 mA. The jump of the
amplification factor leads to the value of Ki2 = 5.0 m–1

at the end of the process of constriction. The amplifica-
tion factor in a pinched discharge at the current Id1 =
120 mA is equal to Ki3 = 5.6 m–1. The increase in the
sound intensity in a pinched discharge up to J0 = 88 dB
(curve d in Fig. 2) is accompanied by the depinching of
the plasma column under the action of the vortex acous-
tic streaming arising in the tube [14]. The diameter of
the visible boundary of the column increases by about
a factor of 10. The sound amplification factor in this
discharge increases with the current growth from Id0 =
40 mA, and at Id3 = 120 mA it becomes equal to Ki3 =
2.5 m–1.

Below, we consider the influence of the introduction
of O2 in the discharge in N2 on the sound amplification
factor in the plasma. The appearance of O2 in the dis-
charge in N2 led to a shift of the resonance frequency
( f1 = 170 Hz) downward. For a 10% content of O2 in the
mixture, f1 = 167 Hz; for a 20% content, f1 = 165 Hz;
and for a 40% content, f1 = 162 Hz. The current–volt-
age characteristic of the discharge in the mixture N2 +
10%O2 is given in [13]. From this characteristic, one can
see that a jump-like constriction of the column occurs at
the current Id2 = 69 mA (at an intensity of 72 dB).

Figure 3 shows the dependences of the sound ampli-
fication factor on the current in a discharge in the mix-
ture N2 + 10%O2. From curve 1 in Fig. 3, it is seen that,
with an increase in the current in a diffusive discharge
from Id0 = 40 mA to Id1 = 69 mA (just before the con-
striction), the sound amplification factor smoothly
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Fig. 3. Dependences of the amplification factor of the sound
wave on the current in the discharge in a mixture of nitrogen
and oxygen (10%) at a pressure of 78 torr. The sound inten-
sity is J0 = (1) 72 and (2) 88 dB.
grows up to Ki1 = 2.56 m–1. In the process of constric-
tion, when the current jumps to Id2 = 76 mA, the ampli-
fication factor increases to Ki2 = 8.4 m–1. A further
increase in the current in a pinched discharge leads to
the growth of the amplification factor, which becomes
equal to Ki3 = 9 m–1 when the current equals 120 mA.

At the sound intensity J0 = 88 dB, the depinching of
the discharge by a vortex motion occurs. As is seen
from curve 2 of Fig. 3, in a depinched discharge, the
increase in the current above 40 mA results in the
growth of the sound amplification factor, and at Id3 =
120 mA, it equals to Ki3 = 4 m–1.

From the results presented above, it follows that,
with the growth of the percentage of O2 in the N2 + O2
mixtures, the jump of the sound amplification factor
accompanying the constriction of the discharge
becomes more conspicuous. Figure 4 shows the depen-
dence of the jump of the sound amplification factor in
the plasma at the constriction of the discharge on the
percentage of O2 in the N2 + O2 mixtures. One can see
that, for the N2 + 40%O2 mixture, the jump of the
amplification factor due to the constriction equals Ki2 =
8 m–1.

We now turn to the analysis of the experimental
results obtained for the sound amplification in a plasma
of molecular gases. The physical mechanism of sound
amplification in a vibrationally nonequilibrium gas is
as follows. The energy transfer between the internal and
translational degrees of freedom occurs in different
ways for different parts of the sound wave. The energy
transfer to translational degrees of freedom in the half-
period of sound that corresponds to the increase in tem-
perature may exceed the inverse process in the half-
period where the temperature is lower than the equilib-
rium one (the main factor affecting the rate of the
energy transfer is the temperature, and when it
increases, the energy transfer is enhanced) [9].

In a diffusive discharge, with an increase in the cur-
rent from Id0 = 40 mA to Id1 (just before the constric-
tion), the amplification factor grows. This result is con-
nected with the fact that the increase in the current leads
to an increase in the electron concentration, the gas
temperature at the discharge axis, and the frequency of
vibrational relaxation τVT . The phenomenon observed
is consistent with the linear theory of the sound wave
amplification in a diffusive glow discharge [7–9].

To consider the jump of the sound amplification fac-
tor at the discharge pinching, we list the conditions at
which the constriction occurs. An increase in the cur-
rent of the discharge is accompanied by an increase in
the gas temperature. As a consequence, the relation
between the deactivation of vibrationally excited mole-
cules in the volume and at the wall changes in favor of
the volume processes [15]. The transition from wall to
volume deactivation may have the character of instabil-
ity of a heat explosion type. The development of this
instability takes place when the time of vibrational
ACOUSTICAL PHYSICS      Vol. 48      No. 3      2002
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relaxation of molecules is commensurable with the
time of heat transfer to the tube wall. If this condition is
satisfied, the vibrational relaxation accompanied by an
intense heat release proceeds in an avalanche way,
which results in the transition of the discharge to a
pinched state in which practically all vibrationally
excited molecules generated in the discharge are deac-
tivated in the volume. Thus, a considerable part of the
energy introduced in the discharge is transformed to
heat [15].

The propagation of sound along the plasma column
leads to the modulation of the temperature and density
of gas in the discharge, which causes a modulation of
the heat release due to the vibrational relaxation. This
effect, in turn, leads to an increase in the initial modu-
lation depth for the temperature and the density of gas
and to a growth of the sound intensity. If, at the jump-
like constriction of discharge and the growth of the tem-
perature at the column axis, the relaxation time τVT is
smaller than the period of the sound wave τS, the inten-
sity of heat release will be modulated by the sound,
which will result in the growth of the initial modulation
depth for the temperature and density of gas and, hence,
in the jump of the sound amplitude.

The measurement of the gas temperature at the axis
of the diffusive column by a thermocouple showed that
it did not exceed 860 K. The constriction of the dis-
charge at a constant pressure leads to the existence of a
constant temperature of 935 K at the column axis. In
pure nitrogen, the vibrational relaxation constant at a
temperature of 900 K is kVT = 10–16 cm3/s [16], and the
relaxation time is τVT = (kVTN)–1 ≅ 1.1 × 10–2 s. Then, the
period of acoustic vibrations is τS = 6 × 10–3 s, and, con-
sequently, τVT > τS. Since the nitrogen used in the exper-
iment contains 0.07% water vapor, the actual situation
is different. At a temperature of 900 K, the constant of
vibrational relaxation of nitrogen molecules by mole-
cules of water is kVT =10–13 cm3 [17]. The mean relax-
ation time of vibrationally excited molecules in the
mixture of nitrogen with 0.07% water vapor at a pressure
of 78 torr is τ ≅  5 × 10–3 s, which means that τVT < τS.
Since the mixture of nitrogen and water vapor con-
tained also 0.4% of oxygen, the relaxation time τVT is
still smaller [18]. Hence, under these experimental con-
ditions, an intensive vibrational relaxation takes place,
which results in an increase in the gas temperature in
the plasma. Owing to the steep character of the depen-
dence of the vibrational relaxation constant on temper-
ature kVT(T), this effect leads to a further increase in the
gas temperature, and so on. In this way, the process of
nonlinear amplification of sound in a plasma proceeds
according to the theory of this phenomenon considered
in [10]. The growth of the sound intensity in a discharge
in nitrogen above J0 > 75 dB is accompanied by a
decrease in the magnitude of jump of the amplification
factor. This is connected with the formation of an
acoustic streaming in the discharge [19] with an accom-
panying vortex motion and increase in heat removal.
When the sound intensity is J0 ≥ 88 dB, the depinching
ACOUSTICAL PHYSICS      Vol. 48      No. 3      2002
of the discharge is observed, the visible boundary of the
column increases more than tenfold, and the gas tem-
perature at the discharge axis is considerably reduced.
The measurements show that the gas temperature at the
tube axis at a sound intensity of 85 dB drops by more
than 100°. The decrease in the gas temperature in the
plasma decelerates the processes of vibrational relax-
ation. The very process of constriction is eliminated
along with the jump in the sound amplitude. Neverthe-
less, when an intense sound wave propagates along the
discharge in which an intensive mixing of plasma takes
place, the sound is amplified.

Now, we consider the effect of oxygen on the sound
amplification factor in the discharge in nitrogen. When
comparing the sound amplification factor in the dis-
charge in nitrogen with the discharge in the N2 +
10%O2 mixture, we can see that, for the mixture, the
sound amplification factor just before the constriction
is Ki01 = 2.56 m–1 (Fig. 3), whereas for pure nitrogen, it
is Ki01 = 2.2 m–1 (Fig. 2). Figure 4 demonstrates the
dependence of the sound amplification factor in the
process of constriction of the discharge on the percent-
age of O2 in mixtures with N2. One can see that, for the
40% content of O2, the jump of the amplification factor
is 8 m–1, while for pure N2, it is about 4.75 m–1. This
result is explained by the fact that the constant of vibra-
tional relaxation of nitrogen by oxygen is two orders of
magnitude greater than the constant of relaxation of
nitrogen by nitrogen [18]. In a depinched discharge in
the N2 + 10%O2 mixture, the amplification factor cor-
responding to the current of 120 mA is Ki = 4 m–1,
while for the same conditions in nitrogen, it is equal to
2.56 m–1.

Thus, when a sound wave propagates along a dis-
charge of a molecular gas, a smooth increase in the
amplification factor with current is observed according
to the linear theory [7–9], whereas, at the constriction
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Fig. 4. Dependence of the amplification factor of the sound
wave in the process of constriction of the discharge on the
percentage of oxygen in its mixtures with nitrogen at the
pressure in the tube P = 78 torr. The sound intensity is J0 =
72 dB.
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of the discharge, a sharp increase in the amplification
factor takes place (a nonlinear amplification [10]).

The value of the sound amplification factor in a dif-
fusive discharge of molecular gas (depending on its
nature) is several times greater than its value for an
atomic gas under similar conditions [5, 6].
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Abstract—A mathematical model of the signal produced by an underwater explosion is used to obtain the
dependence of the explosion depth on the argument Tk at which the cepstrum of the signal reaches its maximum.
The algorithm evaluating the parameter Tk on the basis of the cepstral analysis of reverberation is substantiated.
The proposed method of estimating the explosion depth is tested by experimental data to demonstrate its high
accuracy. © 2002 MAIK “Nauka/Interperiodica”.
† When processing experimental data obtained with
the use of sound sources in the form of concentrated
explosive charges, it is often necessary to know the
spectrum of signals produced by underwater explo-
sions. An explosion signal is difficult to record in its
pure form because of the multipath propagation. There-
fore, to obtain its spectrum, it is expedient to use a
mathematical model of an explosion signal. In such
mathematical models, the initial data are the distance
from the point of observation to the point of the explo-
sion, the mass of the explosive charge, and the explo-
sion depth [1]. The latter can be estimated unambigu-
ously when direct signals arriving from long distances
through the underwater sound channel, or the surface
channel, are available; i.e., when a great number of ray
paths terminate at the reception point. In this case, from
the autocorrelation function of the direct signal, one
determines the period of the first fluctuation T1 in the
explosion signal [2] and then estimates the explosion
depth by the formula [3]

(1)

where z is the explosion depth in meters, W is the mass
of the explosive charge in kilograms, and T1 is the
period of the first fluctuation in seconds.

If the number of ray paths is small, the autocorrela-
tion function contains several maxima whose relative
positions on the time axis are determined by the delays
in the signal arrival times corresponding to the signal
propagation over different ray paths. For some time
delays, this situation may lead to an ambiguity in the
determination of the explosion depth, even when the

† Deceased.

T1 2.08W
1/3

/ z 10.07+( )5/6
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rough estimate of the explosion depth is known before-
hand. However, in some cases, e.g., in an experimental
study of the reflection properties of underwater objects
or when the sound-scattering properties of the sea
medium are investigated, the direct signal is limited by
the receiving channels of the measuring equipment. For
these cases, we propose a method of estimating the
explosion depth on the basis of the cepstral analysis of
the sea reverberation, which is always present in this
kind of measurements either as noise interfering with
the desired signals or as the object of investigation. Any
kind of reverberation can be used for this purpose, but
the bottom reverberation is preferable because of its
higher intensity. For the processing, it is desirable to
choose the reverberation signal segments immediately
after the bottom and bottom–surface reflections.

The reverberation is a nonstationary process, but it
can be reduced to a random process that is stationary in
the broad sense. For more efficient use of the informa-
tion carried by the reverberation signal, the latter
should be brought to the stationary form. Hence, before
evaluating the reverberation energy spectrum used in
the cepstral analysis, we preliminarily process the
reverberation realization f(t) that is determined by the
sequence of readings f (ti) at the instants ti = i∆t, where
i = 1, 2, …, N. From this realization, we eliminate the
constant component, which can appear when the signal
is recorded on a magnetic tape or when the signal is
entered in the computer:

f ti( ) f ti( ) 1
N
---- f ti( ).

i 1=

N

∑–=

)
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Fig. 1. Autocorrelation function of the bottom reverberation caused by the explosion of a 0.21-kg TNT charge at a depth of about
200 m (the thick line) and by an almost simultaneous explosion of two such charges fired at depths 198.5 and 206 m (the thin line).
Then, we bring the reverberation to the stationary form.
For this purpose, we determine the absolute value of the
function (ti) and, using the method of least squares,
approximate it with a fifth-degree polynomial F(t ) =

. Calculating F(ti), we obtain the reverbera-

tion signal in the stationary form: s(ti) = (ti)/F(ti).
Then, we divide the realization s(ti) into M nonoverlap-
ping adjacent segments, subject them to low-pass filter-
ing, and calculate the energy spectra |Gk( fi)|2 of the fil-
tered segments. As a result, we determine the statisti-

cally averaged spectrum |G( fi)|2 = ( fi)|2.

The Fourier transform of this energy spectrum is the
autocorrelation function B(t) of the reverberation. This
function is shown in Fig. 1 for one of the realizations of
the bottom reverberation. It can be used for estimating
the explosion depth by the well-known method, but the
time shift corresponding to the correlation maximum
cannot be determined with high accuracy because of
the considerable width of this maximum.

The proposed method is free of this disadvantage
and based on the similarity between the energy spectra
of the sounding signal and the reverberation caused by
it [4]. To justify the proposed method, we analyze the
structure of the energy spectrum of an explosion signal.
We consider the shock wave and the first fluctuation of
the explosion signal within the time intervals where
they have positive excess pressures in the coordinate
system where they reach their peak values at t = 0. We
denote their spectra by G0( f ) and G1( f ). Then, the
spectrum G( f ) of the combination of the shock wave
and the first fluctuation, which are separated in time by
the first fluctuation period T1, will have the form

(2)

f

)

e jt
j

j 0=
5∑

f

)

1
M
----- |Gkk 1=

M∑

G f( ) G0 f( ) G1 f( ) j2πf T1–( ),exp+=
where j is the imaginary unit. Function (2) describes the
main features of the spectrum of the explosion signal
within almost the whole frequency range, because the
contributions of the second and the following fluctua-
tions to the spectrum are negligible and the phases of
negative excess pressure manifest themselves only in
the low-frequency region. From Eq. (2), we obtain the
expression

(3)

where Φ( f ) = ;

( f ) and ( f ) are complex conjugate spectra.

The spectra |G0( f )| and |G1( f )| are functions slowly
and monotonically decreasing with increasing fre-
quency. Therefore, as one can see from Eq. (3), the
energy spectrum contains a relatively slowly decreasing
component |G0( f )|2 + |G1( f )|2 and a sinusoidal oscilla-
tion that is amplitude-modulated by another slowly
decreasing function 2|G0( f )||G1( f )|. The period of this
oscillation 1/Tk slightly differs from 1/T1 because of the
small additive introduced by the phase Φ( f ); i.e.,
Tk /T1 = f (z) ≈ 1. This kind of spectrum structure allows
us to formulate a fairly simple algorithm for estimating
the quantity Tk: we eliminate the trend from the energy
spectrum; we eliminate the amplitude modulation of
the remaining sinusoidal oscillation; we calculate the
spectrum of the resulting segment of the sinusoid; and,
finally, we determine the position Tk of the maximum of

G f( ) 2
G0 f( ) 2

G1 f( ) 2
+=

+ 2 G0 f( ) G1 f( ) 2πf T1 Φ f( )–[ ] ,cos

j G0 f( )G1* f( ) G0* f( )G1 f( )–[ ]
G0 f( )G1* f( ) G0* f( )G1 f( )+

-----------------------------------------------------------------------------arctan

G0* G1*
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Fig. 2. Results of the cepstral processing of the realization of the bottom reverberation caused by the explosion of a 0.21-kg TNT
charge at a depth of 200 m.
this spectrum on the abscissa axis. Hence, the process-
ing of the statistically averaged reverberation spectrum
|G( fi)|2 consists of the following operations:

(i) Applying the method of least squares, we approx-
imate the energy spectrum within the transmission band
of the low-pass filter, which was used for estimating the
reverberation spectrum, by the rational function g( f ) =

 and eliminate the trend from the energy

spectrum: ( fi) = |G( fi)|2 – g( fi). The energy spectrum
of the bottom reverberation and the approximating
function are shown in Fig. 2a.

(ii) The levels of the components of the reverbera-
tion energy spectrum have a wide dynamic range.
Therefore, the function g( f ) does not eliminate the
trend to the extent that one may ignore its residue.
Hence, we filter the function ( fi) in the time domain
by a band-pass filter, which eliminates the high-fre-
quency fluctuations of the function ( fi).

(iii) We eliminate the amplitude modulation of the
function A( fi). For this purpose, we use the Hilbert trans-

form to calculate the conjugate function ( fi). Then, we

determine the envelope E( fi) = [A2( fi) + ( fi)]1/2 and
divide the function A( fi) by this envelope: C( fi) =
A( fi)/E( fi). The function A( f ) and its envelope are shown
in Fig. 2b, and the function C( f ) is shown in Fig. 2c.

(iv) We apply the Fourier transform to the function
C( fi). Determining the absolute value of the resulting
function, we obtain the cepstrum K(ti) (see Fig. 2d).

b j f
j

j 2–=
3∑
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(v) To increase the accuracy with which we deter-
mine the position of the cepstrum maximum on the
time axis, we approximate the vertex of the cepstral
peak by a second-degree polynomial and find the argu-
ment value t = Tk corresponding to the maximal value
of the polynomial.

Now, it is necessary to determine the expression
relating the parameter Tk to the depth of the explosion.

In our previous publication [1], we showed that,
when charges of different mass are exploded at the
same depth, the signals generated by them and received
at distances within which they propagate according to
the laws of linear acoustics are similar in shape. At such
distances, the ratio Tk/T1 depends solely on the explo-
sion depth z; i.e.,

Taking into account Eq. (1), we represent this ratio in
the form

The values of the function f(z) are close to unity. There-
fore, the depth z is related to the quantity x =
(2.08W1/3/Tk)6/5 by a dependence close to linear.

In some cases that require “whitening” of the spec-
trum of the probing explosion signal in a frequency
range up to several kilohertz (e.g., when the response of
the sound propagation channel is investigated or when
the transient amplitude–phase characteristic of a

Tk/T1 f z( ).=

z 10.07+( )/ f z( )[ ] 6/5
2.08W

1/3
/Tk( )

6/5
.=



276 GROMASHEVA, ZAKHAROV
(a) (b)

(c) (d)

|G(f)|2, g(f)

K(t)

0 1000 2000 f, Hz f, Hz0 1000 2000

0 1000 2000 f, Hz 0 0.01 0.02 0.03 t, s

A(f), E(f)

C(f)

Fig. 3. Results of the cepstral processing of the signal generated by a 0.21-kg TNT charge fired at a depth of 200 m.
reflecting object is estimated), it is necessary to know
the explosion depth with high accuracy. Therefore, we
approximate the aforementioned dependence by a fifth-
degree polynomial:

(4)

To determine the coefficients aj, we need to know a set
of values Tki corresponding to different explosion
depths zi .

Since the reverberation energy spectrum possesses
all the characteristic features of the energy spectrum of
the explosion signal, we can determine the pairs of val-
ues zi and Tki by using a mathematical model of the sig-
nal produced by an underwater explosion [1]. In this
case, we perform the following operations: for a charge
with a chosen mass and a given depth, we calculate the
explosion signal, filter it through a low-pass filter, and
determine the energy spectrum of the filtered signal.
Then, we process the energy spectrum by the proposed
method. Such calculations were performed for a charge
of mass W = 0.21 kg and the explosion depths zi = i ×
25 m, where i = 2, 3, …, 14, in the frequency range up
to 3 kHz. An example of the signal processing by the
proposed algorithm is presented in Fig. 3. The pairs of
values zi and Tki were used to determine the coefficients
aj of polynomial (4) by the method of least squares. As

z a jx
j
.

j 0=

5

∑=
a result, we obtained the following formula for estimat-
ing the explosion depth by the parameter Tk:

In the proposed algorithm for the cepstral process-
ing of reverberation, the operation of taking the loga-
rithm of the energy spectrum, which is conventionally
used in cepstral analysis, is replaced by the operations
of eliminating the trend and eliminating the amplitude
modulation of the resulting residual. This allows us to
obtain a narrow cepstral peak on the background of a
small random component and to measure the parameter
Tk with high accuracy. Note that we did not analyze the
effects of the frequency dependence of the sound atten-
uation and the reflectance of the sea bottom on the
shape of the explosion signal, because these factors
practically do not affect the positions of the maxima
and minima of the explosion signal spectrum on the fre-
quency axis, and their influence is eliminated by the
aforementioned operations.

The proposed method for the determination of the
explosion depth was tested using experimental data.
The experiments were carried out in the Sea of Japan in
a region with a flat bottom with a sea depth of 3000 m.
The signals were received by three radiosonic buoys
(RSB) positioned at the vertices of a square with sides
1000 m in length. The hydrophones of the buoys were
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Fig. 4. Cepstrum of the bottom reverberation caused by an almost simultaneous explosion of two 0.21-kg TNT charges fired at the
depths 198.5 and 206 m.
lowered to a depth of 100 m. Trinitrotoluene (TNT)
charges of mass 0.21 kg were dropped from a ship mov-
ing outside this square. The charges were fired by
hydrostatic blasters at a depth ~200 m. The distances
between the points of explosion and the radiosonic
buoys were within 2570–4350 m.

For processing, we selected the received signal seg-
ments that had a monotonically decreasing level of bot-
tom reverberation immediately after the first bottom
and bottom–surface reflections. The table presents the
estimates obtained for the explosion depth, together
with the average values of the explosion depth  calcu-
lated from the data of the three RSB in every experi-
ment.

The accuracy of the proposed method is determined
by the difference in the estimates obtained for the
explosion depth from the reverberation signals received
in every specific experiment by the different RSB. As
one can see from the table, this difference is small: the
standard deviation from the mean values is about 0.1 m,
which testifies to the rather high accuracy of the pro-
posed method of estimating the explosion depth on the
basis of the data extracted from such a random process
as sea reverberation. This method has one more advan-
tage: it provides a high resolution in depth, which is
confirmed by Fig. 4 showing the cepstrum of the rever-
beration caused by an almost simultaneous explosion of
two charges fired at depths of 198.5 and 206 m. One can
see that the cepstral peaks corresponding to different
depths are well resolved; at the same time, these peaks
cannot be resolved by the autocorrelation function (see
Fig. 1).

The proposed method of estimating the explosion
depth is based on the similarity between the energy
spectra of an explosion signal and the reverberation
caused by it and on the use of such an important prop-

z
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erty of spectra as the periodicity of the sequence of their
maxima. In the experiment described above, the energy
spectrum of reverberation generally reproduces the
energy spectrum of the explosion signal, which can be
seen from a comparison of Figs. 2a and 3a. However, in
the case of a dissected bottom relief, the scattered sig-
nal may contain rather intense reflections that give rise
to an additional periodic structure of the spectrum and,
hence, to the appearance of additional peaks in the cep-
strum (e.g., as in the case of hydroacoustic measure-
ments in seismology [5]). In this situation, one faces the
same problems as those encountered in estimating the
period of the first fluctuation from the autocorrelation
function of the direct signal in the case of a small num-
ber of ray paths. If the arguments of additional ceps-
tral peaks differ considerably from Tk, the desired cep-
stral peak can be easily identified according to the
known rough estimate of the explosion depth. Other-

Table

Experi-
ment no.

Explosion depth z, m
, m

RSB1 RSB2 RSB3

1 198.5 198.4 198.4 198.4

2 196.9 196.9 197.0 196.9

3 199.9 199.8 199.8 199.8

4 201.9 201.7 201.9 201.8

5 203.8 203.9 203.8 203.8

6 206.1 206.0 206.0 206.0

7 201.0 200.7 200.8 200.8

8 196.3 196.8 196.5 196.5

9 198.7 198.8 198.7 198.7

10 198.0 197.9 198.2 198.0

z
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wise, one has to either choose another segment of the
reverberation signal or eliminate the most intense
reflections from the reverberation realization before
the preliminary processing.

Evidently, the proposed algorithm for estimating the
explosion depth can also be applied to direct signals.
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Abstract—The optimal synthesis problem for inhomogeneous acoustic structures is studied. The case is con-
sidered when a discrete set of materials is available. A possibility for efficiently designing inhomogeneous
structures that realize the ultimate characteristics of acoustic media is studied. The extremal relationships
between the parameters of optimal acoustic systems are obtained on the basis of a constructive analysis of the
necessary optimum conditions. These relationships can be used to study the ultimate performance of inhomo-
geneous acoustic structures. © 2002 MAIK “Nauka/Interperiodica”.
1. FORMULATION OF THE PROBLEM

The problems of the optimal design of inhomoge-
neous structures with prescribed properties has
received much attention in recent years [1–12]. The
central problem in the optimal synthesis of inhomoge-
neous structures is the determination of the maximum
potentialities in achieving the desired properties by
choosing the appropriate design of the structure. To cre-
ate composite structures, materials, and coatings with
unique properties, it is necessary to study their potenti-
alities in terms of achieving their ultimate performance.
The latter corresponds to the limiting characteristics
that can be achieved through a task-oriented control of
the structure design.

The most general approach to the optimal synthesis
of inhomogeneous structures is to use the variational
method. In the variational formulation, the study of the
potentialities amounts to creating efficient global opti-
mization methods for solving particular optimal control
problems, which are typical of the inhomogeneous
structure synthesis and are usually combinatorial.

We study the problem in the following formula-
tion. We restrict our analysis to considering the prop-
agation of acoustic waves in the framework of linear
acoustics. In this case, the propagation of acoustic
waves in a layered medium is described by the system
of equations

(1.1)

∂v s

∂t
---------

1
ρs

----- ∇ ps+ 0,=

∂ ps

∂t
-------- ρscs

2
div v s+ 0,=
1063-7710/02/4803- $22.00 © 20279
where ρs is the density of the sth layer and ps, v s, and cs
are the pressure, particle velocity vector, and wave
velocity in it.

At the interface F between the sth and (s – 1)th lay-
ers, the pressure and the normal component of the
velocity are continuous:

The separation of variables and the Fourier trans-
form reduce the problem of acoustic wave propagation
in an inhomogeneous structure to the following bound-
ary-value problem [13]:

(1.2)

The functions fs(z, ω)(bs – 1 ≤ z ≤ bs, s = 0, …, N + 1) are
the components of the complex pressure amplitudes

and ks(ω) = ω(  – sin2ϑ0)1/2 is the z component of
the wave vector in the sth layer.

p
s

p
s 1–

–( ) F 0, v n
s

v n
s 1–

–( ) F 0.= =

∂2
f s z ω,( )

∂z
2

------------------------- ks
2 ω( ) f s z ω,( )+ 0,=

bs 1– z bs s = 0 … N 1+, ,( ),≤ ≤

f s bs 1– ω,( ) f s 1– bs 1– ω,( ),=

∂ f s bs 1– ω,( )
∂z

-------------------------------
ρs

ρs 1–
----------

∂ f s 1– bs 1– ω,( )
∂z

------------------------------------=

s 1 … N 1+, ,=( ),

∂ f 0 0 ω,( )
∂z

------------------------ ik0 ω( ) f 0 0 ω,( )+ 2ik0 ω( ),=

∂ f N 1+ l ω,( )
∂z

----------------------------- ikN 1+ ω( ) f N 1+ l ω,( )– 0.=

cs
2–

c0
2–
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The energy transmission coefficient T(ω) is deter-
mined through the solution to boundary-value prob-
lem (1.2):

Here, ϑN + 1 is the angle at which the wave leaves the
structure.

Let the structure be composed of a given discrete set
of materials. Since the physical properties of these
materials are not independent, we assume that a func-
tional dependence c = c(ρ) exists that uniquely deter-
mines the velocity of acoustic waves in the material by
a given density of this material. Then, the density ρ
alone is the independent physical parameter. Let Λ be
the set of densities of the available materials.

Let the goal be the design of an acoustic structure
that features the maximal reflection in one given spec-
trum region and the maximal transmission in another
region. Then, in terms of the optimal control theory, the
optimal design problem amounts to the minimization of
the goal function

(1.3)

over the solutions of the system of equations (1.2).
Here, ωmin and ωmax are the lower and upper bounds of
the filtered frequency range, and τ(ω) is the weighting
function (–1 ≤ τ(ω) ≤ 1). In the synthesis of transmis-
sive acoustic systems, the goal function is negative; in
the synthesis of acoustic insulation materials, it is pos-
itive.

In keeping with the above formulation, we consider
the problem of finding the complete set of inhomoge-
neous structures that realize the potentialities in achiev-
ing the required properties:

(1.4)

Here, ρ(z) is the density distribution across the structure
(0 ≤ z ≤ l): ρ(z) = ρs, bs – 1 ≤ z ≤ bs, s = 1, …, N.

It is important to derive the extremal relationships
between the parameters of the optimal acoustic struc-
tures, which can be used to study the effect of individ-
ual parameter variations on the optimal structure.

Below, we will consider only the normal incidence
of acoustic waves.

2. NECESSARY CONDITIONS
IN PROBLEMS OF ACOUSTIC OPTIMAL 

SYNTHESIS

Let us formulate the necessary optimum conditions
in the optimal control problem given by Eqs. (1.2) and

T ω( )
c0ρ0 ϑ N 1+cos

cN 1+ ρN 1+ ϑ 0cos
--------------------------------------- f N 1+ l ω,( ) 2

.=

J τ ω( )mod
2

f N 1+ l ω,( ) ωd

ωmin

ωmax

∫=

U* ρ* z( ) : J ρ* z( )( ) J ρ z( )( )
ρ z( )
min={ } .=
(1.3). Consider the Hamiltonian function for the sth
layer:

(2.1)

Here, k(ρ, ω) = ω/c(ρ), ρ ∈ Λ ,

and ψs(z, ω) (bs – 1 ≤ z ≤ bs , s = 1, …, N) is a solution to
the boundary-value problem conjugate to problem (1.2)
[11].

Let ρ*(z) (0 ≤ z ≤ l) be the optimal density distribu-
tion across the layered structure and (z, ω) and

(z, ω) (bs – 1 ≤ z ≤ bs, s = 0, …, N) be the correspond-
ing solutions to the original, Eqs. (1.2), and the conju-
gate systems of equations. Then, for the optimal solu-
tion, we have

(2.2)

(The omitted arguments of Hamiltonian function (2.2)
refer to the optimal solution.)

Let us apply the necessary optimum conditions
given by Eqs. (2.2) to the constructive synthesis of opti-
mal acoustic systems. We will study this problem for
monochromatic and nonmonochromatic acoustic
waves separately.

3. MONOCHROMATIC ACOUSTIC WAVES

At the optimal solution for the monochromatic
wave, the Hamiltonian function can be reduced to the
form

(3.1)

where L* is a constant independent of z.

Let us represent the amplitude transmission W and
reflection V coefficients as

H f s f ṡ ψs ψ̇s; ρ, , ,( ) z

=  
k

2 ρ ω,( )
ρ

--------------------α s z ω,( ) ωd

ωmin

ωmax

∫ ρβs z ω,( ) ω,d

ωmin

ωmax

∫+

bs 1– z bs, s≤ ≤ 1 … N ., ,=

α s z ω,( )
ρs

ks
2

-----Re ψ̇s z ω,( ) f s z ω,( ),–=

βs z ω,( ) 1
ρs

-----Re f ṡ z ω,( )ψs z ω,( ),=

f s*

ψs*

H *; ρ* z( )( ) z H *; ρ( ) z, 0
ρ Λ∈
max z l.≤ ≤=

H *; ρ( ) z α s* z( )ρ k
2 ρ( )
ρ2

-------------
ks

*2

ρs
*2

---------–
ρ

ρs*
------L*,+=

bs 1–
* z bs

*, s≤ ≤ 1 … N*,, ,=

W τ iϑ( ), Vexp σ iϕ( ),exp= =

0 τ , σ 1, 0 ϑ , ϕ 2π.≤ ≤ ≤ ≤
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Consider the cases when the set of available materials
consists of two and of several (more than two) different
materials separately.

The Available Set Consists of Two Materials

The constructive analysis of necessary optimum
conditions (2.2) yields the following extremal relation-
ships between the parameters of the optimal structure.

The density of the first layer of the optimal structure
satisfies the extremal relationship
ACOUSTICAL PHYSICS      Vol. 48      No. 3      2002
(3.2)

We use here the following notations: x* =
arg (x) if f(x*) = (x), 

and . The optimal thickness of the first
layer satisfies the extremal relationship

ρ1*

=  
arg ρ Z

2 ρ( ) Z0
2

–( )[ ] , when 0
ρ Λ∈
max ϕ π< <

arg ρ Z
2 ρ( ) Z0

2
–( )[ ] , when π

ρ Λ∈
min ϕ 2π.< <







extr f
x

extr f
x

Z ρ( ) 1/ρc ρ( ),=

Z0 1/ρ0c0=
(3.3)∆1*
1

2k1*
---------

Z1
*2

Z0
2

–( ) 2ρ1*Z1
*2

ρ2* Z1
*2

Z2
*2

+( )–[ ] γ ϕ( )cos

ρ2* Z0
2

Z1
*2

+( ) Z2
*2

Z1
*2

–( )
------------------------------------------------------------------------------------------------------------------

 
 
 

arccos
1

2k1*
---------γ ϕ( ).–=
Here,

The thicknesses of the first and second layers of the
optimal structure are related through the extremal rela-
tionship

(3.4)

Here,  = ,  is the optimal thickness of the
sth layer,

It has been shown [13] that, when the excitation is
monochromatic and the set of only two materials is
available, the thicknesses of the internal layers of the
optimal structure are related as

(3.5)

The above extremal relationships can be used to find
the complete set U* of optimal layered structures that
realize the potentialities in achieving the required prop-
erties. This can be accomplished with the help of the
procedure described below.

For each ϕ(0 ≤ ϕ ≤ 2π), the following actions are
performed:

(1) Find the material of the first layer from extremal
relationship (3.2).

γ ϕ( )
2Z0Z1

* ϕcot

Z1
*2

Z0
2

+
---------------------------- ,arctan=

Zs 1/ρscs.=

Z2
* y2

*cot Z1
*σ2 1,* 2y1* γ ϕ( )+( )cot–=

+
Z1*τ2 1,* τ0 1,* γ ϕ( )( )cos

σ0 1,* 2y1* γ ϕ( )+( )sin
---------------------------------------------------.

ys* ks*∆s* ∆s*

σi j,
1
2
--- 1 δi j,

2
+( ), τ i j,

1
2
--- 1 δi j,

2
–( ),= =

δi j, Zi/Z j.=

∆s* ∆s 2–* , s 4 … N* 1.–, ,= =
(2) Use formulas (3.3)–(3.5) to find the thicknesses
of all layers of the structure.

(3) Calculate the amplitude transmission coefficient
V(ϕ) of the structure as a function of the scalar argu-
ment ϕ.

(4) Find the complete set of structures that satisfy
the condition argV(ϕ) = ϕ.

(5) Consider the subset of such structures that corre-
spond to the smallest goal function as the desired set of
solutions that realize the potentialities in achieving the
given properties.

The procedure described above can be extended to
the case when the total thickness of the structure is not
fixed and is allowed to vary within a specified range
(lmin ≤ l ≤ lmax). Therefore, it can be used to study the
optimal structure as a function of its total thickness.

The Available Set Consists of Several
(More Than Two) Materials

As follows from the necessary optimum conditions

(2.2), the constant L* and the function (z) in the
Hamiltonian function (3.1) can be represented as

where , , and  are real constants. For s = 1,
these constants can be represented as

α s*

L*
τ ω( )ω2ρ0ρ1*

k0 ω( )
------------------------------- Z1

*2
Z0

2
–( )

1 ρ2
–( )Z0

ZN* 1+
------------------------- 

  ρ ϕ ,sin=

α s* z( ) Cs* 2ks* z bs 1–*–( )( )sin=

+ Ds* 2ks* z bs 1–*–( )( )cos Es*,+

bs 1–* z bs*, s≤ ≤ 1 … N*,, ,=

Cs* Ds* Es*

C1*
ρ1*τ ω( )

k1* ω( )
-------------------

1 ρ2
–( )Z0

ZN* 1+
------------------------- 

  ρ ϕ ,cos–=
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(3.6)

The continuity conditions at the layer interfaces yield
the following recurrent formulas, which relate the coef-

ficients , , and  of the function (z) that
correspond to adjacent layers of the layered structure:

(3.7)

These extremal relations can be used to determine
the complete set of the structures that realize the poten-
tialities in achieving the required properties with the
help of the procedure described below.

For each value of the scalar parameter ϕ(0 ≤ ϕ ≤ 2π),
perform the following calculations:

(1) Find the density  of the first layer from rela-
tionship (3.2).

(2) Find the optimal thicknesses  (s = 1, …, N*)

and the physical parameters  (s = 1, …, N*) of the
layers from extremal relationships (2.2), (3.6), and

(3.7) as follows. Let the optimal thickness  of the

(s – 1)th layer and the optimal density  of the sth

layer be known. Determine , , and  from for-

mulas (3.7) and calculate (z). Determine the point

z* (  < z ≤ l) at which the function H(*; ρ)|z given

by Eq. (3.1) peaks for two elements  and ρ* simul-

taneously. Set  = z* –  and  = ρ*. Con-
tinue the calculations in a similar manner.

(3) For the structure found above, calculate the
amplitude transmission coefficient V(ϕ) as a function of
the scalar parameter ϕ.

(4) Determine the set of structures that satisfy the
condition V(ϕ) = ϕ.

(5) Consider the subset of these structures that cor-
respond to the minimum of the goal function as the

D1*
ρ0τ ω( )
2k0 ω( )
----------------- 1

Z0
2

Z1
*2

---------+
 
 
  1 ρ2

–( )Z0

ZN* 1+
------------------------- 

  ρ ϕ ,sin=

E1*
ρ0τ ω( )
2k0 ω( )
----------------- 1

Z0
2

Z1
*2

---------–
 
 
  1 ρ2

–( )Z0

ZN* 1+
------------------------- 

  ρ ϕ .sin=

Cs* Ds* Es* α s*

Cs* δs 1– s,* Cs 1–* 2ys 1–*cos Ds 1–* 2ys 1–*sin–( ),=

Ds* σs 1– s,* Cs 1–* 2ys 1–*sin Ds 1–* 2ys 1–*cos+( )=

+ τ s 1– s,* Es 1–* ,

Es* τ s 1– s,* Cs 1–* 2ys 1–*sin Ds 1–* 2ys 1–*cos+( )=

+ σs 1– s,* Es 1–* ,

s 2 … N*., ,=

ρ1*

∆s*

ρs*

∆s 1–*

ρs*

Cs* Ds* Es*

α s*

bs 1–*

ρs*

∆s* bs 1–* ρs 1+*
desired set of structures that realize the ultimate perfor-
mance.

This procedure can be generalized to structures with
an unfixed thickness, in which case it can be used to
study the optimal structure as a function of its total
thickness.

4. NONMONOCHROMATIC ACOUSTIC WAVES

Consider the general case of a nonmonochromatic
acoustic wave.

We begin with the synthesis of acoustic systems
whose energy transmission coefficient is closest to the
desired value at a particular frequency ω* ∈ [ωmin,
ωmax]. Let q be the closest possible value at ω = ω*.
Then, the optimal synthesis problem consists in finding
the set of structures U* [Eq. (1.4)] that realize the ulti-
mate performance subject to the additional condition

(4.1)

However, the closest possible energy transmission
coefficient at ω = ω* is achieved for the monochromatic

excitation at this frequency. Let  be the complete set
of inhomogeneous structures that correspond to the
minimal value of goal function (1.3) for the monochro-
matic excitation at the frequency ω*. Then, the set U*
of all inhomogeneous structures that solve the optimal
synthesis problem described by formulas (1.2), (1.3),

and (4.1) is a subset of the set :

(4.2)

Thus, the optimal synthesis problem in this formu-
lation can be solved completely.

Consider the general case.
In a fairly large number of optimal synthesis prob-

lems, a frequency ω* ∈ [ωmin, ωmax] can be indicated at
which the energy transmission coefficient of the inho-
mogeneous structure differs from the closest achievable
value by a sufficiently small quantity δ. The closest
achievable value of the energy transmission coefficient
at the frequency ω* is the closest attainable value for
the monochromatic excitation at the frequency ω*.

Denote this value as (ω*). Then, the above condi-
tion can be written as

(4.3)

Consider the optimal synthesis problem given by
Eqs. (1.2) and (1.3) with additional condition (4.3).

Let (ω*) be the set of solutions that realize the
potentialities in attaining the required properties in
optimal synthesis problem (1.2), (1.3) under additional

condition (4.3). Let  be the set of all solutions that

T ω*( ) q.=

U0
*

U0
*

U* u* U0
* : J u*( ) J u( )

u U0
*∈

min=∈
 
 
 

.=

gω**

g ω*( ) gω** ω*( )– δ.≤

Vδ*

Eω*
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realize the ultimate performance in optimal synthesis
problem (1.2), (1.3) for the monochromatic excitation
at the frequency ω.

Then, we have

where, according to the notation introduced above,

(ω*) is the set of all solutions that realize the ulti-
mate performance in optimal synthesis problem (1.2),
(1.3) under constraint (4.3), which corresponds to δ = 0.

As follows from the theory of multivalued mappings
[14, 15], for any α0 > 0, there exists such a δ0 > 0 that,
for all 0 < δ < δ0, the condition

(4.4)

is satisfied. Here,

Thus, at a sufficiently small δ, the sets (ω*) and

(ω*) are close in their structure. Property (4.4) can

be used to construct the set (ω*) when the set

(ω*) is known. The theory of multivalued mappings
can be efficiently used in the optimal synthesis of inho-
mogeneous structures from a given discrete set of mate-
rials for a nonmonochromatic excitation under addi-
tional condition (4.3) to find the complete set of solu-
tions that realize the ultimate performance when the
complete set of solutions that realize the ultimate per-
formance for the monochromatic wave is known.

CONCLUSION
One of the most important problems in studying

acoustic fields in inhomogeneous structures is the prob-
lem of revealing the potentialities of controlling the
acoustic characteristics through a task-oriented choice
of the structure design (the physical properties of the
layer materials, the thickness and number of layers, and
the order of the layer arrangement in the structure).

V0
* ω*( ) Eω*

* ,⊂

V0
*

Vδ* ω*( ) Sα0
V0

* ω*( )( )⊂

Sα0
V0

* ω*( )( ) u .( ) : ρU u .( ) V0
* ω*( ),( ){ } α 0,≤=

ρU u .( ) V0
* ω*( ),( ) ρU u .( ) v .( ),( ).

v .( ) V0
* ω*( )∈

inf=

V0
*

Vδ*

Vδ*

V0
*
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Since the number of inhomogeneous structure designs
that have to be tested for optimum is very large, the
problem cannot be solved by an exhaustive search
through all possible designs, even using high-perfor-
mance computers. Presently, there is no alternative to
such an exhaustive search.

Extremal relationships that relate the parameters of
optimal acoustic systems are derived on the basis of the
constructive analysis of the necessary optimum condi-
tions in acoustic optimal synthesis problems.

These extremal relationships can be used to study
the effect of various parameters on the optimal structure
and to develop methods for investigating the ultimate
characteristics of acoustic structures.
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Abstract—Excitation of a Stoneley wave in a single fluid-filled crack of small wave size in a borehole under an
external seismic wave incident on it at an arbitrary angle is considered. On the basis of the solution obtained, the
feasibility of solving the inverse problem of reconstructing the crack orientation from the data of vertical seismoa-
coustic profiling by hydrophones with the use of minimal input data is demonstrated. © 2002 MAIK “Nauka/Inter-
periodica”.
The phenomenon of low-frequency Stoneley wave
propagation in boreholes is well known [1–4]. The
Stoneley waves can be generated at any kind of bore-
hole inhomogeneities, including cracks and fractures
crossing the borehole [5, 6].

In vertical seismic profiling (VSP), the low-fre-
quency Stoneley waves are usually considered as noise.
However, they can be useful as a means to detect and
analyze cracks crossing a borehole. The Stoneley
waves proved to be very sensitive to the presence of
cracks. It was reported in [7] that permeable cracks
cause attenuation of Stoneley waves due to the fluid
flow into these cracks. The same mechanism gives rise
to a reflected Stoneley wave. The ratio between the
amplitudes of transmitted and reflected Stoneley waves
can provide information on the parameters of a crack or
a cracked zone. Therefore, the analysis of the reflection
of Stoneley waves is unique among the logging tech-
niques in its sensitivity to the appearance and extension
of cracks.

A method of calculating the reflection of Stoneley
waves from horizontal and inclined plane-parallel frac-
tures was proposed in [8], on the assumption that the
compressibility of the external medium could be
neglected. A comparison with the experimental data
showed that the proposed simple analytical model over-
estimates the reflection factor of Stoneley waves.

To take into account the effect of the elasticity of
walls, a modal solution valid at low frequencies was
used in [9] with the aim of deriving expressions for the
transmission and reflection factors in the case of a hor-
izontal plane-parallel crack. The reflection factors
given by this model proved to be higher than those pre-
dicted for a rigid formation.

The recent works [10, 11] present a refined analyti-
cal model along with a finite-difference technique for
calculating Stoneley waves’ reflection from horizontal
cracks crossing a fluid-filled borehole. It is shown, in
1063-7710/02/4803- $22.00 © 20284
particular, that gullies in a borehole cause reflections
that are quantitatively similar to those caused by cracks.
When combined with an open crack, these gullies can
considerably affect the reflection factor of a Stoneley
wave. The principal conclusion of these works is that
the reflection of Stoneley waves from cracks in an elas-
tic medium can be twice as great as a similar reflection
in the case of a perfectly rigid medium. It is also found
that a cracked zone and a permeable one are equivalent
on a scale that is smaller than the Stoneley wavelength.

There is another well-known mechanism of Stone-
ley wave generation [5] that differs from the above-
mentioned one: the incident seismic wave compresses
the fluid-filled crack and injects fluid into the borehole.
The Stoneley waves generated by this injection propa-
gate up and down the borehole, their amplitude depend-
ing on the permeability of the cracked zone. In this
case, the permeability of the cracked zone can be esti-
mated from the amplitude ratio of the incident seismic
wave and the generated Stoneley waves.

A model for describing the generation of tube waves
on a plane-parallel porous permeable layer crossing a
borehole under an incident external seismic wave is
proposed in [12]. This model is used to determine the
dependence of the amplitude ratio of the Stoneley wave
and the longitudinal wave on the thickness, porosity,
and permeability of the layer.

Below, we consider the excitation of a Stoneley
wave at a single fluid-filled crack of a small wave size
when an external seismic wave is incident on it at an
arbitrary angle (see Fig. 1). We show that, on the basis
of the solution obtained, it is possible to solve the
inverse problem of reconstructing the crack orientation
from the data of VSP with hydrophones by using mini-
mal initial information.

In the long-wave approximation λ @ R (λ is the
characteristic wavelength of the seismic wave and R is
the borehole radius), we consider the problem of the
002 MAIK “Nauka/Interperiodica”
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wave field generation in a fluid-filled borehole under
the effect of an incident seismic wave in the presence of
a crack crossing the borehole shaft. The linear dimen-
sions of the crack are considered to be small compared
to the wavelength of the seismic wave, λ @ L. The crack
and the borehole can be considered as two subsystems
with a hydraulic connection. The latter leads to a fluid
flow between the borehole and the crack when they are
deformed by the external seismic field. As this takes
place, the conditions of equality of the fluid pressures
and flows between the crack and the borehole must be
satisfied at the point of their intersection.

The propagation of small-amplitude waves in the
borehole fluid is described by the system of linearized
equations of continuity, motion, and state:

(1)

Here, P(r, z, t), ρ(r, z, t), and V = {Vr(r, z, t), 0, Vz(r, z, t)}
are the deviations of the local pressure, density, and
mass velocity, respectively, from their equilibrium val-
ues; ρf and cf are the equilibrium values of the fluid
density and the speed of sound in the fluid. Since, as a
rule, the frequency used in the VSP does not exceed
several hundreds of hertz and the borehole diameter
does not exceed 20 cm, the characteristic wavelengths
in both the borehole fluid and the external medium are
much greater than the borehole diameter.

In the long-wave approximation, it is natural to
describe the acoustic wave field in the borehole in terms
of the dynamic quantities averaged over the borehole
cross section:

(2)

These expressions take into account that, in the long-
wave approximation, the distribution of dynamic quan-
tities in the borehole is axially symmetric, and averag-
ing over the angle gives the factor 2π.

Averaged over the borehole cross section, the equa-
tions of continuity and motion (the projection of the lat-
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ter onto the borehole axis) lead, according to Eqs. (2),
to the following relations:

(3)

Combining these equations, we obtain an inhomoge-
neous wave equation for the pressure field in a fluid-
filled borehole [13, 14]:

(4)

If a fluid flow through the borehole wall is absent,
the velocities of the borehole wall and the adjacent fluid
coincide: Vr(r = b, z, t ) = ∂ur /∂t, where ur is the dis-
placement of the borehole wall.

In the long-wave approximation, to obtain a closed
equation for the pressure in the borehole, one can use
the quasistatic relation between the applied pressure
and the displacement of the borehole wall, which can
be found on the basis of the solutions of the static equa-
tions of elasticity theory. For a cased borehole in the
field of external static stress σeff , the relation between
the radial displacement ur , σeff, and P has the form [2]

(5)

where E is Young’s modulus, and M is a modulus that
depends on the presence of a borehole casing and
equals either the shear modulus µ of the external
medium for an uncased borehole or M = µ + Est∆st/(2R)
when the borehole has a steel casing with the wall
width ∆st and Young’s modulus Est . The effective exter-
nal dynamic stress σeff can be expressed in the cylindri-
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Fig. 1. Schematic diagram of VSP. n is the normal to the
crack surface; k is the wave vector of the incident seismic
wave.
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cal coordinates in terms of the components of the exter-
nal stress tensor σeff as [2]

(6)

where ν is Poisson’s ratio of the elastic medium.

Substituting Eq. (5) into Eq. (4), we obtain an inho-
mogeneous wave equation describing the tube wave
propagation under the effect of external dynamic
stresses in a fluid-filled borehole [13, 14]:

(7)

Here, ctw = cf(1 + Kf/M)–1/2 is the velocity of nondisper-

sive Stoneley waves; Kf = ρf  is the bulk modulus of
the fluid.

At the intersection point of the borehole and the
crack, the velocity Vr (r = R, z, t) is determined by the
fluid flow out of the crack, which can be found from the
crack volume variation in the seismic wave field at a
given fluid pressure. When linear dimensions of the
crack are far less than the wavelength of the seismic
wave L ! λ, the crack shape is determined by the local
values of the stress tensor of the medium σik in the seis-
mic wave and by the fluid pressure in the crack. This
approximation allows one to determine the crack shape
from the solution of the static equations of elasticity
theory. To find the variation of the crack volume in the
external seismic field, we use the static solution for the
simplest model of an elliptic disk-shaped crack in an
elastic medium [15]. In this case, the variation of the
crack volume is related only to the stresses normal to
the crack surface.

Then, the displacement of the crack edges with
respect to the equilibrium position is described by the
standard solution [15]:

(8)

where σ⊥  = P + niσiknk are stresses normal to the crack
surface, n is the corresponding normal vector, P is the
fluid pressure at the borehole–crack intersection point,
and r is the distance from the symmetry axis of the
crack.

The variation of the crack volume is found by inte-
grating Eq. (8):

which gives

(9)
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where V0 = (1 – ν2)L3 is the effective volume of the

crack.
Since, on a scale much smaller than the wavelength,

the fluid can be considered incompressible, the crack
volume variation leads to a corresponding mass flow
from the crack through the borehole–crack intersection
plane S = 2πR∆z (∆z is the effective thickness of the
crack):

(10)

Relations (9) and (10) allow us to determine the
radial component of the velocity at the borehole–crack
intersection point:

(11)

In the limit ∆z  0, at a constant mass flow through
the surface S, this relation gives the expression for the
velocity in the form of a point source

(12)

where z = 0 is the borehole–crack intersection point.
Since, in the above-mentioned limit ∆z  0, the

velocity related to the fluid flow out of the crack is non-
zero at only one point, then, combining Eqs. (4), (5),
and (12), one can obtain the resulting equation describ-
ing the wave field inside the borehole in the presence of
a crack:

(13)

This equation differs from Eq. (7) by the presence of a
point source at the borehole–crack intersection point.

Now, to find the solutions to Eq. (13) that meet the
radiation condition at infinity, one should specify the
external wave field describing the incident seismic
wave.

We take the borehole and the crack to lie in the far
wave zone so that both the wavelength and the linear
dimensions of the crack are much smaller than the
radius of curvature of the incident seismic wave front.
Hence, the local interaction of the seismic field with the
crack and the borehole can be considered in the plane-
wave approxiation. Then, the displacement vector in
the seismic wave can be represented in the form

(14)

where u is the unit vector of the wave polarization, U(r)
is the local wave amplitude, e is the unit vector in the
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direction of propagation, and c is the velocity of propa-
gation depending on the wave type (longitudinal or
transverse). From Eq. (14) for the external seismic
field, with the use of Hooke’s law

and the expression for the strain tensor εij

we explicitly determine the components of the stress
tensor σik of the medium in the seismic wave:

(15)

where λ and µ are the Lamé constants of the elastic
medium, ez is the unit vector along the borehole axis,
and ξ = t – er/c denotes the time in the moving coordi-
nate system. In Eqs. (15), we took into account that the
slowly varying amplitude is not differentiated in the far
wave zone.

Using Eqs. (15) for the components of the stress ten-
sor, one can easily obtain the relations for the effective
stress in Eq. (13):

(16)

where the relations µ = , λ + 2µ = , and E =
3λ + 4µ are used.

Introducing the angle of incidence of the seismic
wave with respect to the borehole axis γ: cos(γ) = –(e, ez)
and the apparent velocity of the seismic wave propaga-
tion along the borehole cw: cw = c/cos(γ), we can write
the phase of the wave as ξ = t + z/cw . In the new nota-
tion, Eq. (13) can be rewritten as

(17)
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In the absence of the crack, which is described by
the second term in Eq. (17), the external field, which
locally is a plane wave, creates only a compressional
wave propagating in the surrounding medium along the
borehole with the velocity cw . The compressional wave
is described by a partial solution of the inhomogeneous
equation (17) in the absence of the singular term on the
right-hand side,

(18)

and has the form [7]

(19)

where Dw denotes a dimensionless factor depending on
the parameters of the medium and the geometry of the
problem,

The validity of solution (19) is easily checked by sub-
stituting it into Eq. (18).

It should be noted that external plane seismic waves
do not excite Stoneley waves described by the general
solution of the homogeneous equation (17). The Stone-
ley waves can be excited only at local inhomogeneities,
which in our case are represented by the crack. Taking
into account the radiation condition that only outgoing
waves can exist at infinity, one can write the general
solution to the homogeneous equation (17) in the form

(20)

where (t – z/ctw) and (t + z/ctw) are unknown
functions to be determined. Since the pressure should
be described by a continuous function, the condition

(21)

should be satisfied at the point z = 0. This allows rela-
tion (20) to be rewritten in the form
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The second condition for determining the functional
dependence Ptw(t) can be found by integrating Eq. (17)
over a small vicinity of the point z = 0:

which can be finally written as

(23)

Here, we introduced the notations for the pressure
relaxation time and the geometric factor Dtw:

After a single integration, Eq. (23) is reduced to a first-
order equation

(24)

whose solution at zero initial conditions can be written as
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Fig. 2. Schematic diagram of the experiment on the deter-
mination of the crack normal.
Finally, the general solution of the inhomogeneous
equation (17) can be represented in the form

(26)

where the functions Pw(t) and Ptw(t) are determined by
Eqs. (19) and (25).

Consider now the procedure of reconstructing the
crack orientation from the data of the VSP. The explicit
analytical dependence of the amplitudes of Stoneley
waves and compressional waves on the geometry of the
problem allows one to formulate and solve the inverse
problem of reconstructing the orientation of a crack
crossing the borehole shaft by simultaneously measur-
ing the amplitudes of both types of wave.

Let us examine the amplitude ratio of the Stoneley
wave and the compressional wave:

(27)

where Q(T, τ) is a factor defined only by the pressure
relaxation time τ and the time length of the incident
seismic wave,

Amplitude ratio (27) relates the problem parameters to
the measurable quantities, which allows us to solve the
inverse problem. If the wave field in the borehole is
excited by a longitudinal seismic wave, expression (27)
can be rewritten as

(28)

where, again, cw = c/cos(γ) is the apparent velocity of
the compressional wave propagating along the bore-
hole, and the angles γ and Θ define the orientation of the
borehole and the crack normal, respectively, relative to
the propagation direction of the longitudinal seismic
wave: cos(γ) = (e, ez), cos(Θ) = (e, n). All the quantities
in Eq. (28) can be directly measured in a geophysical
experiment, except for the angle Θ defining the crack
orientation. It is this fact that allows one to pose and
solve the problem of determining the crack orientation
from hydrophone measurements.

On the basis of relation (28), we propose the follow-
ing technique for reconstructing the crack orientation.
The VSP data from three or more surface explosions is
examined (see Fig. 2). The parameters ρ, ρf , cl , and cs
are considered to be known from the borehole data.
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Fig. 3. Synthetic hydrophone profiles in the borehole after explosions at the points A, B, and C.
Then, from the VSP hydrophone data, one can deter-
mine the velocities cw and ctw and the amplitude ratio
Ptw/Pw . In addition, if the frequency spectra of seismic
waves coming from different explosion points differ
only slightly, the factor Q(T, τ) can be considered to be
constant. This can also be achieved by a proper fre-
quency filtration of the seismograms so that the com-
pressional waves spectrum be the same in all seismo-
grams.

Then, we assume that, apart from the hydrophones,
there is also a geophone in the borehole, which allows
us to determine the direction of the longitudinal seismic
wave arrival. For example, let three batches of seismo-
grams from three different explosions be recorded so
that e1, e2, e3 are local basis vectors of the propagation
directions of seismic waves. Then, the cosines corre-
sponding to these directions are cos(Θi) = (ei, n), i = 1,
2, 3. Thus, there is a system of three equations in four
quantities: Q(T, τ) = const and {cos(Θi )}, i = 1, 2, 3.
To obtain a closed system of equations, we consider the
vectors {ei}, i = 1, 2, 3 as a basis of an oblique coordi-
nate system. Then, the normal unit vector n can be
expanded in terms of this basis to obtain the relation

(29)

Relation (29) can be obtained by the following transfor-
mations. Let n = niei . Then, the normalization condition
can be written in the form

or, introducing the matrix αij = αji = (ei , ej), in the form

Besides, cos(Θi) = (ei , n) = (ei , njej) = njαij .

Θ j( )α ji
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If an inverse matrix  is introduced: αkj =

αjk  = δij, the condition cos(Θi) = αijnj yields the equa-

tion ni = cos(Θj) leading, in turn, to relation (29).

The approximate values of {cos(Θi)} (i = 1, 2, 3)
can be found as a solution to the minimum problem for
the function

(30)

where

(31)

and cwi , i = 1, 2, 3, is the apparent velocity of the seis-
mic wave propagation along the borehole axis, i being
the number of an explosion point. The last term in
Eq. (30) that contains the function G0,

(32)

appears due to the normalization condition (29).
After the minimum of F(cos(Θi)) is found, an esti-

mate of the direction n can be made by the formula

(33)

To illustrate the proposed technique, we consider an
example of reconstructing the crack orientation using
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Fig. 4. Amplitude ratios of the tube wave and the compressional wave.
the synthetic seismograms obtained by solving the
direct problem for Eq. (13). In solving the inverse prob-
lem, we assume that we have at hand the seismograms
from three different surface explosions, which are
recorded by the set of borehole hydrophones, and that
we know the propagation directions of longitudinal
waves from these explosions and the local properties of
the external elastic medium and the borehole fluid,
namely, the density and the velocities of longitudinal
and transverse waves. Obtaining such a set of data in
field conditions should present no great difficulties.

Thus, we consider a vertical borehole in a homo-
geneous medium and assume that, at a depth of 1 km,
the borehole is crossed by a crack with the normal n =
{–0.882, 0.165, 0.441} and the volume V0 = 0.1 m3.
The external elastic medium has the parameters ρ =
2.68 × 103 kg/m3, cl = 4.64 × 103 m/s, and cs = 2.39 ×
103 m/s; the fluid parameters are ρf = 0.8 × 103 kg/m3

and cf = 1.379 × 103 m/s; and the borehole radius is R =
0.08 m. The explosion points are located on the surface
at the points A = {400 m, 0 m}, B = {–400 m, 200 m},
and C = {–400 m, –400 m} in the Cartesian coordinate
system with the center at the borehole axis. The wave
field inside the borehole is measured by a chain of
hydrophones spaced at 5-m intervals. The model time

Table 1.  Calculated values of measurable parameters of the
problem

Explosion 
points

ei ctw, m/s cw, m/s Ptw/Pw

A {0.371, 0.0, 0.928} 1315 4997 1.089

B {–0.365, 0.182, 0.912} 1315 5082 1.814

C {–0.348, –0.348, 0.870} 1315 5330 1.482

Table 2.  Measured values of the problem parameters

Explosion 
points ei ctw, m/s cw, m/s Ptw/Pw

A {0.371, 0.0, 0.928} 1400 5000 1.1

B {–0.365, 0.182, 0.912} 1400 5000 1.8

C {–0.348,–0.348, 0.870} 1400 5000 1.5
dependence of the displacement vector in the seismic
wave has the form f (t ) = (t /T)3exp(– t /T), where
T = 0.65 × 10–3 s is the effective duration of the seismic
wave.

Figure 3 demonstrates the synthetic seismograms cal-
culated for the three explosions with the parameters spec-
ified above. The seismograms show distinctly both the
longitudinal compressional wave and two Stoneley waves
generated at the crack–borehole intersection point.

In the framework of the homogeneous model of the
external medium, for various explosion points, one can
easily calculate the propagation directions ei of the seis-
mic wave front, the propagation velocities ctw and cwi of
the Stoneley waves and compressional waves, and the
ratio Ptw/Pw of their amplitudes taken from minimum to
maximum. The results of these calculations are pre-
sented in Table 1.

In a real experiment, all measured data have limited
precision. To simulate this situation, we determined the
velocities of tube waves and compressional waves and
their amplitude ratio by the graphic method from the
synthetic seismograms shown in Fig. 3. The amplitude
ratio of the Stoneley waves and compressional waves
was found with the help of the scaled-up fragments of
the seismograms shown in Fig. 4. The corresponding
data are presented in Table 2.

Using the data from Table 2, we can write the expres-
sions for the components of function (30) in the form

G1 G2–  = 2.3959 7.9928 Θ1( )cos
2

+

– 4.8845 Θ2( ),cos
2

G1 G3–  = 1.6429 7.9928 Θ1( )cos
2

+

– 5.8614 Θ3( ),cos
2

G2 G3–  = 0.7530 – 4.8844 Θ2( )cos
2

+ 5.8613 Θ3( ),cos
2

G0 2.1025 Θ1( )cos
2

4.3000 Θ2( )cos
2

+=

+ 3.9325 Θ3( )cos
2

2.0647 Θ1( ) Θ2( )coscos–

– 1.0827 Θ1( ) Θ3( )coscos 5.9782 Θ2( ) Θ3( ).coscos–
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The minimum of the function F(cos(Θ1), cos(Θ2),
cos(Θ3)) was found numerically by the gradient-
descent method. Two local minima were found.

At the first minimum with a value of 9 × 10–7, the
cosines of the angles in the oblique coordinate system
were

cos(Θ1) = –0.0030, cos(Θ2) = 0.7003,

cos(Θ3) = 0.5294,

which, according to Eq. (32), corresponds to the fol-
lowing estimate of the crack normal:

n* = {–0.896, 0.264, 0.355}.

For the second minimum with a value of 8 × 10–8, the
respective values were

cos(Θ1) = 0.5270, cos(Θ2) = 0.9721,

cos(Θ3) = 0.8118,  = {–0.566, 0.220, 0.794}.

Note that exact values of the same quantities were

The quality of the reconstruction of the crack orienta-

tion can be assessed by the formula δ = ,
which gives δ1 = 0.09 in the first case and δ2 = 0.33 in
the second case. In practice, an ambiguity in the recon-
struction of crack orientation can be avoided by using
data from another series of explosions.

Thus, the results presented above constitute a foun-
dation for a method of determining the orientation of
isolated cracks crossing a borehole by means of pro-
cessing the hydrophone VSP data.

n2*

Θ1( )cos 0.0819, Θ2( )cos 0.7549,= =

Θ3( )cos 0.6334,=

n 0.882– 0.165 0.441, ,{ } .=

1 n n*,( )–
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Abstract—An experiment is described in which a wave scattered by a rough water surface is the factor by vir-
tue of which the signal diffracted by a moving scatterer is received with confidence. Experimental corroboration
of this fact is presented, and the origin of this phenomenon is revealed. © 2002 MAIK “Nauka/Interperiodica”.
For acoustic detection and ranging, a signal scat-
tered by the water surface is an essential interference.
This interference is of particular significance for the
forward-scattering location [1–4] and bistatic sonar,
which is close to the forward-scattering location. We
were, then, very surprised with the result of an experi-
ment in which we recorded a signal identified by the
majority of indexes as the signal scattered by the water
surface, and it appeared that this signal favored the
selection of the scatterer rather than hindered the recep-
tion of the weak diffracted signal.

First, we describe the experiment and give its result.
Then, we advance a hypothesis on the role that surface
reverberation plays in the reception of a diffracted sig-
nal and argue for this hypothesis.

The case of interest is the experiment whose geom-
etry and part of the results are described in our previous
papers [4–6]. An acoustic path 300 m in length was
realized in a lake. The lake depth along the path was
about 15 m. The source was positioned near the bottom,
a horizontal receiving array was submerged to a depth
of 4 m, and a similar vertical array was installed near it.
The experiment was carried out in summer, when the
water temperature exceeded 20°C near the surface and
was equal to 4°C near the bottom. This temperature dif-
ference resulted in a sound velocity gradient that
favored, due to the refraction, the formation of a bottom
sound channel. In the experiment under consideration,
a scatterer was mounted across the path of sound prop-
agation at a distance of about 50 m from the receiving
arrays. The scatterer was a plugged cylindrical tube
filled with ballast; its length was about 5 m and diame-
ter, 0.5 m. The scatterer traveled at a depth of 7 m with
a constant velocity of about 0.6–0.65 m/s in such a
manner that during the experiment it crossed twice the
imaginary line connecting the source and the center of
the receiving array (first, traveling in one direction and
then, in the opposite direction). The duration of the
1063-7710/02/4803- $22.00 © 20292
scatterer motion in each direction was about 3 min with
an inter-tack pause of a minute and a half.

The receiving arrays were 12-m-long chains of
64 equidistant hydrophones. The source operated in the
polyharmonic mode and transmitted four discrete fre-
quencies in the range between approximately 1.3 and
2.5 kHz. A tonal beacon with a frequency of 2.9 kHz was
mounted on the scatterer. In what follows, the radiation
at two frequencies will be our main concern; we will
denote them frequency no. 1 (1373.29 Hz) and fre-
quency no. 2 (2498.626 Hz).

The signals were received, recorded, and processed
according to the procedures described in [4, 5]. For the
signal processing, we used the dark field algorithm [4].
This algorithm subtracts the logarithms of the complex
amplitudes of signals successively received by each
element of the array at constant time intervals (this pro-
cedure safeguarded against reverberation). Then, we
expanded the received signal in the Fourier series with
respect to the spatial coordinates of the array elements
(thus effectuating the angular scanning of the array pat-
tern) and carried out a temporal filtration (for additional
safeguard against reverberation, if required).

Figures 1 and 2 show the results obtained in this
experiment. From these figures, one can see that the
motion of the scatterer in the sine of antenna scanning
angle–time coordinates is quite discernible for both fre-
quency no. 1 and frequency no. 2. The motion is clearly
seen for the lowest and highest frequencies of the range
under investigation; for intermediate frequencies, the
pattern is less distinct.

The fundamental point is the fact that different fil-
ters favoring the selection of the signal from the scat-
terer were used to ensure prominent target echoes in
Figs. 1 and 2. The pattern of Fig. 1 is obtained using the
dark field algorithm [4] without the subsequent filter-
ing. In this case, the observed signal has a frequency
band from –3 to +3 Hz relative to the carrier frequency.
To obtain the scatterer motion pattern shown in Fig. 2,
002 MAIK “Nauka/Interperiodica”
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an additional frequency filtration is required in the fre-
quency band from –1 to –0.6 Hz in order to make the
scatterer motion more pronounced in the direction
away from the array and in the frequency band from 0.6
to 1 Hz for the scatterer motion in the opposite direc-
tion. Without such a frequency filtration, the pattern in
Fig. 2 will be masked with noise hiding the whole path
of the scatterer.

To determine in more detail the origin of the differ-
ence between the signals received at frequencies nos. 1
and 2, we carried out additional studies.

Figure 3 shows the realizations of signals presented
in Figs. 1 and 2 as functions of time for two bearings.
We choose the angles so as to cover (for both frequen-
cies 1 and 2) the scatterer path segments well discern-
ible in Figs. 1 and 2. Additionally, Fig. 3 shows the
instants at which these realizations were gated. The
gate duration measured about 5 s. One gate was set in
place of the maximal signal that corresponded to the
instant at which the traveling scatterer crossed the azi-
muth corresponding to the realization under consider-
ation. The other gate corresponded to the instant at
which the scatterer was at an angle far from the above
azimuth. In the latter gate, we received only the inter-
ference. Figure 4 shows the signal spectra in these
gates. It can be seen that the level is the only difference
between the spectrum of the signal at frequency no. 1
and the reverberation spectrum. The shapes of the spec-
tra of the signal and interference are almost coincident.
At frequency no. 2, the signal and interference spectra
coincide in shape and level everywhere except for the
range from –1 to –0.6 Hz. In this frequency range, the
signal spectrum drastically differs from the reverbera-
tion spectrum in its level.

This effect is clearly seen in Figs. 5 and 6. These fig-
ures show the current spectra of the temporal realiza-
tions shown in Fig. 3. To obtain the current spectrum,
we divided the temporal realization into 5-s segments.
Then, each segment was subjected to spectral analysis.
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Fig. 1. Field of view of the array at frequency no. 1 for the
scatterer traveling across the path of the sound propagation.
ACOUSTICAL PHYSICS      Vol. 48      No. 3      2002
Figures 5 and 6 show the whole set of the correspond-
ing spectra in the frequency–segment number (time)
coordinates. In Fig. 5, the instant at which the scatterer
crosses a certain azimuth is seen as the light strip (at the
3.5-min point); in this case, the shape of the spectrum
does not differ from the reverberation spectrum at the
previous and following instants.

In Fig. 6, the instant at which the scatterer crosses
the azimuth is seen as the light spot covering a narrow

8

–1.0

Time, min

Sine of the angle
–0.5 0 0.5 1.0

6

7

5

4

3

2

1

0

0.8

0.6
0.7

0.5
0.4
0.3
0.2
0.1
0

0.9
1.0

Fig. 2. Field of view of the array at frequency no. 2 for the
scatterer traveling across the path of the sound propagation.
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Fig. 3. Array responses for two bearings as a function of
time. (a) The upper plot corresponds to sin(ϕ) = –0.6 at fre-
quency no. 1 (Fig. 1). (b) The lower plot corresponds to
sin(ϕ) = +0.6 at frequency no. 2 (Fig. 2). The downward
peaks correspond to the instants (gates) used later in the
spectral analysis.
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portion of the spectrum; its coordinates are 0.5 min in
time and slightly below –1 Hz in frequency.

We now come to the discussion of the experimental
results. The expected result of the known physical
nature was realized at frequency no. 2. The signal of the
scatterer is distinguished against the background of
reverberation due to the Doppler effect. The Doppler
frequency is defined approximately (neglecting the ray
bending) as

(1)∆f f
v
c
---- ϕ1( ) ϕ2( )sin+sin[ ] ,=

Frequency, Hz
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Fig. 4. Signal spectra for the gates shown in Fig. 3. The
solid lines represent the spectra in the gates that contain the
signals from the scatterer. The dashed lines show the spectra
in the gates that contain the reverberation. (a) Spectra at fre-
quency no. 1 and (b) spectra at frequency no. 2.

Fig. 5. Current spectrum of the signal shown in Fig. 3a.
where f is the frequency of transmitted sound, v  is the
velocity of the scatterer, c is the velocity of sound,
sin(ϕ1) is the function of the angle of observation (this
quantity is plotted on the abscissa in Figs. 1 and 2), and
sin(ϕ2) is the function of the angle of sound incidence
on the scatterer. If we set in Eq. (1) the parameters for
the instant corresponding to the gate shown in Fig. 3 for
frequency no. 2, we obtain approximately 0.8 Hz. The
maximum of the spectrum shown in Fig. 4 for fre-
quency no. 2 occurs at a frequency of about 0.7 Hz, and
the width of this maximum at a level of 3 dB is about
0.2 Hz. Taking into account the accuracy with which we
know the parameters used in Eq. (1) and the approxi-
mate nature of Eq. (1), this value can be considered as
more or less coincident with the estimate obtained from
Eq. (1).

The agreement between the spectrum of the signal
received from the scatterer and the spectrum calculated
by Eq. (1) unambiguously determines the physical
model of the phenomenon. The main feature of this
phenomenon is the fact that the field received from the
scatterer is the field that is immediately diffracted by
the scatterer body. We observed with confidence this
model in the majority of other experiments. On the
basis of just this model, we determined in [5] such
parameters as the size of the scatterer and the angle in
the vertical plane at which the field diffracted by the
scatterer arrives at the horizontal array.

The situation is different for the result of the exper-
iment at frequency no. 1. The trace of the scatterer path
in Fig. 1 does not disappear after rejecting all frequen-
cies below 1 Hz with a filter. Based on the fact that fre-
quency no. 2 is lower than frequency no. 1 by a factor
of almost 2, this frequency range covers the whole
region of possible Doppler frequencies with a good
safety margin. Therefore, the physical nature of the
effect occurring at frequency no. 1 is totally different
from that at frequency no. 2. This is not a hypothesis but
an experimentally established fact.

We explain this fact with the use of the following
model. The coincidence of the spectrum of the signal
scattered at frequency no. 1 with the spectrum of rever-
beration suggests a relationship between the observed
effect and the surface reverberation. The cause of this
relationship may be as follows. The diffracted signal
has a directional pattern that depends on the relation-
ship between the scatterer size and the signal frequency.
Hence, the diffracted field at higher frequency no. 2 is
concentrated near the forward direction and does not
touch the surface. At lower frequency no. 1, the scatter-
ing pattern significantly widens in the vertical plane; as
a result, it touches the surface and the contribution of
the surface reverberation of the secondary field
increases. An additional point is that the portion of the
energy scattered by the rough surface in the specular
direction (i.e., in the forward direction) also increases
with decreasing frequency. Collectively, these factors
ACOUSTICAL PHYSICS      Vol. 48      No. 3      2002
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make possible the selection of rays that touch the sur-
face after scattering and those that do not.

An implementation of the frequency selection of the
secondary field requires that the scatterer travels. The
secondary field of a moving scatterer has the Doppler
shift from the outset; after the reflection from the rough
surface, its modulation spectrum is additionally wid-
ened, and the frequency features of the resulting spec-
trum appear different from those in the modulation
spectrum of the surface reverberation of the primary
field. Taking into account the general decrease in the
reverberation interference for the lower frequency of
location and the transfer of modulation frequencies in
the region above the frequency of the direct signal mod-
ulation by the surface roughness, these frequency fea-
tures make possible the selection of the scatterer in con-
ditions under which the scatterer is not discernible in
the direct scattering field because of the decreased scat-
tering cross section.

From a comparison of the frequency spectra of sig-
nals at frequencies nos. 1 and 2, it follows that the level
of the reverberation interference significantly decreases
with increasing frequency. In the temporal spectrum of
the signal at frequency no. 2, one can see intense peaks
in the range between 1 and 1.5 Hz due to Bragg scatter-
ing by the surface roughness. No such peaks occur at
frequency no. 1. For the experiment under consider-
ation, the nature of the formation of the Bragg scatter-
ing is described in [6] along with the features of the
reverberation spectrum in space and time. The surface
regions responsible for the Bragg scattering in the
experimental conditions for transmitted frequencies
above 1.5–2 kHz are also determined in [6].

Simultaneous measurements with the use of the ver-
tical array support the above hypothesis concerning the
role of the surface scattering of the signal diffracted by
the scatterer at frequency no. 1. These measurements
demonstrate the experimental conditions of location
with reference to the contributions of the bottom and
surface reverberation and the direct ray. Figure 7 shows
the spatial spectra of signals received with the vertical
array as functions of time for the initial 2.5 min of the
same tack. Figure 7a shows the signal of the omnidirec-
tional (both in the vertical and horizontal planes) bea-
con mounted on the scatterer. The beacon signal signif-
icantly exceeded the reverberation interference and was
discernible without the use of additional filters. Figure 7b
shows the signal at frequency no. 1 after rejecting the
carrier in the frequency band ±1 Hz. The signal at fre-
quency no. 2 (Fig. 7c) was filtered in the frequency
band from ±0.6 to ±1 Hz. The negative angles of arrival
correspond to waves approaching the array from above
(i.e., from the surface), and the positive angles corre-
spond to waves approaching the array from below (i.e.,
from the bottom). Comparing Figs. 7a and 7b, one can
see that, in both cases, most signals arriving at the array
are reflected and scattered by the surface, the contribu-
tion of the bottom reverberation being small. It is
ACOUSTICAL PHYSICS      Vol. 48      No. 3      2002
clearly seen how the angle of wave arrival at the array
decreases with increasing distance to the scatterer. At
frequency no. 2 (Fig. 7c), the diffracted signal has a dif-
ferent structure; it is maximal at the instant of the bear-
ing to the transmitted signal, because it is formed by the
direct ray that touches neither the surface nor the bot-
tom. Therefore, at lower frequency no. 1, the signal
from the scatterer arrives at the array predominantly
from the surface, while, at higher frequency no. 2, the
scattered field arrives at the receiving array without
touching the surface, and its Doppler shift is governed
solely by the scatterer motion. The result of the experi-
ment with the vertical array used to receive diffracted
signals together with the beacon signal is not only a
necessary but also a sufficient means for proving the
suggested hypothesis about the physical nature of the
signal at frequency no. 1.

Quantitative proof of the model of diffracted field
formation in conditions of heavy surface roughness is a
very difficult task, because the observed scattering
effects are very small (they are discernible only with the
use of the dark field method, which ensures a gain of
about 50 dB [4]); in addition, only scarce data are avail-
able on the surface roughness.

In conclusion, we describe an additional, experi-
mentally observed positive effect caused by the surface
reverberation. During the measurements, we showed
that, for the frequency range under consideration, the
results of bistatic dark-field acoustic observations of the
scatterer in conditions of heavy winds and, hence,
heavy surface roughness appear to be better than in
calm conditions. We observed the effect of the scatter-
ing cross section increase for roughness heights starting
from 20–30 cm with the use of an omnidirectional
insonifying radiator. In this case, the scatterer appears
discernible with a good signal-to-noise ratio during the
whole tack (+/–60° relative to the bearing to the inson-
ifying radiator, i.e., to the bearing to the transmitted sig-
nal). Sometimes, this effect manifests itself in the fact
that the scattering becomes discernible not only at the

8

–3

Time, min

Frequency, Hz
–2 0 1 3

6

7

5

4

3

2

1

0
–1 2

0.8

0.6
0.7

0.5
0.4
0.3
0.2
0.1
0

0.9
1.0

Fig. 6. Current spectrum of the signal shown in Fig. 3b.



 

296

        

ZVEREV, KOROTIN

                                  
0.8

0.6
0.7

0.5
0.4
0.3
0.2
0.1
0

0.9
1.0

–1

T
im

e,
 m

in

Sine of the angle
0 1

1

0

(a)

–1 0 1

(b)

–1 0 1

(c)

Fig. 7. Patterns of the spatial spectra of signals received by the vertical array at (a) the frequency of the radiator mounted on the
traveling scatterer, (b) frequency no. 1, and (c) frequency no. 2 in the angle (spatial frequency)–time coordinates.
bearing to the transmitted signal, but also in bistatic
observations for certain angular ranges (for large obser-
vation bearings). The magnitude of the effect of the
scattering cross-section increase in the bistatic range of
bearings measures about 5–6 dB when the tack-to-tack
scatter of the scatterer response and the interference
level in the same conditions measures about 2 dB. This
means that the signal-to-noise ratio (both the interfer-
ence and the scatterer response vary) at the tack during
calm conditions differs by 5–6 dB from the tack during
conditions with a wind velocity of 8–10 m/s.

This effect is related to the surface reverberation in
conditions in which the bistatic signal from the scat-
terer becomes comparable with the scattered insonify-
ing signal of the surface reverberation, which operates
in the forward-scattering mode. In conditions of isotro-
pic roughness and for an omnidirectional radiator, the
surface reverberation increases more or less uniformly
for all bearings of the receiving array; in these condi-
tions, the scatterer appears to be more actively insoni-
fied by the surface for all angles in the horizontal plane,
and its scattering cross section increases, which makes
the scatterer discernible during the whole tack. In the
case of anisotropic roughness, the angular dependence
of the surface reverberation includes prominent peaks
appearing in the horizontal plane and depending on the
propagation direction of the surface roughness; corre-
spondingly, reverberation at the receiving array also has
peaks in its angular dependence. The effect of the rever-
beration insonification is maximal at the instant the
scatterer crosses the surface scattering pattern peak
directed to the receiving array; this is a version of the
forward scattering situation but with the insonification
by reverberation. This experimentally observed effect is
of interest for further theoretical analysis and estimates,
because it is of certain practical significance, e.g., in
problems of the type considered in [7].
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Abstract—A model problem of seismic hydroacoustics is studied for a piston radiator inserted in an impedance
screen that coincides with the lower boundary of a Pekeris waveguide. The radiation resistance of the piston is
numerically calculated as a function of the screen type and parameters of the radiator and the waveguide.
© 2002 MAIK “Nauka/Interperiodica”.
The operation of directive receiving and transmit-
ting systems in a waveguide has specific features that
are governed by the mode structure of the sound field.
These features have been studied in detail for horizontal
and vertical linear arrays that operate in a waveguide
with totally reflecting boundaries [1, 2]. The same is
true for vertical cylindrical antenna arrays or a combi-
nation of them in the Pekeris waveguide [3, 4]. In par-
ticular, these studies analyze the frequency depen-
dences of the radiation resistance for vertical cylindri-
cal arrays, along with the distribution of the acoustic
radiation power between the waveguide and the halfs-
pace, this distribution being important in estimating the
efficiency of low-frequency transmitting arrays operat-
ing in a shallow sea.

The operation of a piston radiator mounted in a rigid
waveguide wall is considered in [5]. However, such a
waveguide has a limited application in seismoacous-
tics.

In this paper, we analyze the operation of a piston
radiator inserted in an impedance screen, which
coincides with the lower boundary of the Pekeris
1063-7710/02/4803- $22.00 © 20297
waveguide. In doing so, we model seismoacoustic
sound sources and directive piston-type radiators that
operate near the sea bottom. The problem is solved in
two stages.

At the first stage, we consider a piston radiator
inserted in a rigid screen coinciding with the lower
boundary of a waveguide whose upper boundary is free.
The problem is formulated in the following way:

(1)

Here, ϕ and p are the velocity potential and the sound
pressure, respectively; k1 = ω/c1, where ω and c1 are the
cyclic frequency and the sound speed in the layer; and
h is the waveguide thickness. The problem layout is
sketched in Fig. 1a.

∆ϕ r z,( ) k1
2ϕ r z,( )+ 0,=

z 0, p 0,= =

z h, –
z∂

∂ϕ v 0, r a≤–

0, r a.>



= =
0
r

θ1

v0

h a

z
vn = 0

0
r

θ1

h a

z
θ2

(a) (b)

Fig. 1. Problem layout: (a) piston in a rigid screen; (b) secondary radiator in the Pekeris waveguide.
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By applying the Hankel transform to problem (1),
we obtain the solution in the form of an improper inte-
gral:

(2)

where ξ is the transformation parameter and  =  –
ξ2. By using the well-known relations [6]

we reduce solution (2) to the form:

(3)

Solution (3) can be used either to analyze the sound
field produced by the radiator in the waveguide at r > a
(in particular, to calculate the acoustic radiation power
by the far-field method) or to consider the near-field
radiation at r < a (in particular, to calculate the full
resistance of the piston as the main power characteristic
of the sound source).

By applying the theorem of residues to the lower
integral in Eq. (3), we obtain for the region r ≤ a:

(4)
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Solution (4) can be used to find the radiation resistance
of the piston in a rigid screen:

where ρ1 is the water density. For the normalized radi-
ation resistance  =  + i , we arrive at the expres-
sions:

(5)

where N is the number of normal waves with real prop-
agation constants and K1(x) is the Macdonald function.

Figures 2a–2c illustrate the frequency dependence
of the active component of the radiation resistance at
different values of the geometric parameter a1. Note
that, at a1 ≈ 10–3, the frequency dependence is close to
that for a piston inserted in a rigid screen and operating
in free space, and the mode structure of the sound field
manifests itself in the discrete nature of the depen-
dence. However, starting from a1 = 10–2, the discrete
component considerably increases as the frequency
parameter k1h grows.

As the parameter a1 increases, the active component
rapidly increases to the value  ≈ 1 with a simulta-
neous increase in the discrete component. The fre-
quency dependence itself becomes resonant and
becomes mainly governed by the thickness oscillations
of the liquid layer, which are damped by the sound radi-
ation into the waveguide.

Figures 3a and 3b illustrate the frequency depen-
dence of the reactive radiation component for different
values of the parameter a1. The reactive component
exhibits an inertial behavior for low values of the
parameters a1 and k1h. However, as the frequency
parameter grows, this component becomes alternating
in sign and is mainly governed by the resonant thick-
ness oscillations in the region r ≤ a.
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Fig. 2. Frequency dependence of the active component of the radiation resistance for a piston in a rigid screen: (a) a1 = (1) 10–3 and
(2) 10–2; (b) a1 = 5 × 10–2; and (c) a1 = 10–1.
By applying the theorem of residues to the upper
integral in Eq. (3), we obtain the solution for r ≥ a:

(6)

With the representation  = k1sinθ1n (θ1 is the inci-
dence angle), the function Φn(θ) represents the partial
directivity characteristic of a circular piston for the nth
normal wave.
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Let us make use of solution (6) to specify the dis-
tribution of the normal component of the particle
velocity at the surface of the cylinder determined as r = a,
z ∈ (0, h):

(7)

One may assume that distribution (7) of the particle
velocity at the cylinder surface (r = a) is mainly gov-
erned by the source and the nature of the load in the

v r a z,( ) v 0 f z( ), f z( ) iπa1= =

× 1–( )n 1+ J1 ξn
0( )a( )H1

2( ) ξn
0( )a( )ϕn

0( )
z( ).

n

∑
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Fig. 3. Frequency dependence of the reactive component of the radiation resistance for a piston in a rigid screen: a1 = (a) 5 × 10–2

and (b) 0.5.
region r ≤ a of the waveguide but weakly depends on
the load in the region r > a.

Naturally, at low frequencies (k1a ! 1, k1h ! 1), the
load of the radiator as a source of particle velocity is
low, and its distribution over the cylinder surface r = a
is solely determined by the law governing the outflow
of an incompressible fluid with allowance for the
boundary conditions at the source and at the opposite
pressure-release surface in the region r < a of the
waveguide:

At high frequencies (k1a @ 1), the radiation becomes
directive, and distribution (7) again weakly depends on
the boundary condition in the region r > a of the lower
boundary.

In this approximation, the cylinder r = a, with the
normal particle velocity distribution specified at its sur-
face, can be treated as a secondary radiator whose
parameters do not change when the acoustic load var-
ies, e.g., due to changes in the waveguide characteristic
in the region r > a.

We assume that the Pekeris waveguide serves as the
load imposed on the secondary radiator with distribu-
tion (7) of the boundary function. Then, we come to the

v r a z,( ) v 0az h2⁄ .=
second stage and formulate the following boundary-
value problem for radiator (7) in the Pekeris waveguide:

(8)

Here, ρ2 and c2 are the density and sound speed in the
halfspace, θ2 is the refraction angle, and f (1)(z) = Ref(z)
and f (2)(z) = Imf (z) are the quadric components of the
boundary function f (z). The problem layout is illus-
trated by Fig. 1b.

If one seeks a solution to problem (8) in the form

(9)

one needs to find the eigenfunctions ϕn(ξn, z) and eigen-
values of the propagation constant ξn for the operator
corresponding to problem (8). This operator is known
to be not self-conjugate, and its eigenfunctions do not
form a complete system on the interval z ∈ (0, h). The
latter fact significantly complicates the problem of
expanding an arbitrary function specified on the afore-
mentioned interval into a series in the eigenfunctions of
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the operator. This problem was solved in [4] by adding
the eigenfunctions of the operator conjugate to opera-
tor (8) to those of operator (8). For quadric components
f (1)(z) and f (2)(z), the expansion formulas take the form:

where ϕm(ξm, z) and ξm are the eigenfunctions and
eigenvalues of the conjugate operators of problem (8).
In the latter expression, the following waves contribute
to the sum: the normal waves with real propagation

constants  (Imk32, m < 0, Rek32, m = 0), the general-

ized normal waves with real propagation constants 
(Imk32, m > 0, Rek32, m = 0), and the leaky normal waves

with complex propagation constants  (Im  < 0,
Rek32, m > 0).

More detailed information on generalized waves of
different types can be found in [7, 8] where the Stone-
ley–Scholte waves were theoretically and experimen-
tally studied for the first time. In [9], the generalized
normal waves were numerically studied and used to
explain some experimental data obtained by other
researchers.

The sound field generated by boundary function (7)
(and by its quadric components) in the Pekeris
waveguide is described by the expression

(10)
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Let us use solution (10) to calculate the input resis-
tance of the Pekeris waveguide at the cross section r = a:

(11)

where p(a) = iωρ1(ϕ(1) + iϕ(2)) and f *(z) = f (1)(z) –
if (2)(z).

Substituting Eq. (10) into Eq. (11), we obtain

(12)

In this case, the normal and generalized normal waves
are responsible for the radiation into the waveguide,
and the leaky normal waves govern the radiation into
the halfspace.

By extracting the subset m(1) of the normal waves
and the subset m(2) of the generalized normal waves
from Eq. (12), we obtain the estimate for the corre-
sponding component  =  + i  of the total radi-
ation resistance:

(13)

where M1 and M2 are the numbers of the normal and
generalized normal waves, respectively.
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Fig. 4. Frequency dependence of the components (1)  and (2)  of the radiation resistance for the secondary radiator: a1 =

(a) 10–2, (b) 5 × 10–2, and (c) 10–1.

r12' x12'
By extracting subset m(3) of the leaky normal waves
from Eq. (12), we obtain the estimate for the corre-

sponding component  =  + i  of the total radia-
tion resistance:

(14)
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Let us consider the results of numerical calculations
performed for a waveguide with the parameters ρ12 =
1/1.6 and c12 = 1.5/1.75, which correspond to sandy
sediments. Figures 4a–4c show the frequency depen-
dences of the components  and  that are associ-
ated with the secondary radiation into the Pekeris
waveguide at different values of the parameter a1. The
discrete nature of the dependences precisely corre-
sponds to the mode structure of the sound field, and the
global maximum of the component  approximately
corresponds to the condition k1a ≈ π/2. The latter means

r12' x12'

r12'
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r3' x3'
that the radiation into the waveguide is maximal when
a single Fresnel zone fits within the piston surface (r @
h) for a distant (2a ≈ λ/2) observer.

As the geometric parameter a1 increases, the maxi-
mum of the component  shifts towards lower fre-
quencies with a simultaneous increase in the magnitude
of the global maximum. When a single Fresnel zone fits
along the piston surface at the first critical frequency
(k1h)crit, 1 = 2.7, a1 = 0.57, the radiation resistance
becomes maximal and  ≈ 0.6.

r12'

r12'
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Figures 5a–5c show the frequency dependences of
the components  and  that are associated with the
radiation into the halfspace. The discrete nature of these
dependences also corresponds to the mode structure of
the sound field, but this time at frequencies that are lim-
ited by the condition k1a ≤ π/2 from above. At higher
frequencies, the interference component caused by the
resonant phenomena in the thickness oscillations of the
layer in the region r ≤ a comes into play. These oscilla-
tions are damped by the radiation into the waveguide
and the halfspace in the region r > a.

r3' x3'
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Since the power emitted by the piston radiator is
exactly equal to that emitted by the secondary radiator,
we can characterize the piston radiation into the
waveguide by the value of the component . How-
ever, we are also interested in the distribution of the
radiation power between the waveguide and the halfs-
pace. Figure 5 also shows the dependences of the factor

K =  that characterizes the fraction of the power

radiated into the waveguide relative to the total radia-
tion power. One can notice that the maximal value of K
corresponds to the vicinity of the first critical fre-
quency, while the maximum of the component  cor-
responds to the frequency parameter k1h = π/2a1. These
two maxima are combined only when (k1h)crit, 1 = 2.7
and a1 = 0.57. In this case,  ≈ 0.6 and K ≈ 1, and such
a piston radiator has the highest efficiency.

Let us compare the frequency dependences of the
active component of the radiation resistance, , for the

piston in a rigid screen and the component  of the
radiation resistance for the piston in an impedance
screen. One can notice a considerable damping of the
resonant processes associated with the thickness oscil-
lations of the liquid layer because of the radiation into
the halfspace. Moreover, the frequency dependences of
the radiation resistance  of a piston-type radiator
inserted in an impedance screen of the Pekeris
waveguide are close to the corresponding frequency
dependences obtained in [10] for a piston radiator in a
pressure-release screen of the same waveguide. In both
cases, the maximal radiation into the waveguide occurs

r12'

r12'

r12' r3'+
-----------------

r12'

r12'

rR'

r12'

r12'
when k1a ≈ π/2, but the efficiency of a piston radiator
inserted in an impedance screen is much higher.

One may also assume that the efficiency of a piston
radiating into the waveguide will increase with an
increase in the acoustic stiffness of the sea floor.

REFERENCES

1. V. A. Eliseevnin, Akust. Zh. 25, 227 (1979) [Sov. Phys.
Acoust. 25, 123 (1979)].

2. V. A. Eliseevnin, Akust. Zh. 27, 228 (1981) [Sov. Phys.
Acoust. 27, 137 (1981)].

3. N. V. Zlobina, B. A. Kasatkin, and L. G. Statsenko, in
Proceedings of the VIII School–Seminar of Academician
L. M. Brekhovskikh on Ocean Acoustics (GEOS, Mos-
cow, 2000), p. 118.

4. B. A. Kasatkin and L. G. Statsenko, Energy and Field
Characteristics of the Acoustic Antenna Arrays in
Waveguides (Dal’nauka, Vladivostok, 2000).

5. A. D. Lapin, Akust. Zh. 46, 427 (2000) [Acoust. Phys.
46, 367 (2000)].

6. L. M. Brekhovskikh, Waves in Layered Media, 1st ed.
(Nauka, Moscow, 1957; Academic, New York, 1960).

7. J. H. Ansell, Pure Appl. Geophys. 194, 172 (1972).
8. F. Padilla, M. de Billy, and G. Quentin, J. Acoust. Soc.

Am. 106, 666 (1999).
9. B. A. Kasatkin and N. V. Zlobina, Nonclassical Solution

of Classical Acoustic Problems (Dal’nauka, Vladivos-
tok, 2000).

10. N. V. Zlobina and B. A. Kasatkin, Akust. Zh. 48, 61
(2002) [Acoust. Phys. 48, 54 (2002)].

Translated by E. Kopyl
ACOUSTICAL PHYSICS      Vol. 48      No. 3      2002



  

Acoustical Physics, Vol. 48, No. 3, 2002, pp. 305–308. Translated from Akusticheski

 

œ

 

 Zhurnal, Vol. 48, No. 3, 2002, pp. 354–357.
Original Russian Text Copyright © 2002 by Karpova, Lobova, Paukov, Polunin, Postnikov.

                                 
Experimental Investigation
of an Air–Magnetic-Liquid Resonator

G. V. Karpova*, O. V. Lobova*, V. M. Paukov*, 
V. M. Polunin*, and E. B. Postnikov**

*Kursk State Technical University, ul. 50 Let Oktyabrya 94, Kursk, 305040 Russia
**Kursk State Pedagogical University, ul. Radishcheva 33, Kursk, 305416 Russia

e-mail: postnicov@mail.ru
Received April 18, 2001

Abstract—Experimental results obtained by studying a vibratory system in which a magnetic liquid playing
the role of a mass shuts off the cross section of a tube under the effect of a magnetic field and is spring-loaded
by an air cavity and elasticity of ponderomotive type are discussed. An expression for the resonant frequency
of vibrations is derived with allowance for both types of elasticity. The expression agrees well with the experi-
mental data. © 2002 MAIK “Nauka/Interperiodica”.
This paper describes the results obtained by study-
ing the elastic properties of a vibratory system in which
a magnetic liquid (ML) playing the role of a mass shuts
off the cross section of a tube under the effect of a mag-
netic field and is spring-loaded by an air cavity and an
elasticity of ponderomotive type.

In papers [1, 2], a water–air resonator consisting of
a vessel closed from above with a rigid cover and
immersed in water is considered. The air inside the ves-
sel is the elastic element of the resonator, and the water
in the lower part of the vessel, together with the water
near the open end, serves as the mass.

The application of ML in a water–air resonator
endows it with new physical properties. In an air–mag-
netic-liquid resonator (AMLR), the liquid may be
located above the gas cavity due to stabilization of the
interphase boundary by a nonuniform magnetic field; a
continuous adjustment of the resonance frequency is
possible by both changing the volume of the air cavity
and controlling the elasticity of the system with a mag-
netic field. For exciting mechanical vibrations in the
system, an electrodynamic method can be used, and the
indication of vibrations is possible by using an induc-
tion method.

The urgency of studying the AMLR is also con-
nected with the fact that the results obtained may be
useful for designing magnetic-liquid seals (MLS) and
dampers that are widely used in mechanical engineer-
ing [3], as well as waveguides with control structural
inserts [4]. In an MLS, a drop of magnetic colloid shuts
off the clearance between a shaft and sleeve due to the
effect of the magnetic field concentrated in the clear-
ance area. However, in publications devoted to the
MLS, the possibility of elastic vibrations of the mag-
netic-liquid plug is not taken into account, although it
1063-7710/02/4803- $22.00 © 0305
cannot be excluded, e.g., under conditions of instability
of pressure in the working chamber or outside it.

The cutting off of the cross section of the tube con-
nected with a vessel by a drop of ML can be realized by
using a ring magnet enveloping the tube [5]. The mag-
netic field of a ring magnet magnetized along its axis is
capable of stabilizing the position of the ML plug.

A schematic view of the investigated vibratory sys-
tem is shown in Fig. 1. A drop of ML 1 shuts off the
cross section of a glass tube 2 under the action of a pon-
deromotive force of a nonuniform magnetic field pro-
duced by a coaxial ring magnet 3. The tube of the inner
diameter d is attached to a glass vessel 4 filled with air.
(Glass tubes of various lengths sealed at one end were
also used.) Both free surfaces of the ML plug 5 have the
form of a concave meniscus, which results from the
nonuniformity of the magnetic field in the radial direc-
tion.

The ML used in the experiment was prepared by a
standard technique on the basis of magnetite and kero-
sene with oleic acid as a stabilizer.

The physical parameters of the magnetic colloid are
given in Table 1.

The designations are as follows: ρ is the liquid den-
sity, ϕ is the volume concentration of the solid phase, ηs
is the static shear viscosity, and χ is the initial magnetic
susceptibility.

The density and the viscosity were measured by
using a pycnometer and an Ostwald viscosimeter, the
magnetization was measured by a ballistic method, and
the strength of magnetic field, by a Hall-type teslame-
ter. All experiments were performed at room tempera-
ture (20 ± 1°ë).

Unlike the films formed by usual liquids (e.g., soap
films), the ML plug is characterized by a high stability
2002 MAIK “Nauka/Interperiodica”
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(its lifetime measures weeks and months), and its most
remarkable feature is that it has the possibility of self-
recovery [5]. After a forced breakage, the plug rather
quickly restores its continuity and shape. The pressure
jump arising in this case disturbs the vibratory system
from equilibrium. For breaking the ML plug, it is suffi-
cient to change the volume of the gas cavity within
0.1% by displacing the magnetic system along the tube
or the piston inside the tube. The described phenome-
non serves as the basis of the procedure of the vibration
excitation in the system under study.

The indication of damped vibrations is carried out
by an induction method. For this purpose, an induc-
tance coil is installed coaxially inside the ring magnet.
The body of the coil is fixed to the magnet, but between
the body and the tube, there is an air clearance, which
allows the magnetic system to move freely along the
axis.

The electromotive force induced in the coil is fed to
an oscilloscope operating in the mode of external syn-
chronization. An electromechanical unit provides a uni-
form motion of the magnet system (the piston) with a
predetermined low velocity at which the superposition
of the system vibrations caused by two sequential

1 2

3

4 5d

z

rb 0

Fig. 1.

Table 1

ρ, kg/m3 ϕ, % ηs , Pa s Μs, kA/m χ

1499 16.2 8 × 10–3 50 ± 1 1 ± 0.1
impulses is impossible. In this case, the oscilloscope
displays a stable waveform by which the frequency ν
and the attenuation coefficient β of vibrations are deter-
mined. The error of measurement of ν and β by this
method is 5 and 20%, respectively.

Figure 2 shows the results of measurement of the
frequency of vibrations ν of the AMLR as a function of
the volume of the air cavity V0 (the dots).

Table 2 presents the results of measurement of the
attenuation factor β for the vibrations of the system.

It should be noted that, in the upper part of the inves-
tigated frequency range (80–200 Hz), in some cases the
waveforms have an irregular character, unlike the expo-
nential decrease typical of the amplitude of damped
vibrations. This apparently results from the effect pro-
duced on the ML plug by the sound vibrations arising
in the air cavity near the open end of the tube and in the
inner isolated volume. This phenomenon is of special
interest and requires further investigation. Therefore,
Table 2 contains no data for the frequencies exceeding
63 Hz.

We analyze the results of the experimental study of
the AMLR on the basis of the vibratory system model
with lumped parameters. We assume that both free sur-
faces of liquid are flat (the dashed lines in Fig. 1) and
are spaced at the distance b. The liquid is viscous but
incompressible and non-heat-conducting. The oscilla-
tions of the gas density have an equilibrium character.
The modulus of elasticity k of the system is determined
by the sum

k = kg + kp, (1)

where kg and kp are the coefficients of gas and pondero-
motive elasticity. The expression for kg is known [1, 2]:

(2)

where ρg is the air density, c is the sound velocity in air,
S is the area of the cross section of the tube, and V0 is
the volume of the air cavity.

To determine kp, we assume that the center of mass
of the ML drop, which has the form of a cylinder of
radius R, performs small oscillations along the z axis
about the equilibrium position at the point z = 0 (Fig. 1).
When the center of mass is displaced by ∆z, every ele-
ment of the magnetic-liquid cylinder experiences the
force caused by magnetic field [6]

where µ0 is the permeability of the vacuum and M(z, r)
is the magnetization of the liquid. For the axial compo-
nent of the force, we obtain

(3)

kg ρgc
2
S

2
/V0,=

df 2πµ0 M∇( )Hrdrdz,=

∆ f z 2πµ0 Mr

∂Hz

∂r
--------- Mz

∂Hz

∂z
---------+ r r z,dd

0

R

∫
–

b
2
--- ∆z+

b
2
--- ∆z+

∫=
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where Mz and Mr are the radial and axial components of
å. The relation between the linear dimensions of the
magnetic-liquid cylinder and the ring magnet is such
that the first term in the brackets and the dependence of
the second term on the radial coordinate can be
neglected. For materials with a small magnetic suscep-
tibility, it is possible to use the linear equation of mag-
netic state

å = χH

and neglect the degaussing field. Taking this into con-
sideration, Eq. (3) can be written as

By virtue of the symmetry of the magnetic field about
the plane z = 0, we have

which yields

(4)

If the ML is magnetized to saturation level, we obtain

(5)

Using Eqs. (2) and (4), we determine the expression for
the frequency of vibrations

(6)

In the absence of a magnetic field, we have

(7)

The reciprocating motion of a viscous drop inside a
tube can be described by the well-known Poiseuille or
Helmholtz models [7]. The Poiseuille model is applica-

ble when 2λ' > πd, where λ' = 2  is the viscous
wavelength.

In our case, the Helmholtz model is preferable, since
the requirement of smallness of the viscous wave-
length, πd/2λ' > 10, is satisfied. With this condition, the
complex impedance R' of the tube is approximately
equal to

(8)

∆ f z
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The active resistance has the form

(9)

and it increases with ν. Expression (9) was first derived
by Helmholtz [8]. The second term in parenthesis in
Eq. (8) can be neglected, which shows the absence of
the associated mass due to the viscosity. The attenua-
tion coefficient, according to the Helmholtz model, is
calculated by the formula

(10)

It should be noted that the viscous oscillatory
motion of the ML drop can be described by a model
theory with the same degree of approximation as for the
case of an ordinary liquid, because the shear viscosity
of the magnetic colloid hardly depends at all on its
magnetization [9].

The reduced values of the attenuation coefficient

β/  and the values βt calculated by formula (10) are
presented in Table 2. The values of βt differ from the
experimental data almost by an order of magnitude.
Beyond the measurement errors, an increase in the
attenuation coefficient with frequency is observed,

although the proportionality β ~  is not confirmed
by the results of measurements. Thus, the Helmholtz
model is not quite adequate to describe the dissipative
properties of the investigated vibratory system.

r' db π3ρην=

βt
2
d
--- πνη

ρ
----------.=

ν

ν

40

200

~~

40 60 80 200 400 600
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Fig. 2.

Table 2

ν, Hz 28 29 35 37 40 49 63

β, s–1 10 10 20 22 26 28 45

β/ , s–1/2 1.9 1.9 3.4 3.6 4.1 4 5.7

βt, s
–1 2.7 3.8 3.0 3.1 3.3 3.6 4.1

ν
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The dependence of the frequency νt calculated by
Eq. (6) on the volume of the air cavity V0 is presented
graphically in Fig. 2 by the solid line. The plot was
obtained using the following experimental data: M =
25 kA/m, ∂Hz/∂z = 4.6 × 106 A/m2, S = 2 × 10–4 m2, the
volume of the ML equal to 3 cm3, and the known
numerical values of ρg and c.

The dashed line in Fig. 2 corresponds to the depen-
dence ν'(V0) obtained by formula (7).

The comparison of the conclusions of the model the-
ory with the experimental results suggests that, at the
upper frequencies of the investigated range, the elastic-
ity of the AMLR is governed by the elasticity of the gas
cavity, and at the lower frequencies, by the elasticity of
ponderomotive type.

Considering the model of ponderomotive elasticity
described as the first approximation, we can use it as a
basis to evaluate the resonance frequency νr of an MLS.
For this purpose, we use the expression for the critical
pressure ∆Pc of a “one-tooth” seal [3]:

where Hmax and Hmin are the maximal and minimal
strengths of the magnetic field at the free surfaces of the
ML plug. Taking into consideration only the pondero-
motive elasticity calculated by Eq. (5), we obtain

For ∆Pc = 0.75 × 105 Pa, b = 2 mm, and ρ = 1.5 × 103 kg/m3,
the resonance frequency is νr ≈ 800 Hz.

∆Pc µ0Ms Hmax Hmin–( ),=

νr
1

2πb
---------

2∆Pc

ρ
-------------.=
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Abstract—Acoustic waves arising in a fluid-filled elastic spherical shell placed in a liquid are considered. It is
demonstrated that, in general, none of the four types of waves possible in such a system (subsonic and supersonic
antisymmetric Lamb waves, symmetric Lamb waves, and whispering galleries) is realized separately, but an inter-
action between the waves of different types takes place. © 2002 MAIK “Nauka/Interperiodica”.
The problem of the scattering of a plane acoustic
wave by an elastic spherical shell belongs to the so-
called standard problems, for which analytical solu-
tions are obtained. These problems are important for
the evaluation of approximate and numerical methods
and contribute to the understanding of the physical pro-
cesses of acoustic wave interaction with elastic bodies.
The purpose of this paper is to analyze acoustic waves
arising as a result of the sound scattering by a fluid-
filled spherical shell and to study the mechanism of
interaction between waves of different types.

The problem of sound scattering by an air-filled
elastic spherical shell was considered for the first time
by Junger [1], who used the theory of thin shells to
describe shell motion. Later [2], it was demonstrated
that this theory did not adequately describe the flexural
vibrations of a shell. The solution of the problem on the
basis of the exact theory of elasticity was proposed in
[3], where a shell placed in an ideal liquid and filled with
the same liquid was considered. The generalization for
the case of different liquids can be readily obtained and
is described, e.g., in [4]. A solution for a shell partially
filled with a liquid was obtained recently [5].

In the monograph [6], the scattered field is
expressed in terms of the mechanical impedance of a
shell and the impedances of radiation into the external
and internal regions. Exact and approximate expres-
sions for determination of the mechanical impedance
are given there.

This paper uses the results by Goodman and Stern
[3] and Murphy et al. [4], which are true not only for
thin shells but also for an elastic spherical layer of arbi-
trary thickness.

Let a plane monochromatic sound wave described
by the expression

(1)p0 p ikr θcos( )exp=
1063-7710/02/4803- $22.00 © 20309
be incident upon a shell. In Eq. (1), p is the amplitude
of the sound pressure, k is the wave number in the exter-
nal liquid, r is the distance from the shell center, and θ
is the angle measured relative to the direction of wave
incidence. Figure 1 explains the problem geometry.
A plane wave is incident in the direction opposite to the
direction of the x axis in the figure. The densities of
the internal and external liquids are denoted by ρ1 and
ρ2, respectively, and the velocities of sound propaga-
tion, by c1 and c2. In Eq. (1) and in what follows, the
factor exp(– iωt ) is omitted for brevity.

For the incident wave p0, the scattered wave ,
and the field within the shell p1, the following expan-
sions are valid:

(2)

(3)

(4)

Here, jn and  are the spherical Bessel and Hankel
functions of the nth order, Pn(x) is the Legendre poly-
nomial, and k1 = ω/c1. The numerical coefficients an and
bn and four coefficients cn, …, fn in the expressions for
shell displacements are determined from six boundary
conditions, i.e., the conditions of continuity of dis-
placements at the external and inner surfaces of the
shell, the conditions of equality of the total sound pres-
sure and the normal component of shell stress (taking
into account the sign), and the conditions of the absence
of tangential stress at the shell surfaces [3, 4]. The

p2
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n
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determination of the coefficients is reduced to solving a
system of six linear equations in six unknowns,

Expressions for α1 and α3 and the matrix elements mij
are given in the appendix.

Thus, the coefficients an and bn depend on the fre-
quency, the parameters of the external and internal
media (ρ1, c1, ρ2, c2), the density of the shell material,
and the Lamé constants, as well as on the radius and
thickness of the shell.

As a rule, the form function f determined through

the sound pressure  of the scattered wave in the
direction opposite to the direction of the wave incidence
(θ = π) at an infinite distance from the shell center
(r  ∞) is analyzed. Using the asymptotic expres-

sion (x) ≈ (– i )n + 1exp(ix)/x and taking into account
the fact that Pn(–1) = (–1)n, it is possible to write down

the form function f and  as

(5)

where a is the external radius of the shell. Another
quantity that is often used is the scattering cross sec-

mij n an bn cn dn en f n, , , , ,[ ] T α1 0 α3 0 0 0, , , , ,[ ] T
.=

p2
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1( )
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2
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-------- 2n 1+( ) 1–( )n
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p2
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p
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ikr
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Fig. 1. Geometry of the problem.

Table 1.  Parameters used in calculations; cL and cT are the
velocities of longitudinal and transverse waves in titanium,
respectively

Density, kg/m3 Sound velocity, m/s

Air 1.293 346

Ether 713.5 985

Water 1000 1500

Titanium 4540 cL = 5718.8; cT = 3056.8
tion σ, which is also expressed through the form func-
tion:

Various techniques were suggested to analyze the
form function [7]. The Sommerfeld–Watson method of
integral transformation is widely used [8, 9]. The trans-
formation is applied to a series of partial modes of the
type of Eq. (4), which provides an opportunity to speed
up the calculation of this slowly convergent series.
Moreover, this method makes it possible to obtain the
contributions of individual wave types to the scattered
sound field.

Another frequently used method is the utilization of
the theory of resonance scattering [10, 11] taken from
quantum mechanics. The basic idea lies in the fact that
a scattered field can be formally represented as a sum of
two components: the resonance component related to
the elastic resonances of the shell in a vacuum and the
background component caused by the so-called diffrac-
tion modes. The sound field scattered by a perfectly
rigid or soft sphere is often used as the background
component. The choice of a suitable background com-
ponent, the subtraction of which yields the resonance
part in the classical Breit–Wigner form, is the main dif-
ficulty of this method. The background component for
thin shells corresponds to the scattering by a soft
sphere, and for very thick shells, by a rigid sphere.
Some researchers suggested using an intermediate
background constructed from the solutions for soft and
rigid spheres [4, 11]. This approach provided somewhat
better results but did not solve the problem completely.

A new technique for the separation of the resonance
component is proposed in a series of papers [12–14]
and applied to a cylindrical shell in [15]. According to
this technique, the resonance component is separated
not by subtracting a certain background but is obtained
as a result of the numerical determination of the poles
of form functions (the roots of the dispersion equation
det ||mij || = 0) on the complex plane of frequency at a
given mode number n = 0, 1, 2, … in such a way that
each partial mode in Eq. (5) is analyzed separately. Fre-
quency is commonly expressed in terms of the dimen-
sionless complex quantities ka. If the pole positions and
the partial mode number are known, it is easy to deter-
mine the phase velocity and to plot the dispersion
curves. The analysis of the dispersion curves makes it
possible to identify the resonances according to the
type of motion (wave) they belong to. All results given
in this paper were obtained using just this technique.

Many papers devoted to the interaction of elastic
and acoustic waves in both classical [16–18] and more
complex [19–22] systems have recently been pub-
lished. This study was to a large extent stimulated by
[15], where flexural waves propagating in a fluid-filled
cylindrical shell were investigated. This study expands
the results obtained in [15]. Consideration is not only

σ
πa

2
-------- f

2
.=
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Fig. 2. Moduli of the form functions for (a) an empty shell, (b) a shell filled with ether, and (c) a shell filled with water.

ka
given to waves of flexural type: longitudinal waves are
also analyzed. Calculations are conducted in a wider
range of dimensionless frequencies. Moreover, the
results for a hollow shell, which were first obtained in
[12, 14], are briefly discussed. This provides an oppor-
tunity to represent the interaction mechanism for vari-
ous types of waves more clearly.

The numerical determination of the pole positions
xnq on the complex plane of the dimensionless fre-
quency ka was performed using the Cauchy theorem of
residues [23]. The rectangular region 0 < Re(ka) < 100,
0 < Im(ka) < 5 was partitioned by a rectangular grid.
The following integral was calculated in each grid mesh
at a given value of n:

where C is the mesh boundary and bn(ka) is the coeffi-
cient involved in expansion (5) and represented as a
function of frequency. If I0 is nonzero (within the accu-

I0 bn ka( )d ka( ),

C

∫°=
OUSTICAL PHYSICS      Vol. 48      No. 3      2002
racy of calculations), the pole position xnq is determined
[11] from the ratio of integrals,

The index n in the pole notation corresponds to the
number of a partial mode and q determines the wave
type. The calculations were performed using a code
designed with the help of the MATLAB 5.2 software
package.

The relative phase velocity /c2 by definition
[4, 24] is

The calculations were performed for a spherical
shell made of titanium, with the ratio of the thickness
(h) to the radius h/a = 0.042. Water, ether, and air were

xnq
1
I0
---- kabn ka( )d ka( ).

C

∫°=

cnq
ph

cnq
ph

c2
-------

Re xnq( )
n 1/2( )+
---------------------.=
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Fig. 3. (a) Dispersion curves and (b) pole positions on the complex plane of the dimensionless frequency ka for the antisymmetric
and symmetric Lamb waves in a shell in a vacuum and in an empty shell in water. The solid lines show the wave velocities in a
titanium plate of the same thickness. The numbers near the curves indicate the mode numbers.
taken as the shell fillers. The numerical parameters used
for calculations are given in Table 1.

Let us first consider a simple system: a hollow
spherical shell immersed in water. Its detailed analysis
can be found in [12, 14], and here we give only the
results of calculations and some conclusions.

The modulus of the form function is given in Fig. 2a.
Two characteristic regions can be separated in the
rather complex frequency dependence of | f |: several
intense resonance peaks are present at small values of
frequency 1 < ka < 4, and, in the range of ka from
approximately 20 to 35, several wide overlapping reso-
nance peaks are observed, which produce a characteris-
tic enhancement. When the frequency is higher than
ka ≈ 50, the form function fluctuates near unity with
noticeable peaks and dips.
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The irregularity of the form function is caused by
the excitation of elastic waves in the shell. Two elastic
waves propagate in the shell in a vacuum in the consid-
ered frequency range. These waves were named anti-
symmetric a0 and symmetric s0 Lamb waves by analogy
with waves in a plate [12]. Figure 3a shows the disper-
sion curves for the Lamb waves in a shell in a vacuum
and in a plate of equal thickness [25]. The lowest mode
at which the excitation of the wave a0 in a shell is pos-
sible is the second mode. At low frequencies (ka < 10
in our case), waves in a shell differ essentially from
waves in a plate, and their name is a matter of conven-
tion. For example, it is impossible to excite the wave a0
at low frequencies in a real shell in the absence of the
symmetric wave [6].

The phase velocity of the wave s0 changes weakly if
the shell is immersed in a liquid (Fig. 3a). As one can
see, the presence of an external liquid tells noticeably
on the resonance frequencies of the zeroth and first
modes only, where the wave slows down to a certain
extent. Starting from the fourth mode, the curves
almost merge, and the wave s0 exhibits almost no dis-
persion.

The situation with the antisymmetric Lamb wave is
entirely different. The phase velocity of this wave in a
shell in a vacuum decreases rapidly at small values of
ka, then passes through a minimum near ka ≈ 5, after
which it increases, and starting from ka ≈ 27 exceeds
the sound velocity in water. When a shell is immersed
in water, one can observe the interesting phenomenon
of the splitting of the wave a0 into two components,
which are called in [12] subsonic a0– and supersonic a0+
components (in other papers, e.g., in [15], the super-
sonic branch is called the “A wave,” but we will use the
notations introduced in [12]).

The dispersion curves for the waves a0– and a0+,
which are calculated for the numerical parameters indi-
cated above, are also given in Fig. 3a. The positions of
the poles corresponding to the waves s0, a0–, and a0+ are
demonstrated in Fig. 3b.

The interaction mechanism for the two branches of
the antisymmetric Lamb wave can be represented as
follows. At low frequencies (ka < 20 in our case), the
wave a0+ behaves as a diffraction wave and propagates
in water near the shell surface. Its poles are located far
from the real axis (Fig. 3b), and it contributes little to
the scattered field. In the low-frequency range, the wave
a0– propagates in the shell, which differs little from the
flexural wave a0 in a “dry” shell. The phase velocity of
the wave a0– decreases to a certain extent in comparison
with the wave a0 (Fig. 3a) because of the influence of
the added mass of the liquid surrounding the shell. The
poles connected with the wave a0– lie very close to the
real axis (Fig. 3b).

In the frequency range, where the phase velocity of
a flexural wave in a dry shell approaches c2 (20 < ka <
40), the exchange of branches occurs. The velocity of
the subsonic wave a0– begins to grow slowly tending to
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c2, while the dispersion curve of the branch a0+
approaches the curve for a0. Starting from ka ≈ 20, the
poles of the branch a0– move away from the real axis
rapidly, and the wave transforms into a diffraction
wave. Oppositely, the branch a0+ transforms into a flex-
ural wave propagating along the shell. In the frequency
range where the exchange of branches occurs the form
function exhibits a characteristic rise.

If a shell is filled with a liquid (or gas), one more
type of motion is possible in it, namely, the wave of the
“whispering gallery” type, wg [25]. The dispersion
equations for the waves of this type in a spherical cavity
with the radius a2 and perfectly rigid and perfectly soft
boundaries are written down in the form (k1a2) = 0
and jn(k1a2) = 0, respectively.

The resonances connected with this type of wave
make the form function much more complex. Figures 2b
and 2c demonstrate the moduli of the form functions for
shells filled with ether and water. As one can see from
Fig. 2c, apart from the characteristic rise in the range of
ka from 20 to 35, the form function has some similar
features in the ranges 40 < ka < 55, 65 < ka < 75, etc.
However the form function for a shell filled with ether
has an entirely different form. The rise in the range of
ka from 20 to 35 is not as pronounced as in Figs. 2a and
2c, and it extends to a larger frequency interval, approx-
imately from ka = 20 to ka = 60.

Let us consider in more detail the case of a shell
filled with water. The pole positions were determined
for it, and the dispersion curves can be seen in Fig. 4.
The wave a0– can be easily identified, since it almost
does not change its form in comparison with the wave
a0– in an empty shell. Naturally, the velocity of this
wave decreases to a certain extent because of the influ-
ence of the filler. If the minimal relative velocity of the
wave a0 in a dry shell is equal to 0.520, then, in an
empty shell immersed in water, it decreases to as low as
0.406 and becomes equal to 0.345 in a water-filled
shell.

The supersonic branch of the antisymmetric wave
a0+ changes considerably. The interaction with the
slowest wave of the whispering gallery type, wg0,
occurs in the frequency range 40 < ka < 55. After that,
the relative phase velocity of the branch a0+ stops rising
and levels off at approximately 1.08. The velocity of the
wave wg0 propagating in a cavity with perfectly soft or
perfectly rigid boundaries is well known to decrease
monotonically. In our case, the phase velocity of wg0
begins to grow smoothly near the region of interaction
with a0+, and in the range of ka from 35 to 55, this wave
replaces a0+ in a certain way. Then, when the velocity
of wg0 approaches the velocity of the next whispering
gallery wave wg1, the interaction occurs again, and the
wave wg0 transforms into wg1. The same process takes
place for the following waves: wg1, wg2, etc. This inter-
esting phenomenon was first noticed probably by Vek-
sler [15] for the case of a cylindrical shell.

jn'
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Fig. 4. (a) Dispersion curves and (b) pole positions for the waves a0– and a0+ and the waves of the whispering gallery type, wg, for
a water-filled shell. The relative phase velocity of the wave a0 in a shell in a vacuum and the positions of the poles of the wave a0+
in shells filled with air and ether are given for comparison. The poles belonging to the waves wg1–wg4 are shown starting from ka >
30.The numbers near the curves indicate the mode numbers.
Thus, the antisymmetric Lamb wave (the flexural
wave) alone does not propagate in a fluid-filled shell
immersed in a liquid medium. The flexural wave is
obtained as the result of the interaction between the
waves of the a0–, a0+, and wg types. One can see readily
that the form function has special features in the regions
of interaction (branch exchange) between the waves of
different types.

It is interesting to trace the change of pole trajecto-
ries for waves of different types (Fig. 4b). Comparing
Figs. 3b and 4b, it is easy to see that the trajectory of the
poles of a0– changes little. On the contrary, the poles of
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the wave a0+ rapidly approach the real axis at ka > 30.
This confirms the assumption that, at these frequencies,
the wave changes its character and becomes a wg wave
with poles that, as a rule, have a small imaginary part.

The poles of the waves wg0–wg4 smoothly move
away from the real axis in the frequency range of wave
ACOUSTICAL PHYSICS      Vol. 48      No. 3      2002
interaction and then approach the real axis again. The
poles at the maximal distance from the axis correspond
exactly to the intersection of the dispersion curves for
the wg waves and the wave a0 (Fig. 4). The trajectories
of the poles of the wave a0+ propagating in a shell filled
with air and ether are also plotted in Fig. 4b to make it
more illustrative. One can see that the increase in the
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filler density leads to a decrease in the width of reso-
nances for this wave.

If a shell is filled with a liquid in which the sound
velocity is smaller than in the surrounding medium,
e.g., with ether, the situation becomes more complex.
In this case, the interaction of the wg waves with both
waves a0+ and a0– can occur.

The dispersion curves for the waves propagating in
a shell filled with ether are shown in Fig. 5a. The same
figure presents the curves of the relative phase velocity
for the waves a0 in a shell in vacuum and a0– in a shell
filled with water. The velocities of the waves a0– in a
shell with ether and in a shell filled with water are
almost the same at the frequencies ka < 13. At higher
frequencies, the interaction with the wave wg0 occurs.
Up to the frequency ka ≈ 35, the dispersion curve of the
wave a0– is realized in the form of segments of the
waves wg0 and wg1. At higher frequencies, its character
apparently changes. Proceeding from the pole positions
shown in Fig. 5b, we can conclude that, starting from
ka ≈ 35, the interaction does not occur, since the trajec-
tory of wg2 starts to move away from the real axis and
passes near the trajectory of the wave a0– propagating in
a shell filled with water.

The form of the dispersion curves also indicates the
absence of interaction (Fig. 5a). As was demonstrated
in [15], the behavior of the dispersion curves near the
intersection with the curve for the wave a0 is deter-
ACOUSTICAL PHYSICS      Vol. 48      No. 3      2002
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mined by the filler density. The lighter the filler is, the
closer the curves for the wg waves approach the curve
for a0. The same conclusion can be drawn by compar-
ing Figs. 4a and 5a. However, the shapes of the curves
for wg3, wg4, etc., almost do not change at the intersec-
tion with the curve for wg1, which points to the absence
of interaction.

The wave a0+ was separated as an individual type of
motion for the same reasons (Fig. 5).

In conclusion, without any detailed analysis, we
present the dispersion curves and the pole positions for
a shell filled with air (Fig. 6). This example illustrates,
first, the dependence of the shapes of the dispersion
curves on the filler density and, second, the assumption
that the interaction between the waves of different types
occurs when the trajectories of the poles of these waves
are close to each other. The form function for this case
ACOUSTICAL PHYSICS      Vol. 48      No. 3      2002
is not given, since it differs little from the one plotted in
Fig. 2a.

Certain difficulties arose in the identification of the
poles determining the symmetric Lamb wave s0. Some-
times, it was difficult to determine which of the two
closely located poles corresponded to this wave. Table 2
gives the results of calculations for several first poles of
the wave s0 for a shell in vacuum and in water and with
different fillers. For example, in the case of a shell filled
with ether, the pole trajectory for the wave s0 can pass
through the points 5.1544 – 1.2674i, 6.0487 – 0.2946i,
9.1039 – 0.2104i, …, as well as through the points
5.2791 – 0.4580i, 6.7402 – 0.8382i, etc. Similar diffi-
culties also arose with the poles for the waves of the wg
type.

An assumption was made that the wave s0 also inter-
acts with the waves of the whispering gallery type and
does not exist alone in the system under study but



318 KOSOBRODOV
0

0

0
0

1

1

1
222

222

2
3

3

4

5
6

6

7

8
9

9 10

12
12

109
8

7
6

5

4

3

2

2

3

3

3

4

4

4
4

5

5
5

5

6
6 7

7 8

10
10

10
10

10

1

1

1

0

0

0

1

1

2

2

2

2

2

3

3

3 4

5

5

0 10 20 30 Re(ka)

–Im(ka)

10–1

(b)

(‡)
10

Cphase/C2

wg7

wg1

wg2

wg3

wg0

s0 (empty shell)

wg6

wg1

wg2

wg3
wg4

ka

10–2

10–3

10–4

wg5

wg5

100

101

0 10 20 30

8

6

4

2

Fig. 8. The same as in Fig. 7 but for a shell filled with water.
results from the interaction of the wg waves. Figures 7a
and 8a show the dispersion curves for shells with ether
and water, respectively, which illustrate the above
hypothesis. The dotted line and crosses demonstrate the
curve for the relative phase velocity of the wave s0 in an
empty shell immersed in water.

If this assumption is correct, the trajectories of the
poles of the wg waves have the form given in Figs. 7b
Table 2.  Dimensionless complex pole frequencies ka determining the symmetric Lamb wave s0. Two closest poles are given
for shells with water and ether

Mode Shell in vacuum Empty shell in water Shell with ether Shell with water

0 5.6823 4.4494 – 2.5016i 5.1544 – 1.2674i 3.9221 – 0.4227i
5.2791 – 0.4580i 6.0701 – 0.8611i

1 6.9511 6.0319 – 1.3931i 6.0487 – 0.2946i 5.5152 – 0.2388i
6.7402 – 0.8382i 7.4481 – 0.7111i

2 9.5726 9.2103 – 0.5746i 9.1039 – 0.2104i 7.7202 – 0.0167i
9.8137 – 0.3553i 9.4238 – 0.4052i

3 12.7789 12.6373 – 0.2855i 12.4002 – 0.0669i 12.1449 – 0.0223i
13.0210 – 0.2282i 13.3383 – 0.3034i

4 16.1568 16.0945 – 0.1567i 15.7118 – 0.0078i 16.0331 – 0.1005i
16.2895 – 0.1575i
ACOUSTICAL PHYSICS      Vol. 48      No. 3      2002
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and 8b. In the case of ether (Fig. 7b), the picture is more
illustrative. The trajectories have breakpoints near the
corresponding poles of the wave s0 in an empty shell. If
we connect the poles of wg2, n = 0 with those of wg3,
n = 1, and so on, we obtain the trajectory of the apparent
wave s0, which almost coincides with the trajectory for
s0 starting from n = 4.

CONCLUSION

Acoustic waves arising in a fluid-filled elastic spher-
ical shell were studied in this paper. The propagation of
two Lamb elastic waves, i.e., symmetric (longitudinal)
and antisymmetric (flexural) waves, is possible at low
frequencies in a shell in a vacuum. When an empty shell
is immersed in a liquid, an interesting phenomenon is
observed: the splitting of the antisymmetric wave into
two branches.

If a shell is filled with a gas or a liquid, one more
type of motion becomes possible in it: waves of the
whispering gallery type. These waves propagate in the
inner volume of the shell. As it has been demonstrated
in this paper, none of the motion types (the waves a0
and s0 and the wg waves) is realized alone in this system
in the general case, but they are possible as a result of
the interaction of different waves. The interaction
mechanism is analogous to the exchange of branches
between the waves a0– and a0+ in an empty shell.

The condition for such an interaction is the intersec-
tion of the dispersion curves of the waves propagating
in solitary systems and, apparently, the closeness of the
widths of the resonance peaks corresponding to differ-
ent waves (closeness of the pole trajectories).

APPENDIX

Elements of the matrix mij:

m11 0, m12 2n 1+( )i
n
hn

1( )' ka( ) pa
ρ2c2ω
---------------,= =

m13 µL1 jn' µL1( ), m14– µL1nn' µL1( ),–= =

m15 n n 1+( ) jn µT1( ), m16 n n 1+( )nn µT1( ),= =

m21 2n 1+( )i
n
jn' k1a2( )

pa2

ρ1c1ω
---------------, m22 0,= =

m23 µL2 jn' µL2( ), m24– µL2nn' µL2( ),–= =

m25 n n 1+( ) jn µT2( ), m26 n n 1+( )nn µT2( ),= =

m31 0, m32 2n 1+( )i
n
hn

1( )
ka( )pa

2
,= =

m33 2µµL1
2

jn'' µL1( ) λµL1
2

jn µL1( ),–=

m34 2µµL1
2

nn'' µL1( ) λµL1
2

nn µL1( ),–=

m35 2µn n 1+( ) jn µT1( ) – µT1 jn' µT1( )( ),=
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Components of the column of free terms:

(35)

Here, jn(x) and nn(x) are the Bessel and Neumann
spherical functions of the nth order, the prime denotes

a derivative with respect to x, µL1 = , µL2 = ,

µT1 = , and µT2 = .
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Abstract—Simple models of the characteristic functional are considered in the context of analyzing the prob-
abilistic characteristics of turbulent pressure fluctuations. The Gaussian model of the spatial characteristic func-
tional of wall-pressure fluctuations is shown to be more appropriate for jet flows, while the Poisson model better
describes the characteristic features (splashes) of pressure fluctuations in a turbulent boundary layer. The sug-
gestion is made that the representation of the characteristic functional as a superposition of simple models can
reduce the experimental determination of the characteristic functional and the multidimensional distribution
functions to measuring only a limited number of parameters and dependences characterizing the turbulent flow
under study. © 2002 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Our present notion of the processes underlying the
generation of turbulent wall-pressure fluctuations and
the role of organized structures in a boundary-layer
flow [1, 2] was formed as a result of the mutual influ-
ence of the correlation-spectrum methods of measure-
ment and the physical models of turbulent pressure
fields. The Corcos correlation model [3] of the turbu-
lent pressure field in a boundary-layer flow is one of the
known examples of such a fruitful interplay.

The models that most adequately describe the spa-
tial structure of the field of wall-pressure fluctuations
p(x) are the continual statistical models specified by a
characteristic functional [4, 5]

which provide a complete statistical description of the
random field of pressure fluctuations p(x). Functional
methods are often used in hydrodynamic acoustics and
in statistical hydroacoustics, as well as in the analysis
of the probabilistic structure of random processes and
fields [6, 7].

In this paper, we analyze simple analytical represen-
tations of the characteristic functional of turbulent wall-
pressure fluctuations.

FUNCTIONAL APPROACH
TO THE MEASUREMENT

OF TURBULENT PRESSURES

The functional approach to measuring turbulent
pressures was suggested in our previous papers [8–12].

Φ υ x( )[ ] i υ x( )p x( ) xd∫{ }exp〈 〉 ,=
1063-7710/02/4803- $21.00 © 20321
This approach provides an almost exhaustive descrip-
tion of the random field p(x) on the basis of the experi-
mentally measured characteristic functional of the tur-
bulent pressure field in the boundary layer.

In the experimental measurements, the characteris-
tic functional of the field, Φ[υ(x)], is determined for a
family of the functional arguments υ(x) = λK(x), where
λ is the sensitivity of the receiver of turbulent fluctua-
tions and K(x) is the impulse response of the receiver
[8]. Because of the averaging effect of the receiving
surface, the characteristic function of the signal of the
turbulent pressure transducer

is actually an estimator of the characteristic functional
of the field:

(1)

When the turbulent fluctuation sensors have suffi-
ciently small receiving areas and the impulse response
can be approximated by the delta-function

the characteristic functional Φ[λK(x)] is expressed
through the characteristic function

corresponding to the one-point probability distribution
of fluctuating pressures.

ϕ s λ( ) iλs( )exp〈 〉=

ϕ s λ( ) i λK x( )p x( ) xd∫( )exp〈 〉 Φ λ K x( )[ ] .= =

λK x( ) λγ0δ x x0–( ),

ϕ s λ( ) iλγ0 p x0( ){ }exp〈 〉 ϕ p λγ0( )= =
002 MAIK “Nauka/Interperiodica”



 

322

        

KUDASHEV, YABLONIK

                                         
In the case of a receiver composed of n point sensors
with a controlled sensitivity λ, the impulse response
can be represented in the form

In this case, the characteristic functional takes the form
of a characteristic function of the n-dimensional proba-
bility distribution

A method for measuring multidimensional distribu-
tion functions by using finite-dimension representa-
tions of the characteristic functionals was suggested in
our previous papers [8–10]. We showed that the mea-
surement of the characteristic functions of turbulent
pressures makes it possible to reveal the deviation of
the probability density function from the Gaussian
form. Earlier, this deviation was mentioned in the
papers [14, 15] reporting on the measurements of the
asymmetry and excess coefficients and the probability
distribution functions with the use of conventional pro-
cedures.

In the context of the functional approach, the choice
of the functional models of turbulent pressure fields and
the evaluation of the parameters of these models are of
particular importance.

GAUSSIAN MODEL OF THE CHARACTERISTIC 
FUNCTIONAL

Turbulent flows characterized by the different statis-
tical nature of their turbulent fluctuation generation are
described by different functional models. In the case of
jet flows, pressure fluctuations are generated by exter-
nal turbulence. In this case, if the distance between the
sources and the observation point is sufficiently long,
the turbulent wall-pressure fluctuations can be repre-
sented as a sum of many statistically independent com-
ponents related to different zones of the turbulent flow.

Random quantities of this type usually have a Gaus-
sian asymptotic distribution, which leads to the model
of the Gaussian field whose characteristic functional
has the form

(2)

where R(x1, x2) is the correlation function of the field
R = 〈p(x1)p(x2)〉 . In a homogeneous field, the correla-
tion function depends only on the mutual arrangement
of the correlated points, i.e., it is a function of the coor-
dinate difference ε = x1 – x2.

In the case of the Gaussian model, the experimental
investigation of the characteristic functional of the tur-
bulent pressure field is reduced to measuring a limited
number of parameters and dependences, namely, to
determining the spatial correlation function of pressure
fluctuations.

λK x( ) λ iγ0δ x xi–( )∑ γiδ x xi–( ).∑≡

ϕ s λ1 … λn, ,( ) ϕ x1…xn
γ1 … γn, ,( ).=

ΦG υ[ ]

=  1/2 υ x1( )υ x2( )R x1 x2,( ) xd∫∫– dx2,{ } ,exp
Taking into account Eq. (1), we obtain that, in the
case of the Gaussian model, characteristic functional (2)
can be represented in the form

where θ(ε) = (x)K(x + ε)dx is the receiver influence

function.
The characteristic function of the receiver signal in

the wave representation has the form

where S(k) = (ε)exp(–ikε)dε is the wave character-

istic of the receiver and E(k) is the wave-number spec-
trum of turbulent pressure fluctuations [13, 14].

Measurements carried out in Russia [15] and abroad
[16, 17] point to the fact that the actual probability dis-
tributions of turbulent pressure fluctuations differ from
the Gaussian law. In many experiments, the measured
value of the asymmetry coefficient differed from zero,
while the measured value of the excess coefficient
increased and steadily exceeded the value of three cor-
responding to the Gaussian distribution.

POISSON MODEL OF THE CHARACTERISTIC 
FUNCTIONAL

For the aforementioned reason, it is worthwhile to
complicate the functional model of the turbulent pres-
sure field by introducing the Poisson distribution. The
Poisson model is close to the nature of pressure fluctu-
ations in a turbulent boundary layer and can be useful
for describing the wall pressures. It is known that, con-
trary to jet flows, turbulent wall-pressure fluctuations
are governed by spontaneous splashes that are accom-
panied by the ejection of the liquid from the wall to the
external region of the flow [2]. Assuming that the
splashes are statistically independent and distributed
over the surface according to the uniform probability
law, we can approximately describe the field of wall-
pressure fluctuations by Poisson statistics.

The corresponding spatial structure of turbulent
pressures is conveniently characterized by the Poisson
characteristic functional

where ν is the average number of splashes per unit area,
χ(µ) is the characteristic probability distribution func-
tion of pressure fluctuations P in the splash core, pres-
sure P characterizes a single splash and represents the
fluctuation value in this splash, and g(r) is the normal-
ized (g(0) = 1) splash influence function determining
the spatial correlation

ϕG ΦG λK x( )[ ] λ 2/2 θ ε( )R ε( ) εd∫–[ ] ,exp= =

K∫

ϕ sG λ2/2 S k( )E k( ) kd∫–[ ] ,exp=

θ∫

ΦP υ x( )[ ] ν χ g x y–( )υ x( ) xd∫( ) 1–[ ] yd∫{ } ,exp=

Rpp r( ) ν P2〈 〉 g r( )g r r+( ) r.d∫=
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In this case, the turbulent wall-pressure fluctuation p
generated by many splashes is the sum over all splashes
(with the running index k) that occur at the wall at the
points with the vector coordinates xk, where x is the
running vector coordinate at the wall:

In the Poisson field, the characteristic function of the
signal at the output of a homogeneous receiver of area
S (in this case, K(x) = K0 = const at the receiver aper-
ture) is representable in the form

(3)

For small apertures S, the receiver can be considered
as a point receiver and, according to the latter expres-
sion, we have

(4)

By contrast, when the area of the receiving aperture

S is much greater than the area σ = (r)dr of the

influence region of a spontaneous splash, according to
Eq. (3), we obtain

In the latter case, the cumulants Tn of the random signal
at the receiver output are representable in the form

(5)

From Eq. (5), it follows that, in the case of a large
receiver aperture S/σ @ 1, all cumulants with n > 2 are
small in comparison with the second cumulant T2.
Then, the probability distribution approaches the Gaus-
sian law

(6)

A comparison of Eqs. (4) and (6) shows the extent
to which the size of the receiver affects the statistical
characteristics of the signal obtained from the measure-
ments of pressure fluctuations in the turbulent boundary
layer: when S @ σ, the statistics is Gaussian irrespec-
tive of the fluctuation behavior observed for small
scales. This fact was pointed out earlier in [14] and in
our recent paper [10].

SUPERPOSITION OF SIMPLE MODELS

The experimentally observed differences in the
regimes of turbulent wall pressures suggests the repre-
sentation of the wall-pressure fluctuations in the form
of a superposition of fields corresponding to different
functional models, including the simple models consid-
ered above.

p x( ) P xk( )g x xk–( ).∑=

ϕP λ( ) ν χ λ K0 g x y–( ) xd∫( ) 1–[ ] yd∫{ } .exp=

ϕP λ( ) ν χ λγ 0g y( )( ) 1–[ ] yd∫{ } .exp=

g∫

ϕP λ( ) νS χ λγ0σ/S( )[ ] 1–{ } .exp=

Tn i–( )n dn ϕP/dλnln( )λ 0= i–( )nνS σ/S( )n= =

× γ0
nχ n( ) 0( ) i–( )n νσ( ) σ/S( )n 1– γ0

n Pn〈 〉 .=

ϕP λ( ) 1/2λ2γ0
2 P2〈 〉 νσ 2/S–[ ] .exp≈
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In particular, we can deal with wall-pressure fluctu-
ations p(x, y, z)|z = 0 in the form of the sum

where the first component pG(x, y, z)|z = 0 obeys Gaussian
statistics and the second component pp(x, y, z)|z = 0, Pois-
son statistics.

In this case, using the simple functional models, one
can reduce the experimental determination of the char-
acteristic functional and multidimensional distributions
of the turbulent pressure field to the measurement of a
limited number of parameters characterizing the turbu-
lent flow under study. Namely, one should measure the
spatial correlation function RG(x1, x2) of turbulent pres-
sure fluctuations for the Gaussian field and the depen-
dences νP, χ(µ), and gP(r) for the Poisson component
of the turbulent pressure field.

Evidently, a further development of the functional
approach in hydrodynamic acoustics, which is based on
our method of experimental determination of the char-
acteristic functional in combination with an analysis of
the functional models of turbulent wall pressures,
should include a correlation of the results with experi-
mental data obtained for different types of turbulent
flows.
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Abstract—The propagation of a noise signal is considered for an arctic-type waveguide with a varying sound
speed profile. The profiles used in the calculations differ from each other due to different depth dependences of
salinity. The shape of the envelope of the time correlation function is studied for the coherent and reference sig-
nals. For the latter, either the replica of the transmitted noise signal or one of the modes propagating in the
waveguide is used. A characteristic feature of the proposed technique is the use of the time cross-correlation
between the signals that traveled through the same path in the presence of different sound speed profiles. In this
case, from the shape of the envelope of the signal correlation function, one can estimate the changes that occur
in the sound speed profile on the path of signal propagation. © 2002 MAIK “Nauka/Interperiodica”.
Acoustic methods are commonly used in the cli-
matic monitoring of the water bulk on long propagation
paths [1–5], in underwater navigation, in the explora-
tion of mineral resources at the bottom of shallow-
water seas, and in other applications. Acoustic monitor-
ing allows one to estimate the integral change in the
sound speed within the path and the state of the ice
cover, whereas direct instrumental observations from
vessels or helicopters provide random point sections of
the water bulk, which are few in number. In some cases,
the location of a noise-generating object can only be
determined by acoustic technique, if observation from
an aircraft or satellite is difficult.

Nowadays, sound sources are widely used that
transmit a noise signal into the water. Among such sig-
nals, artificial pseudorandom ones that are based on
M-sequences [1–6] have become popular (these signals
are abbreviated as MLS) [1]. The M-sequences can be
reproduced with a high accuracy. Upon being time-cor-
related with a reference signal that is identical with the
transmitted one, these signals form the impulse
response of the waveguide. In this case, the pulses in
the envelope of the time correlation function have high
amplitudes due to the energy accumulated in the real-
ization of a long-duration noise signal.

In generating the noise signal, one can use a natural
realization of a stationary and ergodic process. This
process modulates the acoustic oscillations of the car-
rier frequency f0 to produce the acoustic and reference
signals. In all situations, a “noise portrait” of the sound
source is required. We assume that the time average (the
first statistical moment) of the noise signal is zero.
However, the time-average intensity of the signal is not
equal to zero. In practice, the variance of the sound
1063-7710/02/4803- $22.00 © 20325
pressure is used. In the simplest case, the electric volt-
age picked off the receiving array is fed to a quadratic
detector and then averaged by an integrator. Earlier, a
low-pass filter was used as the integrator. Nowadays,
analog devices are replaced by computer processing.

We express the sound pressure of a narrow-band
noise signal as follows:

(1)

Each summand in Eq. (1) is a normal wave [1, 2, 7–9].
Here, we use the following notations: r is the vector
horizontal coordinate, the coordinate origin coinciding
with the acoustic center of the source; z is the vertical
coordinate, the z axis being directed downwards and the
origin z = 0 coinciding with the free water level; t is
time; ω = 2πf, where f is the sound frequency; ω0 =
2πf0, where f0 is the central (carrier) frequency; m is the
ordinal number of the mode; W is the spectral density
of the transmitted signal, which is normalized to the
1-Hz band; ∆f is the signal frequency band determined
by the bands of both the transmitted signal and the
receiving filter; and the quantity pm(r) characterizes the
spatial variability of the signal amplitude and phase rel-
ative to the unit level. The latter level is determined as

(2)

where R is the distance from the phase center of the
source.

Pc r z,( )

=  W∆f pm r( )Φm z( )F t tm–( ) iω0t–( ).exp
m 1=

M

∑

Pc

R 0→

ik0R iω0t–( )exp
R

-----------------------------------------,=
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If the parameters of the waveguide are constant in r,
we have

(3)

where z0 is the source depth and Φm(z) is the eigenfunc-
tion of the waveguide [8, 9], which corresponds to the
longitudinal wave number ζm of the mth mode. If the
waveguide parameters vary in r, ζm is a function of r,
and the same is true for Φm(z). By assuming that Φm(z)
varies slowly in r, one can neglect the energy transfer
between modes of different numbers (the mode scatter-
ing), and the sound field can be described in the adia-
batic approximation [10]. Then, Eq. (3) remains valid

but ζmr is replaced by (η)dη. At different r, the

quantity Φm(z) represents the eigenfunctions of the ref-
erence waveguide [8, 9], i.e., those of a planar stratified
waveguide whose parameters coincide with those of the
waveguide at hand along the vertical axis passing
through the observation point. The functions Φm(z) pro-
duce an orthonormal system [8]. If the condition of
orthonormality is violated for modes calculated for dif-
ferent r, the scattering of modes (energy transfer) is
possible. Then, one can use the exchange approxima-
tion, which is also known as the method of coupled
modes [9, 11–13]. The latter is usually based on the
principle of vertical modes and horizontal mode-asso-
ciated rays [10]. This method is rather common and
implemented in the form of computer codes (one can
find details in [11–13]).

The noise-like character of the signal is expressed
by factor F(t), which is a stationary and ergodic func-
tion of time t:

where F(t) is determined by parameters of the sound
source and the receiving filter. The overbar denotes
time averaging [14], and tm is the time of propagation of
the mth mode from the source to the receiver. In a pla-
nar stratified waveguide, tm = r/vm, where vm is the
group velocity of the mode [9]. In the adiabatic approx-

imation, tm = /vm(η).

The signal has a zero mean value: (r, z) = 0. The
variance of the acoustic pressure and its time correla-
tion function K(r, z, τ) (τ is the delay between the sig-
nals at the correlator input) are both nonzero. In the
simplest case, the correlator consists of a device multi-
plying the voltages that are fed to two (or more) inputs
equipped with delay circuits. The signal from the corr-
elator output is integrated (averaged) by an integrator.
The output signal of the correlator is a deterministic
process (a correlation function) accompanied by a fluc-
tuating component. The higher the value ∆ fT (T is the
duration of the signal entering the correlator), the
smaller the variance of the fluctuating component. The
reliability of estimating the correlation function is gov-

pm r( ) iπΦm z0( )H0
1( ) ζmr( ), k0 ω0/c z0( ),= =

ζm0

r∫

F t( ) 0 F t( )F t τ–( ), B τ( ), B 0( ) 1,= = =

ηd
0

r∫
Pc
erned by the extent to which the fluctuating component
is suppressed. The variance of the latter determines the
detection limit for the desired signal [15, 16].

In monitoring applications, a method [1] is often used
whereby one feeds the signal to be analyzed to one input
of the correlator and the signal F(t – τ)exp[iω0(t – τ)] to
another input. As a result, the deterministic component
of the correlator output signal takes the form [17]:

(4)

Equation (4) is a pulsed signal in which the frequency
spectrum of the signal is replaced by the power spec-
trum of the noise signal. The only difference between
this and an ordinary impulse response of a waveguide is
that the running time t is replaced by the delay τ.

Figure 1a shows the vertical sound speed profile c(z)
that was used in calculating the sound field. Figure 1b
presents the variations of c(z), where the numbers 1 and
2 correspond to the variations of the salinity S (Fig. 1c)
in the near-ice water layer.

Figures 2 and 3 show the examples of the envelope
(4) calculated for a noise signal with the central fre-
quency f0 = 65 Hz and the frequency band ∆f = 5 Hz.
The source and receiver depths are both 60 m. The
sound speed profiles are constant in r, and Figs. 2 and 3
correspond to the vertical sound speed profiles labeled
by 1 and 2 in Fig. 1b, respectively. We assume the ice
cover to be two-component [17], with a 65% fraction of
flat ice. The flat ice has the mean thickness h1 = 2.6 m, and
the variance of the ice draught is σ1 = 2.8 m. For the upper
boundary of the ice, the corresponding value is  =

0.4 m, i.e.,  = σ1/4.5. The hummocky ice has the mean
thickness h2 = 6.6 m with σ2 = 3.3 m. According to the
histogram, the correlation scale of flat ice is 120 m, and
that of hummocky ice is 44 m. The velocity of longitudi-
nal waves in the ice material is 3500(1 – i0.04) m/s, the
velocity of shear waves is 1800(1 – i0.04) m/s, and the
ice density is 0.91 relative to the water density.

The envelopes of the correlation function (4) are
plotted in Figs. 2 and 3 for the profiles c(z) shown in
Figs. 1a and 1b. The function F(t) is generated by the
M-sequence without filtration. Figure 4 shows the sig-
nal that is analogous to that presented in Fig. 3 but pro-
cessed with a rectangular filter, the pass band ∆f = 5 Hz
of the filter being narrower than the frequency band of
the transmitted signal. Narrow-band filtration leads to
side peaks in the envelope of the correlation function,
but the positions of its main maxima do not change.
Below, we use the same calculation technique, because
we are interested in the most adverse situation, so as the
initial signal spectrum does not differ from that of a

Kc r z τ, ,( ) W∆f Re pm r( )Φm z( )
m 1=

M

∑=

× B τ tm–( ) iω0τ–( ).exp

σ̂1

σ̂1
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Fig. 1. Profiles of the (a, b) sound speed and (c) water salinity in the arctic waveguide.
white noise within the band of filtering. Then, at the fil-
ter output, we have

Here, we do not consider the full correlation func-
tion of the noise signal: the term cos(ω0τ) in the carrier

B τ( ) π∆fτ( )sin
π∆fτ

-------------------------.=
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Fig. 2. Envelope of the time cross-correlation function of
the received noise signal and reference signal for sound
speed profile 1 of Fig. 1b and for the unfiltered signal gen-
erated with the use of the MLS.
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frequency is not presented in the figures, the same
being also true for further plots. The vertical arrows
indicate the position of the first water mode on the scale
of delays.

The delay (time) structure of the waveguide impulse
response is typical of a deep-water region of an arctic
sea. This structure is governed by the vertical profile
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Fig. 3. Same as in Fig. 2 for sound speed profile 2 of Fig. 1b.
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c(z) of the sound speed. According to Fig. 1, the upper
water layer up to the ice cover is desalinated both
because of the melting of the ice, which has a salinity
lower than that of water, and the intrusion of the waters
of the great rivers of Siberia. The near-ice profile of the
sound speed is governed by the salinity profile. In the
upper water layer, the sound speed rapidly grows in
depth and forms a channel that can capture part of the
water modes of low numbers. For instance, at the fre-
quency 65 Hz, the first water mode is fully concentrated
within the near-ice water layer, and deeper Atlantic
waters slightly influence the parameters of this mode.
Below the nearly isospeed layer of the Atlantic waters,
a layer of arctic waters exists with a positive sound
speed gradient that is close to the hydrostatic one. The
water temperature and salinity are stable in this layer
within the whole sea region.

In view of the aforementioned facts, let us consider
the shapes and arrival times of the pulses shown in
Figs. 2–4 for the 500-km propagation path. Waves of
higher numbers are the first to arrive, because they are
mainly concentrated within the deep-water layers of the
waveguide, where the sound speed has its maximal val-
ues. The pulse shape is a result of the interference of
modes that are close in their group velocities. Hence,
the resulting pulses exhibit insignificant differences,
and the time structure remains nearly unchanged.

Modes of low numbers, which are captured by the
sound channel, are the last to arrive. Among them, the
first water mode prevails. For this mode, the difference
in its arrival time reaches almost 1 s for the sound speed
profiles at hand. This value is governed by the differ-
ence in the salinity of the near-ice layer, and, hence, it
can be used to monitor the variations in water salinity.
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Fig. 4. Same as in Fig. 3 for white noise filtered in the fre-
quency band ∆f.
The difference in the arrival times of modes is suffi-
ciently high to be detected: it is higher than the possible
error in measuring the mode arrival time.

In practice, the difficulty of estimating the arrival
time of the first mode consists in the fact that the atten-
uation coefficient is highest for this mode. Therefore,
the observed mode amplitude can be hidden under the
“tails” of high-number modes. Note that Figs. 2–4 cor-
respond to a purely coherent signal. In practice, the
pulse is masked by the ambient interfering noise. The
latter can be attenuated by using a directive antenna
array. To the second correlator input, a signal arrives
that is free from interfering noise [1–6]. The interfering
noise produced by independent signals has no effect on
the correlation function (which is a time-averaged
quantity), if the time of averaging is long enough.
Hence, realizations of maximal length T, for which both
signal and noise remain statistically stationary, ergodic,
and independent, are advantageous.

In an arctic waveguide, the coherent component of
the signal generated by the sound source is added by
one that is stochastically scattered by the ice cover. The
latter can be higher than the coherent component in its
intensity. The stochastically scattered component car-
ries information on the scatterers but not on the sound
source. Therefore, in the correlation processing, the
stochastic component, though being correlated with the
reference signal, produces a background that is spread
over delays; this background can also mask the weak
pulse of the first mode. To eliminate the background
accompanying the correlation function in the input cir-
cuit, one can use, e.g., a horizontal antenna array [17].

In monitoring applications, the experiment on the
time variability of the water bulk usually lasts for years.
It is important to know how the signal changes after
propagating over the same path at different times. One
can act in a direct way: to record the signal for a long
time and then compare the results obtained at different
instants. However, there is an alternative approach. Let
us take a record of the sound pressure, which is
obtained in one of the measurements, as a reference. In
the reference measurement, it is desirable that the first
mode have maximal intensity and minimal noise level.
If we have a set of signal realizations that differ in their
reception times, we can construct the cross-correlation
function for the reference signal and other signal real-
izations. The advantage of this approach is that it
enables one to increase the signal-to-noise ratio at the
output of the processing device. The essence of the idea
is that the desired coherent (in the sense of stochastic
scattering) signal is described by nearly the same func-
tion F(t) in all experiments, and different realizations of
the signal are well correlated. The noise levels pro-
duced by the medium are, for the most part, statistically
independent in time for long time intervals, and, hence,
they have no effect on the shape of the correlation func-
tion. This statement is also true for the stochastically
scattered component, because the realizations of the ice
ACOUSTICAL PHYSICS      Vol. 48      No. 3      2002
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cover significantly change from one measurement to
another. With the previous method, the interfering noise
of this type cannot be suppressed, although such a sup-
pression is extremely important for sound frequencies
of several tens of hertz, when the intensity of the scat-
tered component is high relative to that of the coherent
component.

Since the first water mode has a simple vertical
structure that exhibits a single maximum and is concen-
trated within the near-ice layer, it can be easily
extracted from a narrow-band signal by using a vertical
receiving array. Experiments of this type have been
repeatedly performed in the arctic waveguide to yield
good results owing to the orthogonality of the modes.

The mode extracted from the reference signal is, in
turn, used as the reference in the correlation processing.
To one of the correlator inputs, the voltage is fed that
corresponds to the sound pressure (1) plus an additive
noise. To another correlator channel, as in Eq. (4), the
reference signal is fed. As a result, the electric analog of
the cross-correlation function takes the following form:

(5)

Here, the factor (r) corresponds to the extracted

mode of number N with the propagation time .

The first water mode is not the only one that can be
extracted. If other water layers are to be studied, a mode
can be selected that is most sensitive to changes in the
sound speed in those layers.

In Eq. (5), the eigenfunction of the Nth mode is
absent, because it vanishes in the extracting procedure
due to the normalization of modes.

Figure 5 shows the envelope of the function (r, z, τ)
for the same conditions as in Fig. 4. Here, the signal
itself, or, more precisely, its first mode, is used as the
reference. By comparing Figs. 4 and 5, one can see that
the envelope shapes are nearly the same, but the curves
are shifted in delays relative to each other. The maxi-
mum corresponding to the extracted mode is at τ = 0.
The shifts of other maxima are the same relative to the
maximum of the reference mode.

Figure 6 presents a similar plot for which the refer-
ence mode corresponds to sound speed profile 1 (Fig. 1),
and the signal corresponds to profile 2 (Fig. 1b). This
plot shows that the maximum of the first water mode is
shifted by about 1 s in delay τ. This difference in the
arrival time of the first mode can be noticed in Figs. 2
and 3 as well. However, with the proposed approach,
the error in measuring the difference in the travel time
of the mode at hand is lower than with the previous
techniques. This higher accuracy can probably be

K̃c r z t, ,( ) W∆f Re p̃N* r( ) iω0τ–( ) ∫exp

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.
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related to the fact that the near-ice layer weakly affects
the propagation times of higher modes. The latter state-
ment is confirmed by both calculated propagation times
of the modes and the shape of the envelope of the cross-
correlation function for signal (1) corresponding to
sound speed profiles 1 and 2 (Fig. 1).

The calculations presented above show that the pro-
posed technique can be used in performing experiments
on monitoring the time variability of the sound speed
profile. With such experimental data, one can quantita-
tively compare the changes in the parameters of the
medium and the time relations in the correlation func-
tion. The expected changes in the correlation function
are evidently higher than the experimental error, but for
estimating the accuracy of solving the inverse problem
(i.e., the reconstruction of the changes in the medium
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Fig. 5. Cross-correlation function of the signal and its first
water mode for sound speed profile 2 of Fig. 1b.
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Fig. 6. Same as in Fig. 5 for the first water mode corre-
sponding to sound speed profile 1 of Fig. 1.
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from those in the signal), additional studies that are
beyond the scope of this paper are necessary.
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Abstract—Dynamics of the spectral intensity oscillations that occur in the vertical plane because of the time vari-
ability of the medium along the propagation path is described. The errors arising in measuring the frequency shifts
of the interference structure are considered. For low-frequency broadband signals received on a stationary propa-
gation path, experimental data on the shifts of their frequency spectra due to the variation of the reception depth
are presented. The number of interfering modes and their arrival directions in the vertical plane are estimated from
the measured frequency shifts of the spectral intensity oscillation. © 2002 MAIK “Nauka/Interperiodica”.
Data presented in the literature on the frequency
shifts of spectral intensity oscillations caused by the
change of conditions along the propagation path usu-
ally do not contradict existing theories. The fundamen-
tals of these theories can be found in [1–5]. The major-
ity of experimental studies devoted to this subject
treated the space–frequency interference pattern in a
horizontally homogeneous waveguide from the point of
view of its particular features related to the direction of
the lines of extreme levels (lines of equal phase) in the
coordinate system using the wave frequency and the
relative increments of the source–receiver distance
[1, 6–9]. The exception is our previous paper [9] that
presents experimental data on the shifts of the fre-
quency spectra of low-frequency broadband signals in
a shallow sea, which were recorded on a stationary
propagation path. The shifts of local interference peaks
in frequency can be used in monitoring shallow-water
regions of the ocean for the determination of their inte-
gral average and statistical characteristics [4, 5, 9].
Now, this phenomenon is also used for controlling the
field focusing in a shallow sea on the basis of phase
conjugation [10–12].

This paper develops the results obtained in the pre-
vious studies [1–5, 9]. The dynamics of the spectral
intensity oscillations that occur in the vertical plane
because of the time variability of the medium along the
propagation path is described. The errors arising in the
measurement of the frequency shifts of the interference
structure are considered. Experimental data on the
shifts of the frequency spectra of low-frequency broad-
band signals due to the variations in the reception depth
are presented for the case of the propagation along a
stationary path. The number of interfering modes and
the directions of their arrivals in the vertical plane are
estimated on the basis of the measured frequency shifts
of spectral intensity oscillations.
1063-7710/02/4803- $22.00 © 0331
Let us first consider the frequency shifts of the inten-
sity oscillations in the vertical plane. The propagation
conditions in the ocean are such [13] that the local
interference structure, which is stable to changes in the
propagation conditions, is formed effectively by a small
number of interfering modes of the same type. We
assume that, in this interval of mode numbers, we can
restrict our consideration to a linear expansion of the
propagation constant (the horizontal component of the
wave vector) hm into a series in the vicinity of the num-
ber of the lth mode:

(1)

where α = ∂hl/∂l = –2π/Sl and Sl is the cycle length of
the ray corresponding to the lth mode [14]. In this case,
for the group of the interfering modes detected at the
time point t, the interference invariant η [1], which
describes the direction of the lines of the extreme level
values in the coordinate system formed by relative
increments of the reception depth and frequency, can be
represented as

(2)

where

(3)

is the interference invariant of the group of in-phase
modes, which characterizes the direction of the lines of
the extreme level values in the coordinate system of the
relative increments of the horizontal source–receiver
distance r0 and the frequency ω0 [1, 3]; χl is the glanc-
ing angle of the Brillouin ray of the mode with the num-
ber l at the interval of the reception depth measurement
∆z. To distinguish the glancing angles of the Brillouin
rays propagating downwards and upwards, the corre-
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sponding quantities in Eq. (2) are represented by their
absolute values. To derive Eq. (2), it is sufficient to
assume ∆r = ∆z  in Eq. (3). A more consistent der-
ivation of Eq. (2) is given in [1]. Physically, the angle χl

determines the arrival direction in the vertical plane for
the group of modes localized in the vicinity of the Bril-
louin ray of the lth mode. In other words, the angle χl

can be interpreted as the arrival angle of the ray corre-
sponding to the interference peaks of the group of
modes with close numbers. The value of ∆z is limited
by the size ρ, within which normal modes are plane,
i.e., their refraction in the vertical plane can be
ignored. Ignoring the amplitude variations of normal
modes, this condition can be written in the form of an
inequality [15]

(4)

where Ln = n(z)/|∇ zn(z)| is the characteristic vertical
scale of the refractive index variation n(z) within the
size ∆z, and λ is the wavelength.

Let us describe the pattern of the frequency shifts of
the vertical interference structure of the sound field
due to the time variability of the medium along the
propagation path. We represent the propagation con-
stant hm(t, τ) at the time point t + τ at the frequency ω
in the form

(5)

The correction  to the unperturbed value  at the
time point t, which is assumed to be known, can be
determined in the framework of the WKB approxima-
tion using the perturbation theory [16]. In this case,
using Eqs. (2) and (5), we obtain the following expres-
sion for the variations of the frequency shift of intensity
oscillations δω(t, τ) within the time interval from t to
t + τ in the linear approximation:

(6)

where ∆ω(t) = βω0∆z /r0 is the frequency shift of
intensity oscillations that is caused by the change of the
reception depth; ∆β(t, τ) and ∆( (t, τ)) are the rel-

ative corrections to the values of β(t) and (t) that
are caused by perturbations of the water medium: ∆β =

β1 + β2, β1 = α1/α0, β2 = , α0 = ∂ /∂l,

and α1 = ∂ /∂l [3]; and ∆( ) = –2∆χl/sin2χl and
∆χl = χl(t + τ) – χl(t) are the variations of the sound
arrival angle in the vertical plane during the time τ.
Equation (6) provides an opportunity to estimate the
variations of the direction of sound arrival in the verti-
cal plane by using the measured variations of the fre-
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quency shift of spectrum oscillations and the hydrolog-
ical data.

The results of measuring the frequency shifts of the
interference pattern of the field with variations of the
reception depth make it possible to determine such
parameters of the received group of modes as their total
number N and the direction of sound arrival in the ver-
tical plane χl provided that the value of the invariant β
is known. Indeed, from Eq. (2) we obtain

(7)

The minimal frequency period of oscillations Θ in the
horizontal plane, which is determined by the range of
the propagation constants hm of the modes forming the
field, has the form [3]

where h1N = h1 – hN and N is the maximal number of the
mode that makes a noticeable contribution to the field.
With allowance for the expansion (1), the minimal
period is determined by the expression

(8)

Then, from Eqs. (3) and (8), we obtain an expression
for the number of modes:

(9)

Here, the square brackets mean the integer part of a
number. Note that it is possible to use expressions other
than Eq. (9) to estimate the number of constructively
interfering modes (see, e.g., [17]).

An error in measuring the frequency shifts of the
interference structure is generally caused by two fac-
tors: the error in detecting the extreme signal levels
against the noise background and the instability of the
distance between the source and the receiver.

Considering the error in the indication of the
extreme levels, we restrict our investigation to the case
of the signal observation against an additive noise back-
ground. We assume that signal and noise are statisti-
cally independent and the error in the detection of the
extreme intensity values is caused exclusively by noise.
The error δI in the indication of the extremum Iex gives
rise to the error δω in the determination of the fre-
quency position ω0 of the extreme intensity value that
was observed at the time point t (Fig. 1). The relation
between these errors can be obtained by calculating the
total differential of the function I(ω) at the point ω = ω0
and passing to finite increments. Restricting ourselves
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to the terms of the second order of smallness and aver-
aging the resulting expression, we obtain

(10)

because I '(ω0) = 0. Here,  and  are the variance
of the error in measuring the frequency ω0 and the vari-
ance of noise, respectively. Further, we assume that, at
the minimal frequency period of the interference beat-
ing Θ (Eq. (8)), the dependence I(ω) is described by the
harmonic function

In this case, Eq. (10) can be reduced to the form

(11)

where the quantity q = a/ σn virtually determines the
signal-to-noise ratio. Hence, the error in the indication
of the extreme level increases with the increase in the
frequency scale of the intensity variability and with the
decrease in the signal-to-noise ratio.

Let a given local extremum be shifted during the
observation time τ to the point ω = ω0 + ∆ω because of
the time variability of the water medium. We assume
that the time interval τ far exceeds the correlation time

τ∗  of noise: τ @ τ∗ . In this case, the variance  of the
measurement error for the shift of the frequency spec-
trum, ∆ω, during the time τ is equal to

where δΘ = (∆ω/ω0)Θ is the variation of the quantity
Θ during the time τ. Taking into account the fact that
∆ω ! ω0, the expression obtained above can be repre-
sented as

(12)

The reliability of the results of the measurements is
determined by the confidence coefficient [18]. For
example, if the indication of the shift of the frequency
spectrum is determined by the inequality ∆ω ≥ σ1, then,
in the case of a normal distribution of noise, the corre-
sponding confidence coefficient is P ≥ 0.683, and when
∆ω ≥ 3σ1, the confidence coefficient is P ≥ 0.997. Noise
can make two local neighboring interference extrema
(maxima or minima) irresolvable. For their reliable res-
olution, e.g., with the confidence coefficient P ≥ 0.997,
the condition  ≤ Θ/6 must be satisfied. According to
Eq. (1), this inequality takes the form q ≥ 3/π ≈ 0.95.
Thus, the presence of noise imposes limitations on the
source–receiver distance and on the width of the signal
frequency range for which the frequency shifts of the
intensity oscillations can be reliably measured. The
lower bound of the frequency range is determined by
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the reliability of their measurement, and the upper
bound, by the reliability of the resolution of neighbor-
ing local extrema. From this point of view, the use of
wave front dislocations [19] for the detection of the fre-
quency shifts of spectral intensity oscillations has a
limited range of application.

Let us estimate the error in the determination of the
length of the propagation path. The root-mean-square
value of the frequency shift of intensity oscillations due
to the instability of the distance r0 between correspond-
ing points is estimated according to Eq. (3) as

(13)

where σ∆r is the root-mean-square value of the distance
between the source of sound and the receiver.

The root-mean-square value of the total error σ aris-
ing in the detection of the frequency shift of the inter-
ference structure is equal to

(14)

where the quantities σ1, 2 are determined by Eqs. (12)
and (13). In practice, the following substitutions must
be made in Eqs. (12) and (13) to calculate the root-
mean-square value of the error σ by Eq. (14): ω0 
f0 = ω0/2π and Θ  θ = Θ/2π.

In addition to our previous publication [9], below
we present the experimental data on the shifts of the fre-
quency spectra of low-frequency broadband signals in
the vertical plane, which were measured in 1990 during
the expedition of the fourth voyage of the Akademik
Ioffe research vessel and the seventh voyage of the Aka-
demik Sergeœ Vavilov research vessel.

DESCRIPTION OF THE EXPERIMENT

The conditions and data of the acoustically relevant
characteristics of the experiment are described in detail
in [9, 20]. The experiment was conducted on a station-
ary propagation path in the central part of the Barents
Sea with two research vessels, each of them fixed by
two anchored buoys (Fig. 2). A piston-type radiator was

σ2 βω0 σ∆r/r0( ),=

σ σ1
2 σ2

2+ ,=

ω0 ω0 + Θ ω
0

Iex

I

δω

δI

Fig. 1. Determination of the error in the indication of the
extreme level.
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submerged to a depth of 70-m from the stern of the Aka-
demik Ioffe research vessel. The radiator excited broad-
band pulsed signals with linear frequency modulation
in the frequency band 25–95 Hz. The length of each
pulse was 40 s, and the repetition period was 60 s. The
experiment duration was 101 min: sounding started at
5:20 p.m. and ended at 7:00 p.m. A vertical line array
of ten equidistant hydrophones was lowered to the sea
bottom from the stern of the Akademik Sergeœ Vavilov
research vessel. The array length was 66 m. The dis-
tance from the lower hydrophone to the anchor at the
sea bottom was 18.5 m. The sea depth varied smoothly
along the propagation path within 20 m and was equal
to 170 m on average. The signal-to-noise ratios at the
outputs of single hydrophones were no smaller than
12 dB (3.98). The experiment was conducted when the

Buoy

Sound
source

Buoy

Array
of hydrophones

Fig. 2. Schematic representation of the experiment on a sta-
tionary propagation path.
sea state was Beaufort 1 or less. The permanently
recorded wind speed did not exceed 6 m/s.

The hydrological data are shown in Fig. 3a. As one
can see from this figure, the distribution of the sound
velocity in the region of the discontinuity layer (the sea-
sonal thermocline) changed considerably within two
hours. The boundary of the homogeneous upper layer
lowered almost by 15 m, and the sound velocity gradi-
ent increased almost by a factor of 2. At the same time,
in the depth interval from the lower boundary of the dis-
continuity layer to the sea floor (the main thermocline),
the distribution of sound velocity did not change notice-
ably. Noticeable changes of sound velocity with time
were caused by tidal variations. In this case, the semid-
iurnal changes in the depth value reached 1.5 m. The
minimal, average (unperturbed), and maximal depths
corresponded to the time points of 2:00, 5:00, and
8:00 p.m., respectively. It is essential that the tidal
wave, on the one hand, perturbed the whole propaga-
tion path simultaneously and, on the other hand,
inclined the receiving array in the plane perpendicular
to the propagation path. The prevailing direction of
tidal currents was normal to the propagation path. The
inclination angle of the array with respect to the vertical
line in the plane perpendicular to the direction of sound
propagation did not exceed 9°. The latter fact allows us
to assert that the horizontal variations of the positions
of the array receivers were much smaller than 3 m and
did not affect the variations of the distance between the
corresponding points.

The distance between the ships measured accurate
to 1 m by a Syledis radio rangefinder was 13834 m on
average. The standard deviation of the distance
between the radio beacons positioned in the central
parts, at the bows, and at the sterns of both ships was
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Fig. 3. Sound velocity profiles c(z): (a) measured experimentally at the time points 5:12 (the dotted line), 6:04 (the dotted-and-
dashed line), and 6:58 p.m. (the dashed line) and (b) used in the calculations.
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Fig. 4. Frequency spectra of the signal envelope at different depths at a fixed time point.
3 m during the experiment. One can assume that the
horizontal variations of the source–receiver distance
were approximately of the same value. Below, in dis-
cussing the experimental data, we take the distance
between the ships for the distance between the source
of sound and the receiving array without introducing
any considerable error.
L PHYSICS      Vol. 48      No. 3      2002
EXPERIMENTAL RESULTS

The signal processing included the calculation of
the magnitude of the spectrum and the phase spectrum
of the received pulsed signals at each receiver of the
array [9]. Figures 4 and 5 present the normalized fre-
quency spectra of the envelope and the derivative of the
phase of a signal in the frequency band 60–90 Hz. The
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Fig. 5. Frequency spectra of the derivative of the signal phase at different depths at a fixed time point.
signal was received at 6:10 p.m. The lower curves in
Figs. 4 and 5 correspond to the upper hydrophone and
the upper curves, to the lower hydrophone. The indi-
cated limited frequency range is related to the presence
of strong discrete noise in the spectrum of the received
signals at frequencies lower than 60 Hz due to the noise
of the receiving ship. Oscillations of spectral intensity
with the minimal period in frequency θ ≈ 1.3 Hz manifest
themselves noticeably. Phase jumps correspond to deep
interference minima of intensity, when the signal level
drops approximately down to the noise level, which tes-
tifies to the presence of dislocations of the wave front of
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sound fields at these points [19]. A regular shift with the
relative value estimated at the array length as ∆f/f0 ≈
2.06 × 10–2 can be distinguished against the background
of random frequency shifts of the interference struc-
ture. Approximately analogous results were obtained at
other time points, which points to the insignificant
effect of the perturbation of the water medium on the
variations of the frequency shift with varying reception
depth.

DISCUSSION

The direction of the lines of sound intensity level η
[Eq. (2)] in the coordinate system formed by the rela-
tive increments of reception depth and frequency is
estimated, according to the results of measurements, on
average as |η| ≈ 4.38. In the calculations, it was
assumed that the projection of the array length l on the
vertical is ∆z = 65 m (∆z = lcos9°, l = 66 m), the average
horizontal distance between the ships is r0 = 13834 m,
and the relative frequency shifts are ∆f/f0 = 2.06 × 10–2.

A simple analysis shows that the extrema of the
sound field observed in the experiment are caused by a
stable interference of the group of modes belonging to
the bottom–surface rays, which are reflected from the
bottom and from the upper boundary. Indeed, let us
denote the glancing angle of a ray near the bottom by
χ∗  and assume that, later on, this ray touches the sur-

face. According to [14], this angle is equal to χ∗  =

, where c0 is the sound velocity at the surface
and ∆c is the difference in the sound velocities at the
surface and the bottom. Substituting the values c0 =
1482.1 m/s and ∆c = 15.6 m/s in this expression, we
estimate the value of the angle χ∗ . Finally, we obtain

χ∗  = 8.4° so that the glancing angles at the bottom for

the bottom rays are χb ≤ 8.4° and for the bottom–sur-
face rays, χb–s > 8.4°. A set of rays with the same value
of the angle χ can be associated with each normal
mode. The total number of propagating normal modes
is approximately equal to 2H/λ, and the angles χ that
correspond to them lie within the interval (0, π/2),
where H is the sea depth. In this case, the number of
normal modes within the interval of essential values (0,
χ∗ ) is estimated as Nb ≈ [4χ∗ fH/πc0] [14]. Assuming

H = 170 m, we obtain that the number of bottom modes
for the upper boundary of the frequency range f =
90 Hz is Nb ≈ 1. Thus, the sound field within the consid-
ered frequency range is formed by the modes corre-
sponding to bottom–surface rays with the glancing
angles χ > χ∗ . For this group of modes, it is possible to

ignore the refraction and take the interference invariant
β ≈ cos2χl and the cycle length of the ray Sl ≈ 2H
[1, 9]. In this case, for the direction of sound arrival in

2∆c/c0

χ lcot
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the vertical plane (Eq. (7)) and for the number of
modes (Eq. (9)), we obtain the following estimates:

Substituting the experimental data η = 4.38, r0 = 13834 m,
θ = 1.3 Hz, and H = 170 m in these expressions and
taking f0 = 75 Hz, we obtain χl ≈ 12.3° and N ≈ 7. The
latter estimate of the number of modes is close to the
value N = 8, which was used in the numerical modeling
of the variability of the spectra of signals with linear
frequency modulation that were observed in the exper-
iment under discussion [21].

The sound velocity profiles measured in the experi-
ment are adequately approximated by a piecewise-lin-
ear function c(z) given in Fig. 3b. The values of the
sound velocity at the bottom, c(H) = c2, and in the
mixed upper layer, c0, are constant and time-indepen-
dent. In the case of such a dependence, perturbations of
the water medium lead to changes in the boundaries of
the seasonal and main thermoclines and the sea depth,
i.e., to variations in the parameters c1, z1, z2, and H. The
parameters approximating the sound velocity profile
are estimated as c1 = 1468.9, 1471.0, and 1471.1 m/s;
z1 = 35.2, 43.4, and 48.3 m; and z2 = 54.2, 54.6, and
55.3 m at constant c0 = 1482.1 m/s and c2 = 1466.5 m/s.
Here, the values of c1, z1, and z2 correspond to the
respective time points of hydrological measurements
(see Fig. 3a). According to these data, for the average
value of the characteristic scale of the refractive index
variation in the region of the main thermocline where
the receiving array was positioned, we obtain the esti-
mate Ln ≈ 4.5 × 104 m. Restricting our consideration to
the upper sound frequency f = 90 Hz and taking χl =
12.3°, we obtain from inequality (4) an estimate for the
allowed value of the depth variation ρ ≈ 4.5 × 102 m. As
one can see, condition (4) is satisfied, i.e., within the
vertical length of the array ∆z = 65 m, we can ignore the
refraction of the Brillouin ray of the lth mode.

Let us estimate the error of the measurement of the
frequency shifts of the interference pattern. According
to the experimental data, from Eqs. (12) and (13), we
obtain σ1 ≈ 7.25 × 10–2 Hz and σ2 ≈ 1.86 × 10–2 Hz, so
that σ1 @ σ2. In calculating the value of σ2, we assumed
that f0 = 90 Hz (the upper estimate), σ∆r = 3 m, and r0 =
13834 m. As a result, the total error σ given by Eq. (14)
is estimated as σ ≈ 7.58 × 10–2 Hz. This is more than an
order of magnitude smaller than the values of the fre-
quency shifts detected in the experiment.

Thus, experimental data testify that the frequency
shifts of the spectrum oscillations in the vertical plane
reach considerable values and can be reliably mea-
sured. In conditions of multimode propagation, the
interference effects often make it difficult or impossible
to draw any definite conclusions concerning the rela-
tion between the parameters of the oceanic medium and
the observed variability of the sound field characteris-
tics. In the case considered above, the frequency shifts

η χ l/ χ l,sincos
3≈

N 1 2H f 0η /r0θ( )+[ ] .≈
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of the interference pattern are completely determined
by the dispersion characteristic of the sound channel
and can be easily predicted. It is demonstrated that the
frequency shifts of the local interference extrema can
be used for the determination of the number of interfer-
ing modes and their arrival directions in the vertical
plane.
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Abstract—The possibility of using the resonant acoustic spectroscopy method for testing the internal state of
rock is considered. This method can be used for the determination of the concentration of defects and their spa-
tial distribution. A rock specimen with defects is characterized by a high loss of vibrational energy, which leads
to the overlapping of the resonant responses. In this case, the complex resonant frequencies are determined as
the parameters of a model that describes the measured transfer function of the response of the mechanical sys-
tem. The linearity of the vibratory system is used as the a priori information for presetting the functional depen-
dences of the model. An algorithm is developed for the determination of the parameters of the resonances in
conditions of their partial overlapping. Examples are presented to demonstrate the possibility of analyzing the
complex elastic constant tensor of rock by the acoustic spectroscopy method. The proposed method of experi-
mental data processing provides the possibility for the determination of the weak anisotropy that occurs in the
velocity of sound because of a partial fracture of rock. © 2002 MAIK “Nauka/Interperiodica”.
Elastic moduli are fundamental parameters of sol-
ids. Knowledge of the elastic constant tensor is impor-
tant, specifically, in geophysics, where the analysis of
the values of its components and their ratios provides
information on the internal structure of rock. In the lin-
ear approximation and in the absence of gyrotropic
forces, the number of independent components of the
elastic constant tensor is equal to 21 in the general case
[1]. When the internal structure of a solid contains pre-
ferred axes or symmetry planes, this number is reduced.

The anisotropy of rock is usually attributed to a dis-
turbance of the uniform distribution of internal macro-
scopic defects (cracks, pores, etc.) [2]. At the initial
stages of rock fracture, the anisotropy of the elastic
constant tensor manifests itself in the deviations of its
components from those corresponding to an isotropic
body within approximately 1%. Therefore, the search
for experimental methods that provide a reliable detec-
tion of such small deviations is of major interest from
the point of view of their possible applications.

A description of the methods used for the determi-
nation of elastic moduli and their comparative analysis
can be found in [3, 4]. The method called resonant
ultrasonic spectroscopy (RUS) was shown to provide
the highest accuracy of the elastic constant measure-
ments [4]. This method was developed in the 1960s–
1970s and first used for analyzing the elastic properties
of small-sized crystal specimens [5, 6]. Later on, RUS
was successfully used for measuring the internal fric-
tion in solids [7], analyzing the phase transitions in
superconducting materials [8], and so on. The history
of RUS and its applications is reviewed in [4].
1063-7710/02/4803- $22.00 © 20339
It should be noted that the problems of acoustic
spectroscopy noticeably differ from the problems of
modal analysis, which have been much studied in
recent years [9] and for which considerable progress
was achieved in computational technique [10]. First of
all, the problems of acoustic spectroscopy (and, specif-
ically, of resonant acoustic spectroscopy) are essen-
tially inverse problems. The ultimate goal of acoustic
spectroscopy is the reconstruction of the desired param-
eters of the material of which the specimen is made
rather than the description of the response of a mechan-
ical system of complex geometry with allowance for
the effects of sound radiation and other factors compli-
cating the calculations. Therefore, the geometry of the
specimen is usually chosen so as to minimize the pos-
sible errors due to the irregular geometric shape (i.e.,
specimens in the form of a cylinder, a parallelepiped, or
a sphere are preferred). In some publications (e.g., [5]),
one can find diagrams representing the distributions of
normalized displacements, but they contain no analysis
of the modes of vibration in the framework of acoustic
spectroscopy.

By contrast, in the applied problems of modal anal-
ysis, the viscoelastic parameters of the parts forming a
structure are known, and the mathematical model is
intended to describe the specific features of the
response (in the general case, it can be the response to
a finite-amplitude perturbation [10]) that are most
important for applications. In this case, knowledge of
the distributions of both displacements and stresses is
of fundamental significance, because variations of the
individual elements of the mathematical model allow
one to optimize the structure of the vibratory system for
a specific applied problem.
002 MAIK “Nauka/Interperiodica”
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The RUS method is based on the fact that the eigen-
frequencies and the Q factor are related to the compo-
nents of the elastic constant tensor. The eigenfrequen-
cies of a specimen of a given geometry are determined
from the condition of the minimal value of the action
function expressed through the superposition of the
basis functions [4]. The elastic constant tensor is deter-
mined from the condition of the minimal discrepancy
between the measured and calculated frequencies. The
condition of applicability of RUS is the need to deter-
mine all the eigenfrequencies without skips in the fre-
quency range of interest. In this case, it is necessary to
use reliably measured resonant frequencies whose total
number is five times that of the independent compo-
nents of the elastic constant tensor [4].

The possibility of detecting a weak anisotropy
depends on the accuracy of the determination of the
elastic constant tensor components. In turn, the accu-
racy of the determination of the elastic constant tensor
depends on the number of basis functions in use and on
the error in measuring the resonant frequencies and the
Q factor. The maximal number of basis functions is lim-
ited by the performance and memory capacity of the
computer. Hence, an increase in the accuracy of calcu-
lations presents a technical problem that can be easily
solved. The accuracy of the resonant frequency mea-
surement depends not only on the quality of the instru-
ments used for this purpose, but also on the methods of
processing the experimental data.

As was noted above, the RUS method was devel-
oped for the determination of the elastic constant tensor
of crystal specimens. Crystals are characterized by the
absence, or by a small amount, of internal defects,
which results in a small loss and a high Q factor of
vibrations. In this case, all resonances manifest them-
selves in the form of well-resolved peaks, and the inter-
ference of the responses is negligibly small. The deter-
mination of the resonant frequency and the Q factor
presents no difficulties, because these parameters are
uniquely related to the position on the frequency axis
and to the width of the peak of the power spectral den-
sity. A characteristic feature of rock, as compared to
crystals, is the high vibrational energy loss due to
internal defects (cracks, pores, etc.). The frequency
responses of individual resonances may overlap. In this
case, the positions and widths of the peaks of the power
spectral density depend on the positioning of the points
of vibration excitation and detection. As a result, part of
the resonant frequencies can remain undetermined or
determined with uncontrolled errors. Since the overlap-
ping of resonance responses is unrelated to the resolu-
tion of the spectral analysis, the problem cannot be
solved by increasing the accumulation time or other
evident methods.

A possible variant of the solution can be the analysis
of the response of the mechanical system in a broad fre-
quency band and the representation of this response in
the form of a model. The model can be chosen in the
form of the superposition of the contributions of reso-
nances with unknown amplitudes, phases, and complex
frequencies that satisfy a certain criterion. One of the
reasonable criteria for the accuracy of the determina-
tion of the model parameters is the minimal error of
prediction, which is determined as the sum of the
squared absolute values of the difference between the
measured and calculated spectral amplitudes. This
paper analyzes the possibilities of using this approach
to increase the accuracy of RUS as applied to speci-
mens with relatively high losses. However, the losses in
the mechanical system under study are assumed to be low
enough to consider its resonance properties and to use
RUS (i.e., the Q factor should be 4 @ 1). When the con-
dition 4 @ 1 is satisfied, the difference between the
eigenfrequencies and the resonant frequencies is negligi-
ble, and in the following analysis, this difference is
ignored.

RECONSTRUCTION OF THE FREQUENCY 
CHARACTERISTIC OF A DISTRIBUTED 

VIBRATORY SYSTEM

Let us formulate the problem to be solved. Assume
that, in a frequency band between ̂ min and ̂ max, a vec-
tor of length N defines the complex response of the
vibratory system to a harmonic excitation with a vari-
able frequency. A discrete frequency sweep is made in
such a way that, at every frequency belonging to the fre-
quency spectrum, steady-state vibrations are recorded.
Then, the problem consists in finding all resonances
between ̂ min and ̂ max and in the determination of their
parameters, namely, the complex frequencies and the
complex amplitudes.

The measured transfer characteristic of a linear
vibratory system is a superposition of the resonance
responses (a superposition of standing waves) and has
the form1

(1)

Here, M is the number of resonances in the frequency band
of analysis (from ^min to ^max); p = iω; &(p, δl, ωl) =

; and (p) and P2M(p) are polynomi-

als where  < M. The latter condition provides the
alternation of the resonances and antiresonances of the
vibratory system [11]. The resonance amplitudes are
determined from the solution of the system of linear
equations

(2)

1 Representation (1) uses a priori information on the linearity of
the vibratory system, which makes it possible to represent each
resonance response involved in the sum as a certain functional
dependence (the Lorentz curve).
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where χkl = (pj , δk , ωk)&(pj , δl , ωl), =k =

(pj , δk , ωk)5(pj ), pn = i2π (^min + @n/N),

@ = ^min – ^max, and (…)* denotes the complex con-
jugation.

To determine the positions of the resonances (δl, ωl),
it is necessary to turn to the modified methods of linear
prediction for signals preset in the time domain [12].
The first L (L ≥ M) values in the array of equidistant
time readings ζn corresponding to the transfer function
5(pn) are used as the initial conditions for the predic-
tion filter. The remaining N – L readings are used to
determine the error of the prediction. The change from
the frequency domain of definition of the function
5(pn) to the time domain is performed through the Fou-
rier transform. To eliminate the ambiguity of the trans-
formation 5(pn)  ζn, the function 5(pn) is prelimi-
narily weighted. In this paper, we use a window from
the cosine window class [13].

The coefficients of the characteristic polynomial
(gk) for the data vector ζn can be determined from the
condition that the prediction error be zero:

(3)

where ajk = ζL – k + j; hj = ζL + j; j = 1, …, N – L, k =

1, …, L. The polynomial *(z) = 1 + ,

where z = exp(–δτ)exp(iωτ) and τ = 1/@, determines
the filter with which the convolution of the signal yields
zero in the absence of noise when the choice of the filter
order is correct, L = M. The points where the polyno-

mial *(z) takes zero values, zl = exp(– τ)exp(i τ),
determine the positions of the poles of Eq. (1). It should
be noted that, strictly speaking, Eq. (3) corresponds to
the frequency characteristic

which differs from Eq. (1). In the general case, when

^min > 0, the function (p) does not include the con-
tribution of the “negative” frequencies. In addition, the
very fact of presetting the frequency characteristic in
the interval between ^min and ^max implies the pres-
ence of an error in the determination of the position zl

because of the contribution of resonances lying outside
the frequency range ^min–^max. However, if we do not
consider the vibrations of systems with anomalously
high dissipative losses when the width of the resonance
curves ∆fl = δl/π is comparable to the analyzed fre-
quency band @, it is natural to assume that the effect of
the aforementioned factors will be smaller the better the

condition ∆fl ! @ is satisfied. The quantities δl . 

and ωl .  are calculated through the zero points of
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the characteristic polynomial, and the amplitudes Cl are
determined from Eqs. (2). The numerical example con-
sidered in the following section shows that the effect of
the resonant frequencies lying outside the frequency
band @ causes almost no changes in the resulting val-
ues of the complex resonant frequencies within the
band @ when the aforementioned limitations are met.

If the number of resonances M in the analyzed fre-
quency band is unknown and M < L, the system of
equations (3) is overdetermined, and its solution can be
obtained in the sense of the minimal standard error. To
determine the number of resonances, the following
considerations can be used [12]. In the absence of loss

(δl = 0), the matrix  (the superscript + denotes the
Hermitian conjugation) of dimension L × L has the rank
M. The first M eigenvalues of this matrix are positive:
Λk > 0, where k = 1, …, M; the remaining L – M values
are equal to zero. The presence of noise in the data ζj

causes the matrix  to have the full rank L. In this
case, small eigenvalues correspond to noise. The differ-
ence between the magnitudes of the eigenvalues corre-
sponding to the “signal” and the “noise” was used in
[12] for the determination of the number of discrete
components in the spectrum. Note that the method pro-
posed in [12] was used to resolve continuous-wave har-
monic signals with a limited-length sampling. To
achieve a “superresolution,” the a priori information on
the absence of attenuation was used.

In the presence of loss (δl ≠ 0), the eigenvalues Λn of
the autocorrelation matrix that correspond to the signal
and noise subspaces do not differ considerably in their
values. In this case, the boundary between the sub-
spaces can be determined by the break in the spectrum
of eigenvalues Λn (see the following section). The sub-
script n corresponding to the position of the break
determines the number of resonances M in the analyzed
frequency band.

In the presence of an additive Gaussian noise, the
amplitude estimate given by Eqs. (2) and obtained as
the solution to the system of linear equations in the
sense of the minimal standard error will be unbiased.
The estimate of the positions of the poles of Eq. (1) will
also be asymptotically unbiased in the case of a suffi-
cient sampling length: N @ L [14]. The condition N @
L means that the number of frequency readings at
which the measurements are performed must multiply
exceed the expected number of resonances. The possi-
bility of the decomposition of the response into compo-
nents given by Eq. (1) is realized owing to the redun-
dancy of the information carried by the amplitude dis-
tribution 5(p). In the case of clearly defined resonance
responses, it is sufficient to determine the positions and
widths of the peaks of the power spectral density. If the
resonance responses overlap, the analysis of the local
features of 5(p) cannot provide the determination of
the true positions and Q factors of the resonances. In
this case, it is necessary to analyze 5(p) in the whole

â+â

â+â
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frequency band @ (to use the whole information avail-
able).

RECONSTRUCTION OF THE FREQUENCY 
CHARACTERISTIC IN THE ACOUSTIC 

SPECTROSCOPY PROBLEMS

Let us consider a numerical example illustrating the
possibilities of the proposed method of experimental
data processing as applied to the problems of acoustic
spectroscopy. Assume that the object under study is a
sandstone rectangular parallelepiped with dimensions
that are close to each other: L1 = 0.09 m, L2 = 0.10 m, and
L3 = 0.11 m. The density and velocities of elastic waves
are taken from the reference data [2]: ρ = 2510 kg/m3,
VP = 4670 m/s, and VS = 3060 m/s. These values corre-
spond to the average characteristics of dry sandstone
with minimal porosity (the volume content of pores is
5%). The values of the Q factor of different types of
vibrations are set to be equal: Q = 50. In this case, as
one can see from the plots presented below, the fre-
quency responses of individual resonances overlap, and
the problem of determining the resonances becomes
nontrivial. Thus, we use the results of calculations for
the vibratory system with known parameters as “exper-
imental” data. Comparing the calculated values of the
frequencies and the Q factor with the values obtained
from the reconstruction of transfer function (1), it is pos-
sible to test the efficiency of the algorithm as applied to
the problems of acoustic spectroscopy.

Concerning the quantities L1, L2, L3, and Q men-
tioned above, it should be noted that, in reality, the Q
factor of vibrations in sandstone-type rock may exceed
the value set above by a factor of 2–4 [3]. The dimen-
sions of the specimen may have arbitrary values that are
not necessarily close to each other. In the example
under study, we deliberately make the problem of the
determination of the resonance parameters more com-
plicated to test the algorithm developed on the basis of
the previous section.

To preset the response of the specimen to a localized
harmonic action, we represent the displacement as a
superposition of the contributions of normal modes
[11]:

(4)

where ω is the real cyclic frequency of the harmonic
action, ωk is the complex cyclic frequency of the kth
resonance, and Yk(·) are the eigenfunctions of the cor-
responding boundary-value problem (they are deter-
mined through the eigenvectors by solving the matrix

z x ω,( )

!k

Yk x( )

–ω2 ωk
2

+
---------------------- ω

k 0=

K

∑ 0≥

!k
* Yk x( )

–ω2 ωk
*2

+
------------------------- ω

k 0=

K

∑ 0,<











=

problem of RUS). The algorithms used in this study for
calculating the frequencies and modes are described in

[15]. The ratio Qk =  (where  = Re(ωk) and

 = Im(ωk)) determines the Q factor of each individ-
ual resonance. The mode excitation amplitudes for a
unit-amplitude force acting along a vector eeee are deter-
mined by the following evident expression:

(5)

where xA corresponds to the coordinates of the extrane-
ous force (Fig. 1) and ||Ψk ||2 stands for the norms of the
eigenfunctions of the boundary-value problem for
which representation (4) is constructed.

Let us choose the total number of resonances K so

as to satisfy the condition  > ^max . In Eq. (4), the

values of ωK/2π and ^max are 100 and 33 kHz, respec-
tively. The step in frequency is selected to satisfy the

condition ∆f !  . 250 Hz,2 which determines the

requirements for the spectral resolution. Setting ∆f =
25 Hz for definiteness, we obtain N = 1080 for the fre-
quency range between ̂ min = 6 kHz and ̂ max = 33 kHz.
Since, according to the calculations, the number of res-
onances in this frequency band is M = 30, the sampling
length evidently satisfies the criterion N @ M, and the
resulting frequency estimates must be unbiased. To
imitate the measurement errors, data in the form of
Eq. (4) were supplemented with noise. The signal-to-
noise ratio (SNR) can have a preset value, because the
noise level in the course of the measurements depends
on the accumulation time. The choice of the specific
value SNR = 80 dB simulates the conditions at which
the measurements are performed accurately, and all the
details (peaks and dips) of the transfer function are
recorded for all variants of excitation. Thus, we model
the minimal requirements for the spectral resolution
and the dynamic range of the measuring system. The
inclusion of resonances lying outside the analyzed fre-
quency band in the calculations by Eq. (4) allows one
to estimate their possible effect on the accuracy of the
reconstruction.

Figures 2–4 present the initial [calculated by Eqs. (4)
and (5)] and reconstructed responses of an elastic par-
allelepiped to a harmonic action with a variable fre-
quency. The force is applied at the corner point A (Fig. 1)
with the dimensionless coordinates xj = (+1, –1, –1).
The displacements are detected at the corner point B
(Fig. 1) with the coordinates  = (–1, +1, +1) in the

2 The first resonance frequency is approximately 12.5 kHz (Table 1).

ωk'

2 ωk''
------------- ωk'

ωk''

!k

Yk xA( ) eeee×( )

Ψk
2

-------------------------------,=

ωK

2π
-------

ω1

2πQ
-----------

x j
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direction of the force vector. This choice of the excita-
tion conditions allows one to record vibrations of any
polarization, irrespective of whether the mode of vibra-
tion is symmetric or antisymmetric about the geometric
symmetry axes of the specimen. The setup shown in
Fig. 1 is conventionally used in RUS [4].

One can easily notice the good agreement between
the preset and reconstructed responses for all three vari-
ants of excitation. The errors in the reconstruction of
the minima of the transfer functions (Figs. 3, 4) are
caused by the effect of resonances with frequencies
higher than ^max = 33 kHz (the positions and depths of
the antiresonances of the mechanical system are deter-
mined by the contribution of a large number of nonres-
onant modes [11]).

The spectrum of the eigenvalues of the autocorrela-

tion matrix  is presented in Fig. 5. The dissipative
loss leads to the absence of great differences between
the amplitudes Λn corresponding to resonances and the
eigenvalues corresponding to noise. However, the com-
ponents Λn corresponding to the noise subspace are
identified with confidence and lie at a level of 1/SNR.
This fact makes it possible to use the method of sepa-
rating the noise and signal subspaces [12] for the deter-
mination of the number of resonances in mechanical
systems with losses.

The accuracy of the reconstruction can be judged
from Table 1. The analysis of the results obtained for
each variant of excitation shows that maximal errors
occur when the resonance amplitudes !k are small
compared to the average values taken over three vari-
ants of the source and the detector positions. These sit-
uations correspond to a weak excitation of resonances
because of the discrepancy between the excitation con-
ditions and the polarization of individual modes. There-
fore, the complex frequencies were averaged with the
weights equal to the resonance amplitudes, which made
it possible to take into account the difference in the
excitation coefficients for different variants of the
“transducer” positioning.

The rms difference between the initial and deter-
mined frequencies is σF = 0.13%. This value is of the
same order of magnitude as the error of RUS in the anal-
ysis of the elastic constants of crystals [4, 6]. Summariz-

ing the values of δF and δQ, we obtain /M =

10–3% and /M = –0.9%, which is less than

the variance of the estimate of the aforementioned
parameters. This result suggests that the estimates of
the complex resonant frequencies are unbiased.

The rms difference between the frequencies corre-
sponding to the peaks and the initial values of the reso-
nant frequencies is 0.47%. However, the determination
of all resonant frequencies as the frequencies corre-
sponding to the peaks of the response is impossible:

â+â

δF jj 1=
M∑

δQ jj 1=
M∑
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Fig. 1. Measuring setup used in the RUS method: A is the
point of excitation and B is the point of vibration detection.
The origin of coordinates coincides with the center of mass
of the parallelepiped. The normalized coordinates are deter-
mined by the ratio  = 2xj/Lj , xj ∈ [–Lj/2, +Lj/2].x j

Fig. 2. Excitation along the x1 axis.

Fig. 3. Excitation along the x2 axis.

Fig. 4. Excitation along the x3 axis.
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Table 1.  Estimates of the resonant frequencies and Q factors of a sandstone specimen for which the model calculations were
performed from the reconstruction of the response to a force action of variable frequency

No.
True values Frequencies corresponding to peaks Results of the reconstruction

F(kHz) F(kHz) δF(%) F(kHz) δF(%) Q δQ(%)

1 12.4537 12.4333 +0.16 12.4512 +0.02 49.78 –0.44
2 15.5390 15.5151 +0.15 15.5370 +0.01 49.84 –0.31
3 16.4020 16.3893 +0.08 16.3982 +0.02 49.00 –2.00
4 16.9395 16.9859 –0.27 16.9364 +0.02 49.90 –0.20
5 18.1063 18.0740 +0.18 18.1034 +0.02 49.86 –0.29
6 18.9322 18.9781 –0.24 18.9293 +0.02 49.89 –0.21
7 19.1992 19.1489 +0.26 19.1960 +0.02 49.80 –0.40
8 19.3831 – – 19.3814 +0.01 49.80 –0.40
9 20.0660 20.0711 –0.03 20.0607 +0.03 49.85 –0.30

10 20.2603 20.1304 +0.65 20.2565 +0.02 49.70 –0.60
11 20.9836 20.9789 +0.02 20.9778 +0.03 48.83 –2.35
12 21.4389 21.4531 –0.07 21.4306 +0.04 52.48 +4.97
13 21.9013 21.9381 –0.17 21.8880 +0.06 46.12 –7.75
14 22.5558 – – 22.5511 +0.02 48.78 –2.44
15 22.9449 – – 22.9473 –0.01 51.13 +2.26
16 23.3672 23.4634 –0.41 23.4029 –0.15 54.54 +9.07
17 23.6520 23.6431 +0.04 23.6520 +0.00 48.99 –2.03
18 24.2568 – – 24.2557 +0.00 50.00 +0.00
19 24.5761 24.6357 –0.24 24.5834 –0.03 51.64 +3.27
20 25.0455 25.1172 –0.29 25.0468 –0.01 49.83 –0.34
21 26.4100 26.3519 +0.22 26.4082 +0.01 48.20 –3.60
22 26.5124 – – 26.4903 +0.08 46.07 –7.87
23 26.7925 – – 26.7835 +0.03 42.71 –14.58
24 27.1603 27.0836 +0.28 27.1076 +0.19 43.65 –12.68
25 27.2730 27.4078 –0.49 27.2519 +0.08 50.32 +0.64
26 28.7180 28.6819 +0.13 28.7122 +0.02 50.42 +0.84
27 30.4847 30.5216 –0.12 30.4772 +0.02 49.91 –0.19
28 31.0302 – – 31.0241 +0.02 50.83 +1.67
29 31.4355 31.4105 +0.08 31.4266 +0.03 50.16 +0.32
30 32.6128 33.2381 –1.88 32.8268 –0.65 53.88 +7.77

Standard deviation 0.47 0.13 4.89
some resonances do not manifest themselves as peaks
of the power spectral density because of the strong
overlapping of the resonance responses for all three
variants of the source and detector positions. For the

0

–20

–40

–60

–80
0 10 20 30 40 50 60 70 n

Noise level

Λn

Fig. 5. Spectrum of the eigenvalues of the autocorrelation
matrix. The values of Λn are normalized to the sum Λ1 +
Λ2 + … + ΛL . The dotted line shows the noise level corre-
sponding to SNR = 80 dB.
same reason, it is impossible to obtain any reliable esti-
mates of the Q factor.

THE POSSIBILITY OF DETERMINING
A WEAK ANISOTROPY

OF ROCK BY RESONANT
ULTRASONIC SPECTROSCOPY

Above, it was mentioned that the anisotropy of rock
is governed by the specific features of the distribution
of internal defects. In this respect, the anisotropy mea-
surements by RUS are of particular interest. The reli-
ability of weak anisotropy measurements is provided
by the excess of the rms difference between the calcu-
lated and measured frequencies over the measurement
error. Let us consider how the proposed method of res-
onant frequency measurement can be used for the
determination of a weak anisotropy.
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Table 2.  Calculated frequencies for an isotropic sandstone specimen and for a weakly anisotropic one (with VP = 4670 m/s
along the symmetry axis and VP = 4717 m/s across this axis)

No. Isotropic
F (kHz)

Anisotropi
F (kHz) δF (%) No. Isotropic

F (kHz)
Anisotropi

F (kHz) δF (%)

1 12.4537 12.4542 16 23.3672 23.5882

2 15.5390 15.5419 17 23.6520 23.8524

3 16.4020 16.4247 18 24.2568 24.4096

4 16.9395 16.9532 19 24.5761 24.7330

5 18.1063 18.1086 20 25.0455 25.0493

6 18.9322 19.0378 21 26.4100 26.4279

7 19.1992 19.2000 22 26.5124 26.5981

8 19.3831 19.4545 23 26.7925 27.1271

9 20.0660 20.0854 24 27.1603 27.1891

10 20.2603 20.3328 25 27.2730 27.2974

11 20.9836 20.9866 26 28.7180 27.3776

12 21.4389 21.4982 27 30.4847 28.7711

13 21.9013 22.0233 28 31.0302 28.8196

14 22.5558 22.5733 29 31.4355 30.5119

15 22.9449 23.1015 30 32.6128 31.1843

+0.00
+0.02
-------------- +0.95

–0.15
--------------

+0.02
+0.01
-------------- +0.85

+0.00
--------------

+0.14
+0.02
-------------- +0.63

+0.00
--------------

+0.08
+0.02
-------------- +0.64

–0.03
--------------

+0.01
+0.02
-------------- +0.02

–0.01
--------------

+0.56
+0.02
-------------- +0.07

+0.01
--------------

+0.00
+0.02
-------------- +0.32

+0.08
--------------

+0.37
+0.01
-------------- +1.25

+0.03
--------------

+0.10
+0.03
-------------- +0.11

+0.19
--------------

+0.36
+0.02
-------------- +0.09

+0.08
--------------

+0.01
+0.03
-------------- –4.67

+0.02
--------------

+0.28
+0.04
-------------- –5.62

+0.02
--------------

+0.56
+0.06
-------------- –7.12

+0.02
--------------

+0.08
+0.02
-------------- –2.94

+0.03
--------------

+0.68
–0.01
-------------- –4.38

–0.65
-------------
A weak anisotropy is usually characterized by three
quantities, each of which is smaller than unity in mag-
nitude [2]:

(6)

(7)

(8)

ε
C11 C33–

2C33
----------------------,=

γ
C11 C12– 2C44–

4C44
---------------------------------------,=

δ
C13 C44+( )2

C33 C44–( )2
–

2C33 C33 C44–( )
----------------------------------------------------------------.=
ACOUSTICAL PHYSICS      Vol. 48      No. 3      2002
Here, Cij are the components of the elastic constant ten-
sor in terms of the standard two-index notation [1, 2].

We assume that a partial fracture gives rise to a max-
imum in the distribution of internal defects in a specific
direction. This direction determines that of the symme-
try axis. In Eqs. (6)–(8), we set γ = δ = 0 and ε = 0.01,
which corresponds to a difference of 1% between the
sound velocity along the symmetry axis and across it
when the velocity of shear waves is constant irrespec-
tive of the propagation direction and polarization. The
results of the eigenfrequency calculations are presented
in Table 2. The numerator δF corresponds to the rela-
tive difference between the resonant frequencies of
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weakly anisotropic and isotropic specimens, and the
numerator presents the errors of the reconstruction
from Table 1. The rms difference between the resonant
frequencies of anisotropic and isotropic specimens
makes 2.2%. At the same time, as one can see from
Table 1, the error in the reconstruction of the frequency
response is 0.13%, i.e., 17 times smaller. Hence, a
sound velocity anisotropy of 1% can be reliably mea-
sured by RUS with the use of the proposed method of
experimental data processing.

CONCLUSION

Thus, we considered the possibilities of measuring
the resonant frequencies and the Q factor of vibrations
of rock specimens with the subsequent use of resonant
ultrasonic spectroscopy for the determination of the
complex elastic constant tensor. An algorithm is devel-
oped for the determination of the number of resonances
falling within the frequency band under analysis and
their parameters. The study described in this paper
offers the following conclusions:

(i) The proposed measuring technique based on the
modified method of linear prediction [12] allows one to
reconstruct the parameters of a vibratory system in con-
ditions of a partial or full overlapping of resonance
responses;

(ii) The accuracy of RUS achieved in this case is
close to that obtained for crystal specimens with a reli-
able resolution of every resonance response; and

(iii) The numerical example presented above dem-
onstrates the possibility of weak anisotropy measure-
ment, which allows one to test the internal state of rock
at the initial stages of fracture.
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Abstract—A retarding structure that allows the effective admittance of a tube wall to increase smoothly along
the tube axis is considered. The sound velocity gradually decreases along a finite segment of the tube and finally
vanishes at some cross section. The time of the sound propagation along this segment is infinitely long. A wave
incident on the input cross section cannot reach the other end of the tube within a finite time, and, hence, it is
not reflected from it. The wave is completely absorbed, the absorption being caused by the energy accumulation
in the cross section where the velocity of sound vanishes, rather than by the energy transformation to heat, as
in common sound absorbers. A differential equation is obtained to describe the sound propagation in a one-
dimensional waveguide with a varying cross section and varying acoustic admittance of the walls. The solutions
to this equation are analyzed in the WKB approximation. An exact solution is determined for the case of some
specific functions describing the variations of the cross section and admittance. Calculated results for the input
admittance of the waveguide are presented. A possible similarity to the problem of shear waves in sea sediments
is pointed out. © 2002 MAIK “Nauka/Interperiodica”.
GENERALIZED WEBSTER EQUATION

The velocity of sound propagation in a narrow (in
comparison with the wavelength) tube depends on the
acoustic admittance of the tube wall [1]. The elastic-type
wall admittance reduces the velocity of propagation. In
what follows, we investigate longitudinal sound waves in
a narrow waveguide of varying cross section with vary-
ing acoustic admittance of the walls. The waveguide pro-
vides a smooth decrease in the velocity of wave propaga-
tion, which, however, occurs rapidly enough for the
propagation velocity to vanish within a finite distance.
The possibility of creating specially tapered edges of
plates and bars to eliminate the reflection of bending
waves was considered earlier [2, 3]. Two conditions
determine the choice of the tapering rate. On the one
hand, the cross section should vary smoothly to cause no
reflection. On the other hand, the cross section should
vary rapidly enough for the velocity of a bending wave to
vanish within the tapered segment of a finite length.

In the case of a narrow, axially symmetric
waveguide of varying cross section and with varying
wall admittance, the wave equation is derived as fol-
lows. We direct the x axis along the symmetry axis and
denote by S = S(x) the area of the waveguide cross sec-
tion, by r = r(x) the waveguide radius, and by Y = Y(x)
the admittance of the walls (Fig. 1). The Euler equation
remains intact:

(1)∂p
∂x
------– ρ0

∂v
∂t
-------,=
1063-7710/02/4803- $22.00 © 20347
where v  is the projection of the velocity on the x axis, p
is the pressure, and ρ0 is the density of the medium. The
equation of continuity can be obtained from the conser-
vation of matter in a thin layer of thickness dx (see Fig. 1)

where v ⊥  is the projection of the velocity of liquid near
the walls on the perpendicular to the symmetry axis and
ρ is the acoustic component of the density. Substituting
v ⊥  = Yp, we obtain

(2)

d ρ0Sv( ) 2πrv ⊥ ρ0( )dx
∂ρ
∂t
------Sdx+ + 0,=

1
ρ0
-----∂ρ

∂t
------– v Sln( )x'

∂v
∂x
-------

2Yp
r

----------.+ +=

Y = Y(x)

r(x)
dx

x

Fig. 1. Derivation of the generalized Webster equation. The
waveguide with a varying cross section and varying wall
admittance.
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Taking into account the equality  =  and

eliminating velocity v  from Eqs. (1) and (2), we obtain
the wave equation for the pressure:

(3)

For pressure varying harmonically in time, p(x, t) =
p(x)e–iωt, Eq. (3) takes the form of the generalized Web-
ster equation

(4)

where k0 ≡ ω/c and the prime denotes the derivative
with respect to x. For zero-valued admittance Y, Eq. (4)
transforms to the conventional Webster equation.

ACOUSTIC BLACK HOLE.
THE WKB APPROXIMATION

For the sake of definiteness, we consider in what
follows a particular structure of the waveguide with a
varying cross section and varying wall admittance
(Fig. 2). This structure is a segment of a perfectly hard
cylindrical tube of radius R, inside which a number of
perfectly hard rings are mounted rather close to each
other. The inner radius r = r(x) of the rings decreases
according to a law satisfying the condition (x) = 0.

The whole structure is located in the halfspace x < 0,
and its right-hand wall lies in the plane x = 0. In this
structure, the waveguide is the region AOC, while the
remaining part of the tube between the rings forms the
varying admittance of the walls of this waveguide. The
admittance is determined by the compressibility of the
medium between the adjacent rings. Simple calcula-
tions give

(5)
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Fig. 2. Model of an acoustic black hole. The tube with rings
whose inner radius r(x) decreases to zero.
Substituting expression (5) in Eq. (4) and taking into
account the relationship S = πr2, we obtain

(6)

Note that this equation holds for a tube of varying
radius R as well.

Following the cited papers [2, 3], we consider the
solutions to Eq. (4) in the WKB approximation and
determine the functional behavior r(x) that can ensure
the infinite time of propagation along a finite waveguide
length. Note that the applicability of the WKB approxi-
mation assumes that waves propagating in different
directions do not transform into each other. Substituting
p(x) ~ exp(ikx) in Eq. (6), we obtain the following
expression for the local wave number k = k(x):

(7)

The WKB approximation is applicable if coeffi-
cients in Eq. (6) vary only slightly within distances
about k(x)–1:

These inequalities can be rewritten in the form

(8)

Consider now the power-law function of x for the
waveguide radius:

(9)

In this case, both conditions (8) are identical,

(10)

and the formula for the current wave number (7) takes
on the form

(11)

From relations (10) and (11), we obtain the follow-
ing condition of applicability of the WKB approxima-
tion:

For n > 1, this condition holds for sufficiently small

|x | |x | ! , and, for n = 1 and ε !

k0R, it holds for any x. Below, we consider the case
n = 1, when the waveguide radius decreases most
slowly and the condition of applicability of the WKB
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approximation holds uniformly in x. We choose the
parameter ε as the ratio of the radius of the tube to the
length L of the segment along which the waveguide
radius decreases from R to zero (see Fig. 2): ε = R/L.
From Eq. (11), we obtain

(12)

The minus sign corresponds to the wave propagat-
ing toward increasing x, i.e., from left to right. For
x  –0, the wave number tends to infinity. In this
case, both phase cph and group cg velocities tend to zero,

(13)

The propagation time T of a wave packet from the
initial cross section x = –L to cross section x1 = –l is

(14)

For x1  –0, we have T  –∞. A wave incident
on the left-hand cross section of the waveguide will
never reach its right-hand cross section and, conse-
quently, will never be reflected from the right-hand
cross section. Thus, the structure under study is an
acoustic black hole similar to the vibrational black hole
considered in [2, 3] for bending waves in a bar of vary-
ing cross section.

EXACT SOLUTION

It turns out that Eq. (6) with r(x) = –  has a set of

exact particular solutions in the form of power-law
functions

(15)

Indeed, after substituting Eq. (15) into Eq. (6), the
power-law functions of x are canceled, and we obtain a
quadratic equation in the exponent α, whose two solu-
tions are

(16)

For k0L < , these exponents are real-valued quan-

tities, and the pressure field exhibits behavior of a non-
wave type (pressures at different points are not shifted

in phase relative to each other). For k0L > , the expo-

nents have an imaginary part, and the pressure field
demonstrates the behavior of a traveling wave (a finite
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phase shift is present). The correspondence of exact
solutions (15) and (16) to the WKB approximation is
obvious. The power-law function on the right-hand side
of Eq. (15) can be rewritten as

(17)

Comparing this formula with expression (12) for the
local wave number in the WKB approximation, one can
see that Eq. (12) correctly describes the functional
dependence on the parameter k0L, except that the root
argument has the term –1/4 in exact solution (17)
instead of the term –1 in Eq. (12). Thus, the threshold
frequency, i.e., the frequency starting from which the
pressure field demonstrates the wave-type behavior,
appears to be two times lower than the value predicted
in the WKB approximation. The factor of the exponen-
tial in Eq. (17) describes the conservation of the energy
flux.

SOUND REFLECTION FROM THE BLACK HOLE

Consider the sound reflection from the black hole
and calculate its acoustic admittance. To take into
account possible imperfection of the waveguide struc-
ture, we assume that the inner radius of rings decreases
to a certain finite value, rather than to zero. Thus, the
retarding structure occupies the region –L < x < –l,
where l > 0. A unit-amplitude acoustic wave is incident
on this structure from the half-infinite homogeneous
tube x < –L and is reflected with a coefficient V (see
Fig. 3). Two waves are generated inside the black hole.
They are described by relationship (15) and have the
amplitudes A1 and A2. We specify the admittance Y in
the cross section x = –l (at the output of the black hole)
and calculate the reflection coefficient V. At the input of
the black hole (x = –L), the boundary conditions have
the form

(18)

(19)

At x = –l, the boundary condition is

(20)

Solving Eqs. (18)–(20) simultaneously, we find the
reflection coefficient V:

(21)
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Here,

(22)

is the coefficient of reflection from the output cross sec-
tion x = –l.

The acoustic admittance of the structure shown in
Fig. 3 is expressed as follows:

(23)

If the waveguide is made so that no reflection occurs
from the cross section x = –l, i.e., W is zero, then, we
have

(24)

Figure 4 shows the magnitude of the reflection coef-
ficient |V| as a function of ω. As expected, a sharp
decrease can be seen in the reflection coefficient at k0L =
0.5 [compare with Eq. (16)]. The fact that this curve is
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Fig. 3. Reflection of sound from an actual acoustic black
hole. The distance l characterizes the imperfection of the
black hole.

Fig. 5. Frequency dependence of the reflection coefficient
of sound from an acoustic black hole in the case of a reflect-
ing (perfectly hard) cross section at x = – l with consider-
ation for the energy loss in the course of the sound propaga-
tion in a liquid.
smoothed and does not exhibit stepwise behavior
[which seemingly should appear in accordance with
Eq. (16)] is explained by the reflection from the input
cross section x = –L.

Now, let us assume that W ≠ 0, l = 5 × 10–5, L = 0.5,
and the boundary x = – l is hard. We introduce a small
energy loss by adding an imaginary part to the velocity
of sound: c = 340(1 – 0.05i). Figure 5 shows the corre-
sponding magnitude of the reflection coefficient |V | as
a function of ω. The oscillations of the reflection coef-
ficient are related to the resonance features of the black
hole. Figure 6 shows the admittance of the black hole
characterized by the same parameters as those used for
Fig. 5 (the solid line) and the admittance of the standard
quarter-wavelength tube segment (the dashed line).
Both curves are normalized by (ρc)–1. First and fore-
most, the curves show that the retarding structure has
many resonance peaks, the first resonance frequency
being lower than the resonance frequency of the quar-
ter-wavelength tube by a factor of about 3. Thus, the
retarding structure increases the effective length of the
tube.

With decreasing loss, the oscillation amplitude of
|YBh | sharply increases. Figure 7 shows the same admit-
tances |YBh | and |Y0 | obtained for the sound velocity c

1 2 3 40

0.5

1.0

1 2 3 40

10–2

10–1

100

101

102

10–3

Fig. 4. Frequency dependence of the reflection coefficient
of sound from an acoustic black hole in the case of a nonre-
flecting cross section at x = –l (the frequency is given in k0L
units).

Fig. 6. Acoustic admittance of the black hole (the solid
line) in comparison with the quarter-wavelength tube seg-
ment (the dashed line). The ordinate axis uses a logarith-
mic scale.
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with the imaginary part decreased by four orders of
magnitude.

PROPAGATION OF SHEAR WAVES

Note that a similar effect can appear in the case of a
shear wave propagation in a medium with varying shear
modulus.

To explain the experiments related to acoustic wave
propagation in a shallow sea, a model was proposed [4]
for a bottom composed of a sediment layer in which the
shear modulus decreased as the bottom–water interface
was approached. The shear modulus µ was described
by the power-law function with the exponent 2ν:

(25)

Here, c0 is the velocity of a shear wave at z = H and
ρ is the sediment density (assumed to be constant). The
shear wave propagation was investigated in a layer with
this kind of depth-dependent shear modulus by assum-
ing that the boundary conditions corresponded to the
contact with a nonviscous liquid at z = 0 and to a hard
boundary at z = H.

The wave equation for shear waves has the form

(26)

where the prime denotes the derivative with respect to
z. The exact solution given in [4] for an arbitrary ν is
expressed through the Bessel functions:

At ν = 1, the index m of the Bessel functions is infi-
nite; for this reason, this case was not considered in [4].
Let us consider this special, but interesting, case corre-
sponding to a shear modulus varying with depth
according to the quadratic law in the sediment layer:

(27)

In this case, wave equation (26) takes on a form sim-
ilar to Eq. (6):
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Performing calculations similar to those described
above for Eq. (6), we obtain an expression for the local
wave number k = k(z) in the WKB approximation:

(29)

The group and phase velocities of shear waves tend
to zero when z tends to zero (i.e., when the sediment
layer–water interface is approached), and the time T of
the wave packet propagation from the initial cross sec-
tion z = H to the cross section z = z1,

(30)

tends to infinity when z1  0. A wave propagating
from the bottom toward the sediment–water interface
never reaches this interface. Thus, we obtain an effect
similar to that considered above, i.e., the acoustic black
hole. In this case (ν = 1), the wave equation (28) for
shear waves in the sediment layer also has a set of exact
particular solutions in the form of power-law functions:

(31)

(32)

When the exponents are real, i.e., when ω < c0/(2H),
the field u(z) exhibits no wave-type behavior, whereas,
in the opposite case ω > c0 /(2H), the field given by
Eq. (31) is a traveling wave.

CONCLUSIONS

1. We showed conceptually that there is a possibility
of creating structures ensuring the total absorption of
acoustic waves with the use of nonabsorbing materials
only. The absorption occurs as a result of a gradual
decrease in the velocity of sound along the waveguide
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Fig. 7. Same as in Fig. 6 for a sound energy loss in liquid
that is four orders of magnitude smaller.
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and the accumulation of acoustic energy at the point
where the velocity vanishes.

2. In the special case corresponding to the uniform
WKB asymptotics for such a retarding structure with
varying parameters, exact solutions are described by
power-law functions.

3. If an acoustic black hole is truncated, the retard-
ing structure causes a sharp decrease in the resonance
frequencies.

4. A similar effect can be observed for shear waves
propagating in a medium with a varying shear modulus.
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Abstract—By the example of two overlapping pulses with a sinusoidal carrier and a gaussian envelope, errors in
the determination of their amplitudes and positions on the time axis as functions of the extent of their overlapping
are investigated. It is shown that, in the case of a considerable overlapping, the errors in the amplitude determina-
tion can exceed 100% (the pulses disappear); the greatest shifts of the maxima of the pulse envelopes are of the
order of their half-width in the case of a half-pulse overlapping. © 2002 MAIK “Nauka/Interperiodica”.
Most problems of experimental acoustics are associ-
ated with the measurements of the amplitudes and
propagation times of signals. In simple cases of one-
way propagation, these parameters are determined from
the maxima of the envelope at the output of a filter
matched with a probing signal [1]. The same approach
can be used in the case of a multipath propagation, if
the difference in the arrival times of the signals along
different rays is greater than the inverse width of the
signal spectrum. Difficulties arise in the experiments
with relatively narrow-band signals, when the pulses at
the output of the receiving filter more or less overlap.
The determination of their arrival times from the enve-
lope maxima becomes inapplicable, and more compli-
cated processing procedures are needed. Among them,
the most natural one is the procedure of the extension
of the spectrum of the received signal [2]. The reception
of wider band signals allows one to increase the resolu-
tion capability. The price for such an increase is the
reduced noise stability of the reception and, as a conse-
quence, higher power radiators are needed. It is shown
[3] that, for tracing the variations of the signal propaga-
tion times over several paths, it is often more expedient
to use the phase of the carrier frequency rather than the
envelopes of the received signals. However, the prob-
lem of the exact determination of the arrival times at the
beginning of tracing is still unsolved. A finer procedure
of measurements is proposed in [4, 5]. It is based on the
fact that the spectrum of a total signal arriving over sev-
eral paths is modulated by frequencies proportional to
the difference in the propagation times. These differ-
ences can be determined by calculating the spectrum of
the logarithm of the initial spectrum (the cepstrum). It
is clear that, for small time differences, the spectrum of
a probing signal must be rather wideband to cover a suf-
ficient number of modulation periods.

A more general approach to the solution of this
problem is given in [6]. The amplitudes and arrival
1063-7710/02/4803- $22.00 © 20353
times of N overlapping pulses are determined as the
greatest maximum of the likelihood function in the 2N-
dimensional space of the signal amplitudes and their
propagation times. However, because of cumbersome
calculations, this procedure is seldom used. In most
experiments [7–14], the pulse amplitudes and arrival
times are measured from the envelopes in spite of their
partial overlapping. Such an approach is also promoted
by the possibility of enhancing the signal-to-noise ratio
by means of a signal accumulation over many series of
measurements under conditions when the accumulation
by the carrier frequency is ineffective because of the
fluctuations. 

The question arises as to the magnitude of errors in
the determination of the signal amplitudes and arrival
times from the maxima of the envelope of partially
overlapping pulses at the output of the receiving filter.
In this paper, we consider this problem for two pulses
of different amplitudes with different degrees of over-
lapping.

The form of the first pulse is

(1)

where T is the period corresponding to the carrier fre-
quency, a1 is the pulse amplitude, ∆t is the time step
between signal samplings, and n is the number of the
current reading. The pulse maximum corresponds to n
= n1, and the pulse half-width at the level 1/e is deter-
mined by ∆tn0. The second pulse y2(t) differs from the
first one only by the amplitude a2 and the position of the
maximum, n2.

The envelope of the sum of the pulses is calculated
by the formula

(2)
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As  and , we took signals in the form of
Eq. (1) with the cosines replaced by the sines of the
same argument. The total signal for resolved pulses y(t)
and its envelope Y(t) are shown in Fig. 1, where ∆t/T =
1/200 and n0 = 500, which corresponds approximately
to five periods of the carrier frequency within the width
of each pulse. Such pulses are typical of experiments
using radiators with a moderate quality factor. The res-
onance properties of the radiators usually determine the
spectrum of probing signals. Bear in mind that, in the
frequency domain, the duration of a pulse is the inverse
of the width of its spectrum ∆f. Therefore, in terms of
the number of the periods of the carrier frequency f0,
our pulse duration can be written as

 

where Q is the quality factor of the radiator. In our case,
it is close to five. It is clear that the pulse will have the
same form for different carrier frequencies on the con-
dition that the bandwidth of its spectrum is 1/5 of f0.
The form of the received pulse does not change even
when the probing signal is not a pulse but the reception
is performed through a filter matched with this signal
and the medium is dispersion-free.

Below, for completeness, we consider also the con-
ditions of recording a pulse whose frequency is five
times higher but whose envelope has the same form. In
all cases, the latter is assumed to be gaussian, so that the
signals at the output of the matched filter have no side
lobes. In the experiments, probing signals with a gaus-
sian spectrum are used for this purpose.

In the calculations, the position of one pulse was
fixed, while the second pulse was shifted with a step of
10∆t from the total coincidence. In the case of the over-
lapping of the pulses shown in Fig. 1, an interference
between their carriers should occur. In a constructive

y1 t( )

(

y2 t )(

(

1/∆f ) : 1/ f 0( )( f 0/∆f Q,= =

0 1000 2000 3000 4000 n

1

2
(b)

–2

0

2
(a)

Y

y

Fig. 1. (a) Form of the pulses in the case of a small overlap-
ping and (b) the form of their envelopes.
interference of pulses, their total width increases. At the
total coincidence of the arrival times, the signal is
described by Eq. (2) with the total amplitude. In a
destructive interference of pulses, a minimum is formed
within the overlapping portion, and the envelope max-
ima move away from each other. The pattern of this
phenomenon is shown in Fig. 2. It was calculated for
two pulses with the amplitudes equal to 1 and 0.5. The
amplitude of the envelope of their sum is presented as a
function of both the current time (in terms of the num-
ber of readings, starting from n = n2) and the difference
n1 – n2 between the positions of the maxima of both
pulses in the absence of interference. When this differ-
ence is zero, the envelope of the total pulse with the
amplitude equal to 1.5 is similar to that of a single
pulse. As the difference n2 – n1 increases, the largest
pulse moves away to the left, almost up to the complete
resolution. In this case, the total pulse expands, and
then a small maximum is singled out of it. It is signifi-
cant that its separation begins when dips appear
between the largest maxima. The dips between maxima
along the time axis are visible only in the front part of
Fig. 2.

Now, we consider the interaction between the pulses
depending on the distance between them, n2 – n1, for
various amplitude relations, a1/a2. The results of calcu-
lating the magnitude and position of the maximum of
the envelope of the test pulse are presented in Figs. 3–5.
The amplitude of the test pulse was assumed to be equal
to unity, while that of the second pulse was 0.1, 0.5, and
0.95. The true position of the test pulse corresponds to
the value n1 = 1; the position of the second pulse varies
from n2 = 1 up to n2 = 1100, which corresponds to the
complete resolution. The plots represent (a) the ampli-
tude and (b) the shift of the maxima of the envelope of
the test pulse as functions of the position of the second
pulse, where the shift is measured with respect to the
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Fig. 2. Envelope of the sum of pulses with amplitudes
equal to 1 and 0.5 as a function of the extent of their over-
lapping.
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Fig. 3. (a) Amplitude and (b) position of the maximum of the envelope of the basic pulse as a function of the position of the second
pulse. The amplitude of the second pulse is 0.1 of the basic pulse amplitude.

Fig. 4. The same as in Fig. 3 for the amplitude ratio 1 : 0.5.
true position and expressed in terms of the number of
the periods of the carrier frequency, δt/T. As can be
seen, its amplitude varies from 1.5 for n2 = n1 to 1 at the
complete resolution. In this case, for a small amplitude
of the second pulse, the envelope oscillations have a
symmetric form. However, the symmetry is violated
when both pulses have almost equal amplitudes.

As for the shift of the envelope maximum, the situ-
ation is more complicated. When the amplitude of the
second pulse is an order of magnitude smaller than that
of the basic pulse, the largest shift of the basic pulse
ACOUSTICAL PHYSICS      Vol. 48      No. 3      2002
(0.1 of the period of the carrier frequency) is observed
for an approximately half-pulse overlapping. In this
case, the oscillations of the shift of the envelope maxi-
mum are in phase with the amplitude variations. When
the shifts are small, the influence of the second pulse is
weak due to the considerable difference in the pulse
amplitudes. The influence increases when the second
pulse position corresponds to the slope of the basic
pulse and then again decreases under an almost com-
plete resolution. When the pulse carriers are combined
in phase, the maxima of the pulses come closer
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Fig. 5. The same as in Fig. 3 for the amplitude ratio 1 : 0.95.

–5

–10
100

δt/T

200 300 400 500 600 700 800 900 1000 n2

0

5

10
(b)

0.5

0

Ymax

1.0

1.5

2.0
(a)

Fig. 6. The same as in Fig. 3 for the carrier frequency increased by a factor five and the amplitude ratio 1 : 0.95.
together, and when the carriers are in antiphase, the
maxima move away from each other.

When the pulse amplitudes are close in magnitude,
the oscillation form of the shift of the envelope maxi-
mum becomes more complicated (Fig. 5b). As the sec-
ond pulse moves away, the shift of the first pulse
increases almost linearly. The increase is periodically
interrupted by sharp dips whose width increases as the
pulses become more widely separated. The maximal
shift, close to 1.5 periods of the carrier frequency, is
observed for n2 = 600. If we imagine both pulses on the
time axis, we can easily see that, according to Eqs. (1)
and (2), the unperturbed pulse envelope is equal to 0.24
in this case, and the pulses overlap at a level of 0.7.

The increase in errors that occur in the resolution of
higher frequency pulses is illustrated in Fig. 6. As com-
pared to Fig. 5, the pulses differ only in carrier fre-
quency, which is five times higher, with the same enve-
lope. As can be seen, the greatest shift of the maximum
toward the second pulse is observed for the same value
n2 = 600 and equals 7.5 periods of the five times higher
frequency. When the pulses are combined in antiphase,
narrow segments (which are then extended) of the shifts
ACOUSTICAL PHYSICS      Vol. 48      No. 3      2002
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Fig. 7. (a) Amplitudes and (b) position of the maximum of the envelope for the amplitude ratio of interfering narrow-band
pulses 0.5 : 1.
with the same magnitude but in the opposite direction
are observed.

In some problems, one needs to measure the posi-
tion of a pulse whose amplitude is not maximal. In this
case, pulses with higher amplitudes play the role of
noise. To estimate their influence, we carried out calcu-
lations for pulses with amplitudes equal to 0.5 and 1
and with low-frequency carriers. The results are pre-
sented in Fig. 7. Here, in contrast to Fig. 4, the pulse
with the small amplitude is the fixed one. Figure 7a pre-
sents the amplitudes of both pulses: the small pulse
(crosses) and the large pulse (dots); Fig. 7b shows the
positions of the maxima of their envelopes. As one can
see, when the overlapping is considerable, the large
pulse has a predominant effect over the small pulse: the
latter is virtually invisible. It begins to manifest itself
first in short time intervals with strongly distorted
amplitude values (0.125 instead of 0.5) and positions
on the time axis (two periods of the carrier frequency
instead of zero). One can also notice the inverse effect
of the small pulse on the large one. The amplitude and
position of the maximum of the large pulse envelope
oscillate around the true values. The amplitude of these
oscillations is nearly half as large as that for the small
pulse. On the segments where the small pulse exists, the
oscillations of the pulse amplitudes are in phase,
whereas the shifts in time are in antiphase.

Let us summarize the results. The determination of
the amplitudes and arrival times of signals from the
magnitude and positions of the maxima of the pulse
envelopes at the output of the receiving filter matched
with the transmitted signal of an arbitrary form leads to
errors when the pulses overlap. The errors in the ampli-
ACOUSTICAL PHYSICS      Vol. 48      No. 3      2002
tude estimates are maximal in the case of an almost
complete overlapping of the pulses. For the arrival
times, the errors are maximal when the overlapping is
at the half-width of the envelope of the pulses. The error
is not too large when the interfering pulse is small. In
contrast, when the interfering pulse is close to the pulse
under test, the errors in the amplitude estimates for a
strong pulse overlapping approach 100% and decrease
when the pulses become separated. As for the errors in
the arrival times, they increase when the pulses move
away from each other, and they reach the half-width of
a pulse for a half-pulse overlapping. When the overlap-
ping is strong, narrow negative spikes of errors are
observed, which are due to the destructive interference
of the pulses. For a half-pulse overlapping, errors that
overestimate the signal propagation times are most
probable. When the interfering pulse is larger than the
pulse under test, the latter is visible only when destruc-
tive interference of the overlapping pulses takes place.
The errors in the determination of the arrival times of
the small pulse increase in this case.
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Abstract—Results of studying the angular and energy structures of the sound field formed in the first conver-
gence zone as a result of the transmission of a continuous pseudonoise signal in the frequency range 0.8–1.5
kHz are presented for the case of the corresponding points lying in the upper ocean layer at depths between 150
and 500 m. The sound field characteristics were studied with the use of omnidirectional and narrow-beam
(~2°) reception in the vertical plane. The variability of the basic experimental parameters of the field structure
is analyzed using the data of three experiments carried out in the eastern part of the Atlantic Ocean, near the
Canary Islands, over a period of 11 years. The experimental results are compared with ray calculations. It is
shown that, in the region under investigation, the experimental characteristics of the field structure are relatively
stable and the extent to which they agree with the calculated parameters is also stable. In addition, some data
are presented to illustrate the effect of a small lens of Mediterranean water, which manifests itself in sound
velocity variations at the channel axis, on certain field characteristics. © 2002 MAIK “Nauka/Interperiodica”.
In an experimental study of a sound field structure,
one of the central problems is to determine the degree
of agreement between the measured values and the cor-
responding parameters calculated using a model of
sound propagation in the ocean. In addition, for acous-
tic forecasting, an essential point is the evaluation of the
stability of the estimates obtained for the aforemen-
tioned agreement in different hydrological conditions.

After many years of oceanic investigations,
researchers from the Andreev Acoustics Institute, Rus-
sian Academy of Sciences, have collected and analyzed
a large body of experimental data on the basic parame-
ters of the sound field structure in different regions of
the ocean all over the world. The main body of experi-
mental data on the angular and energy characteristics of
sound fields in the ocean was obtained with the use of
noise signals in the frequency range 0.5–5.0 kHz. For
this reason, the most appropriate theoretical model for
a computational analysis of the sound propagation was
the ray model [1, 2]. Such an analysis showed that, in
some situations, there is a discordance between the the-
oretical model and the measured field structure, the dif-
ference between them being observed not only for the
elements of the fine structure, but also for the average
characteristics of the structure [2–6]. The magnitude of
this discrepancy essentially depends on the hydrologi-
cal conditions and, for this reason, it is different in dif-
ferent regions of the ocean. For the average energy and
angular characteristics of the field, including the case of
relatively long paths, the best coincidence of experi-
ment and calculation occurs for the regions character-
ized by sound velocity profiles C(z) of tropical and sub-
tropical types, i.e., in the presence of a single underwa-
1063-7710/02/4803- $22.00 © 20359
ter sound channel whose axis lies at depths of 800–
1000 m. However, even for this class of hydrological
conditions, the best correspondence between the mea-
sured and calculated parameters occurs in regions of
subtropical type, where the curve C(z) is smoother in
the upper ocean layers at depths of the thermocline.

In this paper, we present the results of studying the
angular and energy structure of the field on the basis
of the data obtained at different times in the eastern
part of the Central Atlantic, i.e., in the region charac-
terized by a subtropical type of sound velocity profile.
In the conditions corresponding to the best agreement
between the theoretical model and the experimental
results, we quantitatively estimate their correspon-
dence and analyze the long-term variability of individ-
ual parameters of the field structure. Similar problems
concerning the stability of acoustic multipath in long-
range propagation at the Western equatorial Pacific
are considered in [7].

The experiments were carried out in three adjacent
regions near the Canary Islands in 1980, 1988, and
1991. Figure 1 shows the hydrological characteristics
of the regions of investigation and their geographic
location. Figure 1b shows a map fragment, where the
dots, crosses, and circles mark the experimental sites in
the first, second, and third regions of investigation
(1980, 1988, and 1991, respectively). One can see that
all experimental regions are located near the meridian
24° W with a scatter of about 2° and, from south to
north, they fall within an interval of about 7° (from 30°
to 23° N). The sound velocity profiles for these regions
are shown in Fig. 1a by the solid, dotted, and dashed
lines, respectively, on a single scale for the whole depth
002 MAIK “Nauka/Interperiodica”
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Fig. 1. Hydrological and geographic characteristics of the experimental regions: (a) the sound velocity profiles C(z) in the first, sec-
ond, and third regions (the solid, dotted, and dashed lines, respectively); (b) a map fragment with the experimental regions indicated;
(c) the profiles C(z) for the upper 400-m layer of the ocean; and (d) the change in C(z) near the channel axis in the second region
because of the lens of Mediterranean water.
range. Figure 1c shows in more detail the profiles C(z)
in the upper 400-m layer using the same types of lines.
From Figs. 1a–1c, it follows that all three profiles C(z)
are close in their parameters. A weak surface channel is
available for all regions in the upper mixed layer at
depths of 50–80 m. For depths of 100–500 m, a fairly
smooth discontinuity layer characteristic of subtropi-
cal-type profiles C(z) is observed. In all cases, the chan-
nel axis is located at a depth varying from 900 to 1400 m.
However, some regional and seasonal features also take
place. The regional features are related to the fact that
the farther south the region of investigation was, the
more prominent the sound channel was, the shallower
its axis, and the smaller the sound velocity at the chan-
nel axis (Fig. 1a). Seasonal variations occurred only in
the uppermost surface layer (Fig. 1c), and they were
caused by the fact that the water mass was warmer in
November (the time of experiments in the second and
third regions) than in March (the time of the experiment
in the first region). Despite the above regional and sea-
sonal features, the spatial distribution of the sound field
behavior was generally the same, with clearly defined
alternating shadow and convergence zones in all
cases. For a source located at a depth of 200 m, the
turning depth of the rays (this parameter specifies the
location of the convergence zones) varied within only
250 m (from 3200 to 3450 m) for all three profiles C(z),
which means that the convergence zones were formed
by rays propagating in the same ocean layers in all three
cases. The above regularities offer an opportunity to
consider these three different, but adjacent regions as a
single combined region. In this case, the results
obtained for the sound field structure in these regions
can be considered as the manifestation of the variability
of the field characteristics in the combined region
within the period of investigations (11 years).

In all three regions, the experimental studies of the
sound field structure were carried out according to the
same procedure of experimentation in open ocean with
the use of two research vessels equipped with specially
designed facilities [2–6, 8]. The experiments were car-
ried out using intense omnidirectional broadband
pseudonoise sound radiation and omnidirectional and
narrow-beam (~2°) reception in the vertical plane with
the use of flexible extended (~40 m) arrays oriented in
the vertical direction. During the measurements, the
distance between the corresponding points slowly and
continuously varied due to the counterdrift motion of
the transmitting vessel, this distance being acoustically
controlled [9] every minute. Owing to this fact, the dis-
tance between the points of transmission and reception
(and not between the research vessels) was determined
in the system of unified time by measuring the time
(within 1 ms) during which a short pulse added to the
noise signal under study traveled along the ray until it
was received at some angle with the narrow-beam
array. Then, the distance in question was calculated
using the data on the profile C(z) and, hence, on the
sound velocity along this ray. The measurement error
was about several tens of meters (~20 m).

Of the large body of experimental data obtained
from the complex experiments in the three regions
under consideration, we present only the results con-
cerning the angular and energy structure of the field of a
pseudo-noise source in the frequency range 0.8–1.5 kHz
ACOUSTICAL PHYSICS      Vol. 48      No. 3      2002
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in the first convergence zone, when the transmission
occurred in the 150–200-m layer and the reception, in
the 150–500-m layer.

The experiment in the first region was carried out in
March 1980 with the use of a pseudonoise source with
a mean frequency of 1.25 kHz at a depth of 200 m. The
field structure was simultaneously measured with two
flexible extended arrays whose centers were located at
depths of 200 and 450 m. As follows from the data of
Figs. 1a and 1c, all corresponding points of the experi-
ment were located immediately below the layer of the
maximal sound velocity gradient. Figure 2 shows the
resulting angular structure of the field for both recep-
tion depths. In these plots and all similar plots below,
the distance r in kilometers is plotted along the abscissa
axis, and the angle of the signal arrival in the vertical
plane α in degrees is plotted as the ordinate. The minus
sign corresponds to the signals arriving at the receiver
from below, and the plus sign, to the signals arriving at
the receiver from above. The solid lines correspond to
the calculated functions α(r) of the field of water rays,
while the dots and crosses correspond to the experi-
mental data: the dots are the marks for the angles of
arrival of signals propagating along the water rays, and
the crosses are the marks for the signals propagating to
the receiver along the bottom or bottom–surface
reflected rays. From the curves, it follows that, in
regions where the calculated field α(r) exists, the exper-
imental angles of the signal arrival along water rays are
in satisfactory agreement with the calculation. A dis-
agreement occurs for distances preceding the calcu-
lated boundary of the convergence zone. For example,
at the reception depth 200 m, signals with angles of
arrival corresponding to the water rays were recorded
beginning from distances 55.5 km and, at the reception
depth 450 m, they were recorded beginning from dis-
tances 52 km, which is ahead of the calculated bound-
ary of the convergence zone by 1.0–1.5 and 2.5 km,
respectively. The first few of these signals are fairly
weak and are characterized by the propagation anomaly
A = –(15–20) dB. Their advance relative to the calcu-
lated zone boundary, which is usually determined as the
position of the caustic, cannot be treated as the measure
of mismatch between the beginning of the convergence
zone measured experimentally and the one calculated
by the ray model. In certain regions of the ocean, the
magnitude of this advance reaches 4.0–4.5 km. Some
mechanisms of insonification of the shadow zone at
distances preceding the ray boundary of the conver-
gence zone are discussed in paper [10].

To determine the degree of correspondence between
the experimental and calculated field parameters in
terms of the ray model, we should additionally invoke
the data on the energy structure. Figure 3 shows the
energy structure of the field in the region of experi-
ments for omnidirectional reception at depths of 200
and 450 m. In these plots, and all similar plots below,
the distance r in kilometers is plotted on the abscissa,
and the intensity I in decibels is plotted as the ordinate,
ACOUSTICAL PHYSICS      Vol. 48      No. 3      2002
the level of 0 dB corresponding to the signal level at a
1-km distance under the assumption that the signal
propagates according to the spherical law. The solid
curves correspond to the measured intensity I(r), the
dashed and dotted lines correspond to the calculated
results, and the dotted-and-dashed line corresponds
to the spherical law with consideration for the spatial
attenuation with the coefficient β = 0.028 f 3/2 dB/km
(0.04 dB/km for f = 1.25 kHz) [11]. The horizontal
dashed straight lines shown at distances corresponding
to the end of the convergence zone mark the interfer-
ence level. The basic features of the energy structure of
the field follow from the features of the corresponding
angular structure. For the sound field structure at the
depth of the sound source, such a feature is the contin-
uous spectrum of angles of signal arrival in the range of
all water rays, from –12° to +12° (Fig. 2a). As follows
from the curves of Fig. 3a, the energy structure of the
field at the depth of the sound source (200 m) is charac-
terized by the maximal level of intensity with the prop-
agation anomaly Amax = +24.5 dB in the middle of the
zone at a distance of 59.6 km. This maximum falls in
the region where the field is formed by signals corre-
sponding to the center of the continuous angular spec-
trum with nearly zero-valued angles of arrival. The
beginning of the convergence zone is determined by the
caustic characterized by the propagation anomaly Ac =
+21 dB, which is located, according to the angular
structure shown in Fig. 2a, at a distance of 56.9 km,
when the signals arrive at the reception point at an angle
of –5°. The energy structure of the field at a reception
depth of 450 m below the source depth fundamentally
differs from the pattern of I(r) at a depth of 200 m. As
follows from the angular field structure α(r) (Fig. 2b),
even a small difference in the depths of the correspond-
ing points (∆z = 250 m) transforms the continuous
range of angles into two discrete ranges with negative
and positive angles of arrival and gives rise to an angu-
lar sector α = ±5° in which signals cannot arrive at the
reception depth along water rays. Correspondingly, the
energy structure of the field appears as though it is split
in two halves separated by a peculiar minimum in the
field intensity at the center of the zone r = 60 km with
the propagation anomaly 10–12 dB. As can be seen
from Fig. 3b, the beginning of the convergence zone at
the 450-m depth is determined by the caustic at the dis-
tance 54.3 km with the propagation anomaly Ac =
+19.5 dB; the maximal intensity Amax = +(21–22) dB
occurs at the distance r = 57.2 km in the first half of the
zone, where the field is formed by signals with negative
angles of arrival. Similarly, the second half of the zone
is also characterized by a relatively high intensity with
the maximal propagation anomaly Amax = +18 dB.

The experimental energy structure agrees well with
the calculation for both reception depths. As follows
from the curves of Fig. 3, this agreement refers not only
to the general level of the field, but also to the details in
the behavior of the experimental and calculated curves
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Fig. 2. Angular structure of the field in the first region for the source depth 200 m and the reception depths (a) 200 and (b) 450 m.
I(r) along the entire zone. However, some relative dis-
placement of these curves in distance is observed, and
this displacement is most evident at the input in the con-
vergence zone. The displacement magnitude ∆r is not
very large in this case, but it is just this quantity that
serves as the measure of the mismatch between the
experimental and calculated field structures in terms of
the ray model. To correlate the results obtained in dif-
ferent regions of investigation, we should specify a pro-
cedure for determining the displacement magnitude ∆r.
As was shown in [6], the estimation of the experimental
position of the beginning of the zone should be based
on the fact that the field at the input of the convergence
zone can be described by the Airy function, according
to which the intensity I(r) at the zone boundary in the
ray approximation is by 3.5 dB lower than at the next,
ACOUSTICAL PHYSICS      Vol. 48      No. 3      2002
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Fig. 3. Energy structure of the field in the first region in the case of an omnidirectional reception at the depths (a) 200 and (b) 450 m;
the source depth is 200 m.
nearest in distance, peak at the zone input. Thus, the
experimental boundary of the convergence zone is
shifted toward the source in comparison with the posi-
tion of the peak of I(r) at the input of the zone. How-
ever, it is not always the case that the experimental
behavior of I(r) at the zone input is simple and can be
unambiguously approximated by the Airy function.

Indeed, for the reception depth of 450 m, the exper-
imental behavior of the intensity I(r) at the zone input
is simple (Fig. 3b), and, for this reason, it is a good
example for the above procedure. According to this
procedure, the experimental estimate of the distance to
the beginning of the convergence zone is r = 54.2 km,
i.e., 0.1 km shorter than the distance corresponding to
the position of the peak of the intensity I(r). According
to the calculation, the beginning of the convergence
zone is located at r = 54.5 km. Thus, the mismatch
between the experiment and calculation measures ∆r =
+0.3 km (the plus sign corresponds to the situation
when the experimental zone boundary lies at a shorter
distance from the source than the calculated boundary,
and the minus sign corresponds to its position at a
longer distance from the source).

As for the reception depth of 200 m (Fig. 3a), the
curve I(r) at the input of the convergence zone exhibits
a fairly complex behavior with two peaks of noticeably
different intensity. As can be seen from Fig. 3a, the cal-
culated position of the beginning of the zone is between
ACOUSTICAL PHYSICS      Vol. 48      No. 3      2002
these peaks. To refine the principal pattern of the field
formation at the input of the zone, the ray calculation
was compared with the calculation by the wave theory
for a frequency of 100 Hz, the latter being considered
as an estimator. The results of the wave calculation are
given in Fig. 3a by the dotted line for distances between
55 and 57.5 km. This comparison made it possible to
conclude that the beginning of the convergence zone
should be identified with the second, most intense peak,
starting from which the intensity of the field of water
rays gradually decreases toward the shadow zone.
Thus, the caustic determining the experimental esti-
mate of the convergence zone was located at a distance
of 56.8 km from the source, which is 0.1 km shorter
than the distance from the position of max I(r) and
0.3 km longer than the distance from the position of the
convergence zone boundary calculated by the ray the-
ory; i.e., ∆r = –0.3 km. Consequently, the parameters
that characterize the degree of correspondence between
the experiment and the calculation were equal in mag-
nitude but had opposite signs. Note that the mismatch
values obtained are relatively small, especially if we
take into account the fact that they are determined on
the most complex segment, where the mismatch
between the experiment and calculation is usually max-
imal. Thus, the results of our analysis of the angular and
energy structures of the field suggest that the experi-
mental characteristics of the field in the region of inves-
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Fig. 4. Angular structure of the field in the third region for the source depth 150 m and the reception depth 150 m.
tigation agree rather well with the calculation by the ray
theory.

Now, we describe the results obtained for the field
structure in the third, northern region of experiments.
The experiment was carried out in November 1991,
using a pseudonoise source that had a mean frequency
of 1.0 kHz and operated at a depth of 150 m. The field
structure was measured with one extended flexible
array, whose center was located at a depth of 150 m,
and two omnidirectional systems positioned at the
depths 250 and 500 m. According to the profile C(z)
given in Figs. 1a and 1c, all corresponding points were
again located below the discontinuity layer. Figures 4
and 5 show the measured sound field structures, the first
of which shows the angular characteristics of the field
at a depth of 150 m and the second, the energy charac-
teristics for the reception depths 150, 250, and 500 m.
According to the data given in Figs. 4 and 5a, the exper-
imentally determined field structures at the source
depth in this region were almost identical with the field
structures obtained in the first experimental region for
transmission and reception depths of 200 m (see
Figs. 2a, 3a). The maximal intensity Amax = +25 dB
occurred in the middle of the convergence zone, at a
distance of about 64 km, i.e., for distances where the
sound field was formed by rays with nearly zero-val-
ued angles of arrival. The beginning of the conver-
gence zone was determined by signals with angles of
arrival –(5°–6°) and the propagation anomaly at the
caustics Ac = +20 dB. As for the correspondence
between the experimental and calculated data, the cal-
culated angular structure agreed fairly well with the
measured angles of signal arrival along the entire zone.
As in the first region, weak signals are ahead of the cal-
culated boundary α(r) by about 1.0 km for α = –(6°–7°)
and about 2.0 km for nearly zero-valued angles of
arrival. The calculated energy structure of the field at
the source depth agrees well with the experimental
structure in the whole region where the calculated field
exists. However, additional signals were recorded for
distances exceeding 68 km, which was much greater
than the calculated distance to the end of the zone. As
for the beginning of the convergence zone, a perfect
coincidence between the theory and the experiment
occurs, i.e., we obtain ∆r = 0.

From Figs. 5b and 5c, it follows that the experimen-
tal energy structure of the field for the reception depths
250 and 500 m, i.e., below the sound source, also agrees
with the calculated curves I(r) for all distances at which
the calculated field exists. For these reception depths,
the signal was again received at distances longer than
the calculated distance to the end of the zone. The max-
imal intensity occurred in the middle of the zone and
was characterized by Amax = +24 dB at r = 62 km for the
reception depth 250 m and by Amax = +21.5 dB at r =
60.6 km for the reception depth 500 m. For distances
63.5–64.5 km, i.e., for distances at which rays with
angles α = ~0 formed a peak in intensity I(r) at the
reception depth 150 m, some decrease in the intensity
level occurred at the reception depth 250 m, and this
decrease was caused by the absence of signals with
nearly zero-valued angles of arrival in the angular spec-
ACOUSTICAL PHYSICS      Vol. 48      No. 3      2002
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Fig. 5. Energy structure of the field in the third region in the case of an omnidirectional reception for the source depth 150 m and
the reception depths (a) 150, (b) 250, and (c) 500 m.
trum. At the reception depth 500 m, the intensity in the
middle of the zone decreased essentially because of the
expansion of the angular sector around α = 0, where no
signal was present. This effect leads to the splitting of
the convergence zone (both experimental and calcu-
lated) into two halves. For these reception depths charac-
terized by the propagation anomalies at caustics Ac =
+20 dB and Ac = +19 dB, respectively, an analysis of
the degree of correspondence between the experimental
and calculated distances to the beginning of the conver-
gence zone showed that there is fairly good agreement
with ∆r = +0.1 km for the depth 250 m, whereas, for the
depth 500 m, the difference between the experiment
and the theory increases to ∆r = +0.45 km. Thus, in this
region of investigation, the experimental boundary of
the beginning of the first convergence zone was located
ACOUSTICAL PHYSICS      Vol. 48      No. 3      2002
near the calculated boundary by either coinciding with
it or being in advance of it so that the magnitude of the
advance was the greater the deeper the reception point.

The experiment in the second region of investiga-
tion was carried out in November 1988 with the use of
a pseudonoise source with the mean frequency f =
1.25 kHz at a depth of 200 m. The signals were simul-
taneously received with two vertical arrays, whose cen-
ters were located at depths of 180 and 220 m, and an
omnidirectional system at a depth of 500 m. As in the
above experiments, all corresponding points were again
located below the continuity layer (see C(z) in Figs. 1a,
1c). However, in this experiment, the structure of the
field was investigated somewhat above (180 m) and
somewhat below (220 m) the source depth, rather than
at the source depth exactly. Figure 6 shows the resulting
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Fig. 6. Angular structure of the field in the second region for the source depth 200 m and the reception depths (a) 180 and (b) 220 m.
angular structure of the field, and Fig. 7 shows the
resulting energy structure for the depths 180, 220, and
500 m (Figs. 7a–7c, respectively). In this experiment, it
was possible to measure every 10–12 h the energy
structure of the field at the reception depth 500 m with
the use of omnidirectional reception for two transmis-
sions through the first convergence zone. Figure 7c
shows these two experimental realizations of I(r) by
heavy solid and dashed lines, respectively.

In contrast with the two experiments above, the
experimental results on the angular and energy struc-
tures of the field in this region were compared with the
calculations carried out for two profiles C(z). The
results calculated using the typical sound velocity pro-
ACOUSTICAL PHYSICS      Vol. 48      No. 3      2002
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Fig. 7. Energy structure of the field in the second region in the case of an omnidirectional reception for the source depth 200 m and
the reception depths (a) 180, (b) 220, and (c) 500 m.
file shown in Fig. 1a are given by solid lines for the
curves α(r) (Fig. 6) and dotted-and-dashed lines for the
curves I(r) (Fig. 7). However, despite the ensemble of
measured profiles C(z) that consisted of nearly identical
realizations, there were two profiles that showed an
increased sound velocity near the channel axis. This
increase in the sound velocity was caused by a lens of
foreign water, namely, the saltier water that came from
the Mediterranean Sea. The maximal change in the
sound velocity profile C(z) that occurred in one of these
realizations is shown in Fig. 1d. The other realization
showed only slight traces of such changes. As follows
from Fig. 1d, the lens of Mediterranean water caused
the maximal change in the profile C(z) at the channel
axis within approximately 8 m/s. This fact decreased
the difference ∆C between the sound velocities at the
ACOUSTICAL PHYSICS      Vol. 48      No. 3      2002
channel axis and at the source depth (∆C = ~21 m/s),
but it could not significantly affect the calculated pat-
tern of the field. Nevertheless, we specially calculated
the angular and energy structures of the field for C(z)
with the inclusion of the measured lens parameters
(Fig. 1d). These results are shown in Figs. 6 and 7 by
the light dashed lines.

An analysis of the experimental structure of the field
in the second region of the experiment showed that its
pattern is close to the corresponding patterns for two
other regions. In this region, again, weak water signals
were recorded at distances 1.0–1.5 km shorter than the
calculated distance to the boundary of the zone. The
maximal propagation anomaly Amax = +25 dB occurred
in the middle of the zone (r = 62.5 km) at the reception
depth 180 m (Fig. 7a), i.e., in the area where the field
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was formed by the rays with nearly zero-valued angles
of arrival (Fig. 6a). Despite the fact that the reception
depth 220 m was only 20 m below the source, the inter-
val of nearly zero-valued angles of arrival ∆α, which
was absent in the spectrum of incoming water signals,
measured 3°–4° (Fig. 6b). This reduced the maximum
of the propagation anomaly in the middle of the zone to
Amax = +19 dB (Fig. 7b). In this case, again, the energy
structure of the field at the reception depth 500 m
tended to split into two halves with the minimal inten-
sity at r = 60 km, which was confirmed by both experi-
mental realizations of I(r). The maximal propagation
anomaly inside both half-zones did not exceed +(16–
18) dB. For all reception depths, the experimental
beginning of the convergence zone was characterized,
as usual, by caustics at which the propagation anomaly
was Ac = +21 dB for the depths 180 and 220 m and
Ac = 17–18 dB for the depth 500 m. The experimental
distance to the zone boundary calculated according to
these peak positions was r = 58.4 km and r = 58.0 km
for the reception depths 180 and 220 m, respectively,
and r = 56.7 km and r = 56.5 km for two field realiza-
tions at the reception depth 500 m.

A comparison of the experimental characteristics of
the field structure with the calculated parameters
obtained for the typical profile C(z) shows a relatively
good agreement for both angular characteristics through-
out the basic range of the angles of arrival (Fig. 6) and for
the total intensity level throughout the convergence
zone (Fig. 7). In this case, the mismatch in the distance
to the beginning of the zone was ∆r = –0.25 km for the
reception depths 180 and 220 m and ∆r = –1.1 km and
∆r = –0.9 km for the first and second field realizations
at the reception depth 500 m. Thus, in the second region
of investigation, the experimental boundary of the
beginning of the zone was at longer distances than the
calculated boundary for all reception depths. Summa-
rizing the results obtained in all three experimental
regions, we obtain that, in the case of the reception at a
depth close to the source depth, mismatches between
the experiment and the calculations are of the same
order of magnitude and lie in the range ∆r = ±0.3 km.
For deeper reception (at a depth of 500 m), this measure
increases slightly for the first and third regions and con-
siderably for the second region.

Correlating the calculated functions α(r) and I(r)
shown in Figs. 6 and for different C(z), we can estimate
the effect of the lens on the calculated characteristics of
the field structure. One can see that the differences in
the calculated characteristics are mainly reduced to two
effects. The first effect is related to the considerable dif-
ference between the calculated curves α(r) for nearly
zero-valued angles of arrival. Indeed, the maximal dif-
ference between the curves calculated for the 180-m
reception depth measures 4 km for rays with angles of
arrival α = +1.5° (Fig. 6a). The second effect occurs in
all angular and energy characteristics given above and
is related to an increase in the calculated distance to the
zone boundary relative to the source. Indeed, according
to Fig. 7, the magnitude of this increase was 0.29, 0.30,
and 0.60 km for the depths 180, 220, and 500 m, respec-
tively. Thus, considering both effects simultaneously,
we can deduce that the effect of the lens on the calcu-
lated field is reduced mainly to a certain lengthening of
the ray paths, which is most prominent for rays with
low grazing angles.

Despite the fact that only one of all measured real-
izations C(z) showed a pattern characteristic of a lens,
the effect of the lens on certain elements of the mea-
sured field is evident. Indeed, the effect on the angular
structure follows from Fig. 6a, where the experimental
points for the angles of arrival between α = –2° and α =
–4° noticeably differ from the parameters calculated
for typical conditions and agree much better with the
curve α(r) calculated with consideration for the lens.
No obvious effect of the lens on the energy structure of
the field was observed in the convergence zone for
omnidirectional reception (Fig. 7). However, the inclu-
sion of the effect of the lens shifts the calculated begin-
ning of the zone to longer distances from the source,
which reduces the mismatches between the experiment
and the theory for distances close to the zone input. For
example, for the reception depths 180 and 220 m, i.e.,
near the source depth, we have ∆r = 0 km, while, at the
depth 500 m, ∆r = –(0.3–0.5) km, or ∆r = –0.4 km if we
use the mean value of the distance to the experimental
boundary of the zone for two field realizations.

In concluding the analysis of the results obtained in
the second region of investigation, we again emphasize
that the basic characteristics of the experimental angu-
lar and energy structures of the field are of the same
order of magnitude as those in the first and third regions
and agree fairly well with the calculation for the typical
profile C(z). Although the correction for the possible
existence of a small lens slightly improves the quantita-
tive parameters of the field structure, its basic pattern
remains intact.

For estimating the long-term variability of the field
structure in the whole region under investigation more
descriptively, we summarized the main quantitative
parameters obtained in the three above regions in two
tables. Table 1 presents the maximal magnitudes of the
propagation anomaly at the caustic at the input to the
first convergence zone (Ac) and in the middle of this
zone (Amax). Table 2 shows the values of the parameter
∆r, which is the measure of the degree of agreement
between the experimental and calculated distances to
the beginning of the first convergence zone. In both
tables, Z is the reception depth and Z1 is the source
depth.

From Table 1, it follows that, although the experimen-
tal data on the energy structure of the field were obtained
during a long interval of time (more than 11 years), not
only the basic pattern of the field structure remained
intact within this period, but also the degree of the sig-
nal focusing in several parts of the first convergence
zone. For example, the maximal propagation anomaly
ACOUSTICAL PHYSICS      Vol. 48      No. 3      2002
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Table 1

1 The 1st region, 1980 The 2nd region, 1988 The 3rd region, 1991

2 Z1 = 200 m Z1 = 200 m Z1 = 150 m

3 Z (m) Ac (dB) Amax (dB) Z (m) Ac (dB) Amax (dB) Z (m) Ac (dB) Amax (dB)

4 200 221 24.5 180 21 25 150 20 25

5 – – – 220 21 19 250 20 24

6 450 19.5 21–22 500 17–18 16–18 500 19 21.5

Table 2

1 The 1st region, 1980 The 3rd region, 1991 The 2nd region, 1988

2 Z1 = 200 m Z1 = 150 m Z1 = 200 m

3 C(z) typical C(z) typical C(z) typical C(z) with the lens

4 Z (m) ∆r (km) Z (m) ∆r (km) Z (m) ∆r (km) Z (m) ∆r (km)

5 200 –0.3 150 0 180 –0.25 180 0

6 – – 250 +0.1 220 –0.25 200 0

7 450 +0.3 500 +0.45 500 –1.0 500 –0.4

8

Z
200 m

450 m
Horiz. distance 500 m

250 m

150 m

Horiz. distance

Z 180 m

220 m

500 m
Horiz. distance

Z

Am‡x = +(24.5–25) dB always occurred in the middle of
the zone at the depths where the field was formed by
signals with nearly zero-valued angles of arrival, i.e., at
the source depth or somewhat above the source depth.
With a further increase in the reception depth, the level
of Amax decreased and reached +(16–22) dB for the
depths 450–500 m. For all regions, the magnitude of Ac
characterizing the field level at the caustic at the input
of the zone was +(20–21) dB for the depths close to the
source depth and decreased to +(17–19.5) dB for the
reception depths 450–500 m.

Table 2 presents the values of the measure ∆r dis-
cussed earlier. From these values, it follows that the cal-
culated and experimental positions of the beginning of
the zone agreed well in the whole region under investi-
gation. The largest mismatch between the experiment
and the calculation was ∆r = ±(0.3–0.45) km. The
eighth row of Table 2 diagrammatically presents the
resulting quantities ∆r for every experimental region.
The dashed lines correspond to the calculated bound-
aries of the zone for the depths used in the investigation,
and the dots and lines passing through them correspond
to the experimental boundaries of the zone relative to
this calculation. From these diagrams, it follows that
the experimental boundaries in the first and third
ACOUSTICAL PHYSICS      Vol. 48      No. 3      2002
regions have gentler slopes than the calculated bound-
aries. For the second region, Table 2 shows the measure
∆r for two profiles C(z) considered above (Figs. 1a, 1d).
It is seen that the calculation with consideration for the
lens better agrees with the experiment, because the lens
shifts the boundary of the convergence zone to longer
distances from the source, as was mentioned above.
From these diagrams, it follows additionally that, con-
trary to other experimental regions, the experimental
boundaries of the beginning of the zone in the second
region have steeper slopes than the experimental
boundaries for both profiles C(z). According to the cal-
culation, the profile C(z) with consideration for the lens
determines a steeper slope for the beginning of the zone
as a function of depth then the typical profile of sound
velocity. Therefore, we can suggest that it is the pres-
ence of the lens that causes the boundary of the begin-
ning of the zone to be steeper in the second region.

A number of conclusions can be deduced from this
investigation of the structure of the sound field gener-
ated in the frequency band 0.8–1.5 kHz by a continuous
noise source in three experiments carried out over a
period of 11 years.

The region of experiments located in the eastern part
of the Central Atlantic, near the Canary Islands, should
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be characterized as relatively stable during the whole
time of the investigation. Both the close profiles C(z)
that determine the invariability of the spatial pattern of
the sound field and the only slight variations of the
angular and energy structures of the sound field in the
first convergence zone are evidence in favor of this sta-
bility. Even the quantitative characteristics of the
degree of signal focusing remain intact. Indeed, the
maximal propagation anomaly was observed in the
middle of the zone in all experiments with reception
depths close to the source depth and was equal to
+(24.5–25) dB. For deeper observation points, the prop-
agation anomaly decreased and reached +(16–22) dB for
the reception depths 450–500 m. The propagation
anomaly at the caustic located at the input of the con-
vergence zone also varied only slightly and was always
in the range +(17–21) dB in the whole interval of
depths under investigation (from 150 to 500 m).

A comparison of the experimental and calculated
parameters of the field structure in the first convergence
zone confirms their relatively good agreement for the
profiles C(z) of subtropical type. Indeed, the measure
∆r determining the degree of mismatch between the
experimental and calculated distances to the beginning
of the first convergence zone did not exceed 300 m in
absolute value for the reception depths close to the
source depth in all experiments. With increasing recep-
tion depth, this measure tends to increase (to 450 m).
Since the good agreement between the experiment and
calculation is characteristic of the whole time of the
investigation (11 years), we can conclude that the
agreement between the experimental data and the theo-
retical model is stable in the region under consider-
ation, which essentially simplifies the problem of
acoustic forecasting.
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The ordered structure of liquid single crystals is sen-
sitive to acoustic and shear fields and exhibits a diver-
sity of dissipative structures arising in sufficiently
strong fields (see, e.g., [1, 2]). The effect of a homoge-
neous ultrasonic wave on a cholesteric liquid crystal
(CLC) with the initial planar orientation is of a thresh-
old nature and manifests itself at sound intensities
exceeding a certain threshold value Jth. In this case, a
spatially modulated domain structure of the “square lat-
tice” type is formed in the crystal. The experimental val-
ues of Jth are frequency independent in the 1–10 MHz
frequency range. The domain size d in a fully developed
structure coincides with the size d0 of domains formed
under a static tension of the layer [3, 4].

A theoretical analysis of the domain structure in a
CLC layer under the effect of ultrasound is performed
in [5, 6]. The appearance of domains is explained by the
oscillating vortex flows emerging in CLC due to a ran-
dom periodic (along the layer) distortion of the struc-
ture, as well as by the phase lag of particle displace-
ments in the flows due to the compression in the acous-
tic wave, which leads to the appearance of stationary
moments and flows intensifying the initial distortion of
the structure. The phase lag caused by both the viscous
stresses in the oscillating flows [5] and the relaxation of
the orientational order parameter [6] are taken into
account.

The calculation of the domain structure in a CLC
layer is performed in [5, 6] on the basis of linear hydro-
dynamics with the viscosity coefficients being consid-
ered as constant in the acoustic field. At the same time,
the Leslie viscosity coefficients involved in the expres-
sions for viscous stresses and moments depend on the
orientational ordering of the crystal and change with it
when the medium is compressed by an acoustic wave.
The relaxation lag of these changes with respect to
compression gives rise to stationary stresses and
moments, which are not related to the oscillating flows
and also can lead to observable macroscopic effects.

In this paper, the possibility of a macroscopic man-
ifestation of the stationary relaxation stresses emerging
in a cholesteric crystal in an acoustic field is considered
using the example of a domain structure that is formed
in a CLC layer with a planar initial alignment under the
1063-7710/02/4803- $22.00 © 20371
effect of ultrasound. The calculation of stationary relax-
ation stresses and moments is performed on the basis of
a statistical analysis of the orientational molecular pro-
cesses in the CLC in an acoustic field. For this purpose,
the equation describing the rotation of a single mole-
cule is written, and the corresponding microstresses are
analyzed. Averaged over the angular distribution of
molecular orientation, these stresses determine the con-
tribution of relaxation processes to the viscous stresses.
The averaging over the equilibrium density of the angu-
lar distribution leads to linear relations between the
stresses and the strain rate in the medium, and, in partic-
ular, allows one to determine the Leslie viscosity coeffi-
cients αk (k ≠ 4), their dispersion in acoustic and viscous
waves, the anisotropy of the sound velocity and attenua-
tion in the crystal, etc. [7–10]. In this paper, the averag-
ing is performed over the nonequilibrium density of the
angular distribution of molecular orientation. This
allows one to derive an expression for viscous stresses
that includes the quadratic terms with respect to the
strain rate, as well as to select the stationary component
of stress. Such an approach to the nonlinear hydrody-
namics of liquid crystals is applied for the first time.

Using the results of the previous publications [7, 8]
and taking into account only the stationary relaxation
stresses, we estimate the threshold intensity of ultra-
sound and the size of domains formed in the planar
CLC layer at normal incidence of an ultrasonic wave.
We apply the two-constant approximation for the Frank
elastic energy (K11 ≠ K33 = K22/λ) and take the pitch P0
of the cholesteric helix to be far less than the layer
thickness h: qh = 2π/P0h @ 1. The equation for the per-
turbations of hydrodynamic variables can be written in
the form

(1)

Here, ϕ and θ are the angle of molecular rotation in the
cholesteric plane and the angle of departure from the
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plane; v  is the flow velocity; the z axis defines the equi-
librium orientation of the axis of the cholesteric helix
and the propagation direction of the acoustic wave; α =

x, y; ∆⊥  =  + ; δ is the ratio of the layer extension
to the critical one, δc , at which the CLC structure
becomes unstable without external influence; and n is
the director. In the stationary stresses involved in the
right-hand side of the equation for the flows, ∆E is the
local anisotropy of the elastic modulus of the CLC (i.e.,
the difference of the elastic moduli defined along and
across the director); ε is the compression in the CLC
layer under the acoustic field; the overbar means aver-
aging over the period of the sound;

Pn = Pn(cosψ) are Legendre polynomials; ψ is the angle
between the long axis of the molecule and the director;
the angular brackets mean the averaging over the equi-
librium angular distribution of molecular orientation;
ξ = 〈P2〉  is orientational order parameter; and a1, a2, and
a3 are molecular parameters: a1 ≈ 4.6, a5 + a6 ≈ –1.4 [6].

The appearance of the domain structure corresponds
to the nonzero solution of the system of equations (1),
this solution being periodic along the layer and satisfy-
ing the boundary conditions of zero v z , θ, and ϕ. Such
a solution is possible when the compression amplitude
in the ultrasonic wave incident on the CLC layer
exceeds a certain value ε0. In the case when the first
substrate of the CLC layer in the path of the wave is
acoustically transparent and the second is rigid, the
amplitude ε0 is

(2)

Here, k is the wave number of the spatially modulated
structure, which defines its periodicity along the layer,

and k0 = π [8λ(3 + λ)]1/4 is the wave number
of the structure under the static extension of the layer.
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The threshold value εth of the compression ampli-
tude is determined by the minimization of ε0 in k and is
reached at k = k0:

(3)

The dependence of εth on cholesteric helix pitch and
on the extension of the layer is determined by the rela-

tion εth ~ , and its dependence on the
sound frequency is determined by the anisotropy of the
elastic modulus ∆E: ∆E ~ (ωτ)2/[1 + (ωτ)2], where τ is
relaxation time of the orientational order.

Taking the typical parameters of a CLC cell to be
h = 60 µm and P0 = 4 µm and the physical parameters
of the crystal to be similar to those of an MBBA nem-
atic crystal [11, 12], at high frequencies ωτ > 1 and an
extension δ = 0.8, we obtain the following numerical
estimates of the threshold values of the compression
amplitude and the intensity of ultrasonic wave incident
on the CLC cell: εth = 0.76 × 10–5 and Jth = 0.02 W cm2.

Since, in the elastic energy of the CLC, we use only
the terms that are quadratic with respect to perturba-
tions, we obtain a degenerate threshold amplitude εth, at
which only the wave number k of the spatially modu-
lated structure inside the layer can be determined but
not the type of the structure. With the structure of a
“square lattice” type in mind, we obtain its period d =

/k0, which is frequency independent and equal to
the period d0 of the structure formed under a static
extension of the layer.

The threshold values of the sound intensity Jth are
close to the experimental ones, and the domain size d
coincides with the period of the fully developed struc-
ture observed in the experiment [3, 4]. The good agree-
ment between the theory and the experiment indicates
that the stationary stresses and moments emerging in
liquid crystals in the process of structural relaxation in
ultrasonic fields can play an important or even predom-
inant role in the macroscopic hydrodynamic effects and
should be taken into account in the theory of the corre-
sponding phenomena.
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An effective means for sound absorption is a reso-
nance sound-absorbing structure in the form of a rigid
wall to which identical resonators with dissipation are
connected at small distances from each other [1–3]. The
wall can be characterized by an effective impedance. At
the resonance frequency, the impedance is a real quan-
tity determined by the dissipative loss in the resonators.
Assume that a plane sound wave is incident on the wall
in the direction forming an angle θ with the normal to
this wall. If the effective impedance is real and equal to
ρc/cosθ, where ρc is the wave impedance of the
medium (air), the wave will be completely absorbed by
the wall with resonators. It is of interest to consider the
general problem on the absorption of a plane sound
wave by a system of resonators forming a lattice with
any (not small) spatial period and to determine the con-
ditions at which this system represents an effective
sound absorber.

Let the rigid wall coincide with the plane z = 0 and
the resonators be placed at the points with coordinates
x = qL, y = sl, where L and l are the lattice periods along
the x and y axes, respectively, and q and s are arbitrary
integers. All resonators are identical, and their dimen-
sions are small relative to the sound wavelength. The
cross-sectional area of the resonator neck is S0. Each
resonator is characterized by the impedance Z0 equal to
the ratio of the total external force acting on this reso-
nator to its volume velocity. A plane harmonic sound
wave incident on the system of resonators from the
halfspace z > 0 is described by the pressure

(1)

where , , and (– ) are the projections of the
wave vector of the incident wave on the x, y, and z axes,
respectively, and A is the wave amplitude. The total
field formed above a rigid wall without resonators, P(0),
is equal to the sum of the incident and reflected waves:

To determine the total field formed above a rigid wall
with resonators, P, we represent it in the form P = P(0) +
p(1), where p(1) is the scattered field.

We denote the volume velocity of the resonator
positioned at the origin of coordinates (x = y = 0) by V.
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The volume velocity of a resonator positioned at the
point with the coordinates (x = qL, y = sl) is expressed

as Vexp[i(  + )]. The scattered field p(1) is
equal to the field produced by a system of monopoles,
and it satisfies the Helmholtz equation in the medium
(z > 0) and the following boundary condition at z = 0:

(2)

where ω is the frequency of sound, k = ω/c is the wave
number, ρ and c are the density of the medium and the
sound velocity in it, and δ(x) is the delta-function. To
calculate the scattered field, we use the Fourier method.
As a result, we obtain

(3)

where

and the summation is performed over all integer m and
n. According to Eq. (3), the scattered field p(1) consists
of uniform and nonuniform Bragg spectra (plane
waves). The spectrum (m, n) is a uniform plane wave

when ( )2 + ( )2 ≤ k2 and a nonuniform plane wave

when ( )2 + ( )2 > k2.

The volume velocity V can be determined from the
impedance conditions at the scatterers. The structure of
the scattered field is determined by the period of the
scattering lattice. The field P(0) + p(1) multiplied by

exp[–i(  + )] is a periodic function with the peri-
ods L and l along the x and y axes, respectively. There-
fore, it is sufficient to satisfy the boundary condition for
the resonator positioned at the origin of coordinates.
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The total external force acting on this resonator is
equal to

where the integration is performed over the cross sec-
tion of the resonator neck. At the resonator, the follow-
ing condition is satisfied:

This condition can be represented in the form

(4)

where Z =  is the monopole radiation

impedance. Taking into account Eq. (3), we arrive at the
following expression for the radiation impedance:

The real part of this impedance is called radiation resis-
tance, and it is expressed as

(5)

where the prime marking the sum means that the sum-

mation is performed over all m and n for which  is
real.

The right-hand side of Eq. (4) is approximately
equal to –2AS0. Using this expression, we obtain the
volume velocity of a monopole in the form

(6)

where X ≡ ImZ, and R0 and X0 represent the real and
imaginary parts of the impedance Z0, respectively. Sub-
stituting V in Eq. (3), we obtain the scattered field p(1).
According to Eqs. (3) and (6), intense scattering
occurs only when the reactive components of the
impedances Z0 and Z compensate each other, i.e.,
when the condition

(7)

is satisfied. This condition determines the frequencies
corresponding to resonance scattering. At a resonance
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frequency, the amplitude of a scattered uniform spec-
trum (m, n) is equal to

where the quantity R is determined by Eq. (5).

Let the spatial periods of the lattice formed by the
resonators be no greater than the half-wavelength.
Then, all scattered spectra, except for the spectrum
(0,0), are nonuniform, and the quantity R is equal to

. The amplitude of the uniform spectrum (0,0) is

 = – . Combining the uniform reflected

wave with the zero uniform scattered spectrum, we
obtain a traveling uniform plane wave with the ampli-
tude equal to

In the case R0 = R = , the amplitude A +  is

zero. This means that the system of resonators with dis-
sipation completely absorbs the incident wave defined
by Eq. (1).

Note that, when a single resonator placed in a free
boundless medium has equal friction and radiation
resistances, its absorption cross section is maximal and
equal to its scattering cross section [4].
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5th International Conference on Vibration Problems
The 5th International Conference on Vibration
Problems (ICOVP 2001) was held in Moscow, Russia,
on October 8–10, 2001. It was organized by the Insti-
tute of Mechanical Engineering, Russian Academy of
Sciences, together with the Institute of Mechanics
Problems, Russian Academy of Sciences, with support
from the Russian Academy of Sciences, the Russian
Foundation for Basic Research, and other institutions.
Full members of the Russian Academy of Sciences
(academicians) K.V. Frolov and D.M. Klimov co-
chaired the conference. In total, 180 researchers and
experts from Russia, the USA, India, Sweden, the
Czech Republic, Ukraine, and many other countries
took part in the conference. The sessions included over
50 oral presentations and over 80 posters. A brief
review of the conference and a description of some of
the papers presented there are given below.

Vibrations play an exceptional role in nature and
technology; therefore, a lot of scientific attention has
always been given to the problems of vibrations. A mul-
titude of new problems have appeared lately in this area
due to the development of space-technology, aeronau-
tics, rapid-transport systems, and also as the result of
studies in geology, biological systems, and new tech-
nologies. Specialized research journals devoted to these
issues are published, and scientific conferences on
national and international levels, such as the annual
INTER-NOISE conferences, congresses on noise and
vibrations, the EUROMECH thematic conferences, and
other meetings are organized. The distinctive feature of
the 5th conference held in Moscow, as well as of the
preceding four conferences, was its orientation toward
the development of modern and frequently very com-
plex mathematical and numerical methods of vibration
theory and their application to the solution of specific
technological problems. While the four preceding con-
ferences of this series (held at universities and colleges
in India) had been devoted mainly to problems of the
mathematical theory of elasticity and geology, the pro-
gram of the Moscow conference was essentially
expanded on account of papers on vibration technol-
ogy, vibrations of engineering structures and, in partic-
ular, space vehicles, vibration diagnostics, and vibra-
tions of biological systems and composite materials.

Many new problems of the theory of vibrations that
arose lately, originating from applications, were char-
acterized by K.V. Frolov (Moscow, Russia) in his paper
“Development of the Theory of Vibrations in Applica-
tion to Vibration Machines.” Vibration processes are the
basis for the operation of a wide class of machinery and
devices designed for various purposes. These are pile
1063-7710/02/4803- $22.00 © 20376
drivers, devices for thickening concrete and casting
mixtures, vibrating transporters, etc. As a rule, their
operation is described by nonlinear equations. The
analysis of these equations leads to the discovery,
investigation, and utilization of such physical effects as
the transformation of dry friction into viscous friction
under the effect of vibration, the alteration of mechani-
cal parameters of materials and media with respect to
slowly changing forces, the vibrational separation of
multiphase media, and so on. The progress in designing
enhanced vibrational machinery depends directly on
the results of studies in this area.

Flow laws were studied theoretically and experi-
mentally in the paper “Non-Linear Effects of the Out-
flow of Granular Materials and Fluids from Vessels” by
I.I. Blekhman, L.A. Vaœsberg, V.B. Vasil’kov, and
K.S. Yakimova (St. Petersburg, Russia). In particular,
the effect of air suction into a vibrating vessel with a
liquid, which was observed apparently for the first time,
was described.

The equations of the dynamics of solids in the pres-
ence of a microstructure, damage, geometrical and
physical nonlinearity, and the interaction of strain and
magnetic fields were developed in the paper by V.I. Ero-
feev (Nizhni Novgorod, Russia), “Non-Linear Waves in
Solids with Microstructures.” The possibility of utiliz-
ing these mathematical models for the description of
dynamic processes in polycrystalline and composite
materials with allowance for their nonlinear, disper-
sion, and dissipation properties was substantiated. It
was demonstrated that the following phenomena can be
observed in media with a microstructure: the resonance
interactions of longitudinal waves with waves of longi-
tudinal rotation and shear–rotational waves, the self-
modulation of regular and noise shear waves, the for-
mation of nonlinear stationary waves (longitudinal,
shear, and shear–rotational) and, in particular, the for-
mation of strain solitons, as well as other effects that do
not have analogs in the classical mechanics of continu-
ous media. An opportunity to use these effects for the
acoustic testing of solids is indicated.

Vibrations and waves in composite materials and
structures were considered in eight papers. In particu-
lar, the paper “Vibration and Sound Transmission
through Sandwich Composite Plates” by A. Nilsson
(Stockholm, Sweden) was devoted to theoretical and
experimental studies of light three-layer plates. Losses
in these structures were considered in detail. The results
of measurements in a railcar made of such composite
materials were described and analyzed.
002 MAIK “Nauka/Interperiodica”
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Nonlinear oscillations were the subject of many
papers. A series of new results were given in the papers
by A. Tondl and F. Peterka (Prague, Czech Republic),
“Oscillator with Soft Impact Interaction,” by D.M. Kli-
mov (Moscow, Russia), “Asymptotic Methods in Non-
Linear Mechanics,” by V.V. Kozlov (Moscow, Russia),
“Diffusion in Non-Linear Vibratory Systems,” and
other papers.

The problem of the vibrations of composite engi-
neering structures aroused considerable interest at the
conference (12 papers). It is especially important for
transport, i.e., space vehicles, airplanes, ships, and cars,
which are subjected to intense vibrational loads.
Designing vehicles from the point of view of noisiness
and reliability requires the development of new tech-
niques for the calculation and optimization of compos-
ite structures. Experts from the Krylov Central Research
Institute (papers by V.I. Popkov et al., S.V. Budrin,
A.V. Ionov, and E.N. Afonin), Central Aerohydrody-
namics Institute (papers by B.M. Efimtsov et al.),
RKK Énergiya (papers by S.V. Borzykh et al. and
S.V. Avdeev et al.), Lavochkin NPO (papers by O.P. Kli-
shev et al., A.A. Moisheev and O.P. Marosin, and
A.M. Sevost’yanov et al.), Central Research Institute
of Machine Building (papers by V.L. Levtov et al. and
A.I. Likhoded et al.) and other Russian institutions took
an active part in this section of the conference. From the
point of view of acoustics, one should note here the
paper by T.M. Tomilina (Moscow, Russia) “Coupled
Vibration Energy of an Elastic Structure–Fluid Sys-
tem,” where an effective numerical apparatus for inves-
ACOUSTICAL PHYSICS      Vol. 48      No. 3      2002
tigating coupled vibroacoustic fields in acoustoelastic
systems was proposed.

It is also necessary to note the increasing interest of
experts in problems of the vibrations of biological sys-
tems. Four papers devoted to this topic were presented
at the conference. In particular, an attempt to theoreti-
cally construct the optimal model of fish motion and to
compare it with experimental data obtained by filming
was made in the paper “Dynamic Optimization of
Bending Oscillations of Aquatic Organisms” by
V.V. Smolyaninov (Moscow, Russia).

On the whole, the 5th International Conference on
Vibration Problems in Moscow was organized at a high
scientific level comparable with the level of the best
international meetings. It was well equipped techni-
cally, streamlined, and attracted the interest of many
experts. The abstracts of all papers presented at the con-
ference were published in the digest 5th International
Conference on Vibration Problems. October 8–10,
2001, Moscow, Russia: Abstracts (IMASH, Moscow,
2001). Complete versions of the majority of papers were
published in the digest Proceedings of the 5th Interna-
tional Conference on Vibration Problems, October 8–10,
2001, Moscow, Russia (IMASH, Moscow, 2002). At the
closing session, a decision was made to hold the 6th
Conference in 2003 in Prague (Czech Republic).

Yu. I. Bobrovnitskiœ

Translated by M. Lyamshev
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10th International Congress on Sound and Vibration

The 10th International Congress on Sound and Vibration will be held on July 7–10, 2003, in Stockholm, Sweden.
Information about the scientific program is available through e-mail: icsv10@fkt.kth.se, and from the congress

secretariat:

Congrex Sweden AB
Phone: +46 8 459 66 00

Fax: 45 8 661 91 25
e-mail: icsv10@congrex.se

Web-page: www.congrex.com/icsv10
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