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#### Abstract

We consider a spherically symmetric global monopole in general relativity in ( $D=d+2$ )-dimensional space-time. For $\gamma<d-1$, where $\gamma$ is a parameter characterizing the gravitational field strength, the monopole is shown to be asymptotically flat up to a solid angle defect. In the range $d-1<\gamma<2 d(d+1) /(d+2)$, the monopole space-time contains a cosmological horizon. Outside the horizon, the metric corresponds to a cosmological model of the Kantowski-Sachs type, where spatial sections have the topology $\mathbb{R} \times \mathbb{S}^{d}$. In the important case where the horizon is far from the monopole core, the temporal evolution of the Kantowski-Sachs metric is described analytically. The Kantowski-Sachs space-time contains a subspace with a $(d+1)$-dimensional Friedmann-Robertson-Walker metric, whose possible cosmological application is discussed. Some estimates in the $d=3$ case show that this class of nonsingular cosmologies can be viable. In particular, the symmetrybreaking potential at late times can give rise to both dark matter and dark energy. Other results, generalizing those known in 4-dimensional space-time, are derived, in particular, the existence of a large class of singular solutions with multiple zeros of the Higgs field magnitude. © 2003 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

In our recent paper with Podolyak [1], we considered the general properties of global monopole solutions in general relativity and developed some earlier results (see [2,3] and references therein). It was confirmed, in particular, that the properties of these objects are governed by a single parameter $\gamma$, the squared energy of spontaneous symmetry breaking in Planck units. For $0<\gamma<1$, solutions with the entirely positive (or entirely negative) Higgs field are globally regular and asymptotically flat up to a solid angle deficit. In the range $1<\gamma<3$, the space-time of the solutions remains globally regular but contains a cosmological horizon at a finite distance from the center. Outside the horizon, the geometry corresponds to homogeneous anisotropic cosmological models of the Kantowski-Sachs type, whose spatial sections have the topology $\mathbb{R} \times \mathbb{S}^{2}$. The nonzero symmetry-breaking potential can be interpreted as a time-dependent cosmological constant, a kind of hidden vacuum matter. The potential tends to zero at late times, and the "hidden vacuum matter" dis-

[^0]appears. This solution with a nonsingular static core and a cosmological metric outside the horizon drastically differs from the standard Big Bang models and conforms to the ideas advocated by Gliner and Dymnikova [4] that the standard Big Bang singularity could be replaced by a regular vacuum bounce.

The lack of isotropization at late times did not allow us to directly apply the toy model of a global monopole to the early phase of our Universe. But this circumstance does not seem to be a fatal shortcoming of the model because the anisotropy of the very early Universe could be damped by particle creation later, and the further stages with low energy densities might conform to the standard isotropic Friedmann cosmology. Another idea is to add a comparatively small positive quantity $\Lambda$ to the symmetry-breaking potential (to "slightly raise the Mexican hat"). It can change nothing but the late-time asymptotic regime, which then becomes de Sitter, corresponding to the added cosmological constant $\Lambda$. These ideas deserve further study.

In this paper, we study the gravitational properties of global monopoles in multidimensional general relativity. This analysis can be of interest in view of numer-
ous attempts to construct a unified theory using the ideas of supersymmetry in higher dimensions. Objects like multidimensional monopoles, strings, and other topological defects might form due to phase transitions in the early Universe at possible stages when the present three spatial dimensions were not yet separated from others and a greater number of dimensions were equally important.

More specifically, we consider a self-gravitating hedgehog-type configuration of a multiplet of scalar fields with the Mexican-hat potential

$$
V=(\lambda / 4)\left(\phi^{2}-\eta^{2}\right)^{2}
$$

in $D$-dimensional space-time with a structure of $\mathbb{R}_{t} \times$ $\mathbb{R}_{\rho} \times \mathbb{S}^{d}(d=D-2)$, where $\mathbb{R}_{\rho}$ is the range of the radial coordinate $\rho$ and $\mathbb{R}_{t}$ is the time axis. The properties of such objects generalize the results obtained in [1] and earlier papers (e.g., $[2,3]$ ) in a natural way. Thus, for small values of the parameter $\gamma=\kappa^{2} \eta^{2}$ characterizing the gravitational field strength, the solutions are asymptotically flat up to a solid angle deficit. Within a certain range $d-1<\gamma<\bar{\gamma}(d)$, the solutions are nonsingular but contain a Killing horizon and a cosmological metric of the Kantowski-Sachs type outside it. In the important case where the horizon is far from the monopole core, the temporal evolution of the Kantowski-Sachs metric is described analytically. The upper bound $\bar{\gamma}(d)$, beyond which there are no static solutions with a regular center, is also found analytically.

The above description applies to solutions with an entirely positive (or entirely negative) scalar field magnitude $\phi$. As in [1], here we also find a class of solutions with any number $n$ of zeros of $\phi(r)$, existing for $\gamma<$ $\gamma_{n}(d)$, where the upper bounds $\gamma_{n}$ are found analytically. All solutions with $n>0$ describe space-times with a regular center, a horizon, and a singularity beyond this horizon.

We also discuss a possible cosmological application of multidimensional global monopoles, which can be of particular interest for a 5-dimensional space-time with 3-dimensional spheres $\mathbb{S}^{d}$. In this case, the KantowskiSachs type model has the spatial topology $\mathbb{R} \times \mathbb{S}^{3}$ outside the horizon. It is anisotropic in 4-dimensions, but the 3-dimensional spheres $\mathbb{S}^{3}$ are isotropic. The anisotropy is thus related only to the fourth coordinate $t$, which is spatial outside the horizon and is a cyclic variable from the dynamical viewpoint. If we identify $\mathbb{S}^{3}$ with the observed space, ignoring the extra coordinate, we obtain a closed cosmological model, with the Fried-mann-Robertson-Walker line element in ordinary $(3+1)$-dimensional space-time.

A natural question arises: why is the fourth spatial dimension unobservable today? The answer cannot be found within our macroscopic theory without specifying the physical nature of the vacuum. The conven-
tional Kaluza-Klein compactification of the extra dimension on a small circle is not satisfactory in our case because it leads to a singularity at the horizon (as demonstrated in Section 3). We therefore leave this question open and note that the global monopole model has the possibility of describing only the earliest phase of cosmological evolution. Its later stages should involve creation of matter and a sequence of phase transitions, possibly resulting in localization of particles across the $t$ direction. We then obtain a model with a large but unobservable extra dimension, similar in spirit to the widely discussed brane world models (see reviews [5-7] and references therein).

The solutions of interest appear when the symme-try-breaking scale $\eta$ is sufficiently large, and one can suspect that quantum gravity effects are already important on this energy scale. We show in Section 2.3 that this is not the case if the monopole core radius is much greater than the Planck length: the curvature and energy scales in the whole space are then much smaller than their Planckian values.

The existence of nonsingular models of the early Universe on the basis of classical gravity supports the opinion that our Universe had never undergone a stage described by full quantum gravity. In addition to those discussed here, such models are rather numerous now ( $[1,4,8-10]$, see also references therein). All of them are evidently free of the long-standing problems of the standard Big Bang cosmology related to the existence of multiple causally disconnected regions [11, 12].

This paper is organized as follows. In Section 2, we analyze the properties of a global monopole in $D=d+2$ dimensions (one time coordinate and $d+1$ spatial coordinates). It is a generalization of our previous results [1]. In Section 3, the particular case where $d=3$ is studied in more detail along with its possible cosmological application. Unless otherwise indicated, we use the natural units $\hbar=c=1$.

## 2. MULTIDIMENSIONAL GLOBAL MONOPOLE

### 2.1. General Characteristics

The most general form of a static, spherically symmetric metric in $D=d+2$ dimensions is

$$
\begin{equation*}
d s^{2}=e^{2 F_{0}} d t^{2}-e^{2 F_{1}} d \rho^{2}-e^{2 F_{\Omega}} d \Omega^{2} \tag{1}
\end{equation*}
$$

where $d \Omega^{2}=d \Omega_{d}^{2}$ is a linear element on a $d$-dimensional unit sphere parameterized by the angles $\varphi_{1}$, $\ldots, \varphi_{d}$,

$$
\begin{gathered}
d \Omega_{d}^{2}=d \varphi_{d}^{2}+\sin ^{2} \varphi_{d}\left(d \varphi_{d-1}^{2}+\sin ^{2} \varphi_{d-1}\right. \\
\left.\times\left(d \varphi_{d-2}^{2}+\ldots+\sin ^{2} \varphi_{3}\left(d \varphi_{2}^{2}+\sin ^{2} \varphi_{2} d \varphi_{1}^{2}\right) \ldots\right)\right)
\end{gathered}
$$

and $F_{0}, F_{1}$, and $F_{\Omega}$ are functions of the radial coordinate $\rho$ not yet specified. The nonzero components of the

Ricci tensor are (the prime denotes $d / d \rho$ )

$$
\begin{gather*}
R_{0}^{0}=e^{-2 F_{1}}\left[F_{0}^{\prime \prime}+F_{0}^{\prime}\left(F_{0}^{\prime}+d F_{\Omega}^{\prime}-F_{1}^{\prime}\right)\right], \\
R_{\mathrm{\rho}}^{\mathrm{p}}=e^{-2 F_{1}}\left[d F_{\Omega}^{\prime \prime}+F_{0}^{\prime \prime}+d F_{\Omega}^{\prime 2}+F_{0}^{\prime 2}-F_{1}^{\prime}\left(F_{0}^{\prime}+d F_{\Omega}^{\prime}\right)\right], \\
R_{2}^{2}=\ldots=R_{d+1}^{d+1}=-(d-1) e^{-2 F_{\Omega}}  \tag{2}\\
+e^{-2 F_{1}}\left[F_{\Omega}^{\prime \prime}+F_{\Omega}^{\prime}\left(F_{0}^{\prime}+d F_{\Omega}^{\prime}-F_{1}^{\prime}\right)\right] .
\end{gather*}
$$

A global monopole with a nonzero topological charge can be constructed with a multiplet of real scalar fields $\phi^{a}(a=1,2, \ldots, d+1)$ comprising a hedgehog configuration in $d+1$ spatial dimensions, ${ }^{1}$

$$
\phi^{a}=\phi(\rho) n^{a}\left(\varphi_{1}, \ldots, \varphi_{d}\right),
$$

where $n^{a}\left(\varphi_{1}, \ldots, \varphi_{d}\right)$ is a unit vector $\left(n^{a} n^{a}=1\right)$ in the $(d+1)$-dimensional Euclidean target space, with the components

$$
\begin{gathered}
n^{d+1}=\cos \varphi_{d}, \\
n^{d}=\sin \varphi_{d} \cos \varphi_{d-1}, \\
n^{d-1}=\sin \varphi_{d} \sin \varphi_{d-1} \cos \varphi_{d-2}, \\
\ldots \\
n^{d-k}=\sin \varphi_{d} \sin \varphi_{d-1} \ldots \sin \varphi_{d-k} \cos \varphi_{d-k-1}, \\
\ldots \\
n^{2}=\sin \varphi_{d} \ldots \sin \varphi_{2} \cos \varphi_{1}, \\
n^{1}=\sin \varphi_{d} \ldots \sin \varphi_{2} \sin \varphi_{1} .
\end{gathered}
$$

The Lagrangian of a multidimensional global monopole in general relativity is given by

$$
L=\frac{1}{2} \partial_{\mu} \phi^{a} \partial^{\mu} \phi^{a}-V(\phi)+\frac{R}{2 \kappa^{2}},
$$

where $R$ is the scalar curvature, $\kappa=\kappa_{D}$ is the $D$-dimensional gravitational constant, and $V(\phi)$ is a symmetrybreaking potential depending on $\phi= \pm \sqrt{\phi^{a} \phi^{a}}$; it is natural to choose $V$ as the Mexican-hat potential,

$$
\begin{equation*}
V=\frac{\lambda}{4}\left(\phi^{2}-\eta^{2}\right)^{2}=\frac{\lambda \eta^{4}}{4}\left(f^{2}-1\right)^{2} . \tag{3}
\end{equation*}
$$

We have introduced the normalized field magnitude $f=\phi(\rho) / \eta$ playing the role of the order parameter. The model has a global $S O(d+1)$ symmetry, which can be spontaneously broken to $S O(d) ; \eta^{2 / d}$ is the energy of symmetry breaking.

[^1]The Einstein equations can be written as

$$
\begin{equation*}
R_{\mu}^{v}=-8 \pi G \tilde{T}_{\mu}^{v}=-8 \pi G\left(T_{\mu}^{v}-\frac{1}{d} T \delta_{\mu}^{v}\right), \tag{4}
\end{equation*}
$$

where $T_{\mu}^{v}$ is the energy-momentum tensor. The nonzero components of $\tilde{T}_{\mu}^{v}$ are

$$
\begin{gathered}
\tilde{T}_{0}^{0}=-\frac{2}{d} V \\
\tilde{T}_{\rho}^{\rho}=-e^{-2 F_{1}} f^{\prime 2}-\frac{2}{d} V, \\
\tilde{T}_{2}^{2}=\ldots=\tilde{T}_{d+1}^{d+1}=-e^{-2 F_{\Omega}} f^{2}-\frac{2}{d} V .
\end{gathered}
$$

We now use the quasiglobal coordinate $\rho$ specified by the condition

$$
F_{0}+F_{1}=0,
$$

which is a convenient gauge for spherically symmetric systems with Killing horizons. Introducing the functions

$$
A(\rho)=e^{2 F_{0}}=e^{-2 F_{1}}, \quad r(\rho)=e^{F_{\Omega}},
$$

we reduce the metric to the form

$$
\begin{equation*}
d s^{2}=A(\rho) d t^{2}-\frac{d \rho^{2}}{A(\rho)}-r^{2}(\rho) d \Omega^{2} \tag{5}
\end{equation*}
$$

and obtain the equations

$$
\begin{gather*}
\left(A r^{d} \phi^{\prime}\right)^{\prime}-d r^{d-2} \phi=r^{d} \frac{\partial V}{\partial \phi},  \tag{6}\\
r^{\prime \prime}=-\frac{\kappa^{2}}{d} r \phi^{\prime 2},  \tag{7}\\
\left(r^{d} A^{\prime}\right)^{\prime}=-\frac{4 \kappa^{2}}{d} r^{d} V, \tag{8}
\end{gather*}
$$

$A\left(r^{2}\right)^{\prime \prime}-r^{2} A^{\prime \prime}-(d-2) r^{3} r^{\prime}\left(\frac{A}{r^{2}}\right)^{\prime}=2\left(d-1-\kappa^{2} \phi^{2}\right)$
for the unknown functions $\phi(\rho), A(\rho)$, and $r(\rho)$. Only three of these four equations are independent: scalar field equation (6) follows from Einstein equations (7)-(9) because of the Bianchi identities.

Equations (6)-(8) have the same structure as Eqs. (13)-(15) in [1]. General properties of Eqs. (6)-(8) with an arbitrary value of $d$ are the same as for $d=2$, and the classification of their solutions is also the same. In particular, if $V(\phi)>0$, the system with a regular center can have either no horizon or one simple horizon; in the latter case, its global structure is the same as that of the de Sitter space-time. Below, we focus our attention on solutions belonging to class (a1) according to [1], i.e., those with $r(\rho)$ monotonically growing from zero
to infinity as $\rho \longrightarrow \infty$ and $A(\rho)$ changing from $A=1$ at the regular center to $A_{\infty}<0$ as $\rho \longrightarrow \infty$, and with a cosmological horizon (where $A=0$ ) at some $\rho=\rho_{h}$.

Equation (9) is a second-order linear inhomogeneous differential equation for $A$. The corresponding homogeneous equation has the evident special solution

$$
A(\rho)=\text { const } \cdot r^{2}(\rho) .
$$

This allows expressing $A(\rho)$ in terms of $r(\rho)$ and $\phi(\rho)$ in an integral form,

$$
\begin{align*}
A= & C_{1} r^{2}-C_{2} r^{2} \int_{\rho}^{\infty} \frac{d \rho_{1}}{r^{d+2}\left(\rho_{1}\right)}+2 r^{2} \int_{\rho}^{\infty} \frac{d \rho_{1}}{r^{d+2}\left(\rho_{1}\right)}  \tag{10}\\
& \times \int_{0}^{\rho_{1}} d \rho_{2} r^{d-2}\left(\rho_{2}\right)\left[d-1-\kappa^{2} \phi^{2}\left(\rho_{2}\right)\right] .
\end{align*}
$$

We consider solutions with a large-r asymptotic behavior such that $r(\rho) \longrightarrow \infty$ and $r^{\prime}(\rho) \longrightarrow$ const $>0$ as $\rho \longrightarrow \infty$. Equation (7) gives $r^{\prime}$ as $\int\left[r \phi^{\prime 2}\right] d \rho$, its convergence as $\rho \longrightarrow \infty$ implies a sufficiently rapid decay of $\phi^{\prime}$ at large $\rho$, and therefore $\phi \longrightarrow \phi_{\infty}=$ const as $\rho \longrightarrow$ $\infty$. The potential $V$ then tends to a constant equal to $V\left(\phi_{\infty}\right)$. Furthermore, Eq. (8) shows that at large $r, A(\rho)$ can grow at most as $r^{2}$ and, finally, substitution of the asymptotic form of $\phi(\rho), A(\rho)$, and $r(\rho)$ in Eq. (6) leads to $d V / d \phi \longrightarrow 0$ as $\rho \longrightarrow \infty$. In application to field equations, the condition that there exists a large- $r$ asymptotic regime implies that the scalar field then tends either to an extremum of the potential $V(\phi)$ or to an inflection point with zero derivative. For the Mexicanhat potential, it can be either the maximum at $\phi=0$ (the trivial unstable solution for $\phi$ and the de Sitter metric with the cosmological constant $\left.(1 / 4) \kappa^{2} \lambda \eta^{4}\right)$ or a minimum of $V$ where $f=1$ and $V=0$. For a "slightly raised Mexican hat" (potential (3) plus a small constant $V_{+}$), we have a de Sitter asymptotic behavior with $f=1$ and $V=V_{+}$.

A regular center requires that $A=A_{c}+O\left(r^{2}\right)$ and $A r^{\prime 2} \longrightarrow 1$ as $\rho \longrightarrow \rho_{c}$ such that $r\left(\rho_{c}\right)=0$. Without loss of generality, we set $\rho_{c}=0$ and $A_{c}=1$.

For potential (3), regularity at $\rho=0$ and the asymptotic condition at $\rho \longrightarrow \infty$ lead to $C_{1}=C_{2}=0$ and Eq. (10) then implies that

$$
\begin{align*}
A(\rho)= & 2 r^{2}(\rho) \int_{\rho}^{\infty} \frac{d \rho_{1}}{r^{d+2}\left(\rho_{1}\right)} \int_{0}^{\rho_{1}} d \rho_{2} r^{d-2}\left(\rho_{2}\right)  \tag{11}\\
& \times\left[d-1-\kappa^{2} \phi^{2}\left(\rho_{2}\right)\right] .
\end{align*}
$$

Equation (8) provides another representation for
$A(\rho)$ satisfying the regular center conditions,

$$
\begin{equation*}
A(\rho)=1-\frac{4 \kappa^{2^{\infty}}}{d} \int_{0} \frac{d \rho_{1}}{r^{d}\left(\rho_{1}\right)} \int_{0}^{\rho_{1}} d \rho_{2} r^{d}\left(\rho_{2}\right) V\left(\rho_{2}\right) . \tag{12}
\end{equation*}
$$

From (11), we find the limiting value of $A$ at $\rho \longrightarrow \infty$,

$$
\begin{equation*}
A(\infty)=\frac{d-1-\gamma}{\alpha^{2}(d-1)}, \quad \gamma=\kappa^{2} \eta^{2} \tag{13}
\end{equation*}
$$

where $\alpha=d r / d \rho$ at $\rho \longrightarrow \infty$,

$$
\alpha=1-\frac{\kappa^{2^{\infty}}}{d} \int_{0} r(\rho) \phi^{\prime 2}(\rho) d \rho .
$$

Equation (13) shows that $\gamma=d-1$ is a critical value of $\gamma$ : the large- $r$ asymptotic behavior can be static only if $\gamma \leq d-1$; for $\gamma<d-1$, it is flat up to a solid angle deficit, in full similarity to the conventional case $d=2$ [1, 2]. If $\gamma>d-1$, then $A(\infty)<0$ and there is a horizon at some $\rho=\rho_{h}$ where $A=0$. From (12),

$$
\frac{4 \kappa^{2^{\rho_{h}}}}{d} \int_{0} \frac{d \rho_{1}}{r^{d}\left(\rho_{1}\right)} \int_{0}^{\rho_{1}} d \rho_{2} r^{d}\left(\rho_{2}\right) V\left(\rho_{2}\right)=1
$$

and we therefore have

$$
\begin{equation*}
A(\rho)=-\frac{4 \kappa^{2}}{d} \int_{\rho_{h}} \frac{d \rho_{1}}{r^{d}\left(\rho_{1}\right)} \int_{0}^{\rho_{1}} d \rho_{2} r^{d}\left(\rho_{2}\right) V\left(\rho_{2}\right) \tag{14}
\end{equation*}
$$

The $\gamma$ dependence of $\rho_{h}$, with $\gamma=\kappa^{2} \eta^{2}$, can be found from the relation

$$
\begin{equation*}
\frac{4 \kappa^{2}}{d} \int_{\rho_{h}} \frac{d \rho_{1}}{r^{d}\left(\rho_{1}\right)} \int_{0}^{\rho_{1}} d \rho_{2} r^{d}\left(\rho_{2}\right) V\left(\rho_{2}\right)=-\frac{d-1-\gamma}{\alpha^{2}(d-1)} . \tag{15}
\end{equation*}
$$

### 2.2. Large-r Asymptotic Behavior

From (6), we can find the asymptotic behavior of the field $f(r)$ and the potential $V(r)$ as $r \longrightarrow \infty$. For large $\rho$, we have $A \longrightarrow A(\infty)$ (see (13)), and the field equation (6) reduces to

$$
\begin{gathered}
\frac{1}{r^{d}} \frac{d}{d r}\left(r^{d} \frac{d f}{d r}\right)-\frac{d-1}{\gamma-d+1}\left[\lambda \eta^{2}\left(1-f^{2}\right)-\frac{d}{r^{2}}\right] f=0, \\
r \longrightarrow \infty
\end{gathered}
$$

A regular solution of this equation must tend to unity as $r \longrightarrow \infty$, and for $\psi=1-f$, we have the linear equation

$$
\begin{gather*}
\psi_{, r r}+\frac{d}{r} \psi_{, r}+\frac{2 \lambda \eta^{2}(d-1)}{\gamma-d+1}\left[\psi-\frac{d}{2 \lambda \eta^{2} r^{2}}\right]=0,  \tag{16}\\
r \longrightarrow \infty
\end{gather*}
$$

The general solution of the corresponding homoge-
neous equation

$$
\psi_{0, r r}+\frac{d}{r} \psi_{0, r}+\frac{2 \lambda \eta^{2}(d-1)}{\gamma-d+1} \psi_{0}=0
$$

can be expressed in terms of Bessel functions,

$$
\begin{gathered}
\Psi_{0}(r)=r^{-(d-1) / 2}\left[C_{1} J_{-(d-1) / 2}\left(\frac{r}{r_{0}}\right)+C_{2} Y_{-(d-1) / 2}\left(\frac{r}{r_{0}}\right)\right], \\
r_{0}^{2}=\frac{\gamma-d+1}{2 \lambda \eta^{2}(d-1)} .
\end{gathered}
$$

A special solution of inhomogeneous equation (16) at $r \longrightarrow \infty$ is

$$
\psi=\frac{d}{2 \lambda \eta^{2} r^{2}}+O\left(\frac{1}{r^{4}}\right) .
$$

The general solution of Eq. (16) gives the asymptotic behavior for the Higgs field magnitude $f$ as $r \longrightarrow \infty$,

$$
\begin{gather*}
f(r)=1-\frac{d}{2 \lambda \eta^{2} r^{2}}-\frac{C}{\left(\lambda \eta^{2} r^{2}\right)^{d / 4}} \sin \left(\frac{r}{r_{0}}+\frac{\pi d}{4}+\varphi\right),  \tag{17}\\
r \longrightarrow \infty .
\end{gather*}
$$

Because of the boundary conditions imposed, the integration constants $C$ and $\varphi$ are functions of $d$ and $\gamma$ that can be found numerically. The function $C(\gamma)$ for $d=3$ is presented in Fig. 1. From (17), we find the asymptotic behavior of $V$,

$$
\begin{align*}
& V(r)=\frac{\lambda \eta^{4}}{4}\left[\frac{d}{\lambda \eta^{2} r^{2}}\right.\left.+\frac{2 C}{\left(\lambda \eta^{2} r^{2}\right)^{d / 4}} \sin \left(\frac{r}{r_{0}}+\frac{\pi d}{4}+\varphi\right)\right]^{2},  \tag{18}\\
& r \longrightarrow \infty .
\end{align*}
$$

### 2.3. Bounds of the Classical Regime and the Monopole Core

Of certain interest are solutions with the cosmological large- $r$ behavior, i.e., those with $\gamma>d-1$. The latter condition means that the scalar field, approaching $\eta$ at large $r$, actually takes near- or trans-Planckian values. Indeed, in $D$ dimensions, the Planck length $l_{D}$ and mass $m_{D}$ are expressed in terms of the gravitational constant $\kappa=\kappa_{D}$ as

$$
l_{D}=\kappa^{2 / d}, \quad m_{D}=\kappa^{-2 / d}, \quad d=D-2 .
$$

Therefore,

$$
\eta^{2}=\frac{\gamma}{\kappa^{2}}=\gamma m_{D}^{d}
$$

and in the case of interest where $\gamma \sim d$, we have

$$
\begin{equation*}
\eta \sim\left(m_{D}\right)^{d / 2} \sqrt{d} . \tag{19}
\end{equation*}
$$

We can, however, remain at sub-Planckian curvature values, thus avoiding the necessity of invoking quan-


Fig. 1. Function $C(\gamma)$ found numerically for $d=3$.
tum gravity, if we require sub-Planckian values of the potential $V$ in the entire space, i.e.,

$$
\kappa^{2} V=\frac{1}{4} \kappa^{2} \lambda \eta^{4} \ll m_{D}^{2}
$$

For $\eta$ given by (19), this implies that

$$
\begin{equation*}
\lambda \ll \frac{4}{d^{2}} m_{D}^{2-d} \tag{20}
\end{equation*}
$$

We can thus preserve the classical regime even with large $\eta$ by choosing sufficiently small values of $\lambda$. In terms of lengths, this condition is equivalent to the requirement that the monopole core radius

$$
r_{\text {core }}=\frac{1}{\sqrt{\lambda \eta}}
$$

is much greater than the Planck length,

$$
\begin{equation*}
\frac{1}{\sqrt{\lambda \eta}} \gg l_{D} \tag{21}
\end{equation*}
$$

One may note that this condition is external with respect to the theory because general relativity does not contain an internal restriction on the gravitational field strength. Moreover, in ordinary units, our dimensionless gravitational field strength parameter, expressed as $\gamma=\kappa^{2} c^{-4} \eta^{2}$, does not contain $\hbar$. We obtain restriction (20) or (21) only when we compare the characteristic length $r_{\text {core }}$ existing in our theory with the Planck length $l_{D}=\left(\hbar \kappa^{2} / c^{3}\right)^{1 / d}$.

We now discuss the solutions for $\gamma$ slightly exceeding the critical value $d-1$. In the case where $\gamma-(d-$ $1) \ll 1$, the horizon radius $r_{h}$ is much greater than $r_{\text {core }}$ and the constant $C$ turns out to be negligibly small (this is confirmed numerically, see Fig. 1). At large $\rho_{2}$, the integrand in the inner integrals in (12), (14), and (15) is then given by

$$
d \rho_{2} r^{d}\left(\rho_{2}\right) V\left(\rho_{2}\right) \approx \frac{d^{2}}{4 \alpha \lambda} \frac{d r}{r^{4-d}}
$$

The main contribution to the above inner integrals comes from the monopole core if $d<3$ and from the upper limit if $d>3$. For $d=3$, it is a logarithmic integral. As a result, we have different behaviors of $\rho_{h}(\gamma)$ at $\gamma-(d-1) \ll 1$ for $d=2$ and $d \geq 3 .{ }^{2}$

For $d=2$ (4-dimensional general relativity),

$$
\int_{0}^{\rho_{1}} d \rho_{2} r^{d}\left(\rho_{2}\right) V\left(\rho_{2}\right) \approx \int_{0}^{\infty} d \rho_{2} r^{2}\left(\rho_{2}\right) V\left(\rho_{2}\right)=\mathrm{const}
$$

and it follows from (15), in agreement with [1], that the horizon radius $r_{h}$, is inversely proportional to $\gamma-1$,

$$
r_{h}=\frac{\text { const }}{\gamma-1}, \quad \gamma-1 \ll 1, \quad d=2 .
$$

For $d>3$, we find that at $\gamma-(d-1) \ll 1$, the horizon radius $r_{h}$ is inversely proportional to the square root of $\gamma-(d-1) \ll 1$,

$$
\begin{gather*}
r_{h}=\sqrt{\frac{\gamma d(d-1)}{2(d-3)(\gamma-d+1)} \frac{1}{\lambda \eta^{2}}}  \tag{22}\\
r_{h}^{2} \gg \frac{1}{\lambda \eta^{2}}, \quad d>3
\end{gather*}
$$

It is thus confirmed that for $\gamma-(d-1) \ll 1$, the horizon is located far from the monopole core,

$$
r_{h}^{2} \gtrdot \frac{1}{\lambda \eta^{2}}
$$

The function $A(r)$ at $r>r_{h}$ can then be found analytically. In this case, $r(\rho)$ is a linear function at $r>r_{h}$ and $d r=\alpha d \rho$. From (14) at $r>r_{h}$, we find

$$
\begin{align*}
& A(r)=-\frac{\gamma+1-d}{\alpha^{2}(d-1)}\left(1-\frac{r_{h}^{d-1}}{r^{d-1}}\right)  \tag{23}\\
& +\frac{\gamma d}{2 \alpha^{2}(d-3) \lambda \eta^{2} r^{2}}\left[1-\left(\frac{r_{h}}{r}\right)^{d-3}\right] .
\end{align*}
$$

The condition of the applicability of (23) is $l_{D} \ll r_{h}$. In view of $r_{\text {core }} \ll r_{h}$, it is less restrictive than condition (21).

[^2]
### 2.4. Solutions with $f(\phi)$ Changing Its Sign

As in [1], numerical integration of the field equations shows that in addition to solutions with totally positive (or totally negative) $f(u)$, there also exist solutions with a regular center such that $f(u)$ changes its sign $n \geq 1$ times. All these solutions exist for $\gamma<\gamma_{n}(d)$, where $\gamma_{n}(d)$ are some critical values of the parameter $\gamma$. For $n>0$, all of them have a horizon, and the absolute value of $f$ at the horizon $\left|f_{h, n}\left(\rho_{h}\right)\right|$ is a decreasing function of $\gamma$, vanishing as $\gamma \longrightarrow \gamma_{n}-0$. Moreover, as $\gamma \longrightarrow$ $\gamma_{n}(d)$, the function $f(u)$ vanishes in the whole range $\rho \leq$ $\rho_{h}$ and is small inside the horizon for $\gamma$ close to $\gamma_{n}(d)$. This allows us to find the critical values $\gamma_{n}(d)$ analytically: Eq. (6) reduces to a linear equation for $f$ in a given (de Sitter) background and, combined with the boundary conditions $f(0)=0$ and $f\left(\rho_{h}\right)<\infty$, leads to a linear eigenvalue problem. Its solution (see [1] for details) in the $d$-dimensional case gives the upper limits $\gamma_{n}(d)$ and the corresponding minimal horizon radii $r_{h}=r_{h n}$ for solutions with the Higgs field magnitude $f$ changing its sign $n$ times,

$$
\begin{gather*}
r_{h n}=\sqrt{(2 n+1)(2 n+d+2) / \lambda \eta^{2}}  \tag{24}\\
\gamma_{n}=\frac{2 d(d+1)}{(2 n+1)(2 n+d+2)} \tag{25}
\end{gather*}
$$

For $d=2$, Eqs. (24) and (25) reduce to Eq. (52) in [1]. Under condition (21), these solutions remain in the classical gravity regime.

## 3. 5-DIMENSIONAL MODELS AND NONSINGULAR COSMOLOGY

### 3.1. The Extra Dimension

At present, there is no evidence for the existence of more than three spatial dimensions up to achievable energies of about several hundred GeV. However, this energy is quite small on the Planck scale (on the order of $10^{19} \mathrm{GeV}$ ). Our solutions of possible cosmological interest correspond to $\gamma>d-1$, i.e., the Planck energy scale. Even under condition (21), there remains an enormous range of scales in the early Universe in which the number of equally important spatial dimensions can be greater than 3 .

If we try to consider our $d=3$ solutions in the cosmological context, the extra coordinate is $t$ in (1) and (5). The coordinate $t$ is time inside the horizon and becomes a fourth spatial coordinate outside it, where $A(\rho)<0$. Metric (5) takes the form

$$
d s^{2}=\frac{d \rho^{2}}{|A(\rho)|}-|A(\rho)| d t^{2}-r^{2}(\rho) d \Omega_{3}^{2}
$$

Introducing the proper time $\tau$ of a comoving
observer outside the horizon,

$$
\begin{equation*}
\tau=\int_{\rho_{h}}^{\rho} \frac{d \rho}{\sqrt{|A(\rho)|}}, \tag{26}
\end{equation*}
$$

we obtain a 5 -dimensional Kantowski-Sachs cosmology with a closed Friedmann-Robertson-Walker metric in the $(3+1)$-dimensional space-time section of constant $t$,

$$
\begin{equation*}
d s_{4}^{2}=d \tau^{2}-a^{2}(\tau) d \Omega_{3}^{2}-|A(\rho(\tau))| d t^{2} \tag{27}
\end{equation*}
$$

The 4 -dimensional spherical radius $r(\rho)$ now plays the role of the scale factor, $a(\tau)=r(\rho(\tau))$.

It is tempting to explain the unobservability of the extra dimension parameterized by the $t$ coordinate by compactifying $t$ with a certain "period" $T$ in the spirit of Kaluza-Klein models. Such a compactification would lead to a singularity at $r=r_{h}$, however, as is clear from Fig. 2. If $t \in \mathbb{R}$, the static region (the left quadrant in the diagram) is connected with the future cosmological region (the upper quadrant) by the horizon, crossed by photons and massive particles without problems, but if the $t$ axis is made compact by identifying, e.g., the points $t_{1}$ and $t_{2}$ on the $t$ axis, the static and cosmological regions in the diagram take the form of the dashed sectors, actually tubes of a variable thickness, connected at one point only, the ends (tips) of the tubes. The curvature invariants do not change due to this identification and remain finite, and the emerging singularity in the $\rho t$ plane resembles the conical singularity.

Compactification is not the only possibility of explaining why the $t$ coordinate is invisible. It can also be assumed that at some instant of the proper cosmological time $\tau$ of 5 -dimensional model (27), a phase transition occurs at a certain energy scale $1 / T$, leading to localization of matter on the 3 -spheres in the spirit of brane world models. Anyway, within our macroscopic theory without specifying the structure of the physical vacuum, it is impossible to explain why the extra dimension is not seen now. It is nevertheless interesting to describe some cosmological characteristics of the $d=3$ global monopole.

### 3.2. Some Cosmological Estimates

For $d=3$, the inner integrals in (14) and (15) have a logarithmic character, and instead of (22) and (23), we obtain

$$
\begin{gather*}
\gamma-2=\frac{3}{\lambda \eta^{2} r_{h}^{2}}\left[B+\ln \left(\lambda \eta^{2} r_{h}^{2}\right)\right],  \tag{28}\\
r_{h}^{2} \gtrdot \frac{1}{\lambda \eta^{2}}, \quad d=3
\end{gather*}
$$



Fig. 2. Carter-Penrose diagram of a global monopole with a cosmological horizon. The diagonals of the square represent the horizons. After identification of $t_{1}$ and $t_{2}$, only the dashed regions survive.
and

$$
\begin{gather*}
A(a)=-\frac{\gamma-2}{2 \alpha^{2}}\left(1-\frac{r_{h}^{2}}{a^{2}}\right)+\frac{3 \gamma}{2 \alpha^{2} \lambda \eta^{2}} \frac{\ln \left(a / r_{h}\right)}{a^{2}},  \tag{29}\\
a>r_{h}, \quad d=3 .
\end{gather*}
$$

The dependence $a(\tau)$ can be found from Eq. (26). In (28), $B$ is a constant close to unity; our numerical estimate gives $B \approx 0.75$. The dimensionless radius of the horizon $\sqrt{\lambda} \eta r_{h}$ is presented in Fig. 3 as a function of $\gamma$ for $d=3$ (solid line). The dashed line is asymptotic dependence (28) valid for $\gamma-2 \ll 1$ The function $A(\tau) \equiv$ $A(a(\tau))$ is shown in Fig. 4 for $d=3$ and $\gamma=3,3.5$, and 4 . The numerical and analytic results are shown by solid and dashed lines, respectively. It is remarkable that only for $\gamma=4$ is approximate analytic dependence (29)which is, strictly speaking, valid for $\gamma-2 \ll 1$-slightly different from the more precise dependence found numerically.

Far outside the horizon, $A(a)$ tends to a constant value,

$$
A(a) \longrightarrow-\frac{\gamma-2}{2 \alpha^{2}}, \quad a \gg r_{h},
$$

and metric (27) describes a uniformly expanding world with a linear dependence $a(\tau)$ at late times,

$$
\begin{equation*}
a(\tau)=\alpha \sqrt{|A(\infty)|} \tau=\sqrt{\frac{\gamma-2}{2}} \tau, \quad \tau \longrightarrow \infty . \tag{30}
\end{equation*}
$$



Fig. 3. The dimensionless horizon radius $\sqrt{\lambda} \eta r_{h}$ vs. $\gamma$ for $d=3$ (solid line). The dashed line is asymptotic dependence (28) valid for $\gamma-2 \ll 1$.

The Hubble parameter $H=\dot{a} / a$, where the dot denotes $d / d \tau$, is found analytically from expression (29) for $A(a)\left(d=3, a>\rho_{h} \gg 1 / \sqrt{\lambda} \eta\right)$ :

$$
\begin{equation*}
H(a)=\frac{1}{a} \sqrt{\frac{\gamma-2}{2}\left(1-\frac{r_{h}^{2}}{a^{2}}\right)-\frac{3 \gamma}{2} \frac{\ln \left(a / r_{h}\right)}{\lambda \eta^{2} a^{2}}} . \tag{31}
\end{equation*}
$$

The temporal evolution of the Hubble parameter $H(\tau)$ is shown in Fig. 5 for $\gamma=3,3.5$, and 4. The expan-


Fig. 4. Function $A(\tau) \equiv A(a(\tau))$ for $d=3$ and $\gamma=3,3.5$, and 4 (from top down). Solid lines show numerical results and dashed lines show analytic dependence (29).
sion starts from the horizon at $\tau=0$ and rather quickly approaches the late-time behavior $H(\tau)=\tau^{-1}$. We actually have the asymptotic regime almost immediately after the beginning.

If we try to extrapolate this late-time regime to the present epoch, we can use the estimate given in [11] (Box 27.4), $\dot{a} \approx 0.66$; Eqs. (30) and (28) then lead to

$$
\begin{equation*}
\gamma=2+2 \dot{a}^{2}=2.87, \quad \sqrt{\lambda} \eta r_{h} \approx 3.65 \tag{32}
\end{equation*}
$$

These estimates conform to the monopole parameter values leading to a nonsingular cosmology.

Symmetry-breaking potential (18), averaged over the oscillations, $V(\tau) \equiv \overline{V(a(\tau))}$, is a decreasing function of $\tau$,

$$
\begin{gather*}
V(\tau)=\frac{9}{(\gamma-2)^{2} \lambda \tau^{4}}+\frac{\lambda \eta^{4} C^{2}}{2\left[(\gamma / 2-1) \lambda \eta^{2} \tau^{2}\right]^{3 / 2}},  \tag{33}\\
\tau \longrightarrow \infty .
\end{gather*}
$$

In cosmology, scalar field potentials are often interpreted as a time-dependent effective cosmological constant. The reason is that $V$ enters the energy-momentum tensor as a $\Lambda$ term. In our case, as can be seen from (33), this term behaves as a mixture of two components, one decaying with the cosmological expansion as radiation $\left(\propto \tau^{-4} \propto a^{-4}\right)$ and the other as matter without pressure $\left(\propto \tau^{-3} \propto a^{-3}\right)$ in 4 dimensions. The 4-dimensional energy density corresponding to $V$ is proportional to $V \sqrt{|A|}$. However, at late times, the extra-dimension scale factor $\sqrt{|A|}$ tends to a constant and therefore the 5 - and 4 -dimensional behaviors of the energy density actually coincide at large $\tau$. We can say that the potential $V(\phi)$ in the global monopole model gives rise to


Fig. 5. Hubble parameter $H(\tau)$ for $\gamma=3,3.5$, and 4 (from bottom up). At late times, $H(\tau)=1 / \tau$ (dashed curve).
both dark radiation and dark matter. We recall that in accordance with modern views, both must necessarily be present in the Universe from the observational standpoint [12].

These estimates can only show that the 5-dimensional global monopole model is, in principle, able to give plausible cosmological parameters. Quantitative estimates certainly require a more complete model including further phase transitions, one of which should explain the unobservability of the fifth dimension.

The authors are grateful to A.F. Andreev, A.A. Starobinsky, V.A. Marchenko, and M.Yu. Kagan for useful discussions.
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#### Abstract

We consider the symmetry between creation of pairs of massless bosons or fermions by an accelerated mirror in $(1+1)$-dimensional space and emission of single photons or scalar quanta by an electric or scalar charge in $(3+1)$-dimensional space. The relation of Bogoliubov coefficients describing the processes generated by a mirror to Fourier components of the current or charge density implies that the spin of any disturbances bilinear in the scalar or spinor field coincides with the spin of quanta emitted by the electric or scalar charge. The mass and invariant momentum transfer of these disturbances are essential for the relation of Bogoliubov coefficients to invariant singular solutions and the Green functions of wave equations for both $(1+1)$ - and ( $3+1$ )-dimensional spaces, and especially for the integral relations between these solutions. One of these relations leads to the coincidence of the self-action changes and vacuum-vacuum amplitudes for an accelerated mirror in two-dimensional space-time and a charge in four-dimensional space-time. Both invariants of the Lorentz group, spin and mass, play an essential role in the established symmetry. The symmetry embraces not only the processes of real quanta radiation, but also the processes of the mirror and charge interactions with fields carrying spacelike momenta. These fields accompany their sources and determine the Bogoliubov matrix coefficients $\alpha_{\omega \omega}^{B, F}$. It is shown that the Lorentz-invariant traces $\pm \operatorname{tr} \alpha^{B, F}$ describe the vector and scalar interactions of the accelerated mirror with a uniformly moving detector. This interpretation rests essentially on the relation between propagators of the waves with spacelike momenta in two- and four-dimensional spaces. The traces $\pm \operatorname{tr} \alpha^{B, F}$ coincide with the products of the mass shift $\Delta m_{1,0}$ of the accelerated electric or scalar charge and the proper time of the shift formation. The symmetry fixes the value of the bare fine structure constant $\alpha_{0}=1 / 4 \pi$. © 2003 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The Hawking particle production mechanism during black hole formation is analogous to the emission from an ideal mirror accelerated in vacuum [1]. In turn, there is a close analogy between the radiation of pairs of scalar (spinor) quanta from an accelerated mirror in $(1+1)$ dimensional space and the radiation of photons (scalar quanta) by an accelerated electric (scalar) charge in ( $3+$ 1 )-dimensional space [2,3]. All these processes are therefore interrelated. The in and out sets of the wave equation solutions typically used for a massless scalar field in problems with moving mirrors are given by

$$
\begin{gather*}
\phi_{\text {in } \omega^{\prime}} \propto e^{-i \omega^{\prime} v}-e^{-i \omega^{\prime} f(u)},  \tag{1a}\\
\phi_{\text {in } \omega^{\prime}}^{*} \propto e^{i \omega^{\prime} v}-e^{i \omega^{\prime} f(u)}, \\
\phi_{\text {out } \omega} \propto e^{-i \omega g(v)}-e^{-i \omega u}, \\
\phi_{\text {out } \omega}^{*} \propto e^{i \omega g(v)}-e^{i \omega u}, \tag{1b}
\end{gather*}
$$

[^3]with the zero boundary condition
$$
\left.\phi\right|_{\mathrm{traj}}=0
$$
on the mirror's trajectory. Here, the variables $u=t-x$ and $v=t+x$ are used and the mirror (or charge) trajectory in the $u$, v plane is given by any of the two mutually inverse functions
$$
v^{\operatorname{mir}}=f(u), \quad u^{\operatorname{mir}}=g(v) .
$$

We refer to [3] for the in and out sets of solutions of the massless Dirac equation. Dirac solutions differ from (1) by the presence of bispinor coefficients at the $u$ - and $v$-plane waves. The current densities corresponding to these solutions have only tangential components at the boundary. The boundary condition for both scalar and spinor fields is therefore purely geometrical, and it does not contain any dimensional parameters.

The Bogoliubov coefficients $\alpha_{\omega^{\prime} \omega}$ and $\beta_{\omega^{\prime} \omega}$ arise as the coefficients of the expansion of the solutions of the
out set in the solutions of the in set; the coefficients $\alpha_{\omega^{\prime} \omega}^{*}$ and $\mp \beta_{\omega^{\prime} \omega}$ arise similarly in the inverse expansion. The upper and lower signs correspond to the scalar (Bose) and spinor (Fermi) fields. The mean number of quanta with the frequency $\omega$ and the wave vector $\omega>0$ radiated by the accelerated mirror to the right semispace is then given by the integral

$$
\begin{equation*}
d \bar{n}_{\omega}=\frac{d \omega}{2 \pi} \int \frac{d \omega^{\prime}}{2 \pi}\left|\beta_{\omega^{\prime} \omega}\right|^{2} . \tag{2}
\end{equation*}
$$

At the same time, the spectra of photons and scalar quanta emitted by electric and scalar charges moving along the trajectory $x_{\alpha}(\tau)$ in $(3+1)$-dimensional space are determined by the Fourier transforms of the electric current density 4 -vector $j_{\alpha}(k)$ and the scalar charge density $\rho(k)$,

$$
\begin{gather*}
s=1, \quad j_{\alpha}(k)=e \int d \tau \dot{x}_{\alpha}(\tau) \exp \left(-i k^{\alpha} x_{\alpha}(\tau)\right),  \tag{3}\\
d \bar{n}_{k}^{(1)}=\left|j_{\alpha}\left(k_{+}, k_{-}\right)\right|^{2} \frac{d k_{+} d k_{-}}{(4 \pi)^{2}},  \tag{4}\\
s=0, \quad \rho(k)=e \int d \tau \exp \left(-i k^{\alpha} x_{\alpha}(\tau)\right),  \tag{5}\\
d \bar{n}_{k}^{(0)}=\left|\rho\left(k_{+}, k_{-}\right)\right|^{2} \frac{d k_{+} d k_{-}}{(4 \pi)^{2}}, \tag{6}
\end{gather*}
$$

where $s$ and $k^{\alpha}$ are the spin and 4 -momentum of the quanta,

$$
\begin{gathered}
k^{2}=k_{1}^{2}+k_{\perp}^{2}-k_{0}^{2}=0, \quad k_{\perp}^{2}=k_{0}^{2}-k_{1}^{2}=k_{+} k_{-}, \\
k_{ \pm}=k^{0} \pm k^{1},
\end{gathered}
$$

and it is assumed in (4) and (6) that the trajectory $x^{\alpha}(\tau)$ has only $x^{0}$ and $x^{1}$ nontrivial components.

The symmetry between creation of Bose or Fermi pairs by the accelerated mirror in $(1+1)$-dimensional space and emission of single photons or scalar quanta by the electric or scalar charge in $(3+1)$-dimensional space consists, first of all, in the coincidence of the spectra. If we set

$$
2 \omega=k_{+}, \quad 2 \omega^{\prime}=k_{-},
$$

we have

$$
\begin{align*}
& \left|\beta_{\omega^{\prime} \omega}^{B}\right|^{2}=\frac{1}{e^{2}}\left|j_{\alpha}\left(k_{+}, k_{-}\right)\right|^{2}, \\
& \left|\beta_{\omega^{\prime} \omega}^{F}\right|^{2}=\frac{1}{e^{2}}\left|\rho\left(k_{+}, k_{-}\right)\right|^{2} . \tag{7}
\end{align*}
$$

A more refined assertion in the Bose case is

$$
\begin{gather*}
\beta_{\omega^{\prime} \omega}^{B *}=-\sqrt{\frac{k_{+}}{k_{-}} j_{-}(k)}=\sqrt{\frac{k_{-}}{k_{+}}} \frac{j_{+}(k)}{e}=\frac{\varepsilon_{\alpha \beta} k^{\alpha} j^{\beta}(k)}{e \sqrt{k_{+} k_{-}}},  \tag{8}\\
j_{-}(k)=e \int d u \exp \left[\frac{i}{2}\left(k_{+} u+k_{-} f(u)\right)\right], \\
j_{+}(k)=e \int d v \exp \left[\frac{i}{2}\left(k_{-} v+k_{+} g(v)\right)\right] . \tag{9}
\end{gather*}
$$

The 2 -vectors $j_{\alpha}(k)$ and $a_{\beta}(k)=\varepsilon_{\alpha \beta} k^{\alpha} / \sqrt{k_{+} k_{-}}$are spacelike for timelike $k^{\alpha}$; in a system where $k_{+}=k_{-}$or $\omega=\omega^{\prime}$, they have only spatial components that are precisely equal to $e \beta_{\omega^{\prime} \omega}^{B *}$ and 1 , respectively.

In the Fermi case, we have

$$
\begin{equation*}
\beta_{\omega^{\prime} \omega}^{F_{*} *}=\frac{1}{e} \rho(k) . \tag{10}
\end{equation*}
$$

In Section 2, we underline the symmetry between analytical expressions for the Bogoliubov coefficients $\alpha$ and $\beta^{*}$ and, at the same time, the physical distinction between them: $\beta^{B, F *}$ is the amplitude of the source of waves that are bilinear in massless Bose or Fermi fields and carry timelike momenta, whereas $\alpha^{B, F}$ is the amplitude of the source of similar waves that carry spacelike momenta (see (14) and (15)). In Sections 3 and 4, we show that the waves with timelike momenta emitted and absorbed by the source are involved in forming the imaginary part of the source self-action. This physical picture is naturally embodied in integral relation (20) between propagators $\Delta_{2}(z, m)$ of virtual pairs with masses $m, \mu \leq m<\infty$ in two-dimensional space-time and the propagator $\Delta_{4}(z, \mu)$ of the particle in fourdimensional space-time. Analytic properties of the expressions obtained also allow us to define the real part of self-action. This leads to the coincidence of the self-actions and hence, of the vacuum-vacuum amplitudes of the mirror and the charge if we set $e^{2}=1$. In Section 5, the fields of perturbations carrying spacelike momenta are considered. These fields are defined by the matrices $\alpha^{B, F}$. Their Lorentz-invariant traces $\pm \operatorname{tr} \alpha^{B, F}$ are considered in Section 6. They describe, respectively, the vector and scalar interactions of the accelerated mirror with a uniformly moving detector in the neighborhood of the point of contact of their trajectories. In Sections 7 and 8 , the traces $\pm \operatorname{tr} \alpha^{B, F}$ are found for three specific trajectories permitting analytic solutions. The general expressions for the traces are given, and their ultraviolet and infrared singularities are also considered there. In these sections, we compare the found traces $\pm \operatorname{tr} \alpha^{B, F}$ with the mass shifts $\Delta m_{1,0}$ of the electric and scalar charges moving along the same trajectory as the mirror, but in $(3+1)$-dimensional space.


Fig. 1.

The mass shifts $\Delta m_{1,0}$ of the charges moving along the exponential trajectory are found in Section 9. In the Conclusions, we discuss the relation of the traces $\pm \operatorname{tr} \alpha^{B, F}$ to the general definition of the self-action accounting for interference effects and draw attention to the fact that the symmetry fixes the value of the bare charge squared, $e_{0}^{2}=1$, which corresponds to the bare fine structure constant $\alpha_{0}=1 / 4 \pi$. The smallness and geometrical origin of this value may be interesting in quantum electrodynamics. In the Appendix, the even singular solutions of inhomogeneous wave equations with mass and momentum transfer parameters are considered. Integral relations (20) and (100) between these solutions for $(1+1)$ - and $(3+1)$-dimensional spaces are very important for the symmetry considered.

## 2. PHYSICAL INTERPRETATION OF $\beta_{\omega^{\prime} \omega}^{*}$

The absolute pair production amplitude and the sin-gle-particle scattering amplitude are related by [4]

$$
\begin{equation*}
\left.\left.\left\langle\text { out } \omega^{\prime \prime} \omega\right| \text { in }\right\rangle=-\sum_{\omega^{\prime}}\left\langle\text { out } \omega^{\prime \prime}\right| \omega^{\prime} \text { in }\right\rangle \beta_{\omega^{\prime} \omega}^{*} . \tag{11}
\end{equation*}
$$

The coefficient $\beta_{\omega^{\prime} \omega}^{*}$ was interpreted as the amplitude of a source of a pair of massless particles potentially emitted to the right and to the left with the respective frequencies $\omega$ and $\omega^{\prime}$. While the particle with the frequency $\omega$ actually escapes to the right, the particle with the frequency $\omega^{\prime}$ propagates for some period of time and is then reflected by the mirror and is actually emitted to the right with an altered frequency $\omega^{\prime \prime}$ (see Fig. 1).

In the time interval between pair creation and reflection of the left particle, we have the virtual pair with the energy $k^{0}$, momentum $k^{1}$, and mass $m$,

$$
\begin{gather*}
k^{0}=\omega+\omega^{\prime}, \quad k^{1}=\omega-\omega^{\prime} \\
m=\sqrt{-k^{2}}=2 \sqrt{\omega \omega^{\prime}} \tag{12}
\end{gather*}
$$

In addition to the polar timelike 2 -vector $k^{\alpha}$, the axial spacelike 2 -vector $q^{\alpha}$ is very important,

$$
\begin{gather*}
q_{\alpha}=\varepsilon_{\alpha \beta} k^{\beta}, \quad q^{0}=-k^{1}=-\omega+\omega^{\prime},  \tag{13}\\
q^{1}=-k^{0}=-\omega-\omega^{\prime}<0 .
\end{gather*}
$$

In terms of $k^{\alpha}$ and $q^{\alpha}$, the symmetry between the $\alpha$ and $\beta$ coefficients becomes clearly expressed,

$$
\begin{gather*}
s=1, \quad e \beta_{\omega^{\prime} \omega}^{\beta *}=-\frac{q_{\alpha} j^{\alpha}(k)}{\sqrt{k_{+} k_{-}}}  \tag{14}\\
e \alpha_{\omega^{\prime} \omega}^{B}=-\frac{k_{\alpha} j^{\alpha}(q)}{\sqrt{k_{+} k_{-}}} \\
s=0, \quad e \beta_{\omega^{\prime} \omega}^{F *}=\rho(k), \quad e \alpha_{\omega^{\prime} \omega}^{F}=\rho(q) . \tag{15}
\end{gather*}
$$

We note that Eqs. (3) and (5) define the current density $j^{\alpha}(k)$ and the charge density $\rho(k)$ as functionals of the trajectory $x^{\alpha}(\tau)$ and functions of any 2 - or 4 -vector $k^{\alpha}$. It can be shown that in $(1+1)$-dimensional space, $j^{\alpha}(k)$ and $j^{\alpha}(q)$ are spacelike and timelike polar vectors, respectively, if $k^{\alpha}$ and $q^{\alpha}$ are timelike and spacelike vectors.

The boundary condition on the mirror leads to the appearance of vector or scalar disturbance waves bilinear in massless fields in the vacuum of the massless scalar or spinor field. There are two types of these waves:
(1) waves with an amplitude of $\alpha_{\omega^{\prime} \omega}\left(\alpha_{\omega^{\prime} \omega}^{*}\right)$ that carry a spacelike momentum directed to the left (right);
(2) waves with an amplitude of $\beta_{\omega^{\prime} \omega}^{*}\left(\beta_{\omega^{\prime} \omega}\right)$ that carry a timelike momentum with a positive (negative) frequency.

The waves with spacelike momenta appear even if the mirror is at rest or moves uniformly (the Casimir effect), while the waves with timelike momenta appear only for the accelerated mirror.

The pair of Bose (Fermi) particles has spin 1 (0) because its source is a current density vector (charge density scalar) (see [5] or problem 12.15 in [6]).

## 3. THE APPEARANCE OF MASS

IN THE MASSLESS THEORY AND OF INVARIANT SINGULAR SOLUTIONS
OF THE WAVE EQUATION WITH MASS

It follows from (8) that the bilinear in massless Bose-field disturbances defined by the amplitudes $\beta_{\omega^{\prime} \omega}^{B *}$ forms a positive-frequency current density vector. Its minus-component at the point $U, V$ can be represented as

$$
\begin{align*}
& \iint_{0}^{\infty} \frac{d \omega d \omega^{\prime}}{(2 \pi)^{2}} \frac{1}{e} j_{-}(k) \exp \left(-i \omega U-i \omega^{\prime} V\right)=\frac{1}{8 \pi^{2}}  \tag{16}\\
\times & \int_{d u} d \int_{0}^{\infty} d \rho \rho \int_{-\infty}^{\infty} d \theta \exp \left(-i \rho\left(z^{0} \cosh \theta-z^{1} \sinh \theta\right)\right),
\end{align*}
$$

if the hyperbolic variables $\rho$ and $\theta$ are used instead of $\omega$ and $\omega^{\prime}$,

$$
\begin{gather*}
d \omega d \omega^{\prime}=\frac{1}{2} \rho d \rho d \theta, \quad \omega=\frac{1}{2} \rho e^{\theta}, \quad \omega^{\prime}=\frac{1}{2} \rho e^{-\theta}, \\
\rho=2 \sqrt{\omega \omega^{\prime}}, \quad \theta=\ln \sqrt{\frac{\omega}{\omega^{\prime}}} \tag{17}
\end{gather*}
$$

and $z^{\alpha}=x^{\alpha}-x^{\alpha}(\tau)$ (see Fig. 2). As can be seen from (12), $\rho=m$ is the mass of the pair and $\theta$ is the rapidity. The integral over rapidity in (16) is the wellknown invariant positive-frequency singular function of the wave equation for two-dimensional space-time,

$$
\begin{gather*}
\int_{-\infty}^{\infty} d \theta \exp \left(-i m\left(z^{0} \cosh \theta-z^{1} \sinh \theta\right)\right)  \tag{18}\\
=-4 \pi i \Delta_{2}^{+}(z, m) \\
=2 \theta\left(-z^{2}\right) K_{0}\left(i \varepsilon\left(z^{0}\right) m \sqrt{-z^{2}}\right)+2 \theta\left(z^{2}\right) K_{0}\left(m \sqrt{z^{2}}\right), \\
\left(\partial_{t}^{2}-\partial_{x}^{2}+m^{2}\right) \Delta_{2}^{+}(z, m)=0 . \tag{19}
\end{gather*}
$$

This function describes the wave field of pairs with mass $m$ and any possible positive-frequency momenta. It follows that the pairs are created, propagated, and absorbed near the mirror within a spacelike interval of the order of $m^{-1}$.

Using the very important integral relation between the singular functions of wave equations for $d$ - and ( $d+2$ )-dimensional space-times,

$$
\begin{equation*}
\Delta_{d+2}^{f}(z, \mu)=\frac{1}{4 \pi} \int_{\mu^{2}}^{\infty} d m^{2} \Delta_{d}^{f}(z, m), \tag{20}
\end{equation*}
$$
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we can represent the right-hand side of (16) as

$$
\begin{align*}
& -\frac{i}{4 \pi} \int d u \int_{\mu^{2} \rightarrow 0}^{\infty} d m^{2} \Delta_{2}^{+}(z, m)  \tag{21}\\
& \quad=-i \int_{-\infty}^{\infty} d u \Delta_{4}^{+}(z, \mu)
\end{align*}
$$

The small mass $\mu$ is retained to eliminate the infrared divergence in what follows.

Similarly, the positive-frequency plus-component of the current density at the point $U, V$ can be represented as

$$
\begin{gather*}
\iint_{0}^{\infty} \frac{d \omega d \omega^{\prime}}{(2 \pi)^{2}} \frac{1}{e^{j}} j_{+}(k) \exp \left(-i \omega U-i \omega^{\prime} V\right)  \tag{22}\\
=-i \int_{-\infty}^{\infty} d v \Delta_{4}^{+}(z, \mu)
\end{gather*}
$$

The differentials $d u$ and $d v$ in (21) and (22) can be replaced by $d \tau \dot{x}_{-}(\tau)$ and $d \tau \dot{x}_{+}(\tau)$.

The bilinear in massless Fermi-field disturbances defined by the amplitudes $\beta_{\omega^{\prime} \omega}^{F *}$ forms a positive-frequency charge density scalar. At the point $U, V$, it can be represented by

$$
\begin{gather*}
\iint_{0}^{\infty} \frac{d \omega d \omega^{\prime}}{(2 \pi)^{2}} \frac{1}{e} \rho(k) \exp \left(-i \omega U-i \omega^{\prime} V\right)  \tag{23}\\
=-i \int_{-\infty}^{\infty} d \tau \Delta_{4}^{+}(z, \mu)
\end{gather*}
$$

If we set the point $U, V$ on the trajectory, so that

$$
U=x_{-}\left(\tau^{\prime}\right), \quad V=x_{+}\left(\tau^{\prime}\right), \quad z^{\alpha}=x^{\alpha}\left(\tau^{\prime}\right)-x^{\alpha}(\tau)
$$

and integrate (21) over $V$ and (22) over $U$, then their half-sum differs from $\operatorname{tr} \beta^{+} \beta$ only by the factor $i$,

$$
\begin{align*}
& \operatorname{tr} \beta^{B+} \beta^{B} \equiv \iint_{0}^{\infty} \frac{d \omega d \omega^{\prime}}{(2 \pi)^{2}}\left|\beta_{\omega^{\prime} \omega}^{B}\right|^{2} \\
= & \frac{i}{2} \iint(d u d V+d v d U) \Delta_{4}^{+}(z, \mu)  \tag{24}\\
= & -i \iint d \tau d \tau^{\prime} \dot{x}_{\alpha}(\tau) \dot{x}^{\alpha}\left(\tau^{\prime}\right) \Delta_{4}^{+}(z, \mu)
\end{align*}
$$

The real part of the function $\Delta^{+}$, which is odd in $z$, and its imaginary part, which is even in $z$, are related to the causal (Feynman) function $\Delta^{f}$ that is even in $z$,

$$
\begin{gathered}
\Delta^{+}(z, \mu)=\frac{1}{2} \Delta(z, \mu)+\frac{i}{2} \Delta^{1}(z, \mu) \\
\operatorname{Re} \Delta^{+}=\varepsilon\left(z^{0}\right) \operatorname{Re} \Delta^{f}, \quad \operatorname{Im} \Delta^{+}=\operatorname{Im} \Delta^{f}
\end{gathered}
$$

and $\operatorname{tr} \beta^{B+} \beta^{B}$ can therefore be written as

$$
\begin{equation*}
\operatorname{tr}\left(\beta^{+} \beta\right)^{B}=\operatorname{Im} \iint d \tau d \tau^{\prime} \dot{x}_{\alpha}(\tau) \dot{x}^{\alpha}\left(\tau^{\prime}\right) \Delta_{4}^{f}(z, \mu) \tag{26}
\end{equation*}
$$

$\beta^{F+} \beta^{F}$ can be obtained from the right-hand side of (26) by the substitution

$$
\dot{x}_{\alpha}(\tau) \dot{x}^{\alpha}\left(\tau^{\prime}\right) \longrightarrow 1
$$

## 4. VACUUM-VACUUM AMPLITUDE〈out $\mid$ in〉 $=e^{i W}$

According to DeWitt [7], Wald [8], and others (including the present author [4]),

$$
\begin{gather*}
2 \operatorname{Im} W^{B, F}= \pm \frac{1}{2} \operatorname{tr} \ln \left(1 \pm \beta^{+} \beta\right)  \tag{27}\\
\text { or } \pm \operatorname{tr} \ln \left(1 \pm \beta^{+} \beta\right)
\end{gather*}
$$

in the respective cases where the particle is identical or nonidentical to the antiparticle. We confine ourselves to the last case and assume that $\operatorname{tr} \beta^{+} \beta \ll 1$. Then

$$
2 \operatorname{Im} W^{B, F}=\operatorname{Im} \iint d \tau d \tau^{\prime}\left\{\begin{array}{c}
\dot{x}_{\alpha}(\tau) \dot{x}^{\alpha}\left(\tau^{\prime}\right)  \tag{28}\\
1
\end{array}\right\} \Delta_{4}^{f}(z, \mu)
$$

We can omit the Im symbols from both sides of this equation and define the actions for Bose and Fermi mirrors in $(1+1)$-dimensional space as

$$
W^{B, F}=\frac{1}{2} \iint d \tau d \tau^{\prime}\left\{\begin{array}{c}
\dot{x}_{\alpha}(\tau) \dot{x}^{\alpha}\left(\tau^{\prime}\right)  \tag{29}\\
1
\end{array}\right\} \Delta_{4}^{f}(z, \mu)
$$

We compare this with the well-known actions for elec-
tric and scalar charges in $(3+1)$-dimensional space,

$$
W^{1,0}=\frac{1}{2} e^{2} \iint d \tau d \tau^{\prime}\left\{\begin{array}{c}
\dot{x}_{\alpha}(\tau) \dot{x}^{\alpha}\left(\tau^{\prime}\right)  \tag{30}\\
1
\end{array}\right\} \Delta_{4}^{f}(z, \mu)
$$

The symmetry would be complete if $e^{2}=1$, i.e., if the fine structure constant were $\alpha=1 / 4 \pi$. This "ideal" value of the fine structure constant for the charges would correspond to the ideal, geometric boundary condition on the mirror.

For the mirror trajectory with a nonzero relative velocity $\beta_{21}$ of its ends (nonzero relative rapidity $\theta=$ $\operatorname{arctanh} \beta_{21}$ ), the changes of the actions due to acceleration are given by

$$
\begin{align*}
& \operatorname{Re} \Delta W^{B}=\frac{1}{8 \pi}\left(\frac{\theta}{\tanh \theta}-1\right) \\
& \operatorname{Re} \Delta W^{F}=\frac{1}{8 \pi}\left(1-\frac{\theta}{\sinh \theta}\right) \tag{31}
\end{align*}
$$

For a uniformly accelerated mirror with the proper acceleration $a$, its velocity is

$$
\beta(\tau)=\tanh a \tau
$$

where $\tau$ is the proper time. Then,

$$
\theta=a\left(\tau_{2}-\tau_{1}\right)
$$

and as $\tau_{2}-\tau_{1} \longrightarrow \infty$,

$$
\begin{equation*}
\operatorname{Re} \Delta W^{B}=\frac{|a|}{8 \pi}\left(\tau_{2}-\tau_{1}\right) \tag{32}
\end{equation*}
$$

By definition,

$$
\begin{equation*}
\operatorname{Re} \Delta m^{B}=-\frac{\partial \operatorname{Re} \Delta W^{B}}{\partial \tau_{2}}=-\frac{|a|}{8 \pi} \tag{33}
\end{equation*}
$$

is the self-energy shift of an accelerating Bose mirror. It differs from the mass shift of a uniformly accelerated electron only by the absence of the factor $e^{2}=4 \pi \alpha$. The self-energy shift of a uniformly accelerated Fermi mirror is

$$
\operatorname{Re} \Delta m^{F}=0
$$

There are two arguments in favor of defining the action by means of the causal function $\Delta_{4}^{f}(z, \mu)$.

1. The action must represent not only the radiation of real quanta but also the self-energy and polarization effects. While the radiation effects are described by solutions of the homogeneous wave equation, the selfenergy and polarization effects require solutions of the inhomogeneous wave equation, which contain information about the proper field of a source. Such solutions of the homogeneous and inhomogeneous wave equations are the functions

$$
(1 / 2) \Delta^{1}=\operatorname{Im} \Delta^{f}
$$

and

$$
\bar{\Delta}=\operatorname{Re} \Delta^{f}
$$

2. While the appearance of

$$
(1 / 2) \Delta^{1} \equiv \operatorname{Im} \Delta^{f}
$$

in the imaginary part of the action is a consequence of mathematical transformations of the integral

$$
\iint_{0}^{\infty} \frac{d \omega d \omega^{\prime}}{(2 \pi)^{2}}\left|\beta_{\omega^{\prime} \omega}\right|^{2}
$$

(transformations similar to the Plancherel theorem), the function $\bar{\Delta} \equiv \operatorname{Re} \Delta^{f}$ in the real part of the action is unique if it appears as the real part of the analytic continuation of $(i / 2) \Delta^{1}(z, \mu)$ to negative $z^{2}$ that is even in $z$ (as $\Delta^{1}$ itself).

To conclude Sections 3 and 4, we note that both the function $\Delta_{2}(z, m)$ describing the propagation of a virtual pair with mass $m=\rho=2 \sqrt{\omega \omega^{\prime}}$ in two-dimensional space-time and the mass spectrum of these pairs arise owing to the transition from the variables $\omega$ and $\omega^{\prime}$ to the hyperbolic variables $\rho$ and $\theta$, which reflect the Lorentzian symmetry of the problem. Further integration over the mass leads to the function $\Delta_{4}(z, \mu)$ that coincides with the propagator of a particle moving in four-dimensional space-time with the mass $\mu$ equal to the least mass of virtual pairs. Thus, relation (20) appears in the framework of the present method and is immanent to the symmetry, relating the processes in two- and four-dimensional space-times.

In [9], relation (20) was obtained by the author independently of the processes considered and was required in proving that the integration variable involved in it coincides with the pair mass $m=2 \sqrt{\omega \omega^{\prime}}$.

## 5. FORMATION OF TACHYON DISTURBANCES WITH THE INVARIANT MOMENTUM TRANSFER

The bilinear in massless Bose field perturbations that are defined by the amplitudes $\alpha_{\omega^{\prime} \omega}^{B}$ and carry spacelike momenta to the left can be represented at the point $U, V$ by the two current density components

$$
\begin{gathered}
\iint_{0}^{\infty} \frac{d \omega d \omega^{\prime}}{(2 \pi)^{2}} \frac{1}{e} j_{ \pm}(q) \exp \left(i \omega U-i \omega^{\prime} V\right) \\
=\frac{1}{8 \pi^{2}} \int d \tau \dot{x}_{ \pm}(\tau) \int_{0}^{\infty} d \rho \rho \int_{-\infty}^{\infty} d \theta \exp \left[i \rho\left(z^{0} \sinh \theta-z^{1} \cosh \theta\right)\right]
\end{gathered}
$$

if we again use the change of variables in (17)
and the notation

$$
z^{\alpha}=x^{\alpha}-x^{\alpha}(\tau)
$$

The integral over $\theta$ is now given by

$$
\begin{align*}
& \int_{-\infty}^{\infty} d \theta \exp \left[i \rho\left(z^{0} \sinh \theta-z^{1} \cosh \theta\right)\right]=4 \pi i \Delta_{2}^{L}(z, \rho)  \tag{35}\\
& =2 \theta\left(-z^{2}\right) K_{0}\left(\rho \sqrt{-z^{2}}\right)+2 \theta\left(z^{2}\right) K_{0}\left(i \varepsilon\left(z^{1}\right) \rho \sqrt{z^{2}}\right)
\end{align*}
$$

The integrand in the left-hand side of (35) is a wave with a spacelike 2 -momentum $q^{\alpha}$,

$$
\begin{gathered}
q^{1}=-\omega-\omega^{\prime}=-\rho \cosh \theta \\
q^{0}=-\omega+\omega^{\prime}=-\rho \sinh \theta \\
\rho=\sqrt{q^{2}}
\end{gathered}
$$

The function $\Delta_{2}^{L}(z, \rho)$ is a superposition of plane waves with spacelike momenta directed to the left and with a fixed invariant momentum transfer $\rho=2 \sqrt{\omega \omega^{\prime}}$. It satisfies the wave equation with a negative mass squared,

$$
\begin{equation*}
\left(\partial_{t}^{2}-\partial_{x}^{2}-\rho^{2}\right) \Delta_{2}^{L}(z, \rho)=0 \tag{36}
\end{equation*}
$$

Using the integral relation similar to (20) (see the Appendix), we can represent the right-hand side of (34) as

$$
\begin{align*}
& \frac{i}{4 \pi} \int d \tau \dot{x}_{ \pm}(\tau) \int_{v^{2} \rightarrow 0}^{\infty} d \rho^{2} \Delta_{2}^{L}(z, \rho)  \tag{37}\\
& \quad=-i \int d \tau \dot{x}_{ \pm}(\tau) \Delta_{4}^{L}(z, v)
\end{align*}
$$

The small momentum transfer $v$ is retained to eliminate the infrared divergence in what follows.

Similarly, the bilinear in the Fermi field disturbances that are defined by the amplitudes $\alpha_{\omega^{\prime} \omega}^{F}$ and carry left-directed spacelike momenta form the charge density scalar. It can be represented at the point $U, V$ by the integral

$$
\begin{gather*}
\iint_{0}^{\infty} \frac{d \omega d \omega^{\prime}}{(2 \pi)^{2}} \frac{1}{e} \rho(q) \exp \left(i \omega U-i \omega^{\prime} V\right)  \tag{38}\\
=-i \int d \tau \Delta_{4}^{L}(z, v)
\end{gather*}
$$

These representations can be useful in problems close to static ones involving another characteristic length in addition to or instead of acceleration.

## 6. INTERPRETATION OF THE TRACES $\pm \operatorname{tr} \alpha^{B, F}$ OF BOGOLIUBOV COEFFICIENTS

The invariant description of the mirror trajectory in the $u, v$ plane requires that the function

$$
u^{\operatorname{mir}}=g(v)
$$

contains two positive parameters $\kappa$ and $\kappa^{\prime}$ transforming as

$$
x_{+}=v, \quad x_{-}=u
$$

and actually connects the invariant variables $\kappa u$ and $\kappa^{\prime} v$ between themselves,

$$
\begin{equation*}
u^{\operatorname{mir}}=g(v)=\frac{1}{\kappa} G\left(\kappa^{\prime} v\right) \tag{39}
\end{equation*}
$$

Its expansion near the origin $u=v=0$ on the trajectory is given by

$$
\begin{equation*}
g(v)=\frac{1}{\kappa}\left(\kappa^{\prime} v+b \kappa^{\prime 2} v^{2}+\frac{1}{3} c \kappa^{\prime 3} v^{3}+\ldots\right) \tag{40}
\end{equation*}
$$

where $b, c, \ldots$ are some numbers. Because the mirror velocity $\beta(v)$ and the proper acceleration $a(v)$ are defined by

$$
\begin{equation*}
\beta(v)=\frac{1-g^{\prime}(v)}{1+g^{\prime}(v)}, \quad a(v)=-\frac{g^{\prime \prime}(v)}{2 g^{\prime 3 / 2}(v)} \tag{41}
\end{equation*}
$$

the first two coefficients of expansion (40) define the mirror velocity $\beta_{0}$ and acceleration $a_{0}$ at the zero point,

$$
\begin{equation*}
\beta_{0}=\frac{1-\kappa^{\prime} / \kappa}{1+\kappa^{\prime} / \kappa}, \quad a_{0}=-b \sqrt{\kappa \kappa^{\prime}} . \tag{42}
\end{equation*}
$$

The absolute value of the acceleration at the zero point is denoted by

$$
w_{0}=|b| \sqrt{\kappa \kappa^{\prime}} .
$$

We define a Lorentz-invariant trace of $\alpha$ by the formula

$$
\begin{equation*}
\operatorname{tr} \alpha=\int_{0}^{\infty} \int_{0} \frac{d \omega d \omega^{\prime}}{(2 \pi)^{2}} \alpha_{\omega^{\prime} \omega} 2 \pi \delta\left(\sqrt{\frac{\kappa^{\prime}}{\kappa}} \omega-\sqrt{\frac{\kappa}{\kappa^{\prime}}} \omega^{\prime}\right), \tag{43}
\end{equation*}
$$

where the Lorentz-invariant argument of the $\delta$-function is the difference of the frequencies

$$
\begin{equation*}
\Omega=\sqrt{\frac{\kappa^{\prime}}{\kappa}} \omega, \quad \Omega^{\prime}=\sqrt{\frac{\kappa}{\kappa^{\prime}}} \omega^{\prime} \tag{44}
\end{equation*}
$$

of the reflected and incident waves in the proper system of the mirror at the moment $u=v=0$. In accordance with (42), the multipliers $\sqrt{\kappa^{\prime} / \kappa}$ and $\sqrt{\kappa / \kappa^{\prime}}$ entering (44) are the Doppler factors relating the frequencies in the laboratory and proper systems. In the proper system of the mirror,

$$
\Omega=\Omega^{\prime}=\sqrt{\omega \omega^{\prime}}
$$

In accordance with (43), $\operatorname{tr} \alpha$ is a Lorentz-invariant dimensionless quantity or, perhaps, has the dimensionality of the action because $\hbar=1$. We now consider its physical meaning. For this, we turn to the equality of expressions (34) and (37),

$$
\begin{gather*}
\iint_{0}^{\infty} \frac{d \omega d \omega^{\prime}}{(2 \pi)^{2}} \frac{1}{e^{\prime}} j_{ \pm}(q) \exp \left(i \omega U-i \omega^{\prime} V\right)  \tag{45}\\
=-i \int d \tau \dot{x}_{ \pm}(\tau) \Delta_{4}^{L}(z, v)
\end{gather*}
$$

where

$$
z^{\alpha}=x^{\alpha}-x^{\alpha}(\tau), \quad x_{-}=U, \quad x_{+}=V
$$

We set the point $U, V$ on the tangent line to the mirror trajectory at zero point, so that

$$
\begin{align*}
& U=X_{-}\left(\tau^{\prime}\right)=\sqrt{\frac{\kappa^{\prime}}{\kappa}} \tau^{\prime}  \tag{46}\\
& V=X_{+}\left(\tau^{\prime}\right)=\sqrt{\frac{\kappa}{\kappa^{\prime}}} \tau^{\prime}
\end{align*}
$$

where $\tau^{\prime}$ is the proper time of the point on the tangent line, and integrate both sides of (45) over

$$
d U=\dot{X}_{-} d \tau^{\prime} \text { or } d V=\dot{X}_{+} d \tau^{\prime}
$$

for the upper or lower sign in (45), respectively. Taking into account Eq. (14) and current conservation, we then obtain $\operatorname{tr} \alpha$ in the left-hand side for both the upper and lower signs in (45). In the right-hand side, we obtain the integral

$$
\begin{gather*}
-i \iint d \tau d \tau^{\prime} \dot{x}_{ \pm}(\tau) \dot{X}_{\mp}\left(\tau^{\prime}\right) \Delta_{4}^{L}(z, v)  \tag{47}\\
z^{\alpha}=X^{\alpha}\left(\tau^{\prime}\right)-x^{\alpha}(\tau)
\end{gather*}
$$

where according to the result for the left-hand side, we can replace

$$
\begin{gather*}
\dot{x}_{ \pm}(\tau) \dot{X}_{\mp}\left(\tau^{\prime}\right) \\
=-\dot{x}_{\alpha}(\tau) \dot{X}^{\alpha}\left(\tau^{\prime}\right) \mp \varepsilon_{\alpha \beta} \dot{x}^{\alpha}(\tau) \dot{X}^{\beta}\left(\tau^{\prime}\right) \tag{48}
\end{gather*}
$$

with only the first term that is symmetric with respect to the permutation

$$
\dot{x}_{\alpha}(\tau) \Longleftrightarrow \dot{X}_{\alpha}\left(\tau^{\prime}\right)
$$

We thus obtain

$$
\begin{gather*}
\operatorname{tr} \alpha^{B}=i \iint d \tau d \tau^{\prime} \dot{x}_{\alpha}(\tau) \dot{X}_{\alpha}\left(\tau^{\prime}\right) \Delta_{4}^{L}(z, v)  \tag{49}\\
z^{\alpha}=X^{\alpha}\left(\tau^{\prime}\right)-x^{\alpha}(\tau)
\end{gather*}
$$

Integrating both parts of Eq. (38) along tangent line (46) similarly and taking Eqs. (15) and (43) into
account, we obtain

$$
\begin{gather*}
\operatorname{tr} \alpha^{F}=-i \iint d \tau d \tau^{\prime} \Delta_{4}^{L}(z, v),  \tag{50}\\
z^{\alpha}=X^{\alpha}\left(\tau^{\prime}\right)-x^{\alpha}(\tau)
\end{gather*}
$$

For trajectories in the Minkowsky plane on the left of their tangent line at zero point, the coordinate $z^{1} \geq 0$. In this case, $\Delta_{4}^{L}(z, v)$ can be replaced by the function

$$
\begin{gather*}
\Delta_{4}^{L R}(z, v)=\frac{1}{4 \pi} \delta\left(z^{2}\right)-\frac{v}{8 \pi \sqrt{z^{2}}} \theta\left(z^{2}\right) \\
\times\left[J_{1}\left(v \sqrt{z^{2}}\right)-i N_{1}\left(v \sqrt{z^{2}}\right)\right]  \tag{51}\\
+i \frac{v}{4 \pi^{2} \sqrt{-z^{2}}} \theta\left(-z^{2}\right) K_{1}\left(v \sqrt{-z^{2}}\right),
\end{gather*}
$$

which differs from the causal function $\Delta_{4}^{f}(z, \mu)$ by complex conjugation and the replacement $\mu \longrightarrow i \nu$ (or by the replacement $z^{2} \longrightarrow-z^{2}, \mu \longrightarrow v$ ). Further details about this function are given in the Appendix.

For the above trajectories, we therefore have that

$$
\begin{gather*}
\pm \operatorname{tr} \alpha^{B, F}=i \iint d \tau d \tau^{\prime}\left\{\begin{array}{c}
\dot{x}_{\alpha}(\tau) \dot{X}^{\alpha}\left(\tau^{\prime}\right) \\
1
\end{array}\right\} \Delta_{4}^{L R}(z, v),  \tag{52}\\
z^{\alpha}=X^{\alpha}\left(\tau^{\prime}\right)-x^{\alpha}(\tau)
\end{gather*}
$$

The expression obtained allows us to interpret $\pm \operatorname{tr} \alpha^{B, F}$ as a functional describing the interaction of two vector or scalar sources by the exchange of vector or scalar quanta with spacelike momenta. One of the sources moves along the mirror trajectory while the other simultaneously moves along the tangent line to the trajectory at zero point. The second source can be considered as a probe or detector of the excitation created by the accelerated mirror in the vacuum.

## 7. TRACES OF THE BOGOLIUBOV COEFFICIENTS FOR HYPERBOLIC AND EXPONENTIAL TRAJECTORIES

We consider $\operatorname{tr} \alpha^{B, F}$ for the hyperbolic mirror trajectory

$$
\begin{equation*}
u^{\mathrm{mir}}=g(v)=\frac{\kappa^{\prime} v}{\kappa\left(1-\kappa^{\prime} v\right)} . \tag{53}
\end{equation*}
$$

Using Eqs. (14) and (4) in [3], it is not difficult to represent $\alpha_{\omega^{\prime} \omega}^{B, F}$ via the Macdonald functions $K_{1,0}$,

$$
\begin{equation*}
\alpha_{\omega^{\prime} \omega}^{B, F}=\frac{2}{\sqrt{\kappa \kappa^{\prime}}} \exp \left[i\left(\frac{\omega}{\kappa}+\frac{\omega^{\prime}}{\kappa^{\prime}}\right)\right] K_{1,0}\left(2 i \sqrt{\frac{\omega \omega^{\prime}}{\kappa \kappa^{\prime}}}\right) . \tag{54}
\end{equation*}
$$

In accordance with (43), we then have

$$
\begin{align*}
\operatorname{tr} \alpha^{B, F} & =\frac{1}{\pi} \int_{0}^{\infty} d\left(\frac{\omega}{\kappa}\right) \exp \left(2 i \frac{\omega}{\kappa}\right) K_{1,0}\left(2 i \frac{\omega}{\kappa}\right)  \tag{55}\\
& =\frac{1}{2 \pi} \int_{0}^{\infty} d z \exp (i z) K_{1,0}(i z) .
\end{align*}
$$

The variable $z$ in this integral has a simple physical meaning: it is equal to the ratio of the invariant momentum transfer to the invariant proper acceleration at the zero point (but for hyperbolic motion, the acceleration is the same on the entire trajectory),

$$
\begin{equation*}
z=\frac{\rho}{w_{0}}, \quad \rho=2 \sqrt{\omega \omega^{\prime}}, \quad w_{0}=\sqrt{\kappa \kappa^{\prime}} . \tag{56}
\end{equation*}
$$

The ultraviolet divergence of integral (55) is removed by subtracting the leading term of the $z \longrightarrow \infty$ expansion from the integrand. The infrared divergence (in the Bose case) is removed by introducing a nonzero lower limit $\varepsilon=v / w_{0} \ll 1$ defined by the minimal momentum transfer $v$. As a result, we obtain the integral

$$
\begin{gather*}
\operatorname{tr}^{B, F}=\frac{1}{2 \pi} \int_{s \varepsilon}^{\infty} d z\left[e^{i z} K_{s}(i z)-\sqrt{\frac{\pi}{2 i z}}\right]  \tag{57}\\
s=1,0, \quad \varepsilon \ll 1 .
\end{gather*}
$$

The integration contour can now be rotated to the negative imaginary semiaxis such that in the Bose case, it bypasses the singularity at zero along the arc of a circle with a small radius $\varepsilon$. Further calculation leads to the simple expressions

$$
\begin{gather*}
\operatorname{tr} \alpha^{B}=\frac{1}{2 \pi}\left[-\frac{\pi}{2}-i\left(\ln \frac{2 w_{0}}{\gamma \nu}-1\right)\right]  \tag{58}\\
v \ll w_{0}, \quad \gamma=1,781 \ldots \\
\operatorname{tr} \alpha^{F}=\frac{1}{2 \pi} i \tag{59}
\end{gather*}
$$

For the exponential motion of the mirror with

$$
\begin{align*}
u^{\operatorname{mir}} & =-\frac{1}{\kappa} \ln \left(1-\kappa^{\prime} v\right), \\
v^{\text {mir }} & =\frac{1}{\kappa^{\prime}}-\frac{1}{\kappa^{\prime}} \exp (-\kappa u), \tag{60}
\end{align*}
$$

the same Eqs. (14) and (4) in [3] lead to the Bogoliubov coefficients

$$
\begin{gather*}
\alpha_{\omega^{\prime} \omega}^{B}=\frac{1}{\kappa} \sqrt{\frac{\omega}{\omega^{\prime}}} \Gamma\left(\frac{i \omega}{\kappa}\right) \exp \left(i \frac{\omega^{\prime}}{\kappa^{\prime}}-\frac{i \omega}{\kappa} \ln \frac{i \omega^{\prime}}{\kappa^{\prime}}\right),  \tag{61}\\
\alpha_{\omega^{\prime} \omega}^{F}=\frac{1}{\sqrt{i \kappa \omega^{\prime}}} \Gamma\left(\frac{1}{2}+\frac{i \omega}{\kappa}\right) \exp \left(\frac{i \omega^{\prime}}{\kappa^{\prime}}-\frac{i \omega}{\kappa} \ln \frac{i \omega^{\prime}}{\kappa^{\prime}}\right) . \tag{62}
\end{gather*}
$$

The traces $\operatorname{tr} \alpha^{B, F}$ whose divergences were removed by the above prescription, are given by

$$
\begin{gather*}
\operatorname{tr}^{B}=\frac{1}{2 \pi} \int_{\varepsilon}^{\infty} d x\left[\Gamma(i x) \exp (i x-i x \ln i x)-\sqrt{\frac{2 \pi}{i x}}\right],  \tag{63}\\
\operatorname{tr} \alpha^{F}=\frac{1}{2 \pi} \\
\times \int_{0}^{\infty} d x\left[\Gamma\left(\frac{1}{2}+i x\right) \frac{\exp (i x-i x \ln i x)}{\sqrt{i x}}-\sqrt{\frac{2 \pi}{i x}}\right] . \tag{64}
\end{gather*}
$$

In these integrals, the variable $x$ is equal to one-fourth of $z$, which has the meaning of the momentum transfer in units of $w_{0}$ (as in (56)),

$$
\begin{gather*}
x=\frac{1}{4} z, \quad z=\frac{\rho}{w_{0}},  \tag{65}\\
\rho=2 \sqrt{\omega \omega^{\prime}}, \quad w_{0}=\frac{1}{2} \sqrt{\kappa \kappa^{\prime}} .
\end{gather*}
$$

Similarly, $\varepsilon=v / 4 w_{0} \ll 1$. We note that in the course of exponential motion (60), the proper acceleration increases from zero to infinity; as a function of the proper time $\tau$, it is given by

$$
\begin{equation*}
a(\tau)=-\frac{w_{0}}{1-w_{0} \tau} \tag{66}
\end{equation*}
$$

It is now not difficult to see that the subtracted terms in integrals (63) and (64) exactly coincide with similar terms in integrals (57) if we express them through the physical variable $z$. In other words, up to the removal of the ultraviolet divergence from the integrals defining tro, the asymptotic behavior of the integrands in the variable $z=\rho / w_{0} \longrightarrow \infty$ is described by the universal formula

$$
\begin{equation*}
\frac{1}{2 \pi} \sqrt{\frac{\pi}{2 i z}} . \tag{67}
\end{equation*}
$$

We show in the next section that this assertion is correct for any timelike trajectory in expansion (40) for which $b>0$.

The integration contour in integrals (63) and (64) can be rotated to the negative imaginary axis bypassing the infrared singularity at zero (in the Bose case) along the arc with a radius $\varepsilon$. We then obtain

$$
\begin{gather*}
\operatorname{tr} \alpha^{B}=\frac{1}{2 \pi}\left[-\frac{\pi}{2}-i\left(\ln \frac{4 w_{0}}{v}-\int_{0}^{\infty} d t \ln t B^{\prime}(t)\right)\right],  \tag{68}\\
v \ll w_{0}, \\
\operatorname{tr} \alpha^{F}=-\frac{1}{2 \pi} i \int_{0}^{\infty} \frac{d t}{\sqrt{t}}\left(\Gamma\left(\frac{1}{2}+t\right) \exp (t-t \ln t)-\sqrt{2 \pi}\right)  \tag{69}\\
=\frac{1}{2 \pi} i \times 0.8843 \ldots
\end{gather*}
$$

Then, after subtraction from the integral over $x$ of the first term of its asymptotic expansion in the parameter $\omega / \kappa \longrightarrow \infty$, we make the integral over $\omega / \kappa$ convergent at the upper limit. If we pass from the variable $\omega / \kappa$ to the variable $z$,

$$
\begin{equation*}
\frac{\omega}{\kappa}=\sqrt{\frac{\omega \omega^{\prime}}{\kappa \kappa^{\prime}}}=\frac{b \rho}{2 w_{0}}=\frac{1}{2} b z, \tag{73}
\end{equation*}
$$

the subtracted term in $\operatorname{tr} \alpha^{B, F}$ acquires the universal form

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{0}^{\infty} d z \sqrt{\frac{\pi}{2 i z}} . \tag{74}
\end{equation*}
$$

We recall that $z=\rho / w_{0}$ has the meaning of the invariant momentum transfer in units of proper acceleration.

Although the expressions

$$
\begin{gather*}
\operatorname{tr}^{B, F}=\frac{1}{2 \pi} \int_{0}^{\infty} d s\left[\int_{-\infty}^{\infty} d x\left\{1, \sqrt{G^{\prime}(x)}\right\}\right. \\
\left.\times \exp (-i s(G(x)-x))-\sqrt{\frac{\pi}{i b s}}\right], \quad s=\frac{\omega}{\kappa}, \tag{75}
\end{gather*}
$$

do not contain ultraviolet divergences, they can contain infrared divergences if the spectral function (the function of $s$ in the square brackets in (75)) has the singular behavior $\propto 1 / s$ as $s \longrightarrow 0$. It is clear that the behavior of the spectral function near $s=\omega / \kappa=0$ and in the main forming region of the integral over $s$ is determined by the behavior of the trajectory $G(x)$ far from the point of contact, where expansion (40) cannot be applied, i.e., at the distances $|x| \gtrsim 1$.

We now demonstrate the application of Eq. (75) in the example of another trajectory,

$$
\begin{equation*}
u^{\operatorname{mir}}=-\frac{1}{\kappa} \ln \left(2-e^{\kappa^{\prime} v}\right), \quad G(x)=-\ln \left(2-e^{x}\right), \tag{76}
\end{equation*}
$$

for which the spectral function can be expressed in terms of the well-known transcendental functions. This trajectory, as the hyperbolic one in (53), has two asymptotes but it approaches them following an exponential, not a powerlike law. Therefore, on both ends of the trajectory, the proper acceleration

$$
\begin{equation*}
a(v)=-\sqrt{\frac{K K^{\prime}}{e^{K^{\prime} v}\left(2-e^{K^{\prime} v}\right)}} \tag{77}
\end{equation*}
$$

tends to $-\infty$ and attains the minimal value in its modulus $a_{0}=-\sqrt{\kappa \kappa^{\prime}}$ at the zero point.

The integral over $x$ in (75), in which the upper limit for trajectory (76) is equal to $\ln 2$, is reduced to the tab-
ular integral 2.2.5.1 in [10] after changing the variable $x$ to $t=1-e^{x}$. As a result, we obtain

$$
\begin{gather*}
\operatorname{tr} \alpha^{B}=\frac{1}{2 \pi} \int_{\varepsilon}^{\infty} d s\left[\frac{\sqrt{\pi} \Gamma(i s)}{\Gamma\left(\frac{1}{2}+i s\right)}-\sqrt{\frac{\pi}{i s}}\right],  \tag{78}\\
\operatorname{tr} \alpha^{F}=\frac{1}{2 \pi} \int_{0}^{\infty} d s\left[\frac{\sqrt{\pi} \Gamma\left(\frac{1}{2}+i s\right)}{\Gamma(1+i s)}-\sqrt{\frac{\pi}{i s}}\right] . \tag{79}
\end{gather*}
$$

Because the spectral function has an infrared singularity in the Bose case, the corresponding divergence of the integral over $s$ for $\operatorname{tr} \alpha^{B}$ is removed by introducing a small but finite lower limit $\varepsilon=v / w_{0}$. Its physical meaning is the minimum momentum transfer in units of the acceleration at the zero point.

After rotating the $s$-integration contour to the negative imaginary semiaxis with the singularity at zero being bypassed (in the Bose case) along the arc of a circle with a radius of $\varepsilon$, we obtain

$$
\begin{gather*}
\operatorname{tr} \alpha^{B}=\frac{1}{2 \pi}\left[-\frac{\pi}{2}-i\left(\ln \frac{w_{0}}{v}-B\right)\right],  \tag{80}\\
\operatorname{tr} \alpha^{F}=\frac{1}{2 \pi} i F, \tag{81}
\end{gather*}
$$

where positive constants $B$ and $F$ are defined by the integrals

$$
\begin{gather*}
B=\int_{0}^{\infty} d t \ln t B^{\prime}(t)=1.887789 \ldots \\
B(t)=\frac{\sqrt{\pi} \Gamma(1+t)}{\Gamma\left(\frac{1}{2}+t\right)}-\sqrt{\pi t}  \tag{82}\\
F=-\int_{0}^{\infty} d t\left[\frac{\sqrt{\pi} \Gamma\left(\frac{1}{2}+t\right)}{\Gamma(1+t)}-\sqrt{\frac{\pi}{t}}\right]=1.869957 \ldots \tag{83}
\end{gather*}
$$

The imaginary part of (80) can be transformed to the form of the imaginary part of (57),

$$
\ln \frac{w_{0}}{v}-1.887789 \ldots=\ln \frac{2 w_{0}}{\gamma v}-2.003721 \ldots
$$

The expressions for $\pm \operatorname{tr} \alpha^{B, F}$ obtained for the three different trajectories of the mirror are close to each other qualitatively and quantitatively (see (58), (59), (68), (69), and (80), (81)). All of them have a negative imaginary part with an infrared logarithmic singularity in the Bose case. This singularity is accompanied by the
appearance of the real negative part of $\operatorname{tr} \alpha^{B}$, namely, $\operatorname{Retr} \alpha^{B}=-1 / 4$, whereas $\operatorname{Retr} \alpha^{F}=0$. Similar expressions for $\pm \operatorname{tr} \alpha^{B, F}$ are typical of the trajectories with the $G(x)$ function increasing stronger (decreasing weaker) than $x$, as $x$ tends to the upper (lower) limit.

Because the functionals $\pm \operatorname{tr} \alpha^{B, F}$ have the meaning of the action in accordance with (52), we compare them with the changes $\Delta W_{1,0}$ of self-actions of the electric and scalar charges in hyperbolic motion [11, 12],

$$
\begin{gather*}
\Delta W_{1,0}=-\left(\tau_{2}-\tau_{1}\right) \Delta m_{1,0}  \tag{84}\\
\Delta m_{1}=\frac{e^{2} w_{0}}{4 \pi^{2}}\left[-\frac{\pi}{2}-i\left(\ln \frac{2 w_{0}}{\gamma \mu}-\frac{1}{2}\right)\right]  \tag{85}\\
\Delta m_{0}=-i \frac{e^{2} w_{0}}{8 \pi^{2}}
\end{gather*}
$$

In this motion, the proper acceleration of the charge is constant and the square of the interval between two points on the trajectory is a function of only the length of the arc connecting them,

$$
\begin{equation*}
\left(x_{\alpha}(\tau)-x_{\alpha}\left(\tau^{\prime}\right)\right)^{2}=f\left(\tau-\tau^{\prime}\right) \tag{86}
\end{equation*}
$$

Therefore, the change of the charge self-interaction is proportional to the time interval $\tau_{2}-\tau_{1}$ that the charge is in hyperbolic motion multiplied by the mass shift $\Delta m_{1,0}$ of the charge. The mass shift occurs because of a change of the interaction of the charge with its own field, which is essentially modified at the distances of the order of $w_{0}^{-1}$ from the charge due to acceleration. In other words, the shift is formed on the arc length

$$
\left|\tau-\tau^{\prime}\right| \sim w_{0}^{-1}
$$

with the center $\tau_{c}$ at any point of the trajectory inside the acceleration interval $\left(\tau_{1}, \tau_{2}\right)$. The independence of the shift from $\tau_{c}$ means that it is a constant of motion. This is not so for trajectories with a variable acceleration (see Section 9).

Unlike $\Delta W_{1,0}$, which describes the change of interaction of the charge with itself due to acceleration, the functionals $\pm \operatorname{tr} \alpha^{B, F}$ describe the interaction of the accelerated mirror with the probe executing the uniform motion along the tangent to the trajectory of the mirror at the point where the mirror has the acceleration $w_{0}$. This interaction is transmitted by vector or scalar perturbations created by the mirror in the Bose- or Fermi-field vacuum; these perturbations carry a spacelike momentum on the order of $w_{0}$. According to (51), at distances on the order of $w_{0}^{-1}$ from the mirror, the field of these perturbations decreases exponentially in timelike directions and oscillates with a damped amplitude in spacelike directions. It can be said that such a field moves together with the mirror and is its "proper field." Hence, the probe interacts with the mirror for a
time on the order of $w_{0}^{-1}$, while the charge interacts with itself the entire time and feels the change of the interaction over the entire time of acceleration. It is therefore not surprising that the expressions for $\pm \operatorname{tr} \alpha^{B, F}$ coincide in essence with $\Delta W_{1,0}$ if we set

$$
\tau_{2}-\tau_{1}=2 \pi / w_{0}, \quad e^{2}=1
$$

in the latter and change the sign. In other words, $\pm \operatorname{tr} \alpha^{B, F}$ are the mass shifts of the proper field of the mirror multiplied by the characteristic proper time of their formation.

## 9. MASS SHIFTS OF ELECTRIC AND SCALAR CHARGES IN EXPONENTIAL MOTION

To calculate the self-actions of electric and scalar charges in exponential motion, we use Eq. (30). It is convenient to use the charge trajectory (60) in the form of a function of the proper time,

$$
\begin{align*}
u^{\operatorname{mir}}(\tau) & =-\frac{2}{\kappa} \ln \left(1-w_{0} \tau\right) \\
v^{\operatorname{mir}}(\tau) & =\frac{1}{\kappa^{\prime}}\left(2 w_{0} \tau-w_{0}^{2} \tau^{2}\right) \tag{87}
\end{align*}
$$

Then

$$
\begin{gather*}
\dot{x}_{\alpha}(\tau) \dot{x}^{\alpha}\left(\tau^{\prime}\right)=-\frac{1+z^{2}}{1-z^{2}} \\
\left(x-x^{\prime}\right)^{2}=-\left(\tau-\tau^{\prime}\right)^{2} \frac{\operatorname{arctanh} z}{z}  \tag{88}\\
z=\frac{w_{0}\left(\tau-\tau^{\prime}\right)}{2-w_{0}\left(\tau+\tau^{\prime}\right)}
\end{gather*}
$$

We now introduce new variables $\xi=\left(\tau+\tau^{\prime}\right) / 2$ and $z$ instead of $\tau$ and $\tau^{\prime}$. At fixed $\xi$ in the interval $-\infty<\xi<$ $w_{0}^{-1}$, the variable $z$ changes in the interval $-1<z<1$. Using the causal function $\Delta_{4}^{f}$ expressed via the Macdonald function, we obtain

$$
\begin{gather*}
\Delta W_{1}=e^{2} \int_{-\infty}^{w_{0}^{-1}} d \xi\left(\frac{1}{w_{0}}-\xi\right) \\
\times\left.\int_{-1}^{1} d z \dot{x}_{\alpha}(\tau) \dot{x}^{\alpha}\left(\tau^{\prime}\right) \Delta_{4}^{f}\left(x-x^{\prime}, \mu\right)\right|_{0} ^{F} \\
=-\frac{e^{2}}{2 \pi^{2}} \int_{-\infty}^{w_{0}^{-1}} d \xi \int_{0}^{\infty} \frac{d u \mu}{\sinh 2 u}  \tag{89}\\
\times\left\{\cosh 2 u \frac{\tanh u}{u} K_{1}(i \lambda \sqrt{u \tanh u})-K_{1}(i \lambda \tanh u)\right\}
\end{gather*}
$$

In the last expression, the variable $u=\operatorname{arctanh} z$ is used instead of $z$ and $\lambda$ is a function of $\xi$,

$$
\lambda(\xi)=2 \mu\left(w_{0}^{-1}-\xi\right) .
$$

Our problem is now to find the integral over $u$ in the region of the variable $\xi$ where $\lambda(\xi) \ll 1$, supposing, of course, that the infrared parameter $\mu / w_{0} \ll 1$. This integral coincides, in essence, with the mass shift of the electric charge,

$$
\begin{gathered}
\Delta m_{1}=\frac{e^{2}}{2 \pi^{2}} \int_{0}^{\infty} \frac{d u \mu}{\sinh 2 u} \\
\times\left\{\cosh 2 u \sqrt{\frac{\tanh u}{u}} K_{1}(i \lambda \sqrt{u \tanh u})-K_{1}(i \lambda \tanh u)\right\} .
\end{gathered}
$$

To calculate $\Delta m_{1}$ with $\lambda(\xi) \ll 1$, we divide the integration interval into two intervals, $0 \leq u \leq u_{1}$ and $u_{1} \leq$ $u<\infty$, by a point $u_{1}$ such that $u_{1} \gg 1$, but $\lambda u_{1} \ll 1$. Using the expansion of the Macdonald function at a small argument, we then obtain

$$
\begin{gather*}
\Delta m_{1} \approx \frac{e^{2} w_{0}}{4 \pi^{2}\left(1-w_{0} \xi\right)} \\
\times\left\{\frac{1}{i} \int_{0}^{u_{1}} d u\left(\frac{\operatorname{coth} 2 u}{u}-\frac{1}{2 \sinh ^{2} u}\right)+\int_{u_{1}}^{\infty} \frac{d u \lambda}{\sqrt{u}} K_{1}(i \lambda u)\right\}  \tag{91}\\
=\frac{e^{2} w_{0}}{4 \pi^{2}\left(1-w_{0} \xi\right)} \\
\times\left\{-\pi-i\left(2 \ln \frac{w_{0}}{\gamma \mu\left(1-w_{0} \xi\right)}+\ln \frac{2 \gamma}{\pi}+\frac{1}{2}\right)\right\} .
\end{gather*}
$$

The mass shift $\Delta m_{0}$ of the scalar charge differs from (90) by the replacement $\cosh 2 u \longrightarrow-1$ in the first term in the braces and by the change of sign of the second term. Under the same condition $\lambda(\xi) \ll 1$, we then obtain

$$
\begin{equation*}
\Delta m_{0}=-i \frac{e^{2} m_{0}}{4 \pi^{2}\left(1-w_{0} \xi\right)}\left(\ln 2-\frac{1}{2}\right) . \tag{92}
\end{equation*}
$$

It follows from (91), (92), and (66) that the mass shift depends on the absolute value

$$
w(\xi)=\frac{w_{0}}{1-w_{0} \xi}
$$

of the proper acceleration of the mirror at the instant $\xi$, which may be considered as the center of the forming region of the shift. As the acceleration substantially changes at such an interval, the mass shifts in (91) and
(92) do not coincide with the mass shifts of uniformly accelerated charges in (84) and (85) if we replace $w(\xi)$ with $w_{0}$. Nevertheless, rather close coincidence arises under the replacements $w(\xi) \longrightarrow 0.5 w_{0}$ and $w(\xi) \longrightarrow$ $2.6 w_{0}$ for $\Delta m_{1}$ and $\Delta m_{0}$, respectively.

## 10. CONCLUSIONS

The basis for the symmetry between processes induced by a mirror in two-dimensional space-time and by a charge in four-dimensional space-time is relation (14), (15) between the Bogoliubov coefficients $\beta_{\omega^{\omega} \omega}^{B, F}$ and the current density $j^{\alpha}(k)$ or charge density $\rho(k)$ depending on the timelike momentum $k^{\alpha}$. The squares of these quantities represent the spectra of real pairs and particles radiated by the accelerated mirror and the charge.

In the present paper, the symmetry is extended to the self-actions of the mirror and the charge and to the corresponding vacuum-vacuum amplitudes (cf. (29) and (30)). In essence, it is embodied in the discovered relation (20) between propagators of a massive pair in twodimensional space and of a single particle in fourdimensional space.

Equation (29) for $W^{B, F}$ was obtained under the condition that the mean number $\operatorname{tr} \beta^{+} \beta$ of pairs created is small and the interference of two or more pairs is negligible. In the general case, $W^{B, F}$ is given by Eq. (27), which can also be written as

$$
\begin{equation*}
2 \operatorname{Im} W^{B, F}= \pm \operatorname{tr} \ln \left(\alpha^{+} \alpha\right)^{B, F}, \tag{93}
\end{equation*}
$$

because

$$
\alpha^{+} \alpha \mp \beta^{+} \beta=1
$$

(see [4, 7]). As follows from (27) or (93), the imaginary part of the action differs from zero and is then positive only if $\beta \neq 0$, i.e., if the radiation of real particles indeed occurs.

For $W^{B, F}$, formula (93) allows us to choose the expression

$$
\begin{equation*}
W^{B, F}= \pm i \operatorname{tr} \ln \alpha^{B, F}, \tag{94}
\end{equation*}
$$

which was called natural by DeWitt [7]. However, this expression is by no means unique. The expressions

$$
W^{B, F}= \pm i \operatorname{tr} \ln \left(\alpha e^{i \gamma}\right)^{B, F}, \quad W^{B, F}= \pm i \operatorname{tr} \ln \alpha^{B, F+}
$$

have the same imaginary part. Nevertheless, Eq. (94) is interesting as the definition of both the real and imaginary parts of the self-actions $W^{B, F}$ via the Bogoliubov coefficients $\alpha_{\omega^{\prime} \omega}^{B, F}$ only, which reduce to the current density $j^{\alpha}(q)$ or to the charge density $\rho(q)$ that depends on the spacelike momentum $q^{\alpha}$ in accordance with Eqs. (14) and (15). This implies that the field of the corresponding perturbations propagates in the vacuum together with the mirror, comoves it, and at the same
time contains information about the radiation of real quanta.

Unfortunately, the author failed to find a simple integral representation for the matrix $\ln \alpha$. Nevertheless, if we again assume that the mean number of emitted particles is small, we can consider $\alpha$ or $i \alpha$ close to 1 . Expanding $\ln i \alpha$ near $i \alpha=1$ and confining ourselves to the first term, we then obtain

$$
\begin{gather*}
W^{B, F}= \pm i \operatorname{tr} \ln i \alpha^{B, F} \approx \pm i \operatorname{tr}\left(i \alpha^{B, F}-1\right)  \tag{95}\\
=\mp \operatorname{tr} \alpha^{B, F}+\ldots
\end{gather*}
$$

These qualitative arguments allow us to state that the functionals $\pm \operatorname{tr} \alpha^{B, F}$ are similar to the corresponding self-actions with the opposite sign and must therefore have negative imaginary parts. This is confirmed by all examples considered in Sections 7 and 8. Nevertheless, the exact physical meaning of the quantities $\pm \operatorname{tr} \alpha^{B, F}$ is clearly defined by Eq. (52).

Here, we also want to focus attention on one prediction following from the symmetry between processes induced by the mirror in two-dimensional, and by the charge in four-dimensional, space-time. The symmetry predicts the value $e_{0}^{2}=1$ for the charge squared (in Heaviside units), which corresponds to the fine structure constant $\alpha_{0}=1 / 4 \pi$. Because the radiation corrections are not taken into account in both spaces and the processes in $(1+1)$-dimensional space are due to the purely geometrical boundary condition, it is natural to think that the above-mentioned values of the charge squared and of the fine structure constant are the unrenormalized bare values of these constants. They are therefore marked with the index 0 .

It is quite interesting that the bare fine structure constant has a purely geometrical origin and that its value is small,

$$
\alpha_{0}=1 / 4 \pi \ll 1
$$

The smallness of $\alpha_{0}$ has an essential meaning for quantum electrodynamics, where it a priori justifies the applicability of perturbation theory and where the radiative corrections in accordance with the well-known formula [13]

$$
\begin{equation*}
\alpha=\frac{\alpha_{0}}{1+\left(\alpha_{0} / 3 \pi\right) N \ln \left(\Lambda^{2} / m^{2}\right)} \tag{96}
\end{equation*}
$$

diminish the renormalized value of $\alpha$ in comparison with the unrenormalized one. Here, $N$ is the number of charged particles with masses in the interval $(m, \Lambda)$ and $\Lambda$ is the upper limit of the particle energy up to which quantum electrodynamics is correct.

APPENDIX
It is convenient to define the singular function $\Delta_{d}^{L R}(z, v)$ and the causal function $\Delta_{d}^{f}(z, \mu)$ in a $d$-dimensional space-time by the Fourier representation

$$
\begin{align*}
\Delta_{d}^{L R}(z, v) & =\int \frac{d^{d} q}{(2 \pi)^{d}} \frac{e^{i q z}}{q^{2}-v^{2}+i \varepsilon}  \tag{97}\\
\Delta_{d}^{f}(z, \mu) & =\int \frac{d^{d} q}{(2 \pi)^{d}} \frac{e^{i q z}}{q^{2}+\mu^{2}-i \varepsilon}
\end{align*}
$$

These functions are the even singular solutions of the inhomogeneous wave equations

$$
\begin{align*}
& \left(-\partial^{2}-v^{2}\right) \Delta^{L R}(z, v)=\delta(z) \\
& \left(-\partial^{2}+\mu^{2}\right) \Delta^{f}(z, \mu)=\delta(z) \tag{98}
\end{align*}
$$

with opposite signs in front of the parameters $\nu^{2}$ and $\mu^{2}$, where $v$ and $\mu$ are the momentum transfer and the mass. Their proper time representations (in particular, for $d=4$ )

$$
\begin{align*}
\Delta_{4}^{L R}(z, v) & =\frac{1}{(4 \pi)^{2}} \int_{0}^{\infty} \frac{d s}{s^{2}} \exp \left(-i v^{2} s-\frac{i z^{2}}{4 s}\right) \\
\Delta_{4}^{f}(z, \mu) & =\frac{1}{(4 \pi)^{2}} \int_{0}^{\infty} \frac{d s}{s^{2}} \exp \left(-i \mu^{2} s+\frac{i z^{2}}{4 s}\right) \tag{99}
\end{align*}
$$

as well as the explicit expressions in terms of the Macdonald function differ by complex conjugation and by the replacement $\mu \longrightarrow i \nu$ or by the replacement $z^{2} \longrightarrow$ $-z^{2}, \mu \longrightarrow v$.

The integral relation

$$
\begin{equation*}
\Delta_{d+2}^{L R}(z, v)=-\frac{1}{4 \pi} \int_{v^{2}}^{\infty} d \rho^{2} \Delta_{d}^{L R}(z, \rho) \tag{100}
\end{equation*}
$$

is very important for the symmetry discussed in this paper. It differs from the similar relation (20) for the causal functions not only by the sign. Being written for $z^{2}<0$, it is understood for $z^{2}>0$ in the sense of analytic continuation to the lower half-plane of complex $z^{2}$. On the other hand, relation (20), being written for $z^{2}>0$, is understood for $z^{2}<0$ as the analytic continuation to the upper half-plane of complex $z^{2}$. For the $\Delta^{+}$-functions, such a continuation must be carried out in the upper half-plane if $z^{0}>0$ and in the lower one if $z^{0}<0$.

## ACKNOWLEDGMENTS

The author is grateful to A.I. Nikishov and A.I. Ritus for valuable discussions and help.

The work was supported by the Russian Foundation for Basic Research (grant nos. 00-15-96566 and 02-02-16944).

## REFERENCES

1. S. W. Hawking, Commun. Math. Phys. 43, 199 (1979).
2. A. I. Nikishov and V. I. Ritus, Zh. Éksp. Teor. Fiz. 108, 1121 (1995) [JETP 81, 615 (1995)].
3. V. I. Ritus, Zh. Éksp. Teor. Fiz. 110, 526 (1996) [JETP 83, 282 (1996)].
4. V. I. Ritus, Zh. Éksp. Teor. Fiz. 114, 46 (1998) [JETP 87, 25 (1998)].
5. J. Schwinger, Particles, Sources and Fields (AddisonWesley, Reading, Mass., 1970; Mir, Moscow, 1976), Vol. 1.
6. A. P. Lightman, W. H. Press, R. H. Price, and S. A. Teukolsky, Problem Book in Relativity and Gravitation (Princeton Univ. Press, Princeton, N.J., 1975).
7. B. S. DeWitt, Phys. Rep. C 19, 295 (1975).
8. R. M. Wald, Commun. Math. Phys. 45, 9 (1975).
9. V. I. Ritus, Zh. Éksp. Teor. Fiz. 116, 1523 (1999) [JETP 89, 821 (1999)]; E-print archives, hep-th/9912004.
10. A. P. Prudnikov, Yu. A. Brychkov, and O. I. Marichev, Integrals and Series, Elementary Functions (Nauka, Moscow, 1981; Gordon and Breach, New York, 1986).
11. V. I. Ritus, Zh. Éksp. Teor. Fiz. 75, 1560 (1978) [Sov. Phys. JETP 48, 788 (1978)].
12. V. I. Ritus, Zh. Éksp. Teor. Fiz. 80, 1288 (1981) [Sov. Phys. JETP 53, 659 (1981)].
13. V. B. Berestetskiĭ, E. M. Lifshitz, and L. P. Pitaevskiĭ, Quantum Electrodynamics, 3rd ed. (Nauka, Moscow, 1989; Pergamon Press, Oxford, 1982).

# On the Accuracy of Various Statistical Methods for Describing Ordering Phase Transitions in BCC Alloys 

V. G. Vaks* and I. R. Pankratov<br>Russian Research Centre Kurchatov Institute, Moscow, 123182 Russia<br>*e-mail: vaks@mbslab.kiae.ru<br>Received February 18, 2003


#### Abstract

The accuracy of various statistical methods for describing $B 2$ - or $\mathrm{DO}_{3}$-type ( CuZn or $\mathrm{Fe}_{3} \mathrm{Al}$ ) ordering phase transitions characteristic of BCC alloys is examined. The temperature-concentration phase diagrams were calculated for several models of alloys discussed in the literature with the use of three methods, namely, the mean-field and pair cluster approximations and the tetrahedron cluster field method developed in this work. The calculation results were compared with each other and with Monte Carlo calculations. The accuracy of various methods was found to sharply depend on the type of interactions in the system, primarily, on the presence of strong competing interactions and short-range correlations that hinder ordering. In the absence of such correlations, in particular, in $\mathrm{Fe}-\mathrm{Al}$ type alloys with extended interactions, the use of the pair cluster approximation allows the results obtained in the mean-field approximation to be substantially refined without any noticeable complication of calculations. At the same time, for systems with short-range and competing interactions, the use of this approximation could drastically distort the form of phase diagrams, whereas the tetrahedron cluster field method allows the phase diagrams of these systems to be calculated fairly accurately for temperatures and concentrations of interest to physics. © 2003 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

Although the Monte Carlo method and other direct simulation methods for studying phase transitions in metallic alloys have been thoroughly elaborated [1, 2], the development of simple and fairly accurate analytic methods in this area remains a topical issue, in particular, in relation to two problems that attract much interest:
(1) The solution of "inverse" problems, that is, the determination of effective interatomic interaction parameters in alloys from experimental data on phase diagrams or diffuse scattering. In such problems, analytic methods are still more convenient and used more frequently than direct simulations, see, e.g., [3-11].
(2) Studies of the kinetics of phase transitions and the evolution of microstructures in alloys, in which the use of direct simulations often encounters difficulties, for example, related to the necessity of taking into account long-range elastic interactions, lattice defects, etc. [12-16].

The simplest analytic approximation for describing both equilibrium and nonequilibrium alloys is the mean-field approximation, see, e.g., [3-5]. However, the accuracy of this approximation is usually fairly low, and it gives qualitatively incorrect results in describing ordering in FCC lattices, in particular, the most typical $L 1_{2}$ and $L 1_{0}$ transitions. For this reason, quantitative studies are usually performed using various versions of cluster methods, in particular, the well-known cluster variation method [17, 18], whose accuracy is usually
fairly high, see, e.g., [1, 10]. However, the use of standard cluster variation method variants to describe nonuniform and nonstationary states, leads to very cumbersome equations, which are difficult to use in actual calculations [19]. This is why a simplified version of the cluster variation method, namely, the tetrahedron clus-ter-field method, was suggested to describe nonuniform FCC alloys [19]. It was shown that, when applied to usual, realistic alloy models, the tetrahedron clusterfield method combines simplicity and fairly high accuracy of calculations. This method was used to study a number of problems of microstructure evolution in FCC alloys that experience ordering [14-16].

In this work, the results obtained in [19] to BCC alloys and the $B 2$ and $D 0_{3}$ ordering types characteristic of these alloys are generalize. For these systems, the accuracy of various statistical methods has been studied in much less detail than for FCC alloys [1]. In particular, in the majority of works on $\mathrm{Fe}-\mathrm{Al}$ and $\mathrm{Fe}-\mathrm{Si}$ alloys, which are widely discussed in the literature, only the simplest mean-field approximation was used [3-5, 12, 13]. At the same time, Monte Carlo studies [1,2] showed that the mean-field approximation might substantially distort the phase diagrams of systems of this type, especially in the presence of strong competing interactions resulting in the "frustrated," hindered character of the ordering transitions under consideration. A fairly high accuracy was only attained with the use of the tetrahedron $[1,18]$ or more complex variants of the cluster variation method. However, as has been mentioned above, the application of the cluster variation method to
nonuniform and nonequilibrium systems is hardly possible. A realistic consideration of, for example, the structure of antiphase and interphase boundaries or the kinetics of ordering therefore requires developing fairly simple and accurate methods applicable to BCC alloys, similar to the tetrahedron cluster field method for FCC alloys.

The development and estimation of the accuracy of such methods for BCC alloys is the main goal of this work. In particular, we study the accuracy of the simplest cluster method (the pair cluster approximation) and show that its use considerably refines the results of mean-field calculations for many alloys without significant complications. At the same time, a comparison of the results obtained by various methods with each other and with Monte Carlo calculations gives a complete idea of the accuracy of all methods under consideration.

The main equations of the cluster methods [19, 14] and their generalization to nonuniform and nonequilibrium alloys are given in Section 2. In Section 3, the tetrahedron cluster-field approximation suggested in [19] is generalized to the BCC lattice. The mean-field, pair cluster, and tetrahedron cluster-field approximation equations for the thermodynamic potentials of the $B 2$ and $D 0_{3}$ phases are given in Section 4; these equations are then used to calculate phase diagrams. In Section 5, we give and discuss the results of such calculations for models of Fe -Al-type alloys and compare them with the available Monte Carlo calculation results [2]. A similar analysis for alloy models with short-range and competing interactions (see above) is given in Section 6. The main results are summarized in Conclusions.

## 2. GENERAL FORMULAS OF CLUSTER METHODS FOR EQUILIBRIUM AND QUASI-EQUILIBRIUM DISTRIBUTIONS

The general ideas and equations of cluster methods in the formulation that we use are given in [14, 19]. Below, we cite the necessary results of these works and generalize them to nonuniform and nonequilibrium alloys. For definiteness, consider an $\mathrm{A}_{c} \mathrm{~B}_{1-c}$ binary substitution alloy with a $c \leq 0.5$ mean concentration. Various distributions of atoms over lattice sites $i$ are described by their mean occupancies $c_{i}=\left\langle n_{i}\right\rangle$, where $n_{i}$ is 1 if the site is occupied by atom A and zero if it is occupied by atom B , and the averaging is performed over the $P\left\{n_{i}\right\}$ distribution function, which can correspond to either an equilibrium or a nonequilibrium alloy state. The general problem is to calculate the generalized free energy $F\left\{c_{i}\right\}$ defined in $[20,21]$ for an arbitrary, not necessarily equilibrium, distribution of occupancies $\left\{c_{i}\right\}$.

As has been mentioned in [14], the most general expression for the distribution function can be written in the form

$$
\begin{equation*}
P\left\{n_{i}\right\}=\exp [\beta(\Omega-Q)], \tag{1}
\end{equation*}
$$

where $\beta=1 / T$ is the inverse temperature and the "quasiHamiltonian" $Q$ is given by

$$
\begin{align*}
Q & =-\sum_{i} \lambda_{i} n_{i}+\sum_{i>j} a_{i j} n_{i} n_{j}  \tag{2}\\
& +\sum_{i>j>k} a_{i j k} n_{i} n_{j} n_{k}+\ldots
\end{align*}
$$

Here, the coefficient $\lambda_{i}$ at the operator $n_{i}$ will be called "the site chemical potential $i$ " and the $a_{i . . . j}$ coefficients of the products of operators $n_{i} \ldots n_{j}$ will be called "quasiinteractions." The sum of the terms with $a_{i . . . j}$ in (2) is an analog of the interaction Hamiltonian $H_{\text {int }}$ for the alloy,

$$
\begin{equation*}
H_{\mathrm{int}}=\sum_{i>j} \mathrm{v}_{i j} n_{i} n_{j}+\sum_{i>j>k} v_{i j k} n_{i} n_{j} n_{k}+\ldots \tag{3}
\end{equation*}
$$

where $v_{i \ldots . j}$ are the effective interaction constants. The generalized thermodynamic potential $\Omega$ in (1) is determined from the normalization condition

$$
\begin{equation*}
\Omega=-T \ln \operatorname{Tr} \exp (-\beta Q), \tag{4}
\end{equation*}
$$

where operator $\operatorname{Tr}$ denotes the summation over all sets of $\left\{n_{i}\right\}$ values. For equilibrium distributions, (1) is the Gibbs distribution in which quasi-interactions $a_{i . . . j}$ in (2) are equal to interactions $v_{i . . . j}$ in (3) and the site chemical potentials $\lambda_{i}$ are constant over the system; that is, $\lambda_{i}=$ const $=\mu$. If we describe nonequilibrium states arising during phase transitions, we can usually assume that quasi-equilibrium relations are satisfied [20, 21]; that is,

$$
\begin{equation*}
a_{i . . . j}=v_{i . . . j} ; \text { although, generally, } \lambda_{i} \neq \text { const. } \tag{5}
\end{equation*}
$$

There are at least two arguments in favor of the validity of these relations under usual conditions of phase transformations. First, the equality $a_{i \ldots . j .}=v_{i, \ldots j}$ is strictly valid both before and after the transition, for example, both before quenching an initially equilibrium disordered alloy from a high temperature $T_{h}$ to a lower temperature $T_{l}$ corresponding to other equilibrium phases and after equilibrium at the new $T_{l}$ temperature is attained. For this reason, there is no thermodynamic driving force that would tend to change the $a_{i . . j}$ parameter in (1) from its equilibrium value $v_{i . . . j}$. At the same time, the high-temperature chemical potential value $\mu\left(T_{h}\right)$ differs from the low-temperature value $\mu\left(T_{l}\right)$, and the $\mu$ value must change. Because of the diffusion character of phase transitions, these changes in $\mu$ occur via the formation of local inhomogeneities, for example, antiphase or interphase boundaries, which results in local violations of the conditions $\lambda_{i}=$ const and leads to the last inequality in (5). In addition, quasi-interactions $a_{i . . . j}$ in distribution (1) mainly describe the short-range
order. After a change of the external conditions, such as temperature, this short-range order is established relatively fast, for a time on the order of the time of one interatomic exchange $\tau$. At the same time, the complete evolution of a microstructure as a rule takes much longer times $t \gtrdot \tau$ [12-16]. For this reason, possible fluctuative deviations from (5) at small $t \leqslant \tau$ are of no significance to this evolution.

For both equilibrium and quasi-equilibrium distributions, the free energy $F\left\{c_{i}\right\}$ is expressed through $\Omega$ and $\lambda_{i}$ in a simple way [14, Eq. (8)],

$$
\begin{equation*}
F=\Omega+\sum_{i} \lambda_{i} c_{i} \tag{6}
\end{equation*}
$$

and the site chemical potential $\lambda_{i}$ is related to $F$ by the equation [14, Eq. (9)] $\lambda_{i}=\partial F / \partial c_{i}$.

Cluster methods deal with clusters, that is, some aggregates of lattice sites, which we for brevity denote by Greek letters, for example, $\{i, j, \ldots, k\}=\alpha$. The $P_{\alpha}$ distribution of the probabilities of various configurations in cluster $\alpha$ is described by its effective quasiHamiltonian $Q_{\alpha}$ and the corresponding potential $\Omega_{\alpha}$. In the exact formulation, they are obtained by averaging complete distribution (1) over variables $\left\{n_{i}\right\}$ of all sites outside the cluster,

$$
\begin{gather*}
P_{\alpha}=\exp \left[\beta\left(\Omega_{a}-Q_{\alpha}\right)\right]=\underset{i \notin \alpha}{\operatorname{Tr}} \exp [\beta(\Omega-Q)],  \tag{7}\\
\Omega_{\alpha}=-T \ln Z_{\alpha}=-T \operatorname{lin}_{i \in \alpha} \operatorname{Tr} \exp \left(-\beta Q_{\alpha}\right) . \tag{8}
\end{gather*}
$$

Let us denote the operator that describes the occupancy of some subcluster $\gamma=\{i, j, \ldots, l\}$ of cluster $\alpha$ by $n_{\gamma}=n_{i} n_{j} \ldots n_{l}$. The $Q_{\alpha}$ quasi-Hamiltonian of the cluster can then be written in a compact form as the sum over all possible occupancies $n_{\gamma}$ in this cluster,

$$
\begin{gather*}
Q_{\alpha}=\sum_{i}\left(-\lambda_{i}+\psi_{i}^{\alpha}\right) n_{i}+\sum_{i<j}\left(v_{i j}+\psi_{i j}^{\alpha}\right) n_{i} n_{j}+\ldots  \tag{9}\\
\equiv \sum_{\gamma \subseteq \alpha}\left(v_{\gamma}+\psi_{\gamma}^{\alpha}\right) n_{\gamma} .
\end{gather*}
$$

Here, the $v_{\gamma}$ value for "one-site" occupancy $\gamma=i$ is $\left(-\lambda_{i}\right)$, and the $\psi_{\gamma}^{\alpha}$ values describe the renormalization of the $v_{\gamma}$ values, that is, the $\left(-\lambda_{i}\right)$ values and intracluster interactions $v_{i . . j}$, caused by cluster interaction with its environment. It follows from (8) and (9) that the mean occupancy $\left\langle n_{\gamma}\right\rangle$ for an arbitrary cluster $\alpha$ containing subcluster $\gamma$ is related to field $\psi_{\gamma}^{\alpha}$ in this cluster as

$$
\begin{equation*}
\left\langle n_{\gamma}\right\rangle=\left(\partial \Omega_{\alpha} / \partial \psi_{\gamma}^{\alpha}\right)_{T, v_{\gamma}} . \tag{10}
\end{equation*}
$$

To calculate thermodynamic potentials, for example, $\Omega$ in (4) or $F$ in (6), we must, first, express the total quasiHamiltonian $Q$ via cluster quasi-Hamiltonians $Q_{\alpha}$ in the form of an expansion that sufficiently rapidly converges as the size of clusters increases and, second, choose the type of clusters and the approximation for finding fields $\psi_{\gamma}^{\alpha}$.

The first problem is solved by the cumulant expansion method described in [19], which leads to the main equation for all cluster methods [19, Eq. (12)], namely,

$$
\begin{equation*}
Q=\sum_{\alpha} v_{\alpha} Q_{\alpha} . \tag{11}
\end{equation*}
$$

The choice of one or another approximation corresponds to retention in the right-hand side of Eq. (11) of only those clusters whose size $|\alpha|$ (the number of sites) does not exceed some maximum $|\alpha|_{\text {max }}$ value. The summation in (11) is therefore only performed over retained clusters of a maximum size and all their subclusters.

The geometric coefficients $\nu_{\alpha}$ and renormalizing fields $\psi_{\gamma}^{\alpha}$ in (9)-(11) for an arbitrary subcluster $\gamma$ of basis clusters should satisfy the constraint equations [19, Eqs. (13), (14)]

$$
\begin{equation*}
\sum_{\alpha \supseteq \gamma} v_{\alpha}=1, \quad \sum_{\alpha \supseteq \gamma} v_{\alpha} \psi_{\gamma}^{\alpha}=0, \tag{12}
\end{equation*}
$$

where the summations are over all clusters $\alpha$ containing subcluster $\gamma$. This, in particular, ensures equality of the coefficients of all $n_{\gamma}$ operators, that is, of $n_{i}, n_{i} n_{j}$, etc., in the left- and right-hand sides of (11).

It follows from definition (4) that the mean quasiHamiltonian $Q$ value over distribution (1) satisfies the usual thermodynamic equation

$$
\begin{equation*}
\langle Q\rangle=-\frac{\partial}{\partial \beta} \ln \operatorname{Tr} \exp (-\beta Q)=\frac{\partial}{\partial \beta}(\beta \Omega) . \tag{11}
\end{equation*}
$$

The integration of this equation in $\beta$ with $\langle Q\rangle$ found in approximation (11) taking into account (7) yields

$$
\begin{equation*}
\Omega=\sum_{\alpha} v_{\alpha} \Omega_{\alpha}, \tag{14}
\end{equation*}
$$

where $\Omega_{\alpha}$ is given by (8). This result takes into account Eq. (17) from [19], according to which the total derivative of the right-hand side of (14) with respect to each of the independent $\psi_{\gamma}^{\alpha}$ variables is zero, that is, $d \Omega / d \psi_{\gamma}^{\alpha}=0$.

The geometric $v_{\alpha}$ coefficients in (11) and (12) have a number of general properties discussed, for example, in $[10,19]$. Among these properties, note the "theorem
about internal clusters," that is, such subclusters that enter into only one basis cluster $\alpha_{m}$. For internal subclusters $\gamma$, the $v_{\gamma}$ coefficients in (11)-(14) and the corresponding $\psi_{\gamma}^{\alpha_{m}}$ fields in the basis clusters are zero. The internal clusters therefore make no contribution to the observed values and can be excluded from consideration. This theorem is used below in the method of cluster fields.

The cluster variation method contains no approximations other than those made to derive (11)-(14). Statistical properties are therefore calculated by solving system (10), (12). The dependence of fields $\psi_{\gamma}^{\alpha}$ and $\Omega_{\alpha}$ values in (8) on mean occupancies $\left\langle n_{\gamma}\right\rangle$ is determined analytically. This dependence is given by Eq. (20) in [19]. The $\left\langle n_{\gamma}\right\rangle$ values themselves are then given by the equation [19, Eq. (21)]

$$
\begin{equation*}
\beta v_{\gamma}=\sum_{\alpha \supseteq \gamma} v_{\alpha} l_{\gamma}^{\alpha}\{\langle n\rangle\}, \tag{15}
\end{equation*}
$$

where $l_{\gamma}^{\alpha}\{\langle n\rangle\}$ is some function of all $\left\langle n_{\zeta}\right\rangle$ given by Eq. (20) from [19].

Substituting $\left\langle n_{\gamma}\right\rangle$ found by (15) into Eq. (20) from [19] for $\psi_{\gamma}^{\alpha}$ and into Eq. (8) for $\Omega_{\alpha}$ solves the problem of finding potential $\Omega=\Omega\left(\lambda_{i}\right)$ in (14). However, the mean site occupancies $c_{i}$ and, accordingly, free energy $F\left\{c_{i}\right\}$ can more conveniently be used as independent variables in physical problems than the chemical potentials of sites $\lambda_{i}$ and potential $\Omega\left(\lambda_{i}\right) ; F\left\{c_{i}\right\}$ is related to $\Omega$ by (6). Equation (15) for one-particle occupancy $\gamma=i$ then determines the $\lambda_{i}\left\{c_{j}\right\}$ function, and (8) and (14) determine the $\Omega\left\{c_{i}\right\}$ function.

The cluster field method is a simplified version of the cluster variation method, in which one-site environment fields $\psi_{i}^{\alpha}$ are only included in cluster quasiHamiltonians (9), whereas interaction $\psi_{\gamma}^{\alpha}$ renormalizations with $|\gamma| \geq 2$ are neglected. Generally, Eq. (10) for many-particle averages $\left\langle n_{\gamma}\right\rangle$ with $|\gamma| \geq 2$ in clusters of different sizes $|\alpha|$ is then violated (in the complete cluster variation method, this equality is satisfied by introducing the corresponding renormalizing fields $\psi_{\gamma}^{\alpha}$ ). For this reason, the degree of self-consistency and, accordingly, the accuracy of the cluster field method should generally be lower than those of similar cluster variation method variants. The renormalizations of intracluster interactions or their thermodynamic contributions are, however, absent for some choices of basis clusters due to the theorem about internal subclusters mentioned above; that is, fields $\psi_{\gamma}^{\alpha}$ with $|\gamma| \geq 2$ or coefficients $v_{\alpha}$ in (11) and (14) vanish for clusters containing these fields. The cluster field method then becomes equivalent to the cluster variation method, and its self-
consistency and accuracy need not be inferior to those of the latter. The tetrahedron cluster-field approximation for the FCC lattice, developed in [14, 19], corresponds exactly to this case, and its high accuracy of describing realistic alloy models can be considered natural.

System (15) in the cluster field method is drastically simplified. As variables, site "activities" $y_{i}^{\alpha}$ entering in Eq. (8) for $\Omega_{\alpha}$ rather than $\psi_{i}^{\alpha}$ can conveniently be used,

$$
\begin{equation*}
y_{i}^{\alpha}=\exp \left[\beta\left(\lambda_{i}-\psi_{i}^{\alpha}\right)\right] . \tag{16}
\end{equation*}
$$

The partition function $Z_{\alpha}$ of a cluster in (8) has the form of a polynomial of $y_{l}^{\alpha}$ of degree $|\alpha|$,

$$
\begin{equation*}
Z_{\alpha}=\sum_{\gamma \subseteq \alpha} \exp \left(-\beta v_{\gamma}\right) \prod_{l \in \gamma} y_{l}^{\alpha}, \tag{17}
\end{equation*}
$$

where the last factor is the product of all activities $y_{l}^{\alpha}$ corresponding to the given occupancy $\gamma=\{i, j, \ldots, k\}$, that is, $y_{i}^{\alpha} y_{j}^{\alpha} \ldots y_{k}^{\alpha}$. Equation (10) takes the form

$$
\begin{equation*}
c_{i}=y_{i}^{\alpha} \partial \ln Z_{\alpha} / \partial y_{i}^{\alpha} . \tag{18}
\end{equation*}
$$

According to (17), the right-hand side of equality (18) is the ratio of two polynomials in $y_{j}^{\alpha}$. For each cluster $\alpha$, system (18) for the $y_{i}^{\alpha}\left\{c_{j}\right\}$ functions is usually easily solved numerically using the conjugate-gradient method. After solving this system, (17), (8), and (14) are used to find the $\Omega\left\{c_{i}\right\}$ potential, and Eqs. (16) and (12) for one-site occupancy $\gamma=i$ determine the site chemical potential $\lambda_{i}\left\{c_{j}\right\}$,

$$
\begin{equation*}
\lambda_{i}=T \sum_{\alpha \supseteq i} v_{\alpha} \ln y_{i}^{\alpha} . \tag{19}
\end{equation*}
$$

## 3. THE TETRAHEDRON CLUSTER-FIELD METHOD FOR THE BCC LATTICE

The tetrahedron cluster-field method for the BCC lattice can more conveniently be discussed if we first give the equations for the thermodynamic potential $\Omega\left\{c_{i}\right\}$ and the site chemical potential $\lambda_{i}\left\{c_{j}\right\}$ in the more simple mean-field and pair cluster approximations. For simplicity, consider the pair interaction case when Hamiltonian (3) contains only the first sum. Interaction $v_{i j}$ between atoms in sites $i$ and $j$ will be written as $\delta_{i j, n} v_{n}$, where $\delta_{i j, n}$ is nonzero and equals 1 only if sites $i$ and $j$ are $n$th neighbors in the lattice, and $v_{n}$ is the
interaction value. The mean-field equations for $\Omega\left\{c_{i}\right\}$ and $\lambda_{i}\left\{c_{j}\right\}$ then take the form (see, e.g., [21])

$$
\begin{gather*}
\Omega=T \sum_{i} \ln c_{i}^{\prime}-\frac{1}{2} \sum_{i, j, n} \delta_{i j, n} v_{n} c_{i} c_{j}  \tag{20}\\
\lambda_{i}=T \ln \frac{c_{i}}{c_{i}^{\prime}}+\sum_{j, n} \delta_{i j, n} v_{n} c_{j}
\end{gather*}
$$

where $c_{i}^{\prime}=1-c_{i}$. In the pair cluster approximation, all pairs of sites $i$ and $j$ for which $v_{i j}$ interactions are nonzero are considered. The $\Omega\left\{c_{i}\right\}$ and $\lambda_{i}\left\{c_{j}\right\}$ values are then given by [19, Eqs. (32)-(37)]

$$
\begin{gather*}
\Omega=T \sum_{i} \ln c_{i}^{\prime}+\frac{1}{2} \sum_{i, j, n} \delta_{i j, n} \Omega_{n}^{i j}  \tag{21}\\
\lambda_{i}=T \ln \frac{c_{i}}{c_{i}^{\prime}}+\sum_{j, n} \delta_{i j, n} \lambda_{n i}^{i j}
\end{gather*}
$$

Here,

$$
\Omega_{n}^{i j}=-T \ln \left(1-c_{i} c_{j} g_{n}^{i j}\right), \quad \lambda_{n i}^{i j}=T \ln \left(1-g_{n}^{i j} c_{j}\right),
$$

and the $g_{n}^{i j}$ function describes interaction $v_{i j}=v_{n}$ in terms of the Mayer function $f_{n}=\exp \left(-\beta v_{n}\right)-1$,

$$
\begin{gather*}
g_{n}^{i j}=2 f_{n} /\left[R_{n}^{i j}+1+f_{n}\left(c_{i}+c_{j}\right)\right],  \tag{22}\\
R_{n}^{i j}=\left\{\left[1+\left(c_{i}+c_{j}\right) f_{n}\right]^{2}-4 c_{i} c_{j} f_{n}\left(f_{n}+1\right)\right\}^{1 / 2} .
\end{gather*}
$$

If interaction is weak, $\beta v_{n} \ll 1$, the $g_{n}^{i j}$ function transforms into $\left(-\beta v_{n}\right)$, and Eq. (21) of the pair cluster approximation transforms into Eq. (20) of the meanfield approximation.

As follows from the discussion given below, simple mean-field (Eq. (20)) and, especially, pair cluster approximation (Eq. (21)) are usually sufficient for describing systems with extended interactions such as the Fe-Al-type alloys considered in Section 5. Strong correlations between nearest and next-nearest neighbors, however, arise in the systems with short-range and competing interactions discussed in Section 6. To correctly describe such systems, these correlations should be taken into account, at least, within tetrahedra of the type of the set of sites ( $a, b, c, d$ ) shown in Fig. 1. For example, the study of the model with $v_{2} / v_{1}=0.5$ and $v_{n>2}=0$ (suggested in [4] to describe $\mathrm{Fe}-\mathrm{Si}$ alloys) with the use of the mean-field approximation, the tetrahedron cluster variation method, and the Monte Carlo method [1] showed that the accuracy of the mean-field approximation for models of this type is fairly low (see Fig. 9), while the tetrahedron cluster variation method gives rather accurate results, just as for analogous mod-


Fig. 1. BCC lattice sites discussed in the text in relation to the choice of tetrahedral clusters and "residual" next-nearest neighbor interactions $v_{2}$ in the tetrahedron cluster-field method.
els in the FCC lattice [10]. At the same time, a similar high accuracy for the FCC lattice is also attained with the use of the much simpler tetrahedron cluster-field method described in [19]. Therefore, it seems desirable to develop a similar simplified version of the tetrahedron cluster variation method for the BCC lattice.

When the usual tetrahedron cluster variation method is used, we must consider all possible tetrahedra of neighboring sites of the ( $a, b, c, d$ ) type (Fig. 1), including, for example, the ( $a, b, d, l),(a, b, f, l)$ clusters, etc., as basis clusters. Each three-site subcluster $(a, b, d)$ then enters into two basis tetrahedra, and pair subclusters of the $(a, b)$ or $(a, c)$ type, into six or four basis tetrahedra, respectively. Therefore, all these subclusters are not internal, and so we must take into account all renormalization fields $\psi_{\gamma}^{\alpha}$ for all subclusters $\gamma$ in Eqs. (9) and (10) of the general cluster variation method. This makes the solution of these equations for nonuniform distributions $\left\{c_{i}\right\}$ a very complex task [19].

In the cluster field method, all subclusters except one-site ones should be internal in order that interaction renormalizations in them might be neglected. For this reason, basis clusters should have common vertices but not common edges; for the FCC lattice, this is illustrated by Fig. 1 in [19]. Therefore, that only four basis tetrahedra should pass through each BCC lattice site in the tetrahedron cluster-field method. These tetrahedra include all eight nearest-neighbor bonds which correspond to interaction $v_{1}$ (for shortness, $v_{1}$ bonds) and four of six bonds corresponding to next-nearest neighbor interactions $v_{2}$ ( $v_{2}$ bonds). Interactions $v_{2}$ that do not enter into basis tetrahedra can be taken into account using either mean-field or pair cluster approximation,
as in applying the tetrahedron cluster-field method to the FCC lattice [19].

Note, however, that when the $v_{2} / v_{1}$ ratio between the competing interactions under consideration is not small, and the more distant interactions $v_{n>2}$ favoring ordering are small or absent, such a simplified treatment of the "residual" (not included into basis clusters) contribution of interactions $v_{2}$ can cause difficulties at low temperatures, especially if the pair cluster approximation is used. This manifests itself by the formal arising of "anti-Curie" points in calculations and the disappearance of the $B_{2}$ and $D 0_{3}$ orderings at low temperatures, which is similar to the appearance of anti-Curie points in describing Heisenberg antiferromagnets in the pair cluster approximation [22]. These difficulties arise because the ground state of the pair cluster under consideration then differs from the ground state of the whole system. For this reason, in constructing the tetrahedron cluster-field method for the BCC lattice, we will describe this residual contribution of $v_{2}$ interactions in the simple mean-field rather than pair cluster approximation. The difficulties with the anti-Curie point for realistic interaction models will then arise only at very low temperatures, when the phase transformations are already "frozen" by kinetic factors. As concerns physically interesting temperatures, it is shown below that the accuracy of the tetrahedron cluster-field approximation at these temperatures usually remains fairly high.

The contributions of interactions of more distant neighbors $v_{n>2}$ can be taken into account in both pair cluster and mean-field approximations. For the usual interaction models the results virtually coincide, and for definiteness, we will describe these contributions in the pair cluster approximation. Also note that the choice of basis tetrahedra mentioned above and "residual" interactions $v_{2}$ described in the mean-field approximation is generally not unique. For example, if we choose the $(a, b, c, d),(a, e, f, m),(a, i, j, k)$, and $(a, g$, $h, n)$ or $(a, d, e, k),(a, b, f, n),(a, h, i, d)$, and $(a, g, j, m)$ tetrahedra as four basis tetrahedra that pass through site $a$ in Fig. 1, the $(a, l)$ and $(a, p) v_{2}$ bonds and also all other $v_{2}$ bonds parallel to the $z$ axis will be described in the mean-field approximation. Four other similar choices of basis tetrahedra are possible, in which all $v_{2}$ bonds parallel to the $x$ or $y$ axis are described in the mean-field approximation, and there is a total of six variants for choosing tetrahedron basis clusters. If the distribution of site occupancies $\left\{c_{i}\right\}$ has cubic symmetry (as, for example, in a homogeneous phase with $B 2$ or $D 0_{3}$ ordering or in a disordered phase), the results obtained in thermodynamic potential $\Omega\left\{c_{i}\right\}$ and site chemical potential $\lambda_{i}\left\{c_{i}\right\}$ calculations by (14) and (19) do not depend on the variant that is used. However, such calculations for an arbitrary nonuniform distribution $\left\{c_{i}\right\}$ may depend on the selected set of basis tetrahedra. Generally, calculation results should therefore be aver-
aged over all six possible variants of choosing basis clusters.

All things considered, we can rewrite (14) and (19) for the $\Omega$ and $\lambda_{i}$ values in the tetrahedron cluster field method for the BCC lattice in a form similar to Eqs. (13)-(21) from [14] obtained for the FCC lattice,

$$
\begin{gather*}
\Omega=T \sum_{i} \ln c_{i}^{\prime}-T \frac{1}{6} \sum_{s=1}^{6} \sum_{\{i, j, k, l\} \in t_{s}} \ln \left(Z_{i j k l} c_{i}^{\prime} c_{j}^{\prime} c_{k}^{\prime} c_{l}^{\prime}\right)  \tag{23}\\
\\
-\frac{1}{6} \sum_{i, j} \delta_{i j, 2} V_{2} c_{i} c_{j}+\frac{1}{2} \sum_{i, j, n>2} \delta_{i j, n} \Omega_{n}^{i j}  \tag{24}\\
\lambda_{i}=T \ln \frac{c_{i}}{c_{i}^{\prime}}+T \frac{1}{6} \sum_{s=1}^{6} \sum_{\{j, k, l\} \in t_{s}^{i}} \ln \left(\frac{y_{i}^{i j k l} c_{i}^{\prime}}{c_{i}}\right) \\
\\
+\frac{1}{3} \sum_{j} \delta_{i j, 2} V_{2} c_{j}+\sum_{j, n>2} \delta_{i j, n} \lambda_{n i}^{i j} .
\end{gather*}
$$

Here, $\Omega_{n}^{i j}$ and $\lambda_{n i}^{i j}$ in the last sums are the same as in (21), and the denotation $t_{s}$ or $t_{s}^{i}$ in the second term in (23) or (24) refers to the basis tetrahedron corresponding to one of six variants $s$ of choosing basis clusters described above. At a given choice $s$, the summation in (23) is over all tetrahedra $t_{s}$ in the lattice corresponding to this choice, and the summation in (24) is over the four $t_{s}^{i}$ tetrahedra that contain site $i$. The results obtained by (23) and (24) are then averaged over six possible cluster choice variants $s$. The $Z_{\alpha}$ value in (23) with $\alpha=\{i, j, k, l\}$ is the partition function of the tetrahedral cluster [Eq. (17)], and $y_{i}^{\alpha}$ in (24) is the activity [Eq. (16)] of site $i$ in this cluster. If, when writing $\alpha=$ $\{i, j, k, l\}$, we suppose that the neighboring pairs of indices $(i, j),(j, k),(k, l)$, and $(l, i)$ correspond to the nearest lattice sites, and "nonneighboring" pairs $(i, k)$ and $(j, l)$, to next-nearest sites, the partition function $Z_{\alpha}$ takes the form similar to Eq. (21) from [21] for the FCC lattice,

$$
\begin{gather*}
Z_{\alpha}=1+\sum_{p} y_{p}^{\alpha}+\zeta_{1}\left(y_{i}^{\alpha} y_{j}^{\alpha}+y_{j}^{\alpha} y_{k}^{\alpha}+y_{k}^{\alpha} y_{l}^{\alpha}+y_{l}^{\alpha} y_{i}^{\alpha}\right) \\
+\zeta_{2}\left(y_{i}^{\alpha} y_{k}^{\alpha}+y_{j}^{\alpha} y_{l}^{\alpha}\right)+\zeta_{1}^{2} \zeta_{2}\left(y_{i}^{\alpha} y_{j}^{\alpha} y_{k}^{\alpha}+y_{j}^{\alpha} y_{k}^{\alpha} y_{l}^{\alpha}\right.  \tag{25}\\
\left.\quad+y_{k}^{\alpha} y_{l}^{\alpha} y_{i}^{\alpha}+y_{l}^{\alpha} y_{i}^{\alpha} y_{j}^{\alpha}\right)+\zeta_{1}^{4} \zeta_{2}^{2} y_{i}^{\alpha} y_{j}^{\alpha} y_{k}^{\alpha} y_{l}^{\alpha}
\end{gather*}
$$

Here, $\zeta_{1}=\exp \left(-\beta v_{1}\right) ; \zeta_{2}=\exp \left(-\beta v_{2}\right) ;$ index $p$ is $i, j, k$, or $l$; and the dependence of $y_{p}^{\alpha}$ on site occupancies $c_{p^{\prime}}$ in the cluster is found from system (18). As with FCC lattices (see [19] and [14]), this system of four algebraic equations for each tetrahedron $\alpha$ is easily solved
numerically by the conjugate-gradient method. If interaction is weak, $\beta v_{n} \ll 1$, Eqs. (23) and (24) of the tetrahedron cluster-field method and also Eq. (21) of the pair cluster approximation transform into Eq. (20) of the mean-field approximation.

## 4. THERMODYNAMIC POTENTIALS IN THE $B 2$ AND $D 0_{3}$ PHASES

In this section, we apply general equations (20)-(24) to calculate the thermodynamic potentials of the $B 2$ and $D 0_{3}$ phases; the results are used below to construct phase diagrams. The structure of these phases and the mean-field approximation equations for their thermodynamic potentials are described, for example, in [1-5, 13]. The necessary relations are as follows. For the $B 2$ homogeneous phase, the mean occupancy $c_{i}$ of site $i$ with lattice vector $\mathbf{R}_{i}$ can be written through the mean concentration $c$ and order parameter $\eta$ as

$$
\begin{equation*}
c_{i}=c+\eta \cos \left(\mathbf{g}_{1} \cdot \mathbf{R}_{i}\right) \tag{26}
\end{equation*}
$$

where $\mathbf{g}_{1}=[111] 2 \pi / a$ is the $B 2$ superstructure vector and $a$ is the BCC lattice constant. Equation (26) describes the presence of two sublattices, $a$ and $b$, in the $B 2$ phase. These sublattices are shifted with respect to each other by vector [111]a/2 (see Fig. 1) and have the following site occupancies:

$$
\begin{equation*}
c_{a}=c+\eta, \quad c_{b}=c-\eta . \tag{27}
\end{equation*}
$$

The $D 0_{3}$ structure corresponds to a further splitting of the "enriched" sublattice of the $B 2$ phase (if $\eta>0$, this is sublattice $a$ ) into two different sublattices and to the presence of two order parameters, $\eta$ and $\zeta$. The occupancies $c_{i}$ can then be written as [13]

$$
\begin{gather*}
c_{i}=c+\eta \cos \left(\mathbf{g}_{1} \cdot \mathbf{R}_{i}\right) \\
+2 \zeta\left[\theta(\eta) \cos \left(\mathbf{g}_{2} \cdot \mathbf{R}_{i}\right)+\theta(-\eta) \sin \left(\mathbf{g}_{2} \cdot \mathbf{R}_{i}\right)\right] \tag{28}
\end{gather*}
$$

where $\mathbf{g}_{2}=[111] \pi / a$ is the $D 0_{3}$ superstructure vector and $\theta(x)$ is the step function, equal to unity at $x>0$ and zero at $x<0$. Equation (28) describes the presence of three sublattices, $a, b$, and $c$, with the occupancies

$$
\begin{equation*}
c_{a}=c+\eta+2 \zeta, \quad c_{b}=c-\eta, \quad c_{c}=c+\eta-2 \zeta \tag{29}
\end{equation*}
$$

For example, if site $a$ in Fig. 1 corresponds to the first sublattice in (29), then the $b, d, e, \ldots$ sites correspond to the second sublattice, and the $c, k, l, \ldots$ sites, to the third one. If $D 0_{3}$ ordering is complete, we have $\eta=\zeta=c$, $c_{a}=4 c$, and $c_{b}=c_{c}=0$ in (29); that is, the first sublattice is only occupied. In the mean-field approximation, the expression for the free energy per atom $f=F / N$ (where $N$ is the total number of atoms, that is, lattice
sites) in the $B 2$ phase according to Eqs. (6), (20), and (26) can be written as

$$
\begin{gather*}
f_{B 2}^{M F A}=T \frac{1}{2}\left(c_{a} \ln c_{a}+c_{a}^{\prime} \ln c_{a}^{\prime}+c_{b} \ln c_{b}+c_{b}^{\prime} \ln c_{b}^{\prime}\right)  \tag{30}\\
+ \\
+\frac{1}{2} V_{0} c^{2}+\frac{1}{2} V_{\mathbf{g}_{1}} \eta^{2}
\end{gather*}
$$

where $c_{p}^{\prime}=1-c_{p}$ and $V_{0}$ or $V_{\mathbf{g}_{1}}$ is the Fourier component of the interaction $v_{i j}=v\left(\mathbf{R}_{i}-\mathbf{R}_{j}\right)$,

$$
\begin{equation*}
V_{\mathbf{k}}=\sum_{\mathbf{r}} v(\mathbf{r}) \cos (\mathbf{k} \cdot \mathbf{r}) \tag{31}
\end{equation*}
$$

for the wave vector $\mathbf{k}=0$ or $\mathbf{k}=\mathbf{g}_{1}$. The equilibrium order parameter $\eta=\eta(c, T)$ for the given concentration $c$ and temperature $T$ can then be found either from the condition of the equality of the chemical potentials of the sublattices $\lambda_{a}=\lambda_{b}$ calculated by (19) or from the equivalent condition of minimum (with respect to $\eta$ ) free energy (30) at given $c$ and $T$. Similarly, for the $D 0_{3}$ phase, the free energy in the mean-field approximation is given by the equation

$$
\begin{align*}
& f_{D 0_{3}}^{M F A}=T \frac{1}{4}\left[c_{a} \ln c_{a}+c_{a}^{\prime} \ln c_{a}^{\prime}+2\left(c_{b} \ln c_{b}+c_{b}^{\prime} \ln c_{b}^{\prime}\right)\right.  \tag{32}\\
& \left.\quad+c_{c} \ln c_{c}+c_{c}^{\prime} \ln c_{c}^{\prime}\right]+\frac{1}{2} V_{0} c^{2}+\frac{1}{2} V_{\mathbf{g}_{1}} \eta^{2}+V_{\mathbf{g}_{2}} \zeta^{2} .
\end{align*}
$$

Here, occupancies $c_{a}, c_{b}$, and $c_{c}$ are related to the $\eta$ and $\zeta$ order parameters by (29) and $V_{\mathbf{g}_{2}}$ is the Fourier component of interaction (31) for $\mathbf{k}=\mathbf{g}_{2}$. The equilibrium $\eta(c, T)$ and $\zeta(c, T)$ values are found either from the equality of the chemical potentials of the sublattices $\lambda_{a}=\lambda_{b}=\lambda_{c}$ or from the equivalent conditions of minimum free energy (32) with respect to $\eta$ and $\zeta$.

In the pair cluster approximation (PCA), the general equations for free energy $f$ and chemical potential $\lambda_{p}$ in sublattice $p$ for an arbitrary homogeneous phase follow from (6) and (21),

$$
\begin{gather*}
f^{P C A}=\omega+\sum_{p} \xi_{p} \lambda_{p} \\
\omega=\sum_{p} \nu_{p}\left(\ln c_{p}^{\prime}+\frac{1}{2} \sum_{q, n} z_{n p}^{q} \Omega_{n}^{p q}\right),  \tag{33}\\
\lambda_{p}^{P C A}=T \ln \frac{c_{p}}{c_{p}^{\prime}}+\sum_{q, n} z_{n p}^{q} \lambda_{n p}^{p q}
\end{gather*}
$$

Here, $\omega=\Omega / N$ is the thermodynamic potential per atom, $v_{p}$ is the fraction of sites of type $p$ in the given phase, $z_{n p}^{q}$ is the number of sites of type $q$ in the $n$th
coordination sphere of site $p$, and $\Omega_{n}^{p q}$ and $\lambda_{n p}^{p q}$ are given as $\Omega_{n}^{i j}$ and $\lambda_{n i}^{i j}$ in (21) at $c_{i}=c_{p}$ and $c_{j}=c_{q}$. For the $B 2$ phase, the $p$ index in (33) in the notation of (27) is $a$ or $b ; v_{a}=v_{b}=1 / 2$; and the nonzero $z_{n p}^{q}$ values, for example, for the first four neighbors $n$, are given by

$$
\begin{array}{cc}
z_{1 a}^{b}=z_{1 b}^{a}=8, & z_{2 a}^{a}=z_{2 b}^{b}=6, \\
z_{3 a}^{a}=z_{3 b}^{b}=12, & z_{4 a}^{b}=z_{4 b}^{a}=24 . \tag{34}
\end{array}
$$

Similarly, for the $D 0_{3}$ phase, the $v_{p}$ and $z_{n p}^{q}$ parameters in (33) in the notation of (29) are

$$
\begin{gather*}
\mathrm{v}_{a}=\mathrm{v}_{c}=1 / 4, \quad \mathrm{v}_{b}=1 / 2, \\
z_{1 a}^{b}=z_{1 c}^{b}=8, \quad z_{1 b}^{a}=z_{1 b}^{c}=4, \\
z_{2 a}^{c}=z_{2 c}^{a}=z_{2 b}^{b}=6, \quad z_{3 a}^{a}=z_{3 c}^{c}=z_{3 b}^{b}=12,  \tag{35}\\
z_{4 a}^{b}=z_{a c}^{b}=24, \quad z_{4 b}^{a}=z_{4 b}^{c}=12 .
\end{gather*}
$$

In the tetrahedron cluster-field approximation (TCA), the contributions of interactions $v_{1}$ and $v_{2}$ between the nearest and next-nearest neighbors in (21) are described by the second and third terms of (23) and (24). For the $B 2$ and $D 0_{3}$ homogeneous phases, this leads to the replacement of the terms with $n=1$ and $n=2$ in Eqs. (33) for $\omega$ and $\lambda_{p}$ by the terms

$$
\begin{gather*}
\omega^{T C A}\left(v_{1}, v_{2}\right)=-T \ln \left(Z_{\alpha} c_{i}^{\prime} c_{j}^{\prime} c_{k}^{\prime} c_{l}^{\prime}\right) \\
-\frac{1}{6} \sum_{p, q} v_{p} z_{2 p}^{q} v_{2} c_{p} c_{q},  \tag{36}\\
\lambda_{p}^{T C A}\left(v_{1}, v_{2}\right)=4 T \ln \frac{y_{p}^{\alpha} c_{p}^{\prime}}{c_{p}}+\frac{1}{3} \sum_{q} z_{2 p}^{q} v_{2} c_{q}, \tag{37}
\end{gather*}
$$

where the notation is the same as in (23) and (24). If, in addition, site $i$ in tetrahedral cluster $\alpha$ in (36) and (37) corresponds to sublattice $a$ in (27) and (29), the $c_{i}, c_{j}$, $c_{k}$, and $c_{l}$ occupancies in the $B 2$ phase are related to $c_{a}$ and $c_{b}$ as $c_{i}=c_{k}=c_{a}$ and $c_{j}=c_{l}=c_{b}$. For the $D 0_{3}$ phase, similar relations have the form $c_{i}=c_{a}, c_{j}=c_{l}=c_{b}$, and $c_{k}=c_{c}$.

Next, consider spinodals for the $B 2$ and $D 0_{3}$ type ordering (for brevity, the $B 2$ and $D 0_{3}$ spinodals), that is, the $T=\theta(c)$ curves in the $c, T$ plane that are boundaries of alloy stability with respect to these orderings. The general condition of the stability of the distribution of occupancies $\left\{c_{i 0}\right\}$ with respect to the arising of a con-
centration wave with the superstructure vector $\mathbf{k}_{s}$, that is, with respect to small fluctuations $\delta c_{i}$ of the form

$$
\begin{equation*}
\delta c_{i}=c_{i}-c_{i 0}=\eta_{s} \cos \left(\mathbf{k}_{s} \cdot \mathbf{R}_{i}\right) \tag{38}
\end{equation*}
$$

is a positive value of the coefficient of $\eta_{s}^{2}$ in the expansion of free energy $F\left\{c_{i}\right\}$ in powers of $\delta c_{i}$ at small $\eta_{s}$ values. The condition of vanishing of this coefficient gives the equation for the ordering spinodal

$$
\begin{equation*}
\sum_{i, j} S_{i j} \cos \left(\mathbf{k}_{s} \cdot \mathbf{R}_{i}\right) \cos \left(\mathbf{k}_{s} \cdot \mathbf{R}_{j}\right)=0 \tag{39}
\end{equation*}
$$

where the $S_{i j}=\partial^{2} F / \partial c_{i} \partial c_{j}$ derivatives, called below the "thermodynamic stiffnesses" matrix or simply "stiffnesses," are calculated for the initial state $\left\{c_{i}\right\}=\left\{c_{i 0}\right\}$. For the $B 2$ spinodal, this state is the disordered BCC phase $A 2$, in which $S_{i j}$ value only depends on the relative distance $\mathbf{r}_{i j}=\mathbf{R}_{i}-\mathbf{R}_{j} ; \mathbf{k}_{s}$ is the $\mathbf{g}_{1}$ vector from (26); the $\cos \left(\mathbf{k}_{s} \cdot \mathbf{R}_{i}\right)$ values are 1 or -1 ; and spinodal equation (39) reduces to the condition of vanishing of the Fourier component $S_{\mathbf{k}}$ of the $S_{i j}=S\left(\mathbf{r}_{i j}\right)$ function for $\mathbf{k}=\mathbf{g}_{1}$,

$$
\begin{equation*}
\sum_{\mathbf{r}} S(\mathbf{r}) \cos \left(\mathbf{g}_{1} \cdot \mathbf{r}\right)=0 \tag{40}
\end{equation*}
$$

For the $D 0_{3}$ spinodal, the initial state is the $B 2$ phase, $\mathbf{k}_{s}$ is the vector $\mathbf{g}_{2}$ in (28), and the factor $\cos \left(\mathbf{k}_{s} \cdot \mathbf{R}_{i}\right)$ in (38) and (39) vanishes in all sites of "depleted" sublattice $b$ in (26) and (27). Equation (39) can therefore be written as

$$
\begin{equation*}
\sum_{\mathbf{r}_{a}} S\left(\mathbf{r}_{a}\right) \cos \left(\mathbf{g}_{2} \cdot \mathbf{r}_{a}\right)=0 \tag{41}
\end{equation*}
$$

where the summation is taken only over vectors $\mathbf{r}_{a}=$ $\mathbf{R}_{j}^{a}-\mathbf{R}_{0}^{a}$ of the enriched sublattice $a$.

Let us write the explicit equations for the spinodals in the approximations under consideration. For the mean-field approximation, it follows from Eqs. (6) and (20) that the stiffness $S_{i j}$ has the form

$$
\begin{equation*}
S_{i j}^{M F A}=\delta_{i j}\left(\frac{T}{c_{i} c_{i}^{\prime}}\right)+\delta_{i j, n} v_{n} . \tag{42}
\end{equation*}
$$

Substituting this $S_{i j}$ value into (40) and (41) yields the well-known mean-field approximation equations for
ordering spinodals $\theta(c)$, see, e.g., [23],

$$
\begin{gather*}
\theta_{B 2}^{M F A}=\left(-V_{\mathbf{g}_{1}}\right) c c^{\prime} \\
=\left(8 v_{1}-6 v_{2}-12 v_{3}+24 v_{4}\right) c(1-c),  \tag{43}\\
\theta_{D 0_{3}}^{M F A}=\left(-V_{\mathbf{g}_{2}}\right) c_{a} c_{a}^{\prime} \\
=\left(6 v_{2}-12 v_{3}\right)(c+\eta)(1-c-\eta),
\end{gather*}
$$

where $V_{\mathbf{g}_{1}}, V_{\mathbf{g}_{2}}$, and $c_{a}$ are the same as in (30), (32), and (27). Here and below, explicit equations for the spinodals for illustration purposes are given for models with interactions $v_{n}$ up to the fourth neighbors (for shortness: four-neighbor-interaction models). Equations (43), in particular, show that increasing the $v_{2} / v_{1}$ ratio suppresses $B 2$ ordering while the negative $v_{3}$ values (characteristic of the $\mathrm{Fe}-\mathrm{Al}$ alloy models discussed below) promote both the $B 2$ and $D 0_{3}$ ordering.

The general equations for stiffnesses $S_{i j}$ in the cluster field method were considered in [6] (see Eqs. (10) and (11) in [6]). In the pair cluster approximation, "reduced" stiffnesses $\beta S_{i j}$ has the form [6, Eq. (23)]

$$
\begin{equation*}
\beta S_{i j}^{P C A}=\delta_{i j}\left(\frac{1}{c_{i} c_{i}^{\prime}}+\sum_{k, n} a_{n}^{i k}\right)-\frac{\delta_{i j, n} f_{n}}{R_{n}^{i j}} . \tag{44}
\end{equation*}
$$

Here, $f_{n}$ and $R_{n}^{i j}$ are the same as in (22), and $a_{n}^{i j}$ can be written in terms of these quantities as follows:

$$
\begin{equation*}
a_{n}^{i j}=4 c_{j} c_{j}^{\prime} f_{n}^{2} / R_{n}^{i j}\left[\left(R_{n}^{i j}+1\right)^{2}-f_{n}^{2}\left(c_{i}-c_{j}\right)^{2}\right] . \tag{45}
\end{equation*}
$$

Substituting (44) into general equations (40) and (41) yields the equations of the pair cluster approximation for the $B 2$ and $D 0_{3}$ spinodals. For example, for models with interactions up to the fourth neighbors, the $B 2$ spinodal $\theta_{B 2}^{P C A}$ is determined by the equation

$$
\begin{align*}
& \frac{1}{c c^{\prime}}+\left(8 a_{1}+6 a_{2}+12 a_{3}+24 a_{4}\right) \\
& +8 \frac{f_{1}}{R_{1}}-6 \frac{f_{2}}{R_{2}}-12 \frac{f_{3}}{R_{3}}+24 \frac{f_{4}}{R_{4}}=0, \tag{46}
\end{align*}
$$

where $a_{n}=4 c c^{\prime} f_{n}^{2} / R_{n}\left(R_{n}+1\right)^{2}$ and $R_{n}=\left(1+4 c c^{\prime} f_{n}\right)^{1 / 2}$. According to (41), the equation for the $D 0_{3}$ spinodal $\theta_{D 0_{3}}^{P C A}$ in the pair cluster approximation for the same model has the form

$$
\begin{gather*}
\frac{1}{c_{a} c_{a}^{\prime}}+\left(8 a_{1}^{a b}+6 a_{2}^{a a}+12 a_{3}^{a a}+24 a_{4}^{a b}\right) \\
+6 \frac{f_{2}}{R_{2}^{a a}}-12 \frac{f_{3}}{R_{3}^{a a}}=0 \tag{47}
\end{gather*}
$$

where the $a_{n}^{i i}$ and $R_{n}^{i j}$ values with $i$ and $j$ equal to $a$ or $b$ are given by (45), (22), and (27). If interactions are weak, $\beta_{v_{n}} \ll 1$, Eqs. (46) and (47) of the pair cluster approximation transform into (43) of the mean-field approximation.

In the tetrahedron cluster-field approximation, the contributions to the stiffnesses made by the nearest and next-nearest neighbor interactions $v_{1}$ and $v_{2}$, that is, the terms with $n=1$ and $n=2$ in Eq. (44) of the pair cluster approximation, should be replaced by the contribution $S_{i j}\left(v_{1}, v_{2}\right)=\partial \lambda_{i}\left(v_{1}, v_{2}\right) / \partial c_{j}$ corresponding to the derivatives of the second and third terms in (24). As both the $B 2$ and $D 0_{3}$ phases that we are considering have cubic symmetry, the form of (40) and (41) is independent of the choice of variant $s$ of division into clusters in (24), and both index $s$ and averaging over $s$ can be omitted. Using Eq. (11) from [6] to determine the $\partial \lambda_{i}\left(v_{1}, v_{2}\right) / \partial c_{j}$ derivatives, we can write this contribution in the form

$$
\begin{gather*}
\beta S_{i j}^{T C A}\left(v_{1}, v_{2}\right)=\delta_{i j}\left(\sum_{k, l, m \in t^{\prime}} S_{i i}^{i k l m}-\frac{4}{c_{i} c_{i}^{\prime}}\right)  \tag{48}\\
+\delta_{i j, 1} S_{i j}^{i j k l}+\delta_{i j, 2}\left(S_{i j}^{i k j l}+\frac{\beta v_{2}}{3}\right),
\end{gather*}
$$

where the matrix $S_{i j}^{\alpha}$ for cluster $\alpha$ is inverse to the matrix $A_{i j}=\partial c_{i} / \partial \ln y_{j}^{\alpha}$,

$$
\begin{gather*}
S_{i j}^{\alpha}=\left(A^{-1}\right)_{i j}, \\
A_{i j}=\delta_{i j} c_{i} c_{i}^{\prime}+\left(1-\delta_{i j}\right)\left(\frac{y_{i}^{\alpha} y_{j}^{\alpha}}{Z_{\alpha}}-c_{i} c_{j}\right) . \tag{49}
\end{gather*}
$$

Substituting (48) into (40) and (41) gives the tetrahedron cluster-field approximation equations for the $B 2$ and $D 0_{3}$ spinodals. For example, in the fourth-neigh-bor-interaction model, Eq. (46) for $\theta_{B 2}^{T C A}$ transforms into

$$
\begin{gather*}
\frac{1}{c c^{\prime}}+4\left(S_{11}^{\alpha}-\frac{1}{c c^{\prime}}-2 S_{12}^{\alpha}+S_{13}^{\alpha}\right)+\left(12 a_{3}+24 a_{4}\right) \\
+2 v_{2}-12 \frac{f_{3}}{R_{3}}+24 \frac{f_{4}}{R_{4}}=0 . \tag{50}
\end{gather*}
$$

Here, the $S_{i j}^{\alpha}$ matrix elements are calculated according to (49), where the $i, j, k$, and $l$ sites of cluster $\alpha$ are numbered as $1,2,3$, and 4 and their occupancies $c_{1}=c_{2}=$ $c_{3}=c_{4}=c$ correspond to the disordered phase A2. Similarly, Eq. (47) of the tetrahedron cluster-field approxi-


Fig. 2. Phase diagrams $c, T^{\prime \prime}\left(T^{\prime}=T / v_{1}\right.$ is the reduced temperature) of a binary $\mathrm{A}_{c} \mathrm{~B}_{1-c} \mathrm{BCC}$ alloy calculated for model I in table. Here and below, the dashed line corresponds to the mean-field approximation; the dotted line, to the pair cluster approximation; and the solid line, to the tetrahedron cluster-field method. Solid circles correspond to Monte Carlo calculations [2]. The results obtained by the pair cluster and tetrahedron cluster-field approximations for models I, II, III, IV, and V (see table) and shown in Figs. 2, $3,4,5$, and 6 , respectively, coincide to within the accuracy of graphic representation.
mation for the $D 0_{3}$ spinodal in the same model transforms into

$$
\begin{gather*}
\frac{1}{c_{a} c_{a}^{\prime}}+4\left(S_{11}^{\alpha}-\frac{1}{c_{a} c_{a}^{\prime}}-S_{13}^{\alpha}\right) \\
+\left(12 a_{3}^{a a}+24 a_{4}^{a b}\right)-2 v_{2}-12 \frac{f_{3}}{R_{3}^{a a}}=0, \tag{51}
\end{gather*}
$$

where the $1,2,3$, and 4 sites of cluster $\alpha$ have occupancies $c_{1}=c_{3}=c_{a}$ and $c_{2}=c_{4}=c_{b}$ with the $c_{a}$ and $c_{b}$ values from (27) corresponding to the $B 2$ phase.

Reduced interactions $v_{n}^{\prime}=v_{n} / v_{1}$ for $\mathrm{Fe}-\mathrm{Al}$ models under consideration

| Model | I | II | III | IV | V |
| :---: | :---: | :---: | :---: | :---: | :---: |
| References | $[2,7]$ | $[2,8]$ | $[2,9]$ | $[5]$ | $[12]$ |
| $\mathrm{V}_{2}^{\prime}$ | 0.07 | 0.081 | 0.167 | 0.184 | -0.8 |
| $v_{3}^{\prime}$ | -0.23 | -0.305 | -0.208 | -0.844 | -0.5 |
| $v_{4}^{\prime}$ | -0.11 | - | - | - | - |

## 5. CALCULATIONS OF PHASE DIAGRAMS FOR Fe-Al ALLOY MODELS

Below, we study the accuracy of the mean-field, pair cluster, and tetrahedron cluster-field approximations used to calculate phase diagrams with $B 2$ - and $D 0_{3}$-type orderings in the BCC lattice. For this purpose, we will compare the results of such calculations with each other and with the available Monte Carlo studies [1, 2].

As has been mentioned, the accuracy of analytic methods sharply depends on the type of interactions in the system under consideration. In this section, we consider the $\mathrm{Fe}-\mathrm{Al}$ type alloy models for which interactions that determine ordering are fairly long-range. The table contains the literature estimates of the $v_{n}^{\prime}=v_{n} / v_{1}$ reduced interaction constants for these alloys. Models I, II, and III were suggested by Schmid and Binder [2] based on an analysis of the data on diffuse scattering in $\mathrm{Fe}-\mathrm{Al}$ alloys obtained in [7], [8], and [9], respectively. Model IV was suggested by Hasaka [5] based on fitting the observed $\mathrm{Fe}-\mathrm{Al}$ phase diagram to the mean-field approximation calculations. We will not take into account magnetic interactions discussed by Schmid and Binder [2] because their presence is of no importance for the problems under consideration. Comparisons with the calculations performed in [2] will only be made for the region of low magnetic atom concentrations (that is, for $x<0.5$ in $\mathrm{Fe}_{x} \mathrm{Al}_{1-x}$ ), in which the magnetic interaction contributions considered in [2] appear to be negligibly small. In addition, we consider model V used in [12], which corresponds to the presence of a broad two-phase $A 2-B 2$ region in the phase diagram, much broader than in real Al-Fe alloys, because this model illustrates the special features of phase transitions in systems of this type [12].

The phase diagrams calculated for models I-V are shown in Figs. 2-6. First, consider the phase diagrams for "realistic" models I-III obtained from direct experimental estimates of interaction constants [7-9]. The results shown in Figs. 2, 3, and 4 for these three models are qualitatively similar. The conclusions that can be drawn from their comparison are as follows.
(1) Mean-field calculations, even for systems with fairly long-range interactions, can involve substantial errors. First of all, they systematically overestimate the $A 2 \longrightarrow B 2$ second-order phase transition temperatures; that is, they shift the $\theta_{B 2}(c) B 2$ spinodal in the $(c, T)$ phase diagram upward. This overestimation can be characterized by the relative error $\delta_{c}$ in the critical temperature $T_{c}$ (that is, the $\theta_{B 2}$ spinodal maximum) with respect to the $T_{c}^{M C}$ value found by the Monte Carlo method: $\delta_{c}^{M F A}=\left(T_{c}^{M F A}-T_{c}^{M C}\right) / T_{c}^{M C}$. The errors $\delta_{c}^{M F A}$ for models I, II, and III amount to 40,16 , and $20 \%$, respectively.
(2) The use of the pair cluster approximation allows the description to be considerably refined compared with the mean-field calculations. The error in the criti-


Fig. 3. The same as in Fig. 2 for model II in table.


Fig. 5. The same as in Fig. 2 for model IV in table without Monte Carlo calculations.
cal temperature mentioned see above, that is, the $\delta_{c}^{P C A}=\left(T_{c}^{P C A}-T_{c}^{M C}\right) / T_{c}^{M C}$ value, obtained in calculations by the pair cluster method is 17,8 , and $8 \%$ for models I, II, and III, respectively; that is, this error is $2-2.5$ times lower than that of the mean-field calculations. Therefore, the use of the pair cluster approximation considerably increases the accuracy of calculations compared to the mean-field approximation without noticeably complicating them.


Fig. 4. The same as in Fig. 2 for model III in table.


Fig. 6. The same as in Fig. 5 for model V in table.
(3) The results obtained in the pair cluster and tetrahedron cluster-field approximations for models I-III virtually coincide because of the smallness of $v_{2}$ interactions, that is, the $v_{2} / T_{c}$ ratios, for these models. The contribution of $v_{2}$ is therefore effectively described by the pair cluster approximation, and the equations of the tetrahedron cluster-field approximation effectively transform into the equations of the pair cluster approximation.


Fig. 7. The same as in Fig. 5 for the model with $v_{2}^{\prime}=$ $v_{2} / v_{1}=0.3$ and $v_{n}>2=0$. The dash-and-dot lines indicate the anti-Curie point positions.


Fig. 8. The same as in Fig. 7 for the model with $v_{2}^{\prime}=0.4$, $v_{n}>2=0$.
(4) The accuracy of the approximate methods under consideration usually increases for models I-III as temperature decreases. The phase equilibria that include the $D 0_{3}$ phase are therefore described more accurately than the $A 2 \longrightarrow B 2$ transitions, especially when the pair cluster or tetrahedron cluster-field approximation is used.

For model IV, the "attraction" of the third neighbors $\left(-v_{3}\right)$, which favors ordering, is much stronger than for models I-III. For this reason, the accuracy of even the simple mean-field approximation (much more, of the pair cluster approximation) appears to be fairly high, and the difference of the $\delta_{c}^{M F A}$ and $\delta_{c}^{P C A}$ errors is two to three times smaller than for models I-III. Unlike from models I-IV, model V is characterized by non-nearest-neighbor interactions $v_{2}$ and $v_{3}$ that are not small and are negative; that is, these interactions favor $B 2$ ordering. For this reason, the accuracy of both the mean-field and pair cluster approximations is fairly high and the difference of the $\delta_{c}^{M F A}$ and $\delta_{c}^{P C A}$ errors is as low as $4 \%$; that is, it is three to five times smaller than for models I-III. The results obtained for models I-III (see above) allow us to expect that the exact transition temperatures for models IV and V should differ from the $T_{P C A}$ values calculated in the pair cluster approximation by no more than how much $T_{P C A}$ differs from $T_{M F A}$, that is, $\left(T_{P C A}-T_{e x}\right) \leqslant\left(T_{M F A}-T_{P C A}\right)$.

## 6. PHASE DIAGRAMS FOR SYSTEMS WITH SHORT-RANGE AND COMPETING INTERACTIONS

In this section, we consider the BCC alloy models in which "reduced" repulsive interactions between nextnearest neighbors $v_{2}^{\prime}=v_{2} / v_{1}$ are comparatively strong and the other interactions $v_{n}^{\prime}$ that favor ordering are absent or weak. As has been mentioned, the competition between the $v_{1}$ and $v_{2}$ interactions in such systems hinders the transition and decreases reduced ordering temperatures $T^{\prime}=T / v_{1}$. As a result, correlations between the occupancies of the nearest- and next-near-est-neighbor sites are of significance in the transition region.

Note that, as distinguished from the models of $\mathrm{Fe}-$ Al-type alloys considered above, there is no experimental evidence for the existence of BCC alloys of the type under consideration. The model with $v_{2}^{\prime}=0.5$ and $v_{n}^{\prime}=0$ was suggested in its time from considerations of simplicity of calculations in the simplest mean-field approximation [4]; the phase diagram obtained was similar to that observed for $\mathrm{Fe}-\mathrm{Si}$ alloys. Subsequent calculations by the cluster variation and Monte Carlo methods [18, 1], however, showed that the exact phase diagram for this model did not resemble the experimental one too closely. In addition, the available experimental data on interactions in metallic alloys show that these alloys as a rule involve fairly strong interactions between the third and more distant neighbors, which substantially influence the form of the phase diagrams [6-11, 14]. For this reason, the scale of correlations in the models described below may be substantially exaggerated compared with real alloys.

For brevity, models of interactions between two nearest neighbors with $v_{1}>v_{2} \geq 0, v_{n>2}=0$ will be called " $v_{2}^{\prime}$ models." Our calculations of the phase diagrams of $v_{2}^{\prime}$ models in the mean-field, pair cluster, and tetrahedron cluster-field approximations (Figs. 7-9) allow the following conclusions to be drawn.
(1) At small $v_{2}^{\prime} \lesssim 0.15$ values, the phase diagrams of $v_{2}^{\prime}$ models in the pair cluster and tetrahedron clus-ter-field approximations virtually coincide, as for the $\mathrm{Fe}-\mathrm{Al}$ alloy models discussed above. The use of the pair cluster (or tetrahedron cluster) approximation considerably refines the results of simple mean-field calculations. For example, for $v_{2}^{\prime}=0$ (that is, in the presence of only nearest neighbor interactions), the errors $\delta_{c}=$ $\left(T_{c}-T_{c}^{M C}\right) / T_{c}^{M C}$ for the mean-field and pair cluster approximations are 0.26 and 0.09 , respectively; that is, the pair cluster approximation gives a twice smaller error than the mean-field approximation.
(2) At larger $v_{2}^{\prime} \geq 0.25$, the accuracy of the pair cluster approximation begins to decrease sharply and becomes substantially lower than the accuracy of the tetrahedron cluster-field approximation. This is seen from Figs. 3 and 4. The pair cluster approximation underestimates the region of ordered phase stability on the side of high temperatures (the calculated $\theta_{B 2}^{P C A}$ spinodals lie below the $\theta_{B 2}^{T C A}$ spinodals) and on the side of low temperatures, where the above-mentioned antiCurie points $T_{a c}$ corresponding to the (fictitious) disappearance of the ordered phase become quite distinct.

Note that anti-Curie points are present in $v_{2}^{\prime}$ models at all $v_{2}^{\prime}>0$ in both pair cluster and tetrahedron clus-ter-field approximations. At small $v_{2}^{\prime}$, the $T_{a c}$ values are, however, very small compared with the $T_{c}$ critical temperature. For example, at $v_{2}^{\prime}=0.1$, the reduced critical temperature $T_{c}^{\prime}=T_{c} / v \approx 1.6$, and the reduced $T_{a c}^{\prime}=T_{a c} / v_{1}$ values at concentrations $c$ of 0.2 to 0.5 vary from $T_{a c}^{\prime} \approx 0.2$ to $T_{a c}^{\prime}=0.1$ according to the pair cluster calculations and from $T_{a c}^{\prime} \approx 0.1$ to $T_{a c}^{\prime}=0.03$ according to the tetrahedron cluster-field approximation. For this reason, the presence of anti-Curie points for small $v_{2}^{\prime}$ values is not significant for the physically interesting temperature range $T / T_{c} \gtrsim 0.3$.

If $v_{2}^{\prime} \gtrless 0.25$, anti-Curie $T_{a c}^{P C A}$ temperatures, however, sharply increase and the pair cluster approximation becomes inapplicable for describing $v_{2}^{\prime}$ models. For example, at $v_{2}^{\prime} \geq 0.421$, the $B 2$ ordered phase does
$T^{\prime}$


Fig. 9. The same as in Fig. 7 for model with $v_{2}^{\prime}=0.5$, $v_{n}>2=0$. Solid circles correspond to Monte Carlo calculations [1].
not appear at all in the pair cluster approximation. This is illustrated by the calculations shown in Figs. 7-9.
(3) Anti-Curie points are also present in the tetrahedron cluster calculations for $v_{2}^{\prime}$ models. The corresponding $T_{a c}$ values are, however, much lower than in the pair cluster approximation, and, for all $v_{2}^{\prime} \leq 0.5$ values under consideration, the $T_{a c}$ values are small compared with the $T_{c}$ critical temperature. This is illustrated by Figs. 7-9. Figure 9 shows that the phase diagram obtained for $v_{2}^{\prime}=0.5$ in the tetrahedron cluster-field approximation is in satisfactory agreement with the results of Monte Carlo calculations [1] at all $T \gtrsim 0.3 T_{c}$ that are not too low, although errors caused by the presence of anti-Curie points become noticeable at small $T \leq 0.2 T_{c}$. Figure 9 also shows that mean-field calculations for this model not only quantitatively, but also qualitatively, distort the form of the phase diagram, and, as mentioned, the pair cluster approximation is completely inapplicable to such models.

Next, note that at large $v_{2}^{\prime}$, the presence of even comparatively weak interactions between more distant neighbors that favor ordering can substantially change phase diagrams compared with "pure" $v_{2}^{\prime}$ models. For example, Fig. 10 shows that the addition of a very weak attraction corresponding to $v_{3}^{\prime}=-0.05$ to the $v_{2}^{\prime}$ model with $v_{2}^{\prime}=0.5$ noticeably broadens the region of ordered phase stability and decreases the difficulties of


Fig. 10. The same as in Fig. 7 for model with $v_{2}^{\prime}=0.5$, $v_{3}^{\prime}=-0.05$, and $v_{n}>3=0$.
the method related to the presence of the anti-Curie point by decreasing the $T_{a c} / T_{c}$ ratio more than twice. As has been mentioned above (and as illustrated by the $v_{n}^{\prime}$ values in the table), the presence of interactions between distant neighbors that favor ordering is typical of all alloys studied experimentally. Therefore, there is good reason to believe that, if alloys with large $v_{2}^{\prime}$ do exist in nature, they are also characterized by noticeable "attraction" of more distant neighbors and the accuracy of the tetrahedron cluster-field approximation for them should be substantially higher than for the $v_{2}^{\prime}$ model shown in Fig. 9.

## 7. CONCLUSIONS

The main results of this work are as follows. The cluster methods for describing the thermodynamic properties of alloys developed earlier were generalized to nonuniform and nonequilibrium atomic distributions. The tetrahedron cluster-fields method for BCC lattices was suggested; this method could also be used to describe alloys with strong short-range and competing interactions that hinder ordering. The accuracy of various statistical methods (the mean-field and pair cluster approximations and the tetrahedron cluster-field method developed in this work) for describing phase diagrams of BCC alloys with $B 2$ - and $D 0_{3}$-type orderings was studied. The results of calculations by various methods were compared with each other and with the available Monte Carlo results. The accuracy of various
methods was found to sharply depend on the type of interactions in the system, first of all, on the presence of competing interactions and correlations mentioned above, which impede ordering. In the absence of such correlations, in particular, for the $\mathrm{Fe}-\mathrm{Al}$-type alloys with long-range interactions, the use of the pair cluster approximation substantially refines the results obtained by the simple mean-field method without any noticeable complication of calculations. A comparison with the available Monte Carlo calculations allowed realistic estimates to be obtained for exact transition temperatures based on the temperature values calculated in the mean-field and pair cluster approximations. Employing both the mean-field and pair cluster approximations to systems with short-range and competing interactions may sharply distort the form of phase diagrams. At the same time, the use of the tetrahedron cluster field approximation for such systems enables one to fairly accurately calculate their phase diagrams for physically interesting temperature and concentration values. It is likely that taking into account interactions between the third and more distant neighbors, which are usually fairly noticeable in real alloys, should increase the accuracy of tetrahedron cluster calculations compared with the calculations described in this work.

## ACKNOWLEDGMENTS

The authors thank V.Yu. Dobretsov and K.D. Belashchenko for useful discussions. This work was financially supported by the Russian Foundation for Basic Research (project nos. 00-02-17692 and 00-15-96709).

## REFERENCES

1. B. Dünweg and K. Binder, Phys. Rev. B 36, 6935 (1987).
2. F. Schmid and K. Binder, Phys. Rev. B 46, 13553 (1992).
3. S. V. Semenovskaya, Phys. Status Solidi B 64, 291 (1974).
4. G. Inden, Acta Metall. 22, 945 (1974).
5. M. Hasaka, Trans. Jpn. Inst. Met. 21, 660 (1980).
6. V. G. Vaks, N. E. Zein, and V. V. Kamyshenko, J. Phys. F 18, 1641 (1988).
7. W. Schweika, Mater. Res. Soc. Symp. Proc. 166, 249 (1990).
8. V. Pierron-Bohnes, M. C. Cadeville, A. Finel, and O. Schaerpf, J. Phys. (Paris) 11, 247 (1991).
9. V. Pierron-Bohnes, S. Lefevbre, M. Bessiere, and A. Finel, Acta Metall. Mater. 38, 2701 (1991).
10. A. Finel, in Statics and Dynamics of Alloy Phase Transformations, Ed. by A. Gonis and P. E. A. Turchi (Plenum, New York, 1994), p. 495, NATO ASI Ser., Ser. B, Vol. 319.
11. R. V. Chepulskii and V. N. Bugaev, J. Phys.: Condens. Matter 10, 8771 (1998).
12. V. Yu. Dobretsov, V. G. Vaks, and G. Martin, Phys. Rev. B 54, 3227 (1996).
13. K. D. Belashchenko, G. D. Samolyuk, and V. G. Vaks, J. Phys.: Condens. Matter 11, 10567 (1999).
14. K. D. Belashchenko, V. Yu. Dobretsov, I. R. Pankratov, et al., J. Phys.: Condens. Matter 11, 10593 (1999).
15. I. R. Pankratov and V. G. Vaks, J. Phys.: Condens. Matter 13, 6031 (2001).
16. K. D. Belashchenko, I. R. Pankratov, G. D. Samolyuk, and V. G. Vaks, J. Phys.: Condens. Matter 14, 565 (2002).
17. R. Kikuchi, Phys. Rev. 81, 988 (1951).
18. R. Kikuchi and C. M. van Baal, Scr. Metall. 8, 425 (1974).
19. V. G. Vaks and G. D. Samolyuk, Zh. Éksp. Teor. Fiz. 115, 158 (1999) [JETP 88, 89 (1999)].
20. V. G. Vaks, Pis'ma Zh. Éksp. Teor. Fiz. 63, 447 (1996) [JETP Lett. 63, 471 (1996)].
21. K. D. Belashchenko and V. G. Vaks, J. Phys.: Condens. Matter 10, 1965 (1998).
22. V. G. Vaks and N. E. Zein, Zh. Éksp. Teor. Fiz. 67, 1082 (1974) [Sov. Phys. JETP 40, 537 (1974)].
23. M. A. Krivoglaz, Zh. Éksp. Teor. Fiz. 32, 1368 (1957) [Sov. Phys. JETP 5, 1115 (1957)].

Translated by V. Sipachev

# SOLIDS <br> Electronic Properties 

# Magnetic Field Effects on the Phonon Thermal Electromotive Force in $\boldsymbol{n}$-Bi-Sb Semiconducting Alloys 

N. A. Red'ko*, V. D. Kagan, N. A. Rodionov, and V. I. Pol'shin<br>Ioffe Physicotechnical Institute, Russian Academy of Sciences, ul. Politekhnicheskaya 26, St. Petersburg, 194021 Russia<br>*e-mail: nikolaj.a.redko@mail.ioffe.ru<br>Received December 15, 2002


#### Abstract

The phonon thermal electromotive force component $\alpha_{22}\left(\nabla T \| C_{1}\right)$ prevails in $n-\mathrm{Bi}_{1-x} \mathrm{Sb}_{x}(0.07 \leq$ $x \leq 0.16$ ) semiconducting alloys at low temperatures. This component increases by almost an order of magnitude in a classically strong transverse magnetic field $\mathbf{H}$ with $\mathbf{H} \| C_{3}$, which results in an increase in thermoelectric efficiency. The transverse Nernst-Ettingshausen coefficient $Q_{12,3}\left(\nabla T\left\|C_{1}, \mathbf{H}\right\| C_{3}\right)$ changes sign from negative at $T>10 \mathrm{~K}$ to positive at $T<10 \mathrm{~K}$. The observed characteristics of the phonon thermal electromotive force and the phonon transverse Nernst-Ettingshausen coefficient are explained in terms of the theory of electronphonon drag for electrons with a strongly anisotropic spectrum. © 2003 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The interaction of electrons with phonons in semiconductors causes not only their mutual scattering but also the drag effect, which can be observed for a nonequilibrium distribution of phonons, for instance, when there is a temperature gradient along a sample. The low-temperature thermal electromotive force (EMF) of semiconductors comprises two components, namely, the diffusion component caused by the redistribution of charge carriers under the action of a temperature gradient and the phonon component caused by the redistribution of charge carriers as a result of their collisions with phonons, which are in a nonequilibrium state in the presence of a temperature gradient. It follows that the contribution to the phonon thermal EMF is only made by the flux part of the phonon distribution function, which, in addition, is proportional to the temperature gradient. At low temperatures, the phonon thermal EMF component exceeds the diffusion component several or several dozen times depending on the degree of electron gas degeneracy.

The mechanism of carrier-phonon drag in solids in the presence of a temperature gradient was first predicted by Gurevich [1]. Currently, a large number of works have been published in which experimental data and the theory of the phonon drag of thermal EMF and thermomagnetic coefficients in semiconductors with isotropic electron energy spectra are described. A review of these works can be found, for instance, in monographs [2-5].

According to phonon drag theory, thermal EMF and thermomagnetic coefficients in semiconductors with isotropic electron energy spectra do not contain the
small factor $k T / \zeta$ present in diffusion coefficients [2]. Secondly, phonon thermal EMF does not depend on transverse magnetic fields, and the phonon transverse Nernst-Ettingshausen coefficient is zero. Here, $\zeta$ is the chemical potential of electrons in semiconductors.

However, according to theoretical work [6], thermal EMF in anisotropic semimetal bismuth does depend on the transverse magnetic field and the phonon transverse Nernst-Ettingshausen coefficient is nonzero.

The purpose of this work was to analyze the behavior of the phonon thermal EMF and the phonon transverse Nernst-Ettingshausen coefficient of $\mathrm{Bi}-\mathrm{Sb}$ semiconducting alloys depending on magnetic field and temperature. Previously [7, 8], we discussed the behavior of the diffusion thermal EMF and the diffusion transverse Nernst-Ettingshausen coefficient under temperature and magnetic field variations. These data were used to study the mechanisms of electron relaxation in alloys and to explain the maximum, which was observed in the magnetic field dependence of diffusion thermal EMF.

## 2. SAMPLES AND PROCEDURE FOR MEASUREMENTS

The temperature dependences of thermal EMF $\alpha_{22}(0)\left(\nabla T \| C_{1}\right)$ in the absence of a magnetic field and thermomagnetic effects $Q_{12,3}(H, T)\left(\nabla T\left\|C_{1}, \mathbf{H}\right\| C_{3}\right)$ and changes in the thermal EMF in a magnetic field $\Delta \alpha_{22}(H)=\alpha_{22}(H)-\alpha_{22}(0)$ were measured for single crystals of $\mathrm{Bi}_{1-x} \mathrm{Sb}_{x}(0.07 \leq x \leq 0.16)$ semiconducting alloys doped with tellurium as a donor impurity. The samples were cut on an electroerosion unit from the
middle part of a single crystalline ingot grown by the method of horizontal zone recrystallization. The samples were cut as $3 \times 3 \times 30 \mathrm{~mm}^{3}$ rectangular parallelepipeds, whose faces were perpendicular to the crystallographic axes $C_{1}, C_{2}$, and $C_{3}$. The largest sample dimension was along the $C_{1}$ bisector axis. The samples were etched with a $1: 1 \mathrm{C}_{2} \mathrm{H}_{5} \mathrm{OH}-\mathrm{HNO}_{3}$ solution. The main sample parameters are listed in the table.

The sample to be studied with heaters at its ends was soldered to the bottom of a vacuum chamber 18 mm in diameter placed into a thermostatic liquid (helium, hydrogen, or nitrogen). The heater at the end soldered to the chamber bottom served to control the mean temperature of the sample, and the heater at the opposite end, to create a temperature gradient $\nabla T$ in the sample. The temperature was measured for two cross sections spaced $l_{T} \approx 15 \mathrm{~mm}$ at a constant heat flux. The measurements were taken with carbon resistance thermometers at $1.5<T<40 \mathrm{~K}$ and copper-constantan thermocouples at $30<T<80 \mathrm{~K}$. The thermal EMF was measured for sample-copper thermoelectric couples; the absolute thermal EMF of copper did not exceed $1 \mu \mathrm{~V} / \mathrm{K}$ in the temperature range of measurements. The experimental thermal EMF data are given below without taking this circumstance into account. The thermomagnetic effects were measured for $\mathrm{Bi}-\mathrm{Sb}$ alloys in magnetic fields of $0 \leq H<18 \mathrm{kOe}$ at temperatures of $1.4 \leq T<40 \mathrm{~K}$.

## 3. MEASUREMENT RESULTS

The electron gas in the region of impurity conductivity ( $T<40 \mathrm{~K}$ ) is degenerate in the semiconducting alloys under consideration, and the Fermi surface of the alloys consists of three electronic ellipsoids centered at the $L$ Brillouin zone points, which are situated in the mirror reflection planes [8]. One of the minor ellipsoid axes coincides with the $C_{2}$ binary axis of the crystal; the ellipsoids are turned about this axis through a small angle $\varphi$, whose values are listed in the table. As a result


Fig. 1. Temperature dependence of the thermal EMF of the $n-\mathrm{Bi}_{0.93} \mathrm{Sb}_{0.07}$ semiconducting alloy (1) in zero magnetic field, $\alpha_{22}(0)\left(\nabla T \| C_{1}\right)$ and (2) in a transverse classically strong magnetic field, $\alpha_{\infty}\left(\mathbf{H} \| C_{3}\right)$. Solid straight lines pass through the experimental diffusion thermal EMF values at $T>20 \mathrm{~K}$ and are extrapolated to $T=0 \mathrm{~K}$. The same dependences for the phonon component are shown in the inset.
of these turns, the two other ellipsoid axes form angles $\varphi$ with the $C_{1}$ and $C_{3}$ crystallographic axes. The electronic ellipsoids are equivalent in accordance with crystal symmetry and have strongly anisotropic effective masses, whose values are also listed in the table.

We measured the temperature dependence of thermal EMF $\alpha_{22}\left(\nabla T \| C_{1}\right)$ for semiconducting $\mathrm{Bi}_{1-x} \mathrm{Sb}_{x}$ ( $0.07 \leq x \leq 0.16$ ) alloys, for which a linear temperature dependence was observed at $T>18 \mathrm{~K}$. Such a dependence is characteristic of semiconductors with a degenerate electron gas, $\alpha_{22}(T) \propto k T / \zeta$; this was discussed in [7, 8]. The thermal EMF of $\mathrm{Bi}-\mathrm{Sb}$ alloys deviates from linearity below $T=18 \mathrm{~K}$. By way of example, these thermal EMF deviations for $\mathrm{Bi}_{0.93} \mathrm{Sb}_{0.07}$ are shown in Fig. 1 (curve 1). The experimental thermal EMF val-

Main parameters of the studied $n-\mathrm{Bi}_{1-x} \mathrm{Sb}_{x}(0.07 \leq x \leq 0.16)$ semiconducting alloys

| No. | $x$ | $\varphi$ | $\varepsilon_{g L}, \mathrm{meV}$ | $n$, <br> $10^{17} \mathrm{~cm}^{-3}$ | $\zeta, \mathrm{meV}$ | $m_{1} / m_{0}$, <br> $10^{-3}$ | $m_{2} / m_{0}$ | $m_{3} / m_{0}$, <br> $10^{-3}$ | $\delta$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.07 | $5.7^{\circ}$ | 7.5 | 1.37 | 18.6 | 0.91 | 0.32 | 1.2 | 24.5 |
| 2 | 0.09 | $5.55^{\circ}$ | 11 | 1.95 | 19 | 1.43 | 0.48 | 1.74 | 24 |
| 3 | 0.12 | $5.3^{\circ}$ | 16.4 | 1.57 | 15.5 | 2.42 | 0.72 | 2.58 | 22.6 |
| 4 | 0.13 | $5.14^{\circ}$ | 19 | 1.58 | 14.3 | 3.1 | 0.83 | 3.0 | 21.6 |
| 5 | 0.15 | $4.97^{\circ}$ | 22 | 1.61 | 13.7 | 3.86 | 0.94 | 3.45 | 20.5 |
| 6 | 0.16 | $4.88^{\circ}$ | 23.6 | 1.71 | 13.5 | 4.37 | 1.0 | 3.7 | 19.7 |

Note: $x, \varepsilon_{g L}, n, \zeta, m_{i}$, and $\delta=\left(m_{1}+m_{4}\right)^{2} / 4 m_{1} m_{4}$ are the concentration of antimony in the alloy, the forbidden band energy in the semiconducting alloy, the concentration of electrons in the sample, the chemical potential of electrons in the sample, the effective masses of electrons in the ellipsoid at the band bottom in the alloy, and the parameter taking into account the anisotropy of the energy spectrum of electrons in the alloy, respectively.


Fig. 2. Transverse magnetic field dependences of thermal EMF changes $\Delta \alpha_{22}(H)=\alpha_{22}(H)-\alpha_{22}(0)\left(\nabla T\left\|C_{1}, \mathbf{H}\right\| C_{3}\right)$ for the $n-\mathrm{Bi}_{0.93} \mathrm{Sb}_{0.07}$ alloy at various temperatures: (1) 4.2 , (2) 4.8 , (3) 8.5 , (4) 10.6 , (5) 12.3 , (6) 15.4 , (7) 18.6 , (8) 21.0 , (9) 23.2, and (10) 25.1 K .
ues at $T<18 \mathrm{~K}$ exceed the diffusion thermal EMF, which is linearly continued in Fig. 1 from the region of high temperatures $T>18 \mathrm{~K}$ to the lower temperatures. This difference is natural to relate to the phonon thermal EMF component. The temperature dependence of the phonon thermal EMF component is shown in the inset in Fig. 1 (curve 1); this dependence was obtained by subtracting the diffusion thermal EMF from the total experimental value. The phonon thermal EMF increases by the power law $\alpha^{p h}(T) \propto T^{-2.8}$ as temperature lowers from $T=18 \mathrm{~K}$ and reaches a maximum at $T \approx 4.5 \mathrm{~K}$, whereas the temperature corresponding to the phonon heat conductivity maximum is somewhat lower ( $T \approx 4 \mathrm{~K}$ ).

We also measured the thermal EMF $\alpha_{22}(H)(\nabla T \|$ $C_{1}$ ) in transverse magnetic fields up to 18 kOe with $\mathbf{H} \|$ $C_{3}$. These measurements were made by two methods. First, direct thermal EMF measurements for the $\mathrm{Bi}-\mathrm{Sb}$ alloy under study were performed at a given temperature and a certain magnetic field value, that is, point-bypoint, to obtain $\alpha(H)=V / \Delta T$ dependences, where $V$ is the voltage drop between sample contacts for thermal EMF measurements and $\Delta T$ is the temperature difference between these contacts. The second procedure was based on recording $\Delta V$, that is, changes in the voltage drop between sample contacts for thermal EMF measurements, in various magnetic fields. Further, the equation

$$
\Delta \alpha(H)=\alpha(H)-\alpha(0)=\Delta V / \Delta T
$$

was used to calculate the change in the thermal EMF of the $\mathrm{Bi}-\mathrm{Sb}$ sample under study at a given temperature as a function of the magnetic field value. A family of $\Delta \alpha_{22}(H)=\alpha_{22}(H)-\alpha_{22}(0)$ curves versus magnetic field


Fig. 3. Transverse magnetic field dependences of changes in the thermal EMF $\Delta \alpha_{22}(H)\left(\nabla T\left\|C_{1}, \mathbf{H}\right\| C_{3}\right)$ : $\left(1, l^{\prime}\right)$ experimental dependences and their ( $2,2^{\prime}$ ) phonon and ( $3,3^{\prime}$ ) diffusion components for the $n-\mathrm{Bi}_{0.93} \mathrm{Sb}_{0.07}$ semiconducting alloy at $(1,2,3) 4.2$ and $\left(1^{\prime}, 2^{\prime}, 3^{\prime}\right) 8.5 \mathrm{~K}$.
with $\mathbf{H} \| C_{3}$ recorded at various temperatures is shown in Fig. 2 for the $\mathrm{Bi}_{0.93} \mathrm{Sb}_{0.07}$ semiconducting alloy.

In classically strong magnetic fields ( $\Omega \tau \geqslant 1$ ), we have $\Delta \alpha_{22}(H)=\Delta \alpha_{\infty}$. Here, $\Omega=e H /\left(c \sqrt{M_{1} M_{4}}\right)$ is the cyclotron frequency; $\tau$ is the total relaxation time of alloy electrons; $M_{i}=m_{i}\left(1+2 \zeta / e_{g}\right) ; m_{i}$ and $M_{i}$ are the effective masses of electrons in $\mathrm{Bi}-\mathrm{Sb}$ alloys at the conduction band bottom and at the Fermi level, respectively; and $\varepsilon_{g}$ is the forbidden band energy. The experimental thermal EMF values $\alpha_{\infty}=\Delta \alpha_{\infty}+\alpha_{22}(0)$ in a classically strong magnetic field $(\Omega \tau \geqslant 1)$ are shown in Fig. 1 versus temperature (curve 2 ). Above $T=20 \mathrm{~K}$, the temperature dependence of thermal EMF $\alpha_{\infty}$ is linear and corresponds to the diffusion thermal EMF component in a classically strong magnetic field for semiconductors with a degenerate electron gas [2, 7]. The experimental thermal EMF changes $\Delta \alpha_{\infty}^{\text {expt }}$ in a classically strong magnetic field coincide with the diffusion component $\Delta \alpha_{\infty}^{\text {diff }}$ at $T>20 \mathrm{~K}$ and linearly depend on temperature. At low temperatures of $T<20 \mathrm{~K}$, the $\Delta \alpha_{\infty}^{\text {diff }}$ value exceeds $\Delta \alpha_{\infty}^{\text {diff }}$ obtained by linear extrapolation from the temperature region $T>20 \mathrm{~K}$ to lower temperatures.

The temperature dependence of the phonon thermal EMF $\alpha_{\infty}^{p h}=\Delta \alpha_{\infty}^{p h}+\alpha^{p h}(0)$ in a classically strong magnetic field $(\Omega \tau \gg 1)$ is shown in the inset in Fig. 1 (curve 2). Phonon thermal EMF changes were found by subtracting the $\Delta \alpha_{\infty}^{\text {diff }}$ diffusion component from the experimental $\Delta \alpha_{\infty}^{\text {expt }}$ value, $\Delta \alpha_{\infty}^{p h}=\Delta \alpha_{\infty}^{\text {expt }}-\Delta \alpha_{\infty}^{\text {diff }}$.

The phonon components of thermal EMF changes (curves 2, 2') as a function of transverse magnetic field
$\left(\mathbf{H} \| C_{3}\right)$ measured at 4.2 and 8.5 K for the $\mathrm{Bi}_{0.93} \mathrm{Sb}_{0.07}$ alloy is shown in Fig. 3. This dependence was obtained by subtracting the diffusion thermal EMF components (curves 3, 3') from the experimental $\Delta \alpha_{22}\left(\nabla T \| C_{1}\right)$ values (curves $l, l^{\prime}$ ).

The diffusion component of thermal EMF changes in a transverse magnetic field was calculated by the equation [8]

$$
\begin{equation*}
\Delta \alpha(H)=-\frac{\pi^{2} k^{2} T}{3 e \zeta} \beta\left\{1+\frac{\Omega^{2} \tau^{2}(\delta-2)-\delta}{\left(1+\Omega^{2} \tau^{2}\right)\left(\delta+\Omega^{2} \tau^{2}\right)}\right\} \tag{1}
\end{equation*}
$$

The $\Delta \alpha(H)$ value was found using the $\tau$ relaxation time of electrons in $\mathrm{Bi}-\mathrm{Sb}$ alloys obtained by linearly extrapolating the temperature dependence of the inverse electron relaxation time from high temperatures of $T>20 \mathrm{~K}$ to the low-temperature region. The inverse electron relaxation times for the alloys at $T>20 \mathrm{~K}$ were taken from [8]. The total electron relaxation time $\tau$ in $\mathrm{Bi}-\mathrm{Sb}$ semiconducting alloys depends on temperature, and this dependence is caused by the contribution of electron scattering by acoustic phonons. The inverse electron relaxation time linearly depends on temperature $\left(\tau^{-1} \propto T\right)$ at $T>\Theta_{e}=19 \mathrm{~K}$, because, starting with this temperature, the number of phonons that interact with electrons increases linearly. Here, $\Theta_{e}=2 p_{F} s / k$ is the electron Debye temperature, where $p_{F}$ and $s$ are the Fermi momentum of the electron and the velocity of sound in the alloy. The Debye temperature varies in the interval $\Theta_{\text {min }} \approx 1 \mathrm{~K} \leq \Theta_{e} \leq \Theta_{\text {max }} \approx 19 \mathrm{~K}$ for the electron ellipsoid in the alloys under consideration.

Note that the linear extrapolation of the temperature dependence of the electron relaxation time performed in this work is inaccurate at $T<\Theta_{e}$. At the same time, electron scattering by impurities rather than phonons prevails in the alloys to a substantial extent. The error introduced by this extrapolation should therefore be small.

The $\beta$ parameter that we used to calculate the $\Delta \alpha(H)$ dependence by (1) was found from the experimental data on the diffusion thermal EMF $\Delta \alpha_{\infty}$ by the equation [8]:

$$
\begin{equation*}
\Delta \alpha_{\infty}=-\frac{\pi^{2} k^{2} T}{3 e \zeta} \beta \tag{2}
\end{equation*}
$$

Equation (2) gives $\beta=1.35$ for the $\mathrm{Bi}_{0.93} \mathrm{Sb}_{0.07}$ alloy. The chemical potential of electrons $\zeta$ used in the calculations and the $\delta$ parameter for the samples studied in this work are given in the table.

The field dependences of the diffusion and phonon thermal EMF components are different in the alloys (Fig. 3). The phonon thermal EMF component exhibits a monotonic magnetic field dependence, whereas the dependence of the diffusion component is nonmonotonic. The magnetic field $\left(\mathbf{H} \| C_{3}\right)$ dependence of the
diffusion thermal EMF component in $\mathrm{Bi}-\mathrm{Sb}$ semiconducting alloys has a maximum in intermediate magnetic fields ( $\Omega \tau \approx 1$ ) caused by the multivalley character and strong anisotropy of the electron energy spectrum [7, 8]. Also note that the diffusion thermal EMF component is differential in character, whereas the phonon thermal EMF component is an integral characteristic corresponding to averaged features of electron energy and phonon spectrum anisotropy and electron and phonon relaxation processes [8]. For this reason, the phonon thermal EMF component exhibits a monotonic magnetic field dependence in the alloys.

The temperature dependence of the phonon thermal EMF in a classically strong magnetic field, $\alpha_{\infty}^{p h}=$ $\Delta \alpha_{\infty}^{p h}+\alpha^{p h}(0)$, is shown in Fig. 1 (inset, curve 2); the dependence follows the $T^{-1.7}$ law. The exponent is smaller than for the phonon thermal EMF in a zero magnetic field and slightly larger than for the temperature dependence of the phonon heat conductivity of $\mathrm{Bi}-\mathrm{Sb}$ semiconducting alloys $\left(\kappa \propto T^{-1.3}\right)$. The $\alpha_{\infty}^{p h}(T)$ curve has a maximum at $T \approx 3.5 \mathrm{~K}$, which is shifted downward from the temperature of maximum photon thermal EMF in the absence of a magnetic field.

The transverse Nernst-Ettingshausen coefficient

$$
Q=-\frac{V l}{h H \Delta T}
$$

was measured for $\mathrm{Bi}-\mathrm{Sb}$ semiconducting alloys in the same temperature range. Here, $V, h, H$, and $\Delta T$ are the voltage drop between the measuring Nernst-Ettingshausen probes on the sample, the distance between the measuring probes, the transverse magnetic field applied to the sample, and the temperature difference between points spaced $l$ along the sample, respectively.

The magnetic field dependence of the transverse Nernst-Ettingshausen coefficient $Q_{12,3}\left(\nabla T\left\|C_{1}, \mathbf{H}\right\| C_{3}\right)$ at various temperatures is shown in Fig. 4 for the $\mathrm{Bi}_{0.93} \mathrm{Sb}_{0.07}$ semiconducting alloy. The $Q_{12,3}$ value is negative at $T>10 \mathrm{~K}$ because of predominant electron scattering by acoustic phonons and by the fluctuation potential related to fluctuations of the concentration of Bi and Sb in the alloy (the "alloy" mechanism of electron scattering) [2, 7, 8]. According to the theory of semiconductors with isotropic electron energy spectra, positive $Q_{12,3}$ values might be evidence of predominant electron scattering by ionized impurities [2].

In [8], we analyzed the contributions of all electron scattering mechanisms in $n$ - $\mathrm{Bi}-\mathrm{Sb}$ semiconducting alloys at $T>20 \mathrm{~K}$; the important role played by the alloy mechanism was noted. The sign of the transverse Nernst-Ettingshausen coefficient is negative for the alloy electron scattering mechanism, as for scattering by acoustic phonons according to experimental $Q_{12,3}$ measurements at $T>10 \mathrm{~K}$. In Bi- Sb alloys, a decrease in the temperature has no effect on the predominance of


Fig. 4. Magnetic field dependences of the transverse Nernst-Ettingshausen coefficient $Q_{12,3}\left(\nabla T\left\|C_{1}, \mathbf{H}\right\| C_{3}\right)$ for the $n-\mathrm{Bi}_{0.93} \mathrm{Sb}_{0.07}$ semiconducting alloy at various temperatures: (1) 4.2 , (2) 4.8 , (3) 6.2 , (4) 8.5 , (5) 10.6 , (6) 18.6 , (7) 21.0, (8) 23.2, and (9) 25.1 K .


Fig. 5. Temperature dependences of the transverse NernstEttingshausen coefficient: (2) experimental $Q_{12,3}\left(\nabla T \| C_{1}\right.$, $\mathbf{H} \| C_{3}$ ) dependence and its (1) diffusion and (3) phonon components in a constant magnetic field $H=1 \mathrm{kOe}$ for the $n-\mathrm{Bi}_{0.93} \mathrm{Sb}_{0.07}$ semiconducting alloy.
the alloy electron scattering mechanism and therefore cannot cause the reversal of the sign of the transverse Nernst-Ettingshausen diffusion coefficient.

Like the thermal EMF, the transverse NernstEttingshausen coefficient of the alloys at low temperatures contains two (phonon and diffusion) components. The temperature dependence of the transverse NernstEttingshausen coefficient $Q_{12,3}\left(\nabla T\left\|C_{1}, \mathbf{H}\right\| C_{3}\right)$ measured at $H=1 \mathrm{kOe}$ for the $\mathrm{Bi}_{0.93} \mathrm{Sb}_{0.07}$ semiconducting alloy is shown in Fig. 5. Curve 2 is the experimental $Q_{12,3}(T)$ dependence. At temperatures above $T=18 \mathrm{~K}$, the experimental values of $Q_{12,3}(T)$ fall on a straight
line (straight line 1 ) that corresponds to the diffusion component. The diffusion coefficient components at $T>18 \mathrm{~K}$, like the diffusion thermal EMF components, are discussed and compared with theoretical results in $[7,8]$.

A characteristic feature of the experimental $Q_{12,3}(T)$ curve is a change in sign from negative at $T>10 \mathrm{~K}$ to positive at $T<10 \mathrm{~K}$. The difference between the total experimental value (Fig. 5, curve 2) and the diffusion component (straight line 1) is shown in Fig. 5 (curve 3); this difference corresponds to the phonon component. According to the theory described in [2], the phonon contribution to $Q_{12,3}(T)$ is zero in semiconductors with an isotropic electron energy spectrum, which does not explain the dependences observed experimentally.

The temperature dependences of the $Q_{12,3}$ coefficient measured for $\mathrm{Bi}_{0.93} \mathrm{Sb}_{0.07}$ in various magnetic fields are shown in Fig. 6. The contribution of the phonon component compared with the diffusion component increases as the magnetic field grows stronger. This causes a change in the sign of the coefficient at higher temperatures.

The magnetic field dependences of the phonon contribution to the transverse Nernst-Ettingshausen coefficient measured for $\mathrm{Bi}_{0.93} \mathrm{Sb}_{0.07}$ at 4.2 and 8.5 K are shown in Fig. 7 (curves 3 and 3', respectively). These dependences were obtained by subtracting the diffusion contribution to the transverse Nernst-Ettingshausen coefficient (curves $1, I^{\prime}$ ) from the experimental $Q_{12,3}(T)$ dependences (curves 2, 2'). The diffusion contribution to the transverse Nernst-Ettingshausen coefficient was calculated by the equation [8]

$$
\begin{equation*}
Q_{12,3}=-\frac{\pi^{2} k^{2} T}{6 \zeta} \beta \frac{\left(M_{1}+M_{4}\right) \tau}{M_{1} M_{4} c\left(\delta+\Omega^{2} \tau^{2}\right)} \tag{3}
\end{equation*}
$$

In these calculations, we used the same electron relaxation times $\tau$ as in the calculations of the diffusion component of $\alpha_{22}(H)$ by (1); these $\tau$ values were taken from [8]. The diffusion component of $Q_{12,3}$ for $\mathrm{Bi}_{0.93} \mathrm{Sb}_{0.07}$ was calculated using the $\beta=1.35$ parameter and the tabulated chemical potential $\zeta$ and $\delta$ values.

We come to the conclusion that the results of processing the thermal EMF data given above for the $\mathrm{Bi}_{0.93} \mathrm{Sb}_{0.07}$ alloy show that the phonon thermal EMF at low temperatures (Fig. 1, inset) depends fairly strongly on the transverse magnetic field. The phonon thermal EMF in a classically strong magnetic field is almost an order of magnitude larger than the phonon thermal EMF in the absence of a magnetic field. This is at variance with the kinetic theory of semiconductors with isotropic electron energy spectra, according to which the phonon thermal EMF is independent of magnetic field, and the Nernst-Ettingshausen effect is absent under phonon drag conditions [2].

We undertook a theoretical analysis to elucidate the reasons for the observed features of the phonon thermal EMF in magnetic fields and the phonon transverse Nernst-Ettingshausen coefficient in semiconducting $\mathrm{Bi}-\mathrm{Sb}$ alloys.

## 4. PHONON DRAG THEORY FOR SEMICONDUCTING ALLOYS

The magnetic field dependence of the tensor of phonon thermal EMF was found by solving the kinetic equation for a strongly anisotropic nonparabolic dispersion law of $L$ electrons in semiconducting $\mathrm{Bi}-\mathrm{Sb}$ alloys within the framework of the Lax model,

$$
\begin{equation*}
\varepsilon_{\mathbf{p}}=\sqrt{\left(\frac{\varepsilon_{g}}{2}\right)^{2}+\frac{\varepsilon_{g}}{2}\left(\frac{p_{1}^{2}}{m_{1}}+\frac{p_{2}^{2}}{m_{2}}+\frac{p_{2}^{3}}{m_{3}}\right)}-\frac{\varepsilon_{g}}{2}, \tag{4}
\end{equation*}
$$

where $\varepsilon_{\mathrm{p}}$ is the energy of the electron with momentum $\mathbf{p}$ (its components along the ellipsoid axes are $p_{1}, p_{2}$, and $p_{3}$ ) and $m_{i}$ are the effective masses of the electrons in the ellipsoid.

The distribution function of the electrons was found by solving the linearized kinetic equation

$$
\begin{gather*}
\frac{f_{\mathbf{p}}}{\tau_{e}\left(\varepsilon_{\mathbf{p}}\right)}=\sum_{s=1}^{3} \int \frac{d^{3} q}{(2 \pi)^{3}} \frac{2 \pi}{\hbar}\left|C_{\mathbf{q}}\right|^{2} n_{\mathbf{q}} \\
\times\left\{\left[f_{0}\left(\varepsilon_{\mathbf{p}}-\hbar \omega_{\mathbf{q}}^{(s)}\right)-f_{0}\left(\varepsilon_{\mathbf{p}}\right)\right] \delta\left(\varepsilon_{\mathbf{p}}-\varepsilon_{\mathbf{p}-\hbar \mathbf{q}}-\hbar \omega_{\mathbf{q}}^{(s)}\right)\right.  \tag{5}\\
+\left[f_{0}\left(\varepsilon_{\mathbf{p}}+\hbar \omega_{\mathbf{q}}^{(s)}\right)-f_{0}\left(\varepsilon_{\mathbf{p}}\right)\right] \\
\left.\times \delta\left(\varepsilon_{\mathbf{p}}-\varepsilon_{\mathbf{p}+\hbar \mathbf{q}}+\hbar \omega_{\mathbf{q}}^{(s)}\right)\right\},
\end{gather*}
$$

where $f_{\mathbf{p}}$ and $n_{\mathbf{q}}$ are the nonequilibrium additions to the distribution functions of the electrons and phonons, which depend on the electronic momentum $\mathbf{p}$ and the phonon wave vector $\mathbf{q}$;

$$
f_{0}\left(\varepsilon_{\mathbf{p}}\right)=\frac{1}{\exp \left[\left(\varepsilon_{\mathbf{p}}-\zeta\right) / k T+1\right]}
$$

is the equilibrium Fermi distribution function for electrons with the chemical potential $\zeta ; \omega_{\mathrm{q}}^{(s)}$ is the frequency of the phonon with the wave vector $\mathbf{q}$ for the $s$ th branch of vibrations; $\tau_{e}\left(\varepsilon_{\mathbf{p}}\right)$ is the total electron relaxation time under scattering by phonons, ionized impurities, and fluctuations of the concentrations of Bi and Sb in the alloy; and $C_{\mathbf{q}}$ is the electron-phonon coupling constant.
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Fig. 6. Temperature dependences of the experimental transverse Nernst-Ettingshausen coefficient $Q_{12,3}\left(\nabla T \| C_{1}\right.$, $\mathbf{H} \| C_{3}$ ) for the $n-\mathrm{Bi}_{0.93} \mathrm{Sb}_{0.07}$ semiconducting alloy in various constant magnetic fields: (1) 4 , (2) 7 , (3) 10 , and (4) 15 kOe .


Fig. 7. Magnetic field dependences of the transverse Nernst-Ettingshausen coefficient: (2, 2') experimental $Q_{12,3}\left(\nabla T\left\|C_{1}, \mathbf{H}\right\| C_{3}\right)$ dependences and their ( $1, l^{\prime}$ ) diffusion and (3, $3^{\prime}$ ) phonon components for the $n-\mathrm{Bi}_{0.93} \mathrm{Sb}_{0.07}$ semiconducting alloy at $(1,2,3) 4.2$ and $\left(I^{\prime}, 2^{\prime}, 3^{\prime}\right) 8.5 \mathrm{~K}$.

The phonon distribution function is found from the kinetic equation for the $s$ th-branch phonons,

$$
\begin{gather*}
\frac{\partial \omega_{\mathbf{q}}}{\partial \mathbf{q}} \frac{\partial N_{0}}{\partial T} \nabla T+\left(\frac{1}{\tau_{p h-i m}\left(\omega_{\mathbf{q}}\right)}+\frac{1}{\tau_{p h-e}\left(\omega_{\mathbf{q}}\right)}\right) n_{\mathbf{q}} \\
\quad+\frac{1}{\tau_{p h-p h}\left(\omega_{\mathbf{q}}\right)}\left(n_{\mathbf{q}}+\mathbf{q} \cdot \mathbf{v} \frac{\partial N_{0}}{\partial \omega_{\mathbf{q}}}\right)=0 \tag{6}
\end{gather*}
$$

where $N_{0}=\left[\exp \left(\hbar \omega_{\mathbf{q}} / k T\right)-1\right]^{-1}$ is the equilibrium Planck function.

The kinetic equation for phonons was solved with the inclusion of scattering of phonons by impurities $\tau_{p h-i m}$ and electrons $\tau_{p h-e}$ and phonon-phonon scattering $\tau_{p h-p h}$. The Callaway method for solving the kinetic equation makes it possible to take into account the total momentum conservation in phonon-phonon collisions; this is attained by using a term containing the mean phonon drift velocity $\mathbf{V}$. This term is determined from the condition of the conservation of the total momentum in normal phonon-phonon collisions,

$$
\begin{equation*}
\sum_{s=1}^{3} \int d^{3} q \frac{\mathbf{q}}{\tau_{p h-p h}\left(\omega_{\mathbf{q}}^{(s)}\right)}\left(n_{\mathbf{q}}+\mathbf{q} \cdot \mathbf{V} \frac{\partial N_{0}}{\partial \omega_{\mathbf{q}}^{(s)}}\right)=0 . \tag{7}
\end{equation*}
$$

The analysis performed above does not take into account the influence of the nonequilibrium electron distribution function on the nonequilibrium phonon distribution function; that is, it ignores mutual drag of electrons and phonons. This effect can only become significant when mutual scattering of electrons and phonons in the electronic and phonon systems is the major scattering mechanism. Such a situation can hardly arise in alloys. According to the detailed analysis of the experimental data performed in [8], this is not the situation with the electronic system. In this work, we are interested in the experimental thermal EMF data obtained at temperatures lower than those in [8], when scattering of electrons by phonons is negligibly small compared with alloy and impurity scattering. It follows that we can ignore mutual drag.

Equation (6) is completely independent of (5); we therefore solve it first taking into account condition (7). The obtained solution is substituted into (5), where the phonon energy is on the order of $k T$, which is much lower than the mean electron energy equal to the Fermi energy. This allows us to expand the right-hand side of (5) in powers of $\hbar \omega_{\mathbf{q}} / \varepsilon_{\mathbf{p}}$. Upon solving the kinetic Eqs. (5) and (6), we obtain the electron distribution function $f_{\mathbf{p}}$ antisymmetric with respect to momentum and proportional to $\nabla T$. We can then calculate the thermoelectric tensor, which is the proportionality factor between thermoelectric current and temperature gradient. As for the diffusion component, we must sum the contributions to this tensor of three equivalent ellipsoids with the tilt angle $\varphi$ between them and the $C_{3}$ axis. Multiplying the calculated tensor and the resistance tensor [2] gives the tensor of thermal EMF in a magnetic field with $\mathbf{H} \| C_{3}$. In this way, we find the $\alpha_{i i}$ diagonal and $\alpha_{i j}=Q_{i j} H$ off-diagonal components of the phonon tensor; that is, we determine the phonon transverse Nernst-Ettingshausen coefficient. The equations for the diagonal component of the tensor of phonon
thermal EMF, $\alpha_{11}(H)=\alpha_{22}(H)$, in a transverse magnetic field $\left(\mathbf{H} \| C_{3}\right)$ for semiconducting $\mathrm{Bi}-\mathrm{Sb}$ alloys are

$$
\begin{gather*}
\alpha_{11}(H)=-\frac{1}{e} \frac{3 \hbar\left(1+2 \zeta / \varepsilon_{g}\right)}{8 \rho \sqrt{\left[2 \zeta\left(1+\zeta / \varepsilon_{g}\right)\right]^{3}}} \\
\times \sum_{s=1}^{3} \int \frac{d^{3} q}{(2 \pi)^{2}} \frac{\tau_{p h}\left(\Lambda_{i k} q_{i} l_{k}^{(s)}\right)^{2}}{\sqrt{q_{1}^{2} / m_{1}+q_{2}^{2} / m_{2}+q_{3}^{2} / m_{3}}} \\
\times\left[\left(1+\frac{\eta}{\delta+\Omega^{2} \tau_{e}^{2}}\right)\left(q_{1} \frac{\partial \omega_{\mathrm{q}}^{(s)}}{\partial q_{1}} \frac{\partial N_{0}}{\partial T}-\frac{b_{1}}{a_{1}} \frac{q_{1}^{2}}{\tau_{p h-p h}} \frac{\partial N_{0}}{\partial \omega_{\mathrm{q}}^{(s)}}\right)\right. \\
+\left(1-\frac{\eta}{\delta+\Omega^{2} \tau_{e}^{2}}\right) \frac{m_{4} \cos ^{2} \varphi}{m_{2}}  \tag{8}\\
\times\left(q_{2} \frac{\partial \omega_{\mathrm{q}}^{(s)}}{\partial q_{2}} \frac{\partial N_{0}}{\partial T}-\frac{b_{2}}{a_{2}} \frac{q_{2}^{2}}{\tau_{p h-p h}} \frac{\partial N_{0}}{\partial \omega_{\mathrm{q}}^{(s)}}\right) \\
\quad+\left(1-\frac{\eta}{\delta+\Omega^{2} \tau_{e}^{2}}\right) \frac{m_{4} \sin { }^{2} \varphi}{m_{3}} \\
\left.\times\left(q_{3} \frac{\partial \omega_{\mathrm{q}}^{(s)}}{\partial q_{3}} \frac{\partial N_{0}}{\partial T}-\frac{b_{3}}{a_{3}} \frac{q_{3}^{2}}{\tau_{p h-p h}} \frac{\partial N_{0}}{\partial \omega_{\mathrm{q}}^{(s)}}\right)\right],
\end{gather*}
$$

where

$$
\begin{gather*}
\delta=\frac{\left(m_{1}+m_{4}\right)^{2}}{4 m_{1} m_{4}},  \tag{9}\\
\eta=\frac{m_{4}^{2}-m_{1}^{2}}{4 m_{1} m_{4}},  \tag{10}\\
a_{i}=\int d^{3} q \frac{q_{i}^{2} \tau_{p h}}{\tau_{p h-p h}}\left(-\frac{\partial N_{0}}{\partial \omega_{\mathrm{q}}^{(s)}}\right), \quad i=1,2,3,  \tag{11}\\
b_{i}=\int d^{3} q \frac{\tau_{p h}}{\tau_{p h-p h}}\left(q_{i} \frac{\partial \omega_{\mathrm{q}}^{(s)}}{\partial q_{i}}\right)\left(\frac{\partial N_{0}}{\partial T}\right), \quad i=1,2,3,  \tag{12}\\
\frac{1}{\tau_{R}(q)}=\frac{1}{\tau_{p h-i m}(q)}+\frac{1}{\tau_{p h-e}(q)},  \tag{13}\\
\frac{1}{\tau_{p h}(q)}=\frac{1}{\tau_{R}(q)}+\frac{1}{\tau_{p h-p h}(q, T)} . \tag{14}
\end{gather*}
$$

Here, $e$ is the absolute charge of the electron; $\rho$ is the density of the $\mathrm{Bi}-\mathrm{Sb}$ alloy; $\zeta$ is the chemical potential
of electrons; $\Omega=e H /\left(c \sqrt{M_{1} M_{4}}\right)$ is the cyclotron frequency of electrons, the same for all three ellipsoids if $\mathbf{H} \| C_{3} ; M_{i}=m_{i}\left(1+2 \zeta / e_{g}\right)$ are the effective masses of electrons at the Fermi level; $\Lambda_{i k}$ is the deformation potential tensor; $\mathbf{l}$ is the polarization vector of the $s$ th phonon branch; $\tau_{R}(q)$ is the resistive phonon relaxation time corresponding to momentum relaxation in the phonon system; and $\tau_{p h}(q)$ is the total phonon relaxation time. The effective mass $m_{4}$ is related to the tilt of the ellipsoids with respect to the $C_{3}$ and $C_{1}$ axes as

$$
\begin{equation*}
\frac{1}{m_{4}}=\frac{\cos ^{2} \varphi}{m_{2}}+\frac{\sin ^{2} \varphi}{m_{3}} \tag{15}
\end{equation*}
$$

Note that the integration in (8) with respect to wave vectors $\mathbf{q}$ is performed in a limited volume of momenta. This volume is determined by the laws of conservation of energy and momentum for interacting electrons and phonons,

$$
\begin{equation*}
\frac{\hbar^{2} q_{1}^{2}}{m_{1}}+\frac{\hbar^{2} q_{2}^{2}}{m_{2}}+\frac{\hbar^{2} q_{3}^{2}}{m_{3}} \leq 8 \zeta\left(1+\frac{\zeta}{\varepsilon_{g}}\right) \tag{16}
\end{equation*}
$$

The integrand in (8) contains terms with $b_{i} / a_{i}$ coefficients. These terms take into account contributions of phonon-phonon collisions when the phonon kinetic equation is solved by the Callaway method. For very pure substances with $\tau_{R}(q) \gg \tau_{p h}(q)$, the term proportional to $\tau_{R}(q)$ becomes very large, which corresponds to two-step drag [9]. In semiconducting alloys, resistive scattering resulting from scattering of phonons by impurities is not weak, and, parametrically, the second term has the same order of magnitude as the first one.

The integrals that determine the coefficients $a_{i}$ (11) and $b_{i}(12)$ have no bearing on electron-phonon interactions. For this reason, restriction (16) on the volume of momenta for the integration does not apply to them; that is, the integration in (11) and (12) is performed over the entire volume of phonon wave vectors.

The $\delta$ (9) and $\eta$ (10) parameters are large in magnitude and comparable because $m_{4} \gg m_{1}$. They equal $m_{4} / 4 m_{1}$, and their difference is $1 / 2$. As a consequence, the major contribution to the phonon thermal EMF in a zero magnetic field is made by the first term present in (8), and the equation for $\alpha_{11}(0)$ can be written in the form

$$
\begin{aligned}
& \alpha_{11}(0)=-\frac{1}{e} \frac{3 \hbar\left(1+2 \zeta / \varepsilon_{g}\right)}{8 \rho \sqrt{\left[2 \zeta\left(1+\zeta / \varepsilon_{g}\right)\right]^{3}}} \\
& \times \sum_{s=1}^{3} \int \frac{d^{3} q}{(2 \pi)^{2}} \frac{\tau_{p h}\left(\Lambda_{i k} q_{i} l_{k}^{(s)}\right)^{2}}{\sqrt{q_{1}^{2} / m_{1}+q_{2}^{2} / m_{2}+q_{3}^{2} / m_{3}}}
\end{aligned}
$$

$$
\begin{gather*}
\times\left[2\left(q_{1} \frac{\partial \omega_{\mathbf{q}}^{(s)}}{\partial q_{1}} \frac{\partial N_{0}}{\partial T}-\frac{b_{1}}{a_{1}} \frac{q_{1}^{2}}{\tau_{p h-p h}} \frac{\partial N_{0}}{\partial \omega_{\mathbf{q}}^{(s)}}\right)+\frac{2 m_{1}}{m_{4}} \frac{m_{4} \cos ^{2} \varphi}{m_{2}}(1\right.  \tag{17}\\
\quad \times\left(q_{2} \frac{\partial \omega_{\mathbf{q}}^{(s)}}{\partial q_{2}} \frac{\partial N_{0}}{\partial T}-\frac{b_{2}}{a_{2}} \frac{q_{2}^{2}}{\tau_{p h-p h}} \frac{\partial N_{0}}{\partial \omega_{\mathbf{q}}^{(2)}}\right)+\frac{2 m_{1}}{m_{4}} \frac{m_{4} \sin ^{2} \varphi}{m_{3}} \\
\left.\times\left(q_{3} \frac{\partial \omega_{\mathbf{q}}^{(s)}}{\partial q_{3}} \frac{\partial N_{0}}{\partial T}-\frac{b_{3}}{a_{3}} \frac{q_{3}^{2}}{\tau_{p h-p h}} \frac{\partial N_{0}}{\partial \omega_{\mathbf{q}}^{(s)}}\right)\right]
\end{gather*}
$$

In (8), the coefficients $1 \pm \eta /\left(\delta+\Omega^{2} \tau^{2}\right)$ of three terms in square brackets in the integrand all equal one in a classically strong magnetic field. As a result, the phonon thermal EMF of the alloys in a classically strong field with $\mathbf{H} \| C_{3}$ is

$$
\begin{gather*}
\alpha_{\infty}=-\frac{1}{e} \frac{3 \hbar\left(1+2 \zeta / \varepsilon_{g}\right)}{8 \rho(2 \zeta)^{3 / 2}\left(1+\zeta / \varepsilon_{g}\right)^{3 / 2}} \\
\times \sum_{s=1}^{3} \int \frac{d^{3} q}{(2 \pi)^{2}} \frac{\tau_{p h}\left(\Lambda_{i k} q_{i} l_{k}^{(s)}\right)^{2}}{\sqrt{q_{1}^{2} / m_{1}+q_{2}^{2} / m_{2}+q_{3}^{2} / m_{3}}} \\
\times\left[\left(q_{1} \frac{\partial \omega_{\mathbf{q}}^{(s)}}{\partial q_{1}} \frac{\partial N_{0}}{\partial T}-\frac{b_{1}}{a_{1}} \frac{q_{1}^{2}}{\tau_{p h-p h}} \frac{\partial N_{0}}{\partial \omega_{\mathbf{q}}^{(s)}}\right)\right.  \tag{18}\\
+\frac{m_{4} \cos ^{2} \varphi}{m_{2}}\left(q_{2} \frac{\partial \omega_{\mathbf{q}}^{(s)}}{\partial q_{2}} \frac{\partial N_{0}}{\partial T}-\frac{b_{2}}{a_{2}} \frac{q_{2}^{2}}{\tau_{p h-p h}} \frac{\partial N_{0}}{\partial \omega_{\mathbf{q}}^{(s)}}\right) \\
\left.+\frac{m_{4} \sin ^{2} \varphi}{m_{3}}\left(q_{3} \frac{\partial \omega_{\mathbf{q}}^{(s)}}{\partial q_{3}} \frac{\partial N_{0}}{\partial T}-\frac{b_{3}}{a_{3}} \frac{q_{3}^{2}}{\tau_{p h-p h}} \frac{\partial N_{0}}{\partial \omega_{\mathbf{q}}^{(s)}}\right)\right]
\end{gather*}
$$

In an isotropic degenerate semiconductor, limitation (16) for the region of phonon-electron interactions determines the maximum phonon momentum $\sqrt{8 m \zeta}$ in electron-phonon interaction. This corresponds to the electronic Debye temperature $\Theta_{e}=s \sqrt{8 m \zeta} / k$, where $s$ is the velocity of sound. An anisotropic semiconducting alloy can be treated in terms of only two different electronic Debye temperatures with the effective masses $m_{1} \approx m_{3}$ and $m_{2}$. This gives $\Theta_{1 e} \approx 1 \mathrm{~K}$ and $\Theta_{2 e} \approx 19 \mathrm{~K}$. Nevertheless, the use of some average electronic Debye temperature to estimate integrals (17) and (18) is, we believe, incorrect. The calculations will therefore be performed differently. We ignore the small term with the large effective mass $m_{2}$ in condition (16). The restriction is then only imposed on the wave vectors $q_{1}$ and $q_{3}$. The integration in $q_{2}$ is performed over an unbounded region of phonon wave vector values, but,
because of the Planck distribution function for phonons, the integral is determined by the heat wave vector $k T / \hbar s$. This value is larger than the maximum value for $q_{1}=\sqrt{8 m_{1} \zeta} / \hbar$. For this reason, everywhere in the integral except the square root in the denominator we ignore $q_{1}$ and $q_{3}$ in comparison with $q_{2}$. This integration procedure takes into account that the temperature is within the interval between $\Theta_{1 e}$ and $\Theta_{2 e}$. For phonon relaxation times in scattering of phonons by impurities, phonons, and electrons, the following equations for the mean heat momenta are used:

$$
\begin{gather*}
1 / \tau_{p h-i m}=d_{1} T^{4}, \quad 1 / \tau_{p h-p h}=d_{2} T^{5}  \tag{19}\\
1 / \tau_{p h-e}=d_{3} T
\end{gather*}
$$

where $d_{i}$ are constant coefficients.
Contributions to electron relaxation come from electron scattering by impurities and electron-phonon scattering. The electron relaxation times on both impurities and phonons in $\mathrm{Bi}-\mathrm{Sb}$ alloys were determined in [8] for temperatures above $\Theta_{2 e}$. In semiconducting alloys, only electron-phonon scattering depends on temperature, but, as mentioned, this scattering is insignificant at low temperatures compared with electron scattering by impurities. For this reason, electronphonon scattering can be ignored in analyzing the temperature dependence of the phonon thermal EMF. Consider the temperature dependence of $\alpha_{11}(0)$ [Eq. (17)] using the temperature dependence of phonon relaxation times given by (19) and the temperature dependence of the values present in the integrand in (17), namely, $\partial N_{0} / \partial \omega_{\mathbf{q}} \propto T^{-1}$ and $q \propto T$ for thermal phonons. The temperature dependence of the phonon thermal EMF to the right of the maximum is determined by phonon-impurity and phonon-phonon scattering; it is given by the equation

$$
\begin{equation*}
\alpha_{11}(0)=\frac{1}{c_{1} T^{2}+c_{2} T^{3}} \tag{20}
\end{equation*}
$$

The thermal EMF to the left of the maximum is determined by phonon-electron scattering,

$$
\begin{equation*}
\alpha_{11}(0)=c_{3} T^{1} \tag{21}
\end{equation*}
$$

The intersection of these curves forms the temperature maximum.

The integral of the first term in Eq. (18) for $\alpha_{\infty}$ is two times smaller than that in Eq. (19) for $\alpha_{11}(0)$, but the integral of the third term with the same temperature dependence is added. In addition, there is the integral of the second term, which differs from the first term by the replacement of the wave vector $q_{1}$ with the heat vector $q_{2}$. This increases $\alpha_{\infty}$ and changes its temperature dependence. The temperature dependence of the phonon thermal EMF $\alpha_{\infty}(T)$ in a classically strong magnetic field is determined by the predominant second
term in (18); to the right of the maximum, this dependence is described by the equation

$$
\begin{equation*}
\alpha_{\infty}=\frac{1}{c_{4} T+c_{5} T^{2}}+\frac{1}{c_{6}+c_{7} T} \tag{22}
\end{equation*}
$$

Equation (18) for the $\alpha_{\infty}(T)$ dependence contains two terms, because two terms in the integrand give different temperature dependences. The temperature dependence of the phonon thermal EMF $\alpha_{\infty}$ to the left of its maximum is also different than that for $\alpha_{11}(0)$, namely,

$$
\begin{equation*}
\alpha_{\infty}=c_{8} T^{2}+c_{9} T^{3} \tag{23}
\end{equation*}
$$

A comparison of the temperature dependences of $\alpha_{11}(0)$ [Eqs. (20), (21)] and $\alpha_{\infty}$ [Eqs. (22), (23)] shows that the temperature maximum of $\alpha_{\infty}$ is shifted to lower temperatures compared with $\alpha_{11}(0)$.

A comparison of Eqs. (17) for $\alpha_{11}(0)$ and (18) for $\alpha_{\infty}$ provides evidence that the thermal EMF value in classically strong magnetic fields can be increased. To quantitatively estimate this increase requires the integrals in (17) and (18) for $\alpha_{11}(0)$ and $\alpha_{\infty}$ to be calculated numerically. The transition from temperature dependence (20) for $\alpha_{11}(0)$ to dependence (22) for $\alpha_{\infty}$ and the shift of the temperature maximum to lower temperatures are in qualitative agreement with the experimental temperature dependence of the phonon thermal EMF observed in classically strong magnetic fields (Fig. 1, inset).

In a weak magnetic field $(\Omega \tau \ll 1)$, the diffusion transverse Nernst-Ettingshausen coefficient for a degenerate semiconductor does not depend on the magnetic field and its sign is determined by the predominant (unique) electron scattering mechanism [2, 7],

$$
\begin{equation*}
Q=\left(r-\frac{1}{2}-\gamma\right) \frac{\pi^{2} k u}{3 e c} \frac{1+2 \zeta / \varepsilon_{g}}{1+\zeta / \varepsilon_{g}} \tag{24}
\end{equation*}
$$

Here, $r$ is the parameter of the electron scattering mechanism ( $r=0$ for scattering by acoustic phonons or point impurities and $r=2$ for scattering by ionized impurities), $\gamma$ is the parameter characterizing the degree to which the band is nonparabolic, and $u$ is the mobility of electrons. The temperature-induced change in the sign of the transverse Nernst-Ettingshausen coefficient in semiconductors with a degenerate electron gas is usually related to the theory of the diffusion contribution to this coefficient, according to which electron scattering by ionized impurities predominates at low temperatures, and scattering by acoustic phonons, at high temperatures [2,7].

Note that the contributions of all scattering mechanisms to the diffusion transverse Nernst-Ettingshausen coefficient in $n-\mathrm{Bi}-\mathrm{Sb}$ semiconducting alloys were analyzed in [8]. It was shown that the alloy mechanism of scattering played an important role. The sign of the diffusion transverse Nernst-Ettingshausen coefficient is
negative for the alloy mechanism of electron scattering and for scattering by acoustic phonons, as observed in the alloys at $T>10 \mathrm{~K}$. Temperature decrease has no effect on the predominance of the alloy scattering mechanism in $\mathrm{Bi}-\mathrm{Sb}$ alloys and, therefore, cannot cause a change in the sign of the diffusion transverse Nernst-Ettingshausen coefficient. For this reason, the change in the sign of the transverse Nernst-Ettingshausen coefficient at $T<10 \mathrm{~K}$ can only be related to electron-phonon drag, which was observed for the thermal EMF of Bi-Sb alloys and has been discussed above. At $T<10 \mathrm{~K}$, the phonon thermal EMF component prevails over the diffusion component.

Note that the transverse Nernst-Ettingshausen coefficient caused by electron-phonon drag in an isotropic semiconductor with a degenerate electron gas is zero [2]. The corresponding physical picture is clear without calculations. As the additional force in the kinetic equation for electrons in the right-hand side of (5) is proportional to $[(\mathbf{p} \cdot \nabla T) / m]\left[\partial f_{0} / \partial \varepsilon_{\mathbf{p}}\right]$ by virtue of the problem symmetry, the energy dependence of the proportionality factor can be ignored, because in all terms, the energy equals the Fermi energy. This force is fully analogous to the $[(\mathbf{p} \cdot \mathbf{E}) / m]\left[\partial f_{0} / \partial \varepsilon_{\mathbf{p}}\right]$ force in the kinetic equation for calculating the response of electrons to electric field $\mathbf{E}$. It follows that the thermoelectric tensor, which relates thermal current to temperature gradient, is proportional to the conductivity tensor. In a strong magnetic field, both tensors are essentially nondiagonal. However, multiplying the thermoelectric tensor and the resistance tensor, we obtain a diagonal unit tensor. The zero off-diagonal components of the thermoelectric tensor are indicative of the equality to zero of the transverse Nernst-Ettingshausen coefficient.

Calculations of the phonon transverse NernstEttingshausen coefficient in a semiconductor with an anisotropic electron energy spectrum at $\mathbf{H} \| C_{3}$ gives an equation which is in many respects similar to that for the phonon thermal EMF, namely,

$$
\begin{aligned}
& Q_{12,3}(H)=\frac{3 \hbar\left(m_{4}-m_{1}\right) \tau_{e}}{16 \rho c \sqrt{\left[2 \zeta\left(1+\zeta / \varepsilon_{g}\right)\right]^{3}} m_{4} m_{1}\left(\delta+\Omega^{2} \tau^{2}\right)} \\
& \quad \times \sum_{s=1}^{3} \int \frac{d^{3} q}{(2 \pi)^{2}} \frac{\tau_{p h}\left(\Lambda_{i k} q_{i} l_{k}^{(s)}\right)^{2}}{\sqrt{q_{1}^{2} / m_{1}+q_{2}^{2} / m_{2}+q_{3}^{2} / m_{3}}} \\
& \quad \times\left[-\left(q_{1} \frac{\partial \omega_{\mathrm{q}}^{(s)}}{\partial q_{1}} \frac{\partial N_{0}}{\partial T}-\frac{b_{1}}{a_{1}} \frac{q_{1}^{2}}{\tau_{p h-p h}} \frac{\partial N_{0}}{\partial \omega_{\mathrm{q}}^{(s)}}\right)\right. \\
& \quad+\frac{m_{4} \cos ^{2} \varphi}{m_{2}}\left(q_{2} \frac{\partial \omega_{\mathrm{q}}^{(s)}}{\partial q_{2}} \frac{\partial N_{0}}{\partial T}-\frac{b_{2}}{a_{2}} \frac{q_{2}^{2}}{\tau_{p h-p h}} \frac{\partial N_{0}}{\partial \omega_{\mathrm{q}}^{(s)}}\right) \\
& \left.\quad+\frac{m_{4} \sin ^{2} \varphi}{m_{3}}\left(q_{3} \frac{\partial \omega_{\mathrm{q}}^{(s)}}{\partial q_{3}} \frac{\partial N_{0}}{\partial T}-\frac{b_{3}}{a_{3}} \frac{q_{3}^{2}}{\tau_{p h-p h}} \frac{\partial N_{0}}{\partial \omega_{\mathrm{q}}^{(s)}}\right)\right] .
\end{aligned}
$$

In a low magnetic field, the equation for the phonon transverse Nernst-Ettingshausen coefficient takes the form

$$
\begin{align*}
& Q_{12,3}(H \longrightarrow 0)=\frac{3 \hbar\left(m_{4}-m_{1}\right) \tau_{e}}{4 \rho c \sqrt{\left[2 \zeta\left(1+\zeta / \varepsilon_{g}\right)\right]^{3}}\left(m_{1}+m_{4}\right)^{2}} \\
& \quad \times \sum_{s=1}^{3} \int \frac{d^{3} q}{(2 \pi)^{2}} \frac{\tau_{p h}\left(\Lambda_{i k} q_{i} l_{k}^{(s)}\right)^{2}}{\sqrt{q_{1}^{2} / m_{1}+q_{2}^{2} / m_{2}+q_{3}^{2} / m_{3}}} \\
& \quad \times\left[-\left(q_{1} \frac{\partial \omega_{\mathrm{q}}^{(s)}}{\partial q_{1}} \frac{\partial N_{0}}{\partial T}-\frac{b_{1}}{a_{1}} \frac{q_{1}^{2}}{\tau_{p h-p h}} \frac{\partial N_{0}}{\partial \omega_{\mathbf{q}}^{(s)}}\right)\right.  \tag{26}\\
& \quad+\frac{m_{4} \cos ^{2} \varphi}{m_{2}}\left(q_{2} \frac{\partial \omega_{\mathrm{q}}^{(s)}}{\partial q_{2}} \frac{\partial N_{0}}{\partial T}-\frac{b_{2}}{a_{2}} \frac{q_{2}^{2}}{\tau_{p h-p h}} \frac{\partial N_{0}}{\partial \omega_{\mathbf{q}}^{(s)}}\right) \\
& \left.\quad+\frac{m_{4} \sin ^{2} \varphi}{m_{3}}\left(q_{3} \frac{\partial \omega_{\mathrm{q}}^{(s)}}{\partial q_{3}} \frac{\partial N_{0}}{\partial T}-\frac{b_{3}}{a_{3}} \frac{q_{3}^{2}}{\tau_{p h-p h}} \frac{\partial N_{0}}{\partial \omega_{\mathbf{q}}^{(s)}}\right)\right] .
\end{align*}
$$

The equations for $a_{i}, b_{i}$, and $\tau_{p h}$ are given in (11), (12), and (14). The phonon transverse Nernst-Ettingshausen coefficient is proportional to the difference of $m_{4}$ and $m_{1}$, which is zero in semiconductors with an isotropic electron energy spectrum. This result conforms to the theory of semiconductors with isotropic electron energy spectra.

The integrals that determine the phonon transverse Nernst-Ettingshausen coefficient are the same as in Eq. (8) for the phonon thermal EMF but have different signs. It can be shown that, if $\alpha_{\infty}$ increases compared with $\alpha_{11}(0)$, then (25) has a positive value. The phonon transverse Nernst-Ettingshausen coefficient is then positive, and its value, on the order of $\left|\alpha_{11}(H)\right| / H$, ensures its predominance over the negative diffusion coefficient.

We reach the conclusion that the change in the sign of the transverse Nernst-Ettingshausen coefficient in semiconducting $\mathrm{Bi}-\mathrm{Sb}$ alloys at low temperatures shown in Figs. 4-6 can be explained by the predominance of the positive phonon contribution to $Q_{12,3}$ over the negative diffusion contribution.

Also note that, according to (3) and (25), the diffusion and phonon transverse Nernst-Ettingshausen coefficients similarly depend on the magnetic field. The absolute value of their ratio therefore does not depend on the magnetic field and is a function of temperature alone. For this reason, the temperature at which the transverse Nernst-Ettingshausen coefficient changes sign should not depend on the magnetic field either by virtue of the same equations. This property of the model is at variance with experiment. Experimentally (Figs. 4-6), we observe a magnetic field dependence of the temperature at which the sign of $Q_{12,3}$ changes. An increase in the magnetic field increases the sign reversal
temperature. It can be suggested that the shortcoming of the model is the introduction of the electron relaxation time. We need a theory that would more accurately take into account the action of the collision operator on the nonequilibrium electron distribution function and would be capable of explaining the magnetic field dependence of the temperature at which $Q_{12,3}$ changes sign.

## 5. CONCLUSIONS

Note that the reason for the strong dependence of the phonon thermal EMF on transverse magnetic field in $\mathrm{Bi}-\mathrm{Sb}$ semiconducting alloys is the anisotropy of the electron energy spectrum. An increase in the phonon thermal EMF in a transverse magnetic field causes an increase in the thermoelectric efficiency $Z=\alpha^{2} / \kappa \rho$ of the semiconducting alloys, where $\kappa$ is the thermal conductivity and $\rho$ is the resistivity. For instance, in the $\mathrm{Bi}_{0.93} \mathrm{Sb}_{0.07}$ alloy, $Z$ increases by a factor of 1.5 in a magnetic field of $H=0.3 \mathrm{kOe}$ (as compared to the case of $H=0$ ) at $T=4.2 \mathrm{~K}$. Electron energy spectrum anisotropy in semiconducting alloys results in nonzero phonon transverse Nernst-Ettingshausen coefficients. The reason for the change in the sign of the transverse Nernst-Ettingshausen coefficient from negative to positive at $T<10 \mathrm{~K}$ in $\mathrm{Bi}-\mathrm{Sb}$ semiconducting alloys is the presence of a substantial phonon transverse NernstEttingshausen coefficient rather than a change in the mechanism of electron scattering in passing from high to low temperatures.
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#### Abstract

The action of a strong high-frequency electromagnetic field on a lateral semiconductor superlattice is considered based on the quasi-classical electron transport theory in the self-consistent wave formulation. The theory predicts that a lateral superlattice can emit terahertz radiation wave trains, which are associated with periodic excitation of Bloch oscillations in the superlattice arising because of the development of transient processes in it in a variable self-consistent electric field. The conditions necessary for observing Bloch oscillator radiation were found. The spectral composition of radiation transmitted through the superlattice and the energy efficiency of frequency multiplication related to Bloch oscillator excitation were calculated. © 2003 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

According to Bloch and Zener [1, 2], electrons in a periodic potential oscillate in real space in static electric fields. The frequency of oscillations is proportional to a biased electric field, $\omega_{B} \sim e E_{0} d / \hbar$, where $E_{0}$ is the applied electric field strength, $e$ is the charge of the electron, and $d$ is the potential period. The nature of these oscillations, known as Bloch oscillations, is determined by limited electron energies in the energy band and is related to Bragg reflections from Brillouin zone boundaries. The Bloch oscillations manifest themselves under the conditions of a quasi-ballistic electron flight through the Brillouin zone, in other words, when the inverse mean free time between collisions is short compared with the Bloch frequency $\omega_{B}$. In bulk crystals, this condition cannot be satisfied because of the small value of $d=0.1-0.3 \mathrm{~nm}$, which prevents the observation (and excitation) of Bloch oscillations in them.

Real prospects for observing Bloch oscillations (and, simultaneously, hope for constructing a tunable generator of terahertz frequencies) arose with the appearance of semiconductor superlattices, that is, artificially grown heterostructures with chemical compositions periodically changing on a nanometer scale [3]. The presence of an additional periodic potential determined by sample chemical composition changes splits the energy spectrum of electrons into a system of allowed and forbidden minibands with a characteristic width of $\Delta \sim 10-100 \mathrm{meV}[4,5]$.

The necessity of achieving a high mobility of charge carriers in the conduction miniband for providing ballistic transport in the Brillouin zone imposes very
severe requirements on the perfection of semiconductor superlattice structures. Lateral superlattices based on AlGaAs/GaAs appear to be most promising in this respect. In these superlattices (which are ordered structures on the surface of a dielectric substrate, such as systems of coupled quantum dots or wires), an additional potential is created for the two-dimensional electron gas localized close to the surface of the semiconducting substrate, and the spectrum of minibands is formed when electrons move over the surface of their localization. A noticeable increase in the mobility of carriers can be achieved in lateral superstructures by creating superstructures whose geometry allows electron scattering by optical phonons to be essentially suppressed between minibands and within them by appropriately selecting the widths of the first allowed and forbidden minibands [6, 7].

The specified and expected advances in technologies have actually brought lateral superstructures to the fore as candidates for creating tunable terahertz radiation sources. Several fundamental obstacles, however, crop up on the way to designing such sources. First, even under the conditions of rare collisions, macroscopic current oscillations at the Bloch frequency relax; as a result, a stationary current-voltage characteristic is established [8, 9]. Secondly, this current-voltage characteristic possesses negative differential conductivity in the region of electric fields corresponding to Bloch frequencies exceeding the frequency of collisions. The presence of a decreasing current-voltage characteristic portion results in the low-frequency instability of a uniform quasi-neutral spatial charge distribution. This instability splits the initially uniform electric field in strongly doped samples into separate domains, whose


Fig. 1. Geometry of the problem: (a) an example of a GaAs/AlGaAs lateral superlattice (a quasi-one-dimensional system of coupled quantum dots) and (b) scheme of problem statement.
spatial dimensions may be commensurate with the superlattice period.

The specified obstacles on the way to achieving Bloch generation can be overcome using transient processes that are accompanied by Bloch oscillation excitations, namely, by switching a lateral superlattice, which is in a bi- or multistable state, from the screening regime into the regime of self-induced transparency [10] under the action of an electromagnetic pumping wave. According to [11, 12], lateral superlattice multistability arises during the interaction of a strong electromagnetic field with the superlattice and actually means the appearance of a non-single-valued relation between the strength of the internal self-consistent field in the superlattice and the field incident on the structure from the outside. The physical reason for the multistability of lateral superlattices is dynamic localization of miniband electrons [13, 14] in a self-consistent electromagnetic field [11].

The central idea of this work is to utilize the phenomenon of directly switching a lateral superlattice by a pumping wave for the excitation of Bloch oscillations cyclically repeated during each incident field period. It can be expected that the frequency of Bloch oscillations excited in the transient process, which is determined by the self-consistent field value in the lateral superlattice, will be substantially higher than the incident wave frequency. In essence, this implies the automodulation regime of the interaction of radiation with a superlattice accompanied by a substantial enrichment of the spectrum of radiation as a result of coherent excitation of a system of Bloch oscillators. The purpose of this work was to elucidate the conditions of the arising of the automodulation regime and to determine the spectral characteristics of radiation from a lateral superlattice and the energy effectiveness of the Bloch oscillator.

## 2. PROBLEM STATEMENT AND MAIN EQUATIONS

Our initial physical model will be a lateral superlattice of thickness $h$ situated on a dielectric substrate with
permittivity $\varepsilon_{s}$ (further, we ignore substrate dispersion and absorption; that is, we assume that $\varepsilon_{s}(\omega)=$ const and $\operatorname{Im} \varepsilon_{s}=0$ ). Let a linearly polarized plane electromagnetic wave be incident on the superlattice in such a way that the electric field vector is oriented along its growth direction (the geometry of the problem is schematically shown in Fig. 1). The transport of electrons in the superlattice will be described by the well-known balance equations obtained in the one-miniband quasiclassical approximation $[9,15]$,

$$
\begin{align*}
\frac{d V}{d t} & =\frac{e}{m(W)} E-v_{V} V \\
\frac{d W}{d t} & =e E V-v_{W}\left(W-W_{T}\right) \tag{1}
\end{align*}
$$

where $V$ and $W$ are the mean (hydrodynamic) electron velocity and energy, respectively; $E$ is the self-consistent field intensity in the superlattice; $v_{W}$ is the frequency of inelastic collisions (energy relaxation frequency) $; v_{V}=v_{W}+v_{e l}$ is the frequency of velocity relaxation ( $\mathrm{v}_{e l}$ is the frequency of elastic collisions); $m(W)=$ $\mu_{0} /(1-2 W / \Delta) ; m_{0}=2 \hbar^{2} / \Delta d^{2}$ is the effective mass of the electron at the bottom of the miniband; $W_{T}=\Delta\left(1-\mu_{0}\right) / 2$ is the mean thermal energy of the electron in the absence of an electric field; $m_{0}=I_{1}\left(\Delta / 2 k_{B} T\right) / I_{0}\left(\Delta / 2 k_{B} T\right) ; I_{0,1}(x)$ are the modified Bessel functions; $\Delta$ is the miniband width; $T$ is the temperature; and $k_{B}$ is the Boltzmann constant. The first equation in (1) is the equation of electron gas motion in a miniband with a sinusoidal dispersion law, and the second equation is the law of conservation of energy. The energy dependence of the mass of the electron is described by the dispersion law in the miniband and is physically determined by Bragg reflections from Brillouin zone boundaries. Further, we assume that the concentration of electrons in the miniband is not very low and the polarizability of the lateral superlattice is fully determined by the
conduction current, whose density is proportional to the hydrodynamic velocity $V$,

$$
\begin{equation*}
j=e n_{e} V \tag{2}
\end{equation*}
$$

where $n_{e}$ is the concentration of electrons recalculated to the whole surface of the structure (see Fig. 1a). It follows that Eqs. (1) can be considered material equations for an electromagnetic field whose polarization coincides with the superlattice axis.

The electromagnetic field in the entire space will be described by the Maxwell equations

$$
\begin{equation*}
\nabla \times \mathbf{E}=-\frac{1}{c} \frac{\partial \mathbf{B}}{\partial t}, \quad \nabla \times \mathbf{B}=\frac{1}{c} \frac{\partial \mathbf{E}}{\partial t}+\frac{4 \pi}{c} \mathbf{j} \tag{3}
\end{equation*}
$$

(the medium is taken to be nonmagnetic, $\mathbf{H}=\mathbf{B}$ ). We also assume that the superlattice thickness is smaller than the wavelength in the medium. The simplest estimates show that such conditions are more than amply satisfied in real structures in the millimeter, submillimeter, and far IR wavelength ranges. Let the $z$ axis of Cartesian coordinates coincide with the incident wave vector direction, and the $x$ axis, with the axis of the superlattice, as is shown in Fig. 1b. Place the $z=0$ point on the illuminated superlattice surface. The electric current density, $\mathbf{j}=\mathbf{e}_{x} j$, where $\mathbf{e}_{x}$ is the unit vector along $x$ axis, takes on the following values along $z$ axis:

$$
j=0, \quad z<0
$$

(vacuum),

$$
j=e n_{e} V, \quad 0 \leq z \leq h
$$

(lateral superlattice), and

$$
j=\frac{\varepsilon_{s}-1}{4 \pi} \frac{\partial E}{\partial t}, \quad z>h
$$

(polarization current in the substrate).
In order to obtain equations that relate the incident, reflected, and transmitted waves to each other and these waves to the field within the superlattice, taking into account its small thickness and ignoring weak diffraction effects caused by structure discreteness in the $y$ direction, we will treat the superlattice as an equivalent current screen of an infinitesimal thickness. The volume current in the superlattice will be replaced by the equivalent surface current,

$$
\begin{equation*}
j(0 \leq z \leq h)=e n_{e} V \longrightarrow j_{s} \delta(z), \tag{4}
\end{equation*}
$$

where $j_{s}=j h$. The $\mathbf{E}=\mathbf{e}_{x} E$ electric field satisfies the one-
dimensional wave equation that directly follows from (3),

$$
\begin{equation*}
\frac{\varepsilon(z)}{c^{2}} \frac{\partial^{2} E}{\partial t^{2}}-\frac{\partial^{2} E}{\partial z^{2}}=-\frac{4 \pi}{c^{2}} \frac{\partial j}{\partial t}, \tag{5}
\end{equation*}
$$

where current density $j$ is given by (4) and the permittivity is

$$
\varepsilon(z)=\left\{\begin{array}{lc}
1, & z<0 \\
\varepsilon_{s}, & z>0
\end{array}\right.
$$

The boundary conditions for the electric and magnetic fields on the current screen lead to the following equations for $E$ :

$$
\begin{equation*}
[E]_{z=0}=0, \quad\left[\frac{\partial E}{\partial z}\right]_{z=0}=\frac{4 \pi}{c^{2}} \frac{\partial j_{s}}{\partial t} \tag{6}
\end{equation*}
$$

according to which the electric field is continuous and the magnetic field experiences a jump on the surface current (square brackets denote value jumps). The incident $E_{i}$ and reflected $E_{r}$ electric fields and the electric field transmitted through the superlattice $E_{t}$ will be described using first-order wave equations related to the well-known D'Alembert solution of the one-dimensional wave equation in a uniform medium without dispersion,

$$
\begin{align*}
& \frac{1}{c} \frac{\partial E_{i}}{\partial t}+\frac{\partial E_{i}}{\partial z}=0  \tag{7a}\\
& \frac{1}{c} \frac{\partial E_{r}}{\partial t}-\frac{\partial E_{r}}{\partial z}=0  \tag{7b}\\
& \frac{\sqrt{\varepsilon_{s}}}{c} \frac{\partial E_{t}}{\partial t}+\frac{\partial E_{t}}{\partial z}=0 \tag{7c}
\end{align*}
$$

The wave fields contained in Eqs. (7) are subject to boundary conditions (6) at $z=0$. Substituting $E_{i, r, t}$ into (6) and expressing spatial through time derivatives, we obtain

$$
\begin{gather*}
E_{i}+E_{r}=E_{t}  \tag{8}\\
-\frac{\sqrt{\varepsilon_{s}}}{c} \frac{\partial E_{t}}{\partial t}-\frac{1}{c} \frac{\partial E_{r}}{\partial t}+\frac{1}{c} \frac{\partial E_{i}}{\partial t}=\frac{4 \pi}{c^{2}} \frac{\partial j_{s}}{\partial t} \tag{9}
\end{gather*}
$$

Equation (9) can be integrated in time. Taking into account the zero boundary conditions, we eventually have

$$
\begin{equation*}
-\sqrt{\varepsilon_{s}} E_{t}-E_{r}+E_{i}=\frac{4 \pi}{c} j_{s} \tag{10}
\end{equation*}
$$



Fig. 2. Esaki-Tsu current-voltage characteristic as a stationary solution to (14).

Note that the electric field strength entering into (1) coincides with the $E_{t}$ strength of the transmitted wave field. Index " $t$ " will therefore be omitted henceforth. The incident field $E_{i}$ is determined by an external source and is a set function of time. Excluding $E_{r}$ from (8) and (9), we obtain a temporally local linear relation between $j_{s}, E_{i}$, and the self-consistent field $E$ in the lateral superlattice,

$$
\begin{equation*}
E=\frac{1}{1+\sqrt{\varepsilon_{s}}}\left[2 E_{i}(t)-\frac{4 \pi}{c} j_{s}\right] \tag{11}
\end{equation*}
$$

Equation (11), together with electron transport equations (1) and (2), forms a closed nonlinear system of equations with respect to $V, W$, and $E$, which completely describes the interaction of a normal incident wave with a thin lateral superlattice. Let the field amplitude of the incident wave vary in time by the harmonic law,

$$
E_{i}(t)=E_{m} \sin \omega t .
$$

In these conditions, we can conveniently introduce the dimensionless variables

$$
\begin{gathered}
\tau=\omega t, \quad U=\frac{E}{E_{c}}, \quad w=\frac{V}{\mu_{0} V_{0}}, \\
E_{c}=\frac{\hbar \omega}{e d}, \quad V_{0}=\frac{d \Delta}{2 \hbar}, \quad \zeta=\frac{2\left(W-W_{T}\right)}{\Delta \mu_{0}} .
\end{gathered}
$$

The corresponding substitutions in (1) and (11) give

$$
\begin{gather*}
\frac{d w}{d \tau}=U(1-\zeta)-v_{1} w  \tag{12a}\\
\frac{d \zeta}{d \tau}=U w-v_{2} \zeta  \tag{12b}\\
U_{i}(\tau)=U+\theta_{0} w, \tag{12c}
\end{gather*}
$$

where

$$
\begin{gathered}
v_{1}=\frac{v_{V}}{\omega}, \quad v_{2}=\frac{v_{W}}{\omega} \\
\theta_{0}=\frac{\mu_{0}}{1+\sqrt{\varepsilon_{s}}} \frac{\omega_{p e}^{2}}{\omega^{2}} \frac{\omega}{c} h, \quad U_{i}(\tau)=\frac{2}{1+\sqrt{\varepsilon_{s}}} \frac{E_{i}(\tau)}{E_{c}},
\end{gathered}
$$

and $\omega_{p e}^{2}=4 \pi e^{2} n_{e} / m_{0}$ is the electron plasma frequency at the bottom of the miniband. The $\theta_{0}$ dimensionless parameter is one of the key parameters of the theory determining the dynamics of self-consistent fields in lateral superlattices. It is estimated at a value close to two for $T=300 \mathrm{~K}, \Delta=100 \mathrm{meV}, \omega=10^{12} \mathrm{~s}^{-1}, h=$ $10^{-5} \mathrm{~cm}, n_{s}=n_{e} h=10^{13} \mathrm{~cm}^{-2}, m_{0}=0.1 \mathrm{~m}$ ( m is the mass of the free electron), and $\varepsilon_{s} \approx 12.4$ (a GaAs substrate). It will be shown using (12) that electromagnetic radiation incident on a superlattice with a frequency lower than the characteristic collision frequency can cause excitation of Bloch oscillations with terahertz frequencies emitted by the system.

## 3. BISTABILITY AND TRANSIENT PROCESSES IN LATERAL SUPERLATTICES IN AN EXTERNAL ELECTROMAGNETIC FIELD

First, consider a lateral superlattice in a given stationary electric field. Let us substitute $U=U_{0}=$ const into (12a) and (12b). These equations take into account both quasi-ballistic motion of electrons in a miniband and dissipation caused by scattering $[9,16]$. In particular, at $v_{1,2}=0$, the solution to (12a) and (12b) can be written as

$$
\begin{equation*}
\omega(\tau)=\sin \left(U_{0} \tau\right)=\sin \left(\frac{e E_{0} d}{\hbar} t\right) \tag{13}
\end{equation*}
$$

where $U_{0}$ is the dimensionless Bloch frequency. Equation (13) describes spatially localized oscillatory motion of charge carriers with the $\omega_{B}=e E_{0} d / \hbar$ frequency in a constant electric field (Bloch oscillations). Generally, (12a) and (12b) are reduced to the damped harmonic oscillator equation for the velocity of electrons [9],

$$
\begin{equation*}
\frac{d^{2} w}{d \tau^{2}}+\left(v_{1}+v_{2}\right) \frac{d w}{d \tau}+\left(U_{0}^{2}+v_{1} v_{2}\right) w=v_{2} U_{0} \tag{14}
\end{equation*}
$$

which describes transient processes in the system. The stationary solution to (14) is the well-known Esaki-Tsu
current-voltage characteristic

$$
\begin{equation*}
w_{0}=\frac{v_{2} U_{0}}{U_{0}^{2}+v_{1} v_{2}} \tag{15}
\end{equation*}
$$

shown in Fig. 2. The process of velocity relaxation to current-voltage characteristic (15) substantially depends on bias field $U_{0}$. It is virtually aperiodic at $U_{0}<$ $U_{0}^{(m)}=\sqrt{v_{1} v_{2}}\left(U_{0}^{(m)}\right.$ corresponds to the current extremum of the current-voltage characteristic) and is accompanied by oscillations of $w$ at the Bloch frequency at $U_{0}>U_{0}^{(m)}$. The relaxation time is here independent of $U_{0}$ and determined exclusively by collision frequencies $\tau_{\text {rel }} \approx 2 /\left(v_{1}+v_{2}\right)$. It follows that, if we succeed in changing the superlattice state in a time of $\Delta \tau<$ $\tau_{\text {rel }}$, there will be macroscopic current oscillations at the Bloch frequency at a constant field $U_{0} \gg U_{0}^{(m)}$. This will result in an emitting electromagnetic wave train of duration $\tau_{\text {rel }}$. In reality, taking such ultrafast actions on a superlattice is an exceedingly difficult task, because the corresponding times do not exceed several hundred femtoseconds. We will show that transient processes accompanied by the emission of electromagnetic waves at terahertz frequencies can be induced by high-power electromagnetic radiation interaction with a superlattice because of the bistability arising in the system.

Let the frequency of the electromagnetic wave incident on the superlattice be not too high, $v \geq 1$ (for simplicity, we ignore elastic collisions, $v_{1}=v_{2}=v$, which does not infringe the physical meaning). This means for typical lateral superlattices [12] that the pumping wave frequency should not exceed several tenths of a terahertz. The velocity of electrons in the quasi-stationary mode is then described by (15), into which we must substitute $U$ (the self-consistent field in the superlattice) for $U_{0}$. The relation between $U$ and the incident wave field is given by (12c). As a result, we obtain an approximate equation for the self-consistent field in the lateral superlattice, namely,

$$
\begin{equation*}
U_{i}(\tau) \approx U(\tau)+\frac{v \theta_{0} U(\tau)}{U^{2}(\tau)+v^{2}} . \tag{16}
\end{equation*}
$$

The dependences of $U$ on the current $U_{i}$ value are shown in Fig. 3. At parameter $\theta_{0}$ values larger than $\theta_{0 c}=$ 8 v , the curves have regions where these dependences are not single-valued, which means the appearance of bistability in the system when the electric field strength of the incident wave falls in the interval

$$
U_{c 2}<U_{i}<U_{c 1},
$$

whose boundaries at $\theta_{0} \gg \theta_{0 c}$ are approximately deter-


Fig. 3. Dependences of the electric field intensity in a lateral superlattice on the incident wave field intensity at $v=1$ and various $\theta_{0}$ values: (1) $\theta_{0}=0$, (2) $\theta_{0}=3<\theta_{0 c}$, (3) $\theta_{0}=8=$ $\theta_{0 c}$, and (4) $\theta_{0}=20>\theta_{0 c}$; curve 4 characterizes superlattice bistability; $U_{1}^{*} \approx v$ and $U_{2}^{*} \approx \sqrt{v \theta_{0}}$.


Fig. 4. Dependences of $U_{c 1}$ (solid lines) and $U_{c 2}$ (dashed lines) on $\theta_{0}$ : (1) $v=1$ and (2) $v=5$.
mined by the asymptotic equation

$$
\begin{equation*}
U_{c 1} \approx \theta_{0} / 2, \quad U_{c 2} \approx \sqrt{v \theta_{0}} . \tag{17}
\end{equation*}
$$

The $U_{c 1, c_{2}}\left(\theta_{0}\right)$ dependences are shown in Fig. 4 .
It follows that the dynamics of the interaction of incident radiation with the superlattice at $\theta_{0}>\theta_{0 c}$ substantially depends on the incident wave amplitude $U_{i}^{(m)}=E_{m} / E_{c}$ and the critical field $U_{c 1}$. If $U_{i}^{(m)}<U_{c 1}$, the field in the superlattice is fully described by the lower branch of curve 4 in Fig. 3. The self-consistent


Fig. 5. Phase portraits of system (12) showing the self-consistent field dynamics in a lateral superlattice at $\theta_{0}>\theta_{0 c}$ : (a) $U_{i}<U_{c 2}$, (b) $U_{c 2}<U_{i}<U_{c 1}$, (c) $U_{i}>U_{c 1}$; equilibrium states: (1) stable node, (2) saddle, and (3) stable focus.
field $U$ then does not exceed the $U_{1}^{*}=v$ value, which is, in turn, evidence of the screening state of the superlattice $\left(U \ll U_{i}\right)$. If $U_{i}^{(m)}>U_{c 1}$, the system switches to a new state at time instants when $U_{i}(\tau)>U_{c 1}$. This new state is described by the upper branch of curve 4 (Fig. 3). The new state, in which $U \approx U_{i}$, can be treated as self-induced structure transparency. Indeed, the lat-
eral superlattice in a weak field behaves like an ordinary plasma film with a plasma frequency determined by the concentration of electrons and their effective mass. The electric current in the superlattice is then described by the quasi-linear increasing portion of the current-voltage characteristic (15). The transparency regime in a strong field arises because of the transition of the superlattice to a state with weak electric currents on the decreasing branch of the current-voltage characteristic. At the instants of time when $U_{i}(\tau)$ becomes equal to $U_{c l}$, the interaction process ceases to be quasistationary [in the sense that the instantaneous local relation between the incident field and the self-consistent field in the lattice described by (16) disappears]. The transition from the screening mode to the self-induced transparency mode shown in Fig. 3 by the arrow upward is qualitatively described by (14) and is accompanied by electric field and electron velocity oscillations at a frequency close to the Bloch frequency. The Bloch frequency is here determined by the strength of the self-consistent field in the superlattice, approximately equal to $\theta_{0} / 2$ in the stationary state. It follows that this transient process is accompanied by the emission of a wave train with a frequency proportional to the concentration of electrons. The duration of such a wave train ("flash") is determined by the condition

$$
\begin{equation*}
T_{w t} \sim \min \left\{\tau_{\mathrm{rel}}, \Delta \tau\right\} \tag{18}
\end{equation*}
$$

where $\Delta \tau$ is the time elapsed between the transitions of the system into the self-induced transparency state and back into the screening mode (the downward arrow in Fig. 3). Note that such radiation flashes occur if the negative differential conductivity of the superlattice in the transparent state, which splits the uniform electric field into separate strong field domains [17, 18], does not cause spatial charge instability to arise. This is possible if the corresponding instability increment $\Gamma$ is smaller than the frequency of Bloch oscillations in the transient process, $\Gamma<\omega_{B}$.

The complete picture of the self-consistent electric field dynamics in a lateral superlattice can be obtained from Fig. 5, where the phase portraits of system (12) at fixed $U_{i}$ values are depicted. Fig. 5a corresponds to the condition $U_{i}<U_{c 2}$. The system possesses a single equilibrium state of the type of a stable node. If the pumping field varies fairly slowly, that is, $\tau_{\text {rel }}<1$, the superlattice is always in this equilibrium state (state 1 in Fig. 5a). The system adiabatically follows equilibrium state displacements on the phase plane when $U_{i}(\tau)$ changes. At the instants of time when $U_{c 2}<U_{i}(\tau)<U_{c 1}$, two additional equilibrium states appear on the phase plane, a saddle point (state 2 in Fig. 5b) and a stable focus (state 3 in Fig. 5b). This means the arising of bistability in the system (two of three equilibrium states are stable). Nevertheless, this change in the topology of the phase plane does not qualitatively influence the dynam-
ics of the self-consistent field, because the superlattice is as previously in equilibrium state 1 . The situation dramatically changes when $U_{i}(\tau)$ attains a value of $U_{c 1}$. The saddle point and the stable node coalesce and disappear, and the stable focus only remains on the phase plane (Fig. 5c). The corresponding phase trajectory coils in toward this equilibrium state and exhibits damped self-consistent field oscillations in the superlattice. The characteristic damping increment of these oscillations, which are associated with the transition of the superlattice into the transparent state, remains close to $v$. At the same time, the oscillation frequency in dimensionless variables approximately equals $\Omega \approx \theta_{0} / 2$, as is easy to see from (12). It can be shown that the $\Omega$ value obtained exactly corresponds to the Bloch frequency in an electric field whose strength equals the intensity of the self-consistent lateral superlattice field in equilibrium state 3 (Fig. 5c). We also see that the frequency of these oscillations (of course, for $\theta_{0}>\theta_{0 c}$ ) is $\theta_{0} / 2$ times higher than the pumping field frequency. For the $\theta_{0}=\theta_{0 c}$ threshold value, we have the lowest possible Bloch frequency in the system, $\Omega_{\text {min }} \approx 4 v$, where $v \geq 1$. It follows that a high frequency wave train related to Bloch oscillations of electrons in the superlattice will be emitted at each pumping wave halfperiod. The electromagnetic field frequency in such a flash of Bloch oscillations is determined by the electron concentration in the superlattice $\left(\theta_{0}\right)$. The duration of the wave train is given by (18). The switching of the superlattice into the screening mode occurs when the self-consistent field intensity decreases after the focus (state 3 in Fig. 5b) and the saddle (state 2 in Fig. 5b) coalesce and is aperiodic in character because of the node type of the final equilibrium state (state $l$ in Figs. 5a, 5b).

## 4. BLOCH OSCILLATOR EMISSION

 IN AN EXTERNAL ELECTROMAGNETIC FIELDThe transient process that occurs after the coalescence of equilibrium states 1 and 2 (Fig. 5) and is accompanied by electric field oscillations at the Bloch frequency (Fig. 5c) can be approximated by the equation

$$
\begin{equation*}
U(\tau)=U^{\max }-\left(U^{\max }-U_{1}^{*}\right) e^{-v \tau} \cos \left(\frac{\theta_{0}}{2} \tau\right), \tag{19}
\end{equation*}
$$

where $U^{\max }$ and $U_{1}^{*}$ are shown in Fig. 3. The initial amplitude of oscillations of the self-consistent field in the superlattice, $U_{B}=U^{\text {max }}-U_{1}^{*}$, depends on the position of the representation point on the phase plane after equilibrium states 1 and 2 (Fig. 5b) coalesce at $\tau=0$. The time dependence of the self-consistent electric field in the superlattice described by (19) is exact in the neighborhood of the stable focus. The approximate equation (19) does not take into account the anhar-
monic character of the Bloch oscillator, which manifests itself when the representation point is fairly far from the specified equilibrium state. However, this anharmonicity cannot lead to a noticeable error in Bloch oscillator efficiency, because the corresponding nonlinear broadening of the generated spectral line is much smaller than the broadening caused by oscillation damping as a result of electron scattering. The slow $U^{\max }(\tau)$ time dependence in (19) related to the time dependence of the incident field can also be ignored because $U^{\text {max }}(\tau)$ changes comparatively insignificantly during a pulse of excited Bloch oscillations. These assumptions allow us to calculate the energy contained in the excited high-frequency wave train. The maximum duration $\Delta \tau$ of a pulse of Bloch oscillations is determined by the time between mode switchings,

$$
\begin{equation*}
\Delta \tau=\pi-\arcsin \frac{U_{c 1}}{U_{i}^{(m)}}-\arcsin \frac{U_{c 2}}{U_{i}^{(m)}}, \tag{20}
\end{equation*}
$$

where $\arcsin x$ is the lower positive branch of the function. Equation (20) only holds if spatial charge instability in the equilibrium state of the stable focus type (caused by the negative superlattice differential conductivity) does not have sufficient time to develop. The absence of such Gunn instability presupposes that the inequality $\Gamma<\omega_{B}$, where $\Gamma$ is the instability increment, is satisfied. The instability increment can roughly be estimated as [19]

$$
\begin{equation*}
\Gamma \approx 4 \pi e n_{e}\left(-\frac{d V}{d E}\right) \frac{1}{\varepsilon_{L}}<\omega_{B} . \tag{21}
\end{equation*}
$$

Here, $\varepsilon_{L}$ is the lattice dielectric constant of the superlattice. The superlattice differential mobility $d V / d E$ should be negative near the equilibrium state. Substituting the obtained characteristic field into (21) yields the condition for the concentration of electrons in the superlattice that prevents the development of Gunn instability, namely,

$$
\begin{equation*}
\omega_{p e}^{4}>4 \frac{\mu_{0}}{\varepsilon_{L}} \frac{v_{w} h}{c}\left(\frac{c}{h}\right)^{4} . \tag{22}
\end{equation*}
$$

Condition (22) imposes a fairly strict limitation on the concentration of electrons and the frequency of collisions. We assume (22) to be fulfilled. Equation (19) can then be used to calculate the electromagnetic energy emitted by the superlattice into the environment in the form of a pulse of damped Bloch oscillations during each incident pumping wave half-period. Dividing the



Fig. 6. Energy efficiency $K$ of a Bloch oscillator in a lateral superlattice as a function of $U_{i}^{(m)}$ : (a) $v=1, \theta_{0}=20(1), 40$ (2), and 100 (3) and (b) $\theta_{0}=40, v=1$ (1), 1.5 (2), and 2 (3).


Fig. 7. Lines of constant $K$ efficiencies on the $\left(U_{i}^{(m)}, \theta_{0}\right)$ parameter plane at $v=1$.
obtained value by the introduced pumping wave energy, we obtain the energy efficiency of the excited Bloch oscillator, which, for $\theta_{0} \gg v$, can be written in the form

$$
\begin{gather*}
K=\frac{1}{\pi U_{i}^{(m) 2}}\left\{\frac{1}{2 v}\left(e^{-2 v \tau_{1}}-e^{-2 v \tau_{2}}\right)\right. \\
-\frac{2 v}{\theta_{0}^{2}}\left[e^{-2 v \tau_{1}} \cos \left(\theta_{0} \tau_{1}\right)-e^{-2 v \tau_{2}} \cos \left(\theta_{0} \tau_{2}\right)\right]  \tag{23}\\
\left.+\frac{1}{\theta_{0}}\left[e^{-2 v \tau_{1}} \sin \left(\theta_{0} \tau_{1}\right)-e^{-2 v \tau_{2}} \sin \left(\theta_{0} \tau_{2}\right)\right]\right\} \\
\tau_{1} \approx \arcsin \frac{\theta_{0}}{2 U_{i}^{(m)}}, \quad \tau_{2} \approx \pi-\arcsin \frac{2 \sqrt{v \theta_{0}}}{U_{i}^{(m)}}
\end{gather*}
$$

The $K\left(U_{i}^{(m)}\right)$ dependences constructed according to (23) at various fixed $\theta_{0}$ values are shown in Fig. 6a. Note again that the $\theta_{0} / 2$ parameter determines the dimensionless current frequency of emitted Bloch oscillation flashes. We see that the efficiency maximum is almost independent of $\theta_{0}$ and amounts to several percent at $v=1$. Only the line width grows as $\theta_{0}$ increases. The $K\left(U_{i}^{(m)}\right)$ dependences for various collision frequencies at a fixed $\theta_{0}=40$ value are shown in Fig. 6b. The efficiency maximum of the Bloch oscillator decreases as $v$ increases. The $K=$ const level lines are shown in Fig. 7 on the ( $U_{i}^{(m)}, \theta_{0}$ ) parameter plane. We see that superlattices with fairly high $\theta_{0}$ values are most suitable for frequency multiplication purposes. At the same time, a high $\theta_{0}$ value leads to the necessity of using very strongly doped superlattices. As a consequence, the Bloch generation threshold increases. We should, however, mention the following. In the $\theta_{0}>\theta_{0 c}$ limit, the frequency of generated Bloch oscillations does not depend on the pumping wave frequency. Indeed,

$$
\begin{equation*}
\omega_{B} \approx \omega \frac{\theta_{0}}{2}=\frac{\mu_{0}}{2\left(1+\sqrt{\varepsilon_{s}}\right)} \omega_{p e}^{2} \frac{h}{c} . \tag{24}
\end{equation*}
$$

We must decrease the incident wave frequency to increase $\theta_{0}$. This, however, decreases efficiency $K$ because of an increase in the relative collision frequency $v$. The optimal energy efficiency of Bloch oscillations is achieved at $v \approx 1$, when the superlattice exists


Fig. 8. Oscillograms of the electric fields of waves transmitted through a lateral superlattice at $\theta_{0}=40\left[(a) U_{i}^{(m)}=27 \sim U_{c 1}\right.$, (b) $U_{i}^{(m)}=30>U_{c 1}$, and (c) $\left.U_{i}^{(m)}=35>U_{c 1}\right]$ and $\theta_{0}=90\left[(\mathrm{~d}) U_{i}^{(m)}=58\right.$, (e) $U_{i}^{(m)}=63$, and (f) $\left.U_{i}^{(m)}=70\right]$. Shown by the side of Figs. 7b, 7c, 7e, and 7f are the fine structures of wave train half-periods related to Bloch oscillations in the superlattice.
in the transparent state during one incident wave halfperiod, $\Delta \tau$, for a time on the order of the Bloch oscillation damping time.

We performed numerical calculations by solving (12). The oscillograms of the electric field strength in a lateral superlattice calculated at various $\theta_{0}$ and $U_{i}^{(m)}$ values are shown in Fig. 7. We see that, at $U_{i}^{(m)}$ below the threshold value (Figs. 7a, 7d), the electric field in the superlattice has a quasi-harmonic time dependence. This corresponds to the screening mode and a weak field in the superlattice. However, if the incident wave amplitude exceeds the threshold value, Bloch oscillations are excited in the transient process when the superlattice switches from the screening to the transparent mode. The spectral composition of these oscilla-
tions weakly depends on $U_{i}^{(m)}$ (Figs. 7b, 7c, 7e, 7f). The value by which the field exceeds the threshold value largely determines the duration of the wave train of Bloch oscillations, because the $\Delta \tau$ time interval increases as $U_{i}^{(m)}$ grows until $\Delta \tau$ becomes comparable to $1 / v$. Virtually, the wave train frequency only depends on $\theta_{0}$. The spectra of radiation transmitted through the lattice are shown in Fig. 9 for two $U_{i}^{(m)}$ and two $\theta_{0}$ (see Fig. 7) values to show how the spectral composition of radiation emitted from the superlattice changes depending on $U_{i}^{(m)}$.

We estimated the effect of radiation of Bloch oscillators excited by an electromagnetic field in a superlattice to obtain the following particular result. At $v_{W}=$ $v_{V}=6 \times 10^{11} \mathrm{~s}^{-1}$, the pumping wave frequency $f=$


Fig. 9. Spectra of transmitted radiation corresponding to Figs. (a) 7 b , (b) 7 c , (c) 7 e , and (d) 7 f ( $N$ is the harmonic number).
0.1 THz , and the surface electron concentration $n_{s}=$ $n_{e} / h=10^{13} \mathrm{~cm}^{-2}$, the critical energy flux density of incident radiation is $S_{\text {in }} \approx 5 \times 10^{5} \mathrm{~W} / \mathrm{cm}^{2}$, and the frequency of the emitted wave train of Bloch oscillations is $f_{B} \approx$ 3 THz.

## 5. CONCLUSIONS

We theoretically proved the possibility of emission of terahertz Bloch oscillator radiation excited by an electromagnetic field in a lateral semiconductor superlattice. This radiation is a sequence of wave trains resulting from flashes of Bloch oscillations emitted by the superlattice. The Bloch oscillations themselves arise in cyclically repeating transient processes. At a pumping frequency lower than or comparable to the
effective electron collision frequency, Bloch oscillations are excited during every half-period of the electromagnetic wave incident on the superlattice. To summarize, a lateral superlattice can be considered a source of terahertz electromagnetic radiation of a new type. The superlattice parameters necessary for transient processes to be excited in it in an external electromagnetic field are quite achievable for modern technologies. In addition, some types of sources of electromagnetic waves in the millimeter and submillimeter wavelength ranges have characteristics suitable for directly observing the emission of Bloch oscillators from semiconductor lateral superlattices. We stress once more that the spatial charge instability is incapable of suppressing Bloch oscillations because its development takes a comparatively long time.
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#### Abstract

The distribution of equilibrium magnetization currents in two-dimensional bounded systems placed in an external magnetic field is studied. A half-plane, a quantum disk, and a wide quantum ring are considered. The passage from classical to quantizing magnetic fields is investigated. The edge currents near the boundary of the half-plane are shown to experience damped (far from the boundaries) spatial oscillations related to the Fermi electron wavelength. The region occupied by currents was found to narrow with increasing field. Apart from these oscillations, the current contains a component that smoothly changes with distance but oscillationally depends on the position of the Fermi level relative to the Landau levels. The suppression of the oscillations by temperature is studied. The spatial distribution of the current in a circular disk and a ring is shown to significantly depend on the position of the Fermi level. © 2003 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The magnetic field that acts on a low-dimensional system is traditionally assumed to coincide with the external magnetic field. Nevertheless, the electron magnetization in such a quantum system as an atom appreciably changes the magnetic fields that act on atomic nuclei and, therefore, is important, for example, in nuclear magnetic resonance (NMR). Previously [1], we studied the magnetic-field distribution in systems with dimensional quantization in the linear (in external magnetic field) approximation. We showed that the equilibrium current density and the current-induced magnetic field experienced oscillations as functions of the distance from the boundaries and the Fermi energy.

This problem is related to the problem of the socalled orbital magnetism-the magnetization of a quantum system in an external magnetic field. The orbital magnetism was intensively studied in various systems with separable and inseparable variables [2-4]. The magnetic susceptibility of large quantum systems at a low temperature $T$ smaller than the energy level spacing $\Delta E$ was shown to experience large fluctuations, with the sign of the susceptibility changing when the Fermi level crosses the energy levels of the system. We emphasize that the low-temperature limit may be considered as being opposite to the thermodynamic limit $T \gtrdot>\delta E$. Therefore, when $T \longrightarrow 0$, the extensive quantities, in particular, the magnetic susceptibility, are not selfaveraged.

Here, our goal is to investigate the spatial distribution of an equilibrium current in various two-dimensional systems with boundaries in a strong magnetic field. We study a semi-infinite medium, a quantum disk, and a quantum ring. Of particular interest to us is the mesoscopic limit where the characteristic size of the system is much larger than the electron wavelength but, at the same time, the quantum properties are still essential.

## 2. AN EDGE CURRENT IN A TWO-DIMENSIONAL SYSTEM IN A FINITE MAGNETIC FIELD

Let us consider the problem of the equilibrium current density in a semi-infinite sample $x>0,-\infty<y<\infty$, placed in a magnetic field $B_{z}=B$. This limit describes the current density when the characteristic size of the system is larger than that of the region in which the edge current flows. In particular, this limit is realized when the characteristic size of the system exceeds the cyclotron diameter. The solution is applicable to arbitrarily shaped bounded regions provided that the local curvature of the boundary is smaller than the reciprocal of the cyclotron radius.

We choose the calibration of the vector potential to be $A_{y}=B x$. The states in a semi-infinite sample in the presence of a magnetic field can be described by the longitudinal momentum $p$ and the transverse number $n$ : $\psi_{n, p}(x) e^{i p y}$. In what follows, $\hbar=1$. When the boundary of the system is a rigid wall, the wave functions must


Fig. 1. The left panel shows the edge current density relief, in units of $j_{0}$, for a finite magnetic field as a function of the distance to the boundary and the Fermi energy. The gray, white, and black colors correspond to zero, positive, and negative current densities, respectively. The right panel shows a plot of the current density against the distance for selected Fermi energies (marked by the straight lines in the left panel).
satisfy the zero condition at the $x=0$ boundary. These wave functions can be expressed in terms of the function of a parabolic cylinder $D_{\mathrm{v}}(x)$ :

$$
\begin{gather*}
\Psi_{n, p}(x)=C D_{v_{n}}\left(\frac{\sqrt{2}\left(x-x_{p}\right)}{a}\right), \\
C^{2} \int_{-x_{p}}^{\infty} D_{v_{n}}\left(\frac{\sqrt{2} x}{a}\right) d x=1 . \tag{1}
\end{gather*}
$$

Here, $a=\sqrt{c / e B}$ is the magnetic length and $x_{p}=-p a^{2}$. The boundary condition $D_{v_{n}}(-\sqrt{2} p a)=0$ defines the energy levels $E_{n, p}=\omega\left(v_{n}(p)+1 / 2\right)$, where $n=0,1, \ldots$; $\omega=e B / m_{e} c$; and $m_{e}$ is the effective electron mass.

The current density is

$$
\begin{gathered}
j_{y}(x)=\frac{j_{0}}{2 \pi} \sum_{n=1}^{\infty} \int_{-\infty}^{\infty} d p a \\
\times\left[\left(x_{p}-x\right) \psi_{n, p}^{2}(x)\left(f_{+}+f_{-}\right)+\frac{g m_{e}}{2 m_{0}}\left(f_{-}-f_{+} \frac{a^{2} \partial \psi_{n, p}^{2}(x)}{\partial x}\right]\right.
\end{gathered}
$$

where $j_{0}=e \omega / a=e /\left(m_{e} a^{3}\right)$ is the characteristic current density produced by one electron at the lower Landau level in a magnetic field, $f_{ \pm}=f\left(E_{n}(p) \pm g \mu_{B} B / 2\right), f(E)=$ $(\exp ((E-\mu) / T)+1)^{-1}$ is the Fermi distribution function ( $\mu$ and $T$ are the chemical potential and the temperature, respectively), and $g$ is the $g$ factor. Expression (2) contains the two contributions that arise when averaging the orbital and spin parts of the current density operator (the first and second lines, respectively). Below, we dis-


Fig. 2. The edge current density as a function of the temperature. The Fermi level is located near the fifth Landau level. The solid and dotted curves correspond to $E_{F}=4.4 \omega$ and $4.6 \omega$, respectively; in these cases, the total currents at low temperatures are oppositely directed. At temperatures $T \gg$ $\left|E_{F}-4.5 \omega\right|$, the curves merge together. At $T \gtrdot \omega$, the current density ceases to depend on the magnetic field.
regard the spin splitting by assuming that the $g$ factor is small.

The results of our calculations of the edge current using formulas (1) and (2) are presented in Figs. 1-3.

Let us discuss the behavior of the current density at a low temperature. First, the direction of the current is determined by the vector product of the normal and the magnetic field. However, this does not imply that the sign of the surface current density is constant. Indeed, let only one Landau level be occupied. Consider the states located far from the boundary. These states are not perturbed by the wall. The current density given by one state with a specified $p$ is antisymmetric about the point $x_{p}$. As the boundary is approached, the level is


Fig. 3. The total edge current as a function of the magnetic field at $T=0$.
pushed upward. The occupied levels that underlie the Fermi level have similar wave functions. Momentum averaging compensates for the current density far from the point of intersection of the energy level with the Fermi level, while near this point the uncompensated contribution of constant (in our case, positive) sign remains. As the Fermi level approaches the lower Landau level, the edge state increasingly recedes from the boundary according to the law $\ln ^{1 / 2}(\mu / \omega-1 / 2)$ and becomes increasingly ideal. As the Fermi level rises, the wave function begins to be distorted by the boundary, the positive contribution to the average current density is suppressed, but a negative contribution appears-the plot of the current density acquires a negative minimum.

As the next Landau levels are crossed, new contributions from these levels are added to the current density. These contributions are initially located far from the boundary but then approach it and merge together with the contributions from the lower lying states. The higher the state, the wider the region occupied by them and the more oscillations the corresponding contribution to the current density experiences. When the number of occupied levels becomes large, the edge contributions from different Landau levels merge into the Friedel oscillations of the surface current density that we considered previously [1]. However, in contrast to the previously considered limit of a weak magnetic field (a linear response), the number of oscillations proves to be limited-the surface current is distributed in a thickness of the order of the cyclotron diameter $2 r_{c}=2 v_{F} / \omega$, where $v_{F}$ is the Fermi velocity. The current density oscillates inside this region and exponentially decays outside. The number of oscillations is determined by the number of occupied Landau levels $N=$ [ $\mu / \omega-1 / 2$ ], where [...] represents the integer part. In the region $x \ll 2 r_{c}$, an expansion can be made in terms of the magnetic field, the magnetic-field effect reduces to a factor, and the surface current density is given by the expression from [1].

A smooth dependence on the coordinate $x$ is superimposed on the spatial oscillations. This smooth contribution determines the total edge current (the coordinate integral) that experiences alternating Shubnikov oscillations as a function of the magnetic field (Fig. 3). In the weak-field limit, the smooth contribution transforms into the contribution studied in [1] that linearly depends on the distance and the oscillations propagate to an infinite distance from the boundary, being damped as a power law.

As the temperature rises (see Fig. 2), the currentdensity oscillations are suppressed, more strongly at large distances from the surface. This suppression results from the thermal misphasing of the electrons near the Fermi surface at the characteristic length $l_{T}=$ $k_{F} /\left(2 \pi m_{e} T\right)$, where $k_{F}$ is the Fermi momentum [1]. Competition between the two lengths that restrict the oscillations arise in a finite magnetic field: the cyclo-
tron diameter and $l_{T}$ (the smaller length works). The smooth contribution is suppressed by the temperature and scattering in the same way as the surface oscillations at a large distance. This is how the results obtained for weak and strong magnetic fields are joined.

At first glance, the alternating oscillations of the total edge current seem strange if it is considered that the total current at a high Fermi energy must be diamagnetic and be described by the formula

$$
J=-\frac{j_{0} a}{12 \pi}
$$

However, in the limit of a large system, the total edge current $J$ is directly related to the magnetic moment of the system by $M=J S / c$, where $S$ is the area of the system. At the same time, the total moment at $T=0$ can be determined by using the $\Omega$ potential of the system [5]:

$$
\begin{gather*}
M=-\frac{\partial \Omega}{\partial B}=\frac{j_{0} a S}{\pi c} \\
\times \sum_{n=0}^{\infty}\left[\frac{\mu}{\omega}-(2 n+1)\right] \theta\left(\mu-\left(n+\frac{1}{2}\right) \omega\right) \tag{3}
\end{gather*}
$$

This expression oscillates with $\mu$, experiencing jumps when the Fermi level crosses the Landau levels. Another property of this formula is that the moment becomes zero when the Fermi level lies halfway between the Landau levels.

On the other hand, the edge currents under nonequilibrium conditions are related to the quantization of the microcontact resistance in the regime of adiabatic transport in the quantum Hall effect. The total current in a $(n, p)$ state is given by the expression

$$
\begin{equation*}
j_{n, p}=-e \frac{\partial E_{n, p}}{\partial p} \tag{4}
\end{equation*}
$$

Since the states are localized in coordinate $x$, the edge current is determined by the states with $x_{p}$ near the boundary. The partial current $j_{n, p}$ exponentially decreases with increasing $x_{p}$. Therefore, summing the currents over all states, we obtain the final value. These considerations determine the quantization of the microcontact resistance.

The total edge current in the semi-infinite problem at $T=0$ is

$$
\begin{align*}
& J=-e \sum_{n, p} \frac{\partial E_{n, p}}{\partial p} \theta\left(\mu-E_{n}(p)\right)=-\frac{j_{0} a}{\pi}  \tag{5}\\
& \times \sum_{n=0}^{\infty}\left[\left(n+\frac{1}{2}\right)-\frac{\mu}{\omega}\right] \theta\left(\mu-\left(n+\frac{1}{2}\right) \omega\right) .
\end{align*}
$$

The current through the structure can be expressed in terms of the difference between the edge currents (5) that correspond to the chemical potentials of the edges
$\mu_{1}$ and $\mu_{2}$. The difference $\mu_{1}-\mu_{2}$ in the nonequilibrium problem is equal to the potential difference $V$ applied to the microstructure ends. It thus follows that the nonequilibrium current is $J=e^{2} V N / h$. Under equilibrium conditions, the chemical potentials of the edges are equal, but the edge current from one end must be defined by the same expression as that in the absence of equilibrium. However, formula (5) understood in this way contradicts formula (3) for the moment, as well as numerical calculations.

To elucidate the nature of the error, let us determine the contribution from the Landau states with a momentum between $p_{1}$ and $p_{2}$ to the current density in the boundaryless problem, with $\left|x_{p_{1}}-x_{p_{2}}\right| \gg a$ :

$$
\begin{gather*}
j_{y}\left(p_{1}, p_{2} ; x\right)=-\frac{j_{0}}{\pi} \sum_{n}^{p_{2}} \int_{p_{1}}\left(x-x_{p}\right) \varphi_{n}^{2}\left(\frac{x-x_{p}}{a}\right) d p  \tag{6}\\
=-\frac{j_{0}}{\pi} \sum_{n}\left(\int_{-\infty}^{p_{2}} d p \ldots-\int_{-\infty}^{p_{1}} d p \ldots\right)
\end{gather*}
$$

where $\varphi_{n}(\xi)$ are the dimensionless normalized functions of a harmonic oscillator. The contributions from the regions near $x_{1}$ and $x_{2}$ are independent and separated in space. Thus, although the total current in each Landau state becomes zero, momentum integration yields two edge currents. When we performed the integration over all momenta in formula (5), the correct limit should have been calculated by first limiting the momentum integration below by some point and then letting it tend to $-\infty$. The contribution from the current density near $\mathrm{x}_{1}$ that corresponds to $p_{1}$ to the total current obtained in this case is localized far from the boundary and it should be subtracted from the total surface current.

We determine this part of the current by integrating $j_{y}\left(p_{1}, p_{2} ; x\right)$ over $x$ near $x_{p}$ over a region that is large compared to the characteristic size of the wave function:

$$
\begin{gather*}
\int_{x_{p}-\Delta}^{x_{p}+\Delta} j_{y}\left(p_{1}, p_{2} ; x\right) d x  \tag{7}\\
=\frac{j_{0} a}{\pi} \sum_{n=0}^{\infty}\left(n+\frac{1}{2}\right) \theta\left(\mu-\left(n+\frac{1}{2}\right) \omega\right) .
\end{gather*}
$$

Here, $\Delta \gg a \sqrt{N}$. Subtracting (7) from (5) yields a correct expression for the edge current $J=M c / S$ with $M$ from formula (3). The numerical calculation (see Fig. 3) agrees with this formula.

## 3. DIAMAGNETIC CURRENTS IN A QUANTUM DISK AND A QUANTUM RING

Let us consider the distribution of a nondecaying current and magnetic field in systems with a circular geometry or, more specifically, in a plane ring with inner and outer radii of $r$ and $R$, respectively. A circular disk is the special case of a ring at $r=0$. We assume that the magnetic field is directed along the $z$ axis of the system and that the vector potential has an azimuthal calibration, $A_{\phi}=B \rho / 2$ ( $\rho$ and $\phi$ are the polar coordinates). The wave function with the moment component $m$ is $\Psi(\rho, \phi)=e^{i m \xi} \Psi_{n m}(\phi) / \sqrt{2 \pi}$, where $\xi=(\rho / a)^{2} / 2$, and the radial function satisfies the equation

$$
\begin{gather*}
\xi \psi_{n m}^{\prime \prime}+\psi_{n m}^{\prime} \\
+\left(-\frac{\xi}{4}+\left(\frac{E_{n, m}}{\omega}-\frac{m}{2}\right)-\frac{m^{2}}{4 \xi}\right) \psi_{n m}=0 \tag{8}
\end{gather*}
$$

the zero conditions at the boundary, and the normalization $\int\left|\psi_{n m}(\xi)\right|^{2} d \xi=1$. The current has only the azimuthal component $j_{\phi}$ :

$$
\begin{equation*}
j_{\phi}(\xi)=-j_{0} \sqrt{\frac{2}{\xi}} \sum_{n, m}\left|\psi_{n m}(\xi)\right|^{2}(m+\xi) f\left(E_{n, m}\right) . \tag{9}
\end{equation*}
$$

In the weak-field limit, the current density can be expressed in terms of wave functions in the absence of a magnetic field:

$$
\begin{gather*}
j_{\phi}(\rho)=-j_{0} a \rho \\
\times \sum_{n, m}\left[f\left(E_{n, m}^{0}\right)+\frac{m^{2}}{m_{e} \rho^{2}} \frac{\partial f}{\partial E_{n, m}^{0}}\right]\left|\psi_{n m}^{0}(\rho)\right|^{2}, \tag{10}
\end{gather*}
$$

where $\psi_{n m}^{0}(\rho)$ and $E_{n, m}^{0}$ are the unperturbed wave functions and energy levels, respectively. The summation is performed over the transverse quantum numbers $n$ and $m$.

In the special case of a disk of radius $R$ in the absence of a magnetic field, the wave functions $\psi_{n m}^{0}(\rho)$ are

$$
\begin{equation*}
\psi_{n m}^{0}(\rho)=\frac{\sqrt{2} J_{m}\left(\lambda_{n, m} \rho / R\right)}{R J_{m+1}\left(\lambda_{n, m}\right)}, \tag{11}
\end{equation*}
$$

where $\lambda_{n, m}$ is the $n$th zero of the Bessel function $J_{m}(x)$ and the energy levels are $E_{n, m}^{0}=\lambda_{n, m}^{2} /\left(2 m_{e} R^{2}\right)$. The first and second terms in (10) are negative and positive, respectively, and correspond to the diamagnetic and paramagnetic contributions to the magnetic susceptibility of the system. At a low temperature, the paramagnetic contribution is nonzero only if the chemical potential coincides with one of the system's energy lev-


Fig. 4. (a) The evolution of the current density in a disk with the parameter $k_{F} R$ (indicated on the curves). The external magnetic field is assumed to be weak, $T=0.5 /\left(2 m_{e} R^{2}\right)$. The current density is measured in units of $j_{0}(a / R)$. The Fermi level is near the transverse quantization level with $E_{1,1}^{0}=14.7 /\left(2 m_{e} R^{2}\right)$ for $k_{F} R \approx 3.7$ and near $E_{4,4}^{0}=310.3 /\left(2 m_{e} R^{2}\right)$ for $k_{F} R \approx 17.5$. As the Fermi level passes the quantization levels, the diamagnetic and paramagnetic dependences alternate. (b) The distribution of the induced magnetic field, in units of $B\left(e^{2} / m_{e} c^{2}\right) / R$.
els, while the diamagnetic contribution is constant if $\mu$ lies between the energy levels. The delta-shaped pattern of the paramagnetic contribution stems from the fact that the azimuthally symmetric system is doubly degenerate in the sign of $m$. This degeneracy is removed by a sufficiently weak magnetic field, which is responsible for the large positive (paramagnetic) peaks in the susceptibility in the low-temperature limit. The diamagnetic contribution originates from the first-order corrections of the term $e^{2} A^{2} / 2 m_{e} c^{2}=(e B \rho / c)^{2} / 8 m_{e}$ in the Hamiltonian. Apart from the factor oscillating with $\rho$, the current density is proportional to the radius, which corresponds to a quadratic increase of the susceptibility with the system's size.

Figure 4a shows the current-density distribution in the special case of a weak magnetic field that was determined by using formulas (10) and (11). Figure 5 shows the current-density distribution in a quantum ring in a strong magnetic field that was calculated by using the solution of Eq. (8) and formula (9) for the current density.

Note that the current density radially oscillates with a period of $\pi / k_{F}$, while the oscillation phase at the boundary is fixed. In a plate and a strip, the dependence of the current density on the transverse coordinate [1] was antisymmetric. In a ring, the radial dependence becomes antisymmetric relative the circumference of radius $(R-r) / 2$ as the ring becomes narrower. For large $E_{F} / \omega$ and $k_{F}(R-r)$, the radial oscillation amplitude is damped as the distance from the boundaries increases. This contribution represents the edge current. In addition to the radial oscillations, the azimuthal current has a regular, nearly linear dependence. The slope of this
dependence and the slope sign are sensitive to the mag-netic-field strength. In a strong magnetic field, the current density also oscillates with the magnetic field.

The presence of an edge current causes the magnetic field that acts on a two-dimensional system to slightly change. A nonuniformly distributed current produces a nonuniformly distributed magnetic field. The addition to the $z$ component of the magnetic field in the disk $(z=0)$ plane is described by the expression

$$
\begin{gather*}
\delta B(\rho)=\frac{1}{c} \int_{0}^{R} d \rho^{\prime} j_{\phi}\left(\rho^{\prime}\right) \frac{2}{\rho+\rho^{\prime}}\left[K(k)+\frac{\rho^{\prime}+\rho}{\rho^{\prime}-\rho} E(k)\right],  \tag{12}\\
k=\frac{4 \rho^{\prime} \rho}{\left(\rho^{\prime}+\rho\right)^{2}},
\end{gather*}
$$

where $K(k)$ and $E(k)$ are the elliptic integrals. The magnetic field at the disk center can be expressed in terms of elementary functions:

$$
\begin{equation*}
\delta B(0)=\frac{2 \pi}{c} \int_{0}^{R} \frac{j_{\phi}(\rho)}{\rho} d \rho \tag{13}
\end{equation*}
$$

To a first approximation, the electron density for a sufficiently large disk may be assumed to be uniform. In this case, the correction to the external magnetic field at the disk center in the diamagnetic state of the disk is defined by the formula $\delta B=B\left(e^{2} / m_{e} c^{2}\right) \pi n R$, where $n$ is the electron surface density. If we increase the disk size while keeping the density constant, then the correction to the magnetic field will increase proportionally with


Fig. 5. The current-density distribution in quantum rings in a strong magnetic field. The values of $E_{F} / \omega$ are indicated on the curves.
(a) The evolution of the current density (in units of $e k_{F}^{2} / m_{e}=j_{0}\left(k_{F} a\right)^{3}$ ) with the magnetic field $B$ for fixed $E_{F}$. The Fermi wave vector was chosen to be $k_{F}=6.4 / r$ and the radii are related as $R: r=1.7$. (b) The evolution of the current density (in units of $j_{0}$ ) with $E_{F}$ for fixed $B$. The ratios of the parameters were chosen to be $r: a=1.4$ and $R: a=7.1$.
to the disk radius. For a GaAs disk with an electron surface density of $10^{12} \mathrm{~cm}^{-2}$ and a radius $R \sim 10^{-5} \mathrm{~cm}$, the ratio $\delta B / B \sim 1.2 \times 10^{-4}$.

Figure 4 b shows the quantity $\delta B(\rho)$ calculated using formula (12) in the limit of a weak external magnetic field. It should be noted that $\delta B$ increases with the system's size at $T=0$. This increase is limited because we disregarded the electron scattering: the system's energy level spacing must be larger than the damping of the electronic states. As the system's size increases, the energy level spacing becomes comparable to the temperature or the damping, and the correction to the external magnetic field ceases to depend on the size. For a disk of radius $10^{-5} \mathrm{~cm}$, the mean energy level spacing is $\Delta E=1 /\left(m_{e} R^{2}\right) \sim 1 \mathrm{~K}$ and the condition $T<\Delta E$ is easily satisfied.

The spatial nonuniformity of the magnetic field can affect any responses that sharply depend on the magnetic field, in particular, the Shubnikov or geometrical oscillations of the magnetoresistance (the magnetic focusing for small samples). One might expect the field nonuniformity to smear the sharp features in these quantities. Other cases can be based on the sensitivity of the nuclear spins to the local magnetic field. Impurities with nuclear spins located on certain atomic planes can act as a gauge of the local magnetic fields. We can suggest using both a time-constant magnetic field for shifting the position of the NMR line and a variable magnetic field for the excitation of transitions. A time-
varying and nonuniform magnetic field can be produced by varying the wave functions using, for example, a field electrode. A periodic variation of the electron gas temperature through a variable pulling voltage (a rise in temperature suppresses the Friedel oscillations by changing $\delta B$ ) can be suggested as another way of producing a variable magnetic field.
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#### Abstract

The effect of suppression of static magnetization (magnetization collapse) of an anisotropic hard superconductor by an alternating magnetic field is studied experimentally and theoretically. The measurements are performed in constant and alternating magnetic fields $\mathbf{H}$ and $\mathbf{h}(t)$ which are parallel to the sample surface and are mutually orthogonal. Superconducting samples of the $\mathrm{Y}-123$ system are cut from a grain-oriented piece in such a way that the $c$ axis lies in the plane of the plate. It has been established that the amplitude of the alternating field for which the complete suppression of the magnetization occurs significantly depends on the field orientation relative to the crystallographic axes of the sample. The dynamics of the magnetization collapse is studied, and it is established that, in some cases, the magnetic moment varies nonmonotonically with the growth in amplitude $h_{0}$ of the alternating field. A peculiar effect of transition (induced by field $h(t)$ ) of the superconductor from the paramagnetic into the diamagnetic state is discovered. The results of observations are explained in the framework of the model of critical state generalized to the anisotropic case. © 2003 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

For many years, the physics of turbulent matter of hard superconductors has attracted the attention of researchers. Recently, a group of new interesting effects in a turbulent liquid was discovered. Among these effects, it is necessary to distinguish the phenomenon of macroturbulence observable in a system containing vortices of opposite directions [1-3]. The physical nature of macroturbulence is connected with the magnetic flux anisotropy in superconductors of the $1-$ 2-3 system [4] due to the effect caused by twin boundaries [5, 6]. Another peculiar instability effect, namely, the collapse of the static magnetization of type II superconductors for a small variation of the direction of an external magnetic field, has been observed in studies [7-13]. The essence of this effect is the following. Let a plane superconducting sample cooled in zero magnetic field be placed into an external magnetic field $H>H_{c 1}$ (here, $H_{c 1}$ is the lower critical magnetic field) which is parallel to the superconductor surface. Pinning leads to the emergence of a nonuniform distribution of the magnetic induction and, accordingly, a static magnetization, in the sample. Although such a distribution of magnetic induction is metastable, for sufficiently low temperatures, it can be quite stable and can hold for many years. If an alternating magnetic field $\mathbf{h}(t)=$ $\mathbf{h}_{0} \cos (\omega t)$ is applied to the magnetized sample in a direction parallel to the sample surface and perpendic-
ular to a constant field $\mathbf{H}$, then magnetization $M$ of the sample decreases. Direct measurements [14] show that, everywhere in the sample where the alternating magnetic field penetrates, the flow of nondissipative currents becomes impossible. As a result, in the surface region of the sample, the currents that previously screened field $\mathbf{H}$ and contributed to the magnetization of the superconductor disappear. If the amplitude is sufficiently large, $h_{0} \sim H_{p}=2 \pi J_{c}(H) / c d$, (the alternating field practically pierces the entire sample), magnetization $M$ is suppressed; i.e., the collapse of the sample magnetization occurs. Here, $J_{c}$ is the critical current density, $d$ is the sample thickness, and $c$ is the velocity of light. For sufficiently large values of $H$, when the critical current density noticeably decreases, the collapse occurs for relatively small values $h_{0}$, for which the deviation of the resultant magnetic field from the initial direction of $\mathbf{H}$ (from the $z$ axis) is small. Physically, this means that the nonuniform distribution (stable for $h_{0}=0$ ) of magnetic induction $B_{z}$ over the sample thickness can be easily violated due to a small deviation of the magnetic field from the $z$ axis. It is shown in [13] that the magnetic moment decreases to less than half even after a simple small deviation of the constant magnetic field from the $z$ axis; i.e., the effect can occur in the absence of the alternating field.

The nature of the magnetization collapse can be easily understood in the framework of the simplest isotro-
pic model of critical state proposed by Bean [15]. In this model, the distribution of magnetic induction is described by the equation

$$
\begin{equation*}
\operatorname{curl} \mathbf{B}=\frac{4 \pi}{c} J_{c} \frac{\mathbf{E}}{E}, \tag{1}
\end{equation*}
$$

where $\mathbf{E}$ is the electric field strength. According to this equation, a current directed along field $\mathbf{E}$ flows in all regions of the superconductor where the electric field is present, the current density being equal to the critical density. It is important to emphasize that, if an electric field arises in a region of the superconductor, then the memory about the currents flowing here before is erased and current $J_{c}$ is induced with the new direction along vector $\mathbf{E}$. Therefore, at all places where alternative field $h(t)$ penetrates, critical currents screening $h(t)$ arise and the nondissipative magnetization currents flowing before disappear.

It is clear that the model of critical state is a rather rough approximation that does not take into account the complex phenomena connected with the intersection and reconnection of the vortex lines in the turbulent system of the superconductor. Therefore, to explain the collapse process in greater detail, more adequate models are needed [11, 13, 16, 17]. However, the main reason for the collapse lies in the mutual influence of different components of the critical current density, which exists at a point of the superconductor as it is explicitly reflected in Eq. (1). Indeed, the excitation of current $J_{c}$ in the direction of the $z$ axis is necessarily accompanied by the suppression of the other current components at this point of the sample. Thus, the critical state model is a convenient and quite satisfactory tool for the qualitative description of the collapse.

Although a large number of papers are devoted to the study of magnetization collapse, up to now, only the isotropic situation has been considered, where the value of the critical current density is independent of its direction. At the same time, it is well known that HTSC systems are characterized by a clearly manifested anisotropy of practically all physical properties. The anisotropy of current-carrying capacity of superconductors results in a qualitative change in the character of the electromagnetic field penetration in the sample. It is shown in [18-20] that an alternating magnetic field in anisotropic superconductors is represented by two components which are screened by currents with quite different values of density. Therefore, these components die down at different depths. Due to this peculiar character of the field penetration, a number of wellknown electrodynamic effects manifest themselves in peculiar forms. In particular, the dependence of the relative electromagnetic losses on amplitude $h_{0}$ in anisotropic superconductors is characterized by the presence of two dimensional maximums, each of which is connected with the penetration of one of the two field components to the center of the sample $[18,20]$. In the static
case, the anisotropy of the current-carrying capacity results in the arising of additional extremums on the magnetization curves, i.e., a peculiar new type of the peak effect [19]. For these reasons, it seems important to investigate the phenomenon of the magnetization collapse in anisotropic hard superconductors. The present paper is devoted to solving this very problem.

## 2. MEASURING TECHNIQUE AND RESULTS

### 2.1. Samples and Measurements

Our main task in this work is to study the influence of the anisotropy in the critical current density of a superconductor on the collapse of its static magnetization. Therefore, the experimental investigations were performed on samples with clearly manifested anisotropic properties. The main measurements were made on a plate of Y1 yttrium superconductor with the $c$ axis in the plane of this plate. A sample $3.4 \times 2.2 \times 0.46 \mathrm{~mm}^{3}$ in size was cut from a piece of fused grain-oriented ceramic of the Y-123 system, which was synthesized with the help of a seed placed at the top at a high temperature. To choose a perfect monodomain part of the piece, we examined it with the help of an optical microscope in polarized light and also used chart-making of the frozen magnetic flux with the help of a Hall probe. The sample was cut out from the chosen monodomain by a diamond milling cutter in such a way that the $c$ axis was in the sample plane. Before the measurements, the sample was mechanically polished. The superconducting transition temperature $T_{c}$ of the sample was 89 K , and the transition width was 0.5 K . Preliminary measurements of dynamic magnetic susceptibility allowed us to determine the critical current densities of the sample along the principal anisotropy directions and their dependence on the magnitude and direction of field $\mathbf{H}$ using the technique described in [18, 20]. Representative values of the critical current density $J_{c}^{(c)}$ along the $c$ axis and $J_{c}^{(a b)}$ in the $a b$ plane in field $H=5 \mathrm{kOe}$ perpendicular to the current were equal to $7 \times 10^{3}$ and $6 \times$ $10^{4} \mathrm{~A} / \mathrm{cm}^{2}$, respectively.

Projection $M$ of the magnetization vector of the superconductor onto the direction of the external constant magnetic field $\mathbf{H}$ was measured by a vibrating-coil magnetometer with a vibrating sample. The sample was mounted in such a way that the constant magnetic field created by the electromagnet was parallel to the sample surface. The direction of the field could be varied in the sample plane (the $y z$ plane) by turning the electromagnet.

In the experiment, we studied the behavior of the magnetic moment of the superconductor in an external alternating magnetic field $\mathbf{h}(t)=\mathbf{h}_{0} \cos (\omega t)$ parallel to the sample surface and perpendicular to a constant magnetic field $\mathbf{H}$ (see Fig. 1). The measurements were performed at a frequency of $\omega=2 \pi f=2 \pi \times 343 \mathrm{~s}^{-1}$. The


Fig. 1. Measurement geometry.
possibility of a continuous rotation of field $\mathbf{h}(t)$ was achieved with the help of two field-exciting coils with mutually orthogonal axes. All measurements were performed at a temperature of $T=77 \mathrm{~K}$ in the cooling regime of the sample in zero magnetic field.

In the experiment, it was possible in principle to measure the dependence of static magnetization on the alternating magnetic field amplitude in the continuous regime. However, in this case, the amplitude of the noise of the signal being measured increased. Therefore, point by point measurements of $M\left(h_{0}\right)$ were made. In this case, after the action of the alternating magnetic field of a specified amplitude on the magnetization of the sample during several seconds, the field was switched off and the magnetization was measured. To escape the magnetic flux trapping connected to the alternating magnetic field, the switching off was performed by a slow monotonic decrease in amplitude $h_{0}$.

### 2.2. Measurement Results

The results of measurements of magnetization loops for the Y1 sample under orientations of external magnetic field $\mathbf{H}$ in the plane of the plate along the $c$ axis (angle $\theta$ between $\mathbf{H}$ and the $c$ axis is equal to zero) and perpendicularly to this axis ( $\theta=\pi / 2$ ) are presented in Fig. 2. The curves mainly differ in the loop width. This difference is connected to the anisotropic current-carrying capacity of the superconductor. Indeed, the sample magnetization for $\mathbf{H} \| \mathbf{c}$ is determined by the screening currents of high density $J_{c}^{(a b)}$ flowing in the $a b$ plane,


Fig. 2. Magnetization loops of an anisotropic superconductor for different amplitudes of the alternating magnetic field and directions of vector $\mathbf{H}$ along the principal directions of the anisotropy: $\theta=0$ (a) and $\theta=90^{\circ}$ (b). Temperature $T=77 \mathrm{~K}$.
whereas, in conditions $\mathbf{H} \perp \mathbf{c}$, the screening is mainly ensured by weak currents $J_{c}^{(c)}$ flowing along the $c$ axis.

The influence of an alternating magnetic field $\mathbf{h}(t)=$ $\mathbf{h}_{0} \cos (\omega t)$ orthogonal to $\mathbf{H}$ on the magnetization is illustrated by the curves in Fig. 2b. The switching on of the alternating magnetic field results in a significant decrease in the magnetization and the formation of reversible segments on the curves for both geometries. Note that the complete suppression of magnetization $M$ of the sample located in an external field parallel to the $c$ axis (Fig. 2a) is observed for significantly smaller amplitudes of the alternating field than in conditions $\mathbf{H} \perp \mathbf{c}$ (Fig. 2b). It is interesting to note that a moment which is significantly greater in magnitude is sup-
pressed at much smaller amplitudes. This fact, quite paradoxical at first glance, can be rather naturally explained within the framework of the collapse theory [ 9,13 ]. Indeed, the alternating magnetic field in conditions $\mathbf{h}(t) \perp \mathbf{c}$ screened by weak currents with density $J_{c}^{(c)}$ penetrates the sample more deeply and efficiently suppresses static magnetization.

A similar pattern of suppressing the magnetic moment of the superconductor is also observed for other orientations of mutually orthogonal alternating and constant magnetic fields. In Fig. 3, a set of curves $M(H)$ obtained for $\theta=45^{\circ}$ is presented. As should be expected, the efficiency of the influence of the alternating field on the magnetization for intermediate angles $0<\theta<\pi / 2$ is less than that for $\theta=0$, but greater than for $\theta=\pi / 2$.

To study in more detail the role of the anisotropy in the development of the magnetization collapse, we measured the dependence of the magnetic moment $M$ on the amplitude of the alternating magnetic field for the same values of external constant magnetic field $\mathbf{H}$, but for different field orientations relative to the principal anisotropy axes. The results of these measurements are presented in Fig. 4. Different curves in this figure correspond to different values of angle $\theta$. One can see that the magnetic moment is monotonically suppressed with the increase in $h_{0}$. At a certain amplitude $h_{0}^{(\mathrm{coll})}$, total collapse of magnetization is achieved. It should be noted that the fact itself of the magnetization vanishing is very difficult to determine; hence, the error in the determination of the value $h_{0}^{(\text {col) })}$ is rather large. Nevertheless, the measurement results imply that $h_{0}^{\text {(col) }}$ slightly increases for small $\theta$ and that it has a relatively steep growth for $\theta>70^{\circ}$. The dependence of the suppression amplitude $h_{0}^{(\text {col) })}$ on angle $\theta$ is depicted by the squares in Fig. 5. The presented data are normalized to the value $H_{p} \approx 480 \mathrm{Oe}$ of the penetration field that corresponds to the value $H$ of the external field $H$ directed along the $c$ axis and penetrating to the center of the sample. With the angle $\theta$ increasing from zero to $90^{\circ}$, the value $h_{0}^{(\text {col })}$ increases by approximately a factor of $7-8$. This significant variation of field $h_{0}^{(\text {coll })}$ correlates well with the value of anisotropy parameter $\delta=$ $J_{c}^{(c)} / J_{c}^{(a b)} \sim 0.13$. The behavior of function $h_{0}^{(\mathrm{col})}(\theta)$ slightly varies with the growth of field $H$, in complete agreement with the dependence of the anisotropy parameter on the magnetic field.

Studying the collapse process in more detail, we established that the suppression of moment $M\left(h_{0}\right)$ is determined not only by the magnitude and direction of vector $\mathbf{H}$, but also by the magnetic prehistory of the sample. The curves in Fig. 4 were obtained after a monotonic increase in an external magnetic field $H$


Fig. 3. Magnetization loops of an anisotropic superconductor for different amplitudes of the alternating magnetic field and the direction of vector $\mathbf{H}$ at an angle of $45^{\circ}$ to the $c$ axis. Temperature $T=77 \mathrm{~K}$.


Fig. 4. Suppression of the sample magnetization for different orientations of field $\mathbf{H}$ relative to the $c$ axis. The magnetic prehistory of the sample consisted in a monotonic increase of the field $H$ from zero to 5 kOe . Temperature $T=77 \mathrm{~K}$.
from zero to the value at which the $M\left(h_{0}\right)$ measurements were performed. This corresponds to starting point $l$ in the inset in Fig. 6. With the growth of amplitude $h_{0}$, the dynamics of the magnetic moment suppression becomes qualitatively different if the external field varied preliminarily in a nonmonotonic way. Starting points 2-4 in Fig. 6 correspond to growth in the magnetic field up to its maximal value (up to the sweep


Fig. 5. Dependence of the dimensionless amplitude $h_{0}^{(\text {col })} / H_{p}$ of magnetization suppression on the angle $\theta$ between the $c$ axis and field $\mathbf{H}$. The squares on the graph are the measurement results; the solid curve is the calculation results for the value of the anisotropy parameter $\delta=0.13$.


Fig. 6. Measured dependence of the sample magnetization on the amplitude of the alternating magnetic field for different magnetic prehistories of the sample. The numbers on the curves correspond to the enumeration of starting points $1-5$ shown in the inset, where a fragment of the curve of sample magnetization for $\theta=45^{\circ}$ and $h_{0}=0$ is presented.
field $H_{m}$, point 1 ) followed by its decrease. In Fig. 6, a series of measurements of the dependence $M\left(h_{0}\right)$ for starting points $1-5$ is depicted. The curves in this figure show the nontrivial character of the magnetization suppression. The monotonic suppression of the diamagnetic moment corresponding to staring point $l$ changes
to the nonmonotonic behavior of $M\left(h_{0}\right)$ (starting point 2). The magnetic moment remains diamagnetic on the entire interval $0<h_{0}<h_{0}^{(\mathrm{col})}$ of the amplitude variation. For starting points 3 and 4 corresponding to the initial paramagnetic state of the sample, the moment first decreases upon an increase in $h_{0}$, changes its sign, becomes diamagnetic, attains a minimal value, and only then begins to tend monotonically to zero. Finally, for a sufficiently large decrease in $H$ (starting point 5), the paramagnetic moment decreases monotonically with increasing $h_{0}$.

To interpret the results of measuring the dynamics of the magnetic moment collapse in an anisotropic superconductor, an adequate theoretical analysis is needed where not only the nature of the collapse phenomenon, but also its peculiarities connected to the anisotropy of the current-carrying capacity of the hard superconductor, should be taken into account. This will be done in the next section.

## 3. THEORETICAL STUDY OF THE MAGNETIZATION COLLAPSE IN ANISOTROPIC SUPERCONDUCTORS

### 3.1. Theoretical Model

The theory of suppression of the static magnetization by an orthogonal alternating magnetic field elaborated in [9] relates to the isotropic situation, where the current-carrying capacity of a sample is described by a single phenomenological parameter, namely, critical current density $J_{c}$. The subsequent development of collapse theory $[11-13,16]$ also relates to isotropic superconductors. Unfortunately, at present, there exists no conventional model describing the penetration of the magnetic flux into an anisotropic superconductor. A phenomenological description of this process based on a nonlinear tensor relation between the current density and the electrical field was given in [18-20]. Recently [21], a new approach to solving electrodynamic problems on the critical state of hard superconductors based on the principle of the minimum of a certain energy functional was proposed. The authors of [21] presume that their approach has a fundamental character and can be applied to solving any problems of a critical state, in particular, to the description of anisotropic superconductors. This conclusion is justified by the fact that the minimum principle used in [21] is completely equivalent to the Prigogine principle of the minimum entropy production rate. However, it should be noted that the applicability of the Prigogine principle to a nonlinear strongly nonequilibrium system (a hard superconductor in the critical state represents such a system) should be specially proved in every case, because it is not valid in the general case. Therefore, the method developed in [21], which is convenient for numerical calculations, cannot be considered as fundamentally justified. Due to this circumstance, we will remain within the frame-
work of the critical state model [18-20] generalized to the anisotropic case. The application of this model, in contrast with model [21], allows us to obtain an analytic solution to the problem and to trace the physical nature of the investigated phenomenon. In addition, it occurs that model [18-20] in a number of cases agrees well (both qualitatively and quantitatively) with experiment [20].

Consider an infinite plane-parallel superconducting plate of thickness $d$ located in external constant magnetic field $\mathbf{H}$ and alternating magnetic field $\mathbf{h}(t)=$ $\mathbf{h}_{0} \cos (\omega t)$, which are mutually perpendicular and parallel to the plate surface. We assume that all fields and currents depend on only one spatial coordinate $x$ directed along the normal to the plate. The origin $x=0$ is located at the center of the sample. We will study the simplest case of anisotropy, when it is characterized by two principal directions $y$ and $z$ in the plane of the plate. These directions coincide either with the crystallographic axes of the sample or with the representative directions of the defect structure. In this case, the equations of the generalized model of the critical state for magnetic induction $\mathbf{B}$ can be written in the form

$$
\begin{align*}
& \frac{\partial B_{z}}{\partial x}=-\frac{4 \pi}{c} J_{c y}\left(B_{y}, B_{z}\right) \cos (\phi(x)), \\
& \frac{\partial B_{y}}{\partial x}=-\frac{4 \pi}{c} J_{c z}\left(B_{y}, B_{z}\right) \sin (\phi(x)), \tag{2}
\end{align*}
$$

where $\phi(x)$ is the angle between electric field $\mathbf{E}$ and the $y$ axis. The electric field is connected to the magnetic induction by the Faraday law:

$$
\begin{equation*}
\frac{\partial E_{y}}{\partial x}=-\frac{1}{c} \frac{\partial B_{z}}{\partial t}, \quad \frac{\partial E_{z}}{\partial x}=\frac{1}{c} \frac{\partial B_{y}}{\partial t} . \tag{3}
\end{equation*}
$$

The boundary conditions to the Maxwell equations have the form

$$
\begin{gather*}
B_{z}(-d / 2)=B_{z}(d / 2) \\
=H \cos \theta-h_{0} \sin \theta \cos (\omega t), \\
 \tag{4}\\
B_{y}(-d / 2)=B_{y}(d / 2) \\
=H \sin \theta+h_{0} \cos \theta \cos (\omega t),
\end{gather*}
$$

where $\theta$ is the angle between vector $\mathbf{H}$ and the $z$ axis.
Below, the solution to the Maxwell equations with boundary conditions will be used for determining the constant component of the projection of the magnetic
moment of the sample on the direction of external constant magnetic field $\mathbf{H}$,

$$
\begin{gather*}
M=\frac{1}{4 \pi}\left[\frac{\omega}{2 \pi d} \int_{0}^{2 \pi / \omega} d t\right.  \tag{5}\\
\left.\times \int_{-d / 2}^{d / 2}\left(B_{y}(x) \sin \theta+B_{z}(x) \cos \theta d x-H\right)\right]
\end{gather*}
$$

By virtue of the symmetry of the problem, it is sufficient to solve the system of equations on the space interval $0 \leq x \leq d / 2$ and take into account in formula (5) the fact that function $\mathbf{B}(x)$ is even. For the sake of simplifying of the calculations, we neglect the dependence of the components $J_{c i}(\mathbf{B}(x))$ of the critical current density on the $x$ coordinate caused by the nonuniformity of the magnetic induction distribution and assume that $J_{c i}(\mathbf{B}(x))=J_{c i}(\mathbf{H})$. This is justified for small amplitudes $h_{0}<H$ if the induction in the sample slightly differs from the magnitude of the external constant magnetic field. In addition, we replace the $x$-coordinate-dependent angle $\phi$ between the electric field and the $y$ axis by angle $\pi / 2+\theta$ between the external alternating magnetic field and the $z$ axis (as in the anisotropic situation). It was shown in [20] that this simplification has no qualitative influence on the results obtained.

### 3.2. Calculation of the Magnetization Collapse and Discussion

The effect of suppression of the sample magnetization by an alternating magnetic field occurs due to the field penetration into the superconductor volume and the field interaction with static screening currents. Therefore, first of all, it is necessary to determine the depth of the penetration of field $h(t)$. It is convenient to perform the calculations in the following dimensionless variables:

$$
\begin{gather*}
\xi=2 x / d, \quad \mathscr{H}=H / H_{p}, \quad g_{0}=h_{0} / H_{p},  \tag{6}\\
b_{i}=B_{i} / H_{p}, \quad H_{p}=2 \pi J_{c y} d / c, \quad \delta=J_{c z} / J_{c y}<1 .
\end{gather*}
$$

Here and below, we measure the values of all magnetic fields in units of penetration field $H_{p}$. Field $H_{p}$ is the value of field $H$ directed along the $z$ axis, which, according to the critical state equation (2), penetrates to the middle of the sample. It should be borne in mind that quantity $H_{p}$ has different values at different points of the magnetization loop, because, at each point, $J_{c y}$ takes a certain value corresponding to the current magnitude of the external constant magnetic field $\mathbf{H}$. For definiteness, we assume that the critical current density
along the $z$ axis is less than the current density along the $y$ axis; i.e., the anisotropy parameter $\delta$ is less than unity.

One can easily show that, at all places where the alternating field $h(t)$ penetrates, the magnetic induction can be represented as a sum of two terms. One of these terms is a constant homogeneous quantity coinciding with vector $\mathscr{H}$. The second term $\tilde{b}_{i}$ varies in time and is determined by the following equations:

$$
\begin{equation*}
\frac{\partial \tilde{b}_{z}}{\partial \xi}=\sin \theta, \quad \frac{\partial \tilde{b}_{y}}{\partial \xi}=\delta \cos \theta \tag{7}
\end{equation*}
$$

These equations hold in the superconductor region, where both induction components $\tilde{b}_{y}$ and $\tilde{b}_{z}$ are present. In the region where component $\tilde{b}_{z}$ vanishes and there is the only induction component $\tilde{b}_{y}$, the distribution of this component is described by the equation

$$
\begin{equation*}
\frac{\partial \tilde{b}_{y}}{\partial \xi}=\delta \tag{8}
\end{equation*}
$$

The boundary conditions to Eqs. (7) and (8) are the equalities

$$
\begin{align*}
& \tilde{b}_{y}(\xi=1)=g_{0} \cos (\omega t) \cos \theta  \tag{9}\\
& \tilde{b}_{z}(\xi=1)=g_{0} \cos (\omega t) \sin \theta
\end{align*}
$$

At the instants when the alternating field most deeply penetrates into the sample (for $\cos (\omega t)=1$ ), the system of equations (7) and (8) with boundary conditions (9) gives the following distribution of inductions $\tilde{b}_{y}(\xi)$ and $\tilde{b}_{z}(\xi)$ :

$$
\left.\begin{array}{c}
\tilde{b}_{y}(\xi) \\
=\left\{\begin{array}{l}
\cos \theta\left(\delta(\xi-1)+g_{0}\right), \quad \xi_{z}<\xi<1 \\
\delta(\xi-1)+g_{0}(\cos \theta(1-\delta)+\delta), \quad \xi_{y}<\xi<\xi_{z} \\
0,
\end{array} 0<\xi<\xi_{y}\right.
\end{array}\right\} \begin{aligned}
& \tilde{b}_{z}(\xi)= \begin{cases}\sin \theta\left(\xi-1+g_{0}\right), & \xi_{z}<\xi<1 \\
0, & 0<\xi<\xi_{z}\end{cases}
\end{aligned}
$$

Here, $\xi_{y}$ and $\xi_{z}$ are space coordinates determining the penetration boundaries for the $y$ and $z$ components of the magnetic induction:

$$
\begin{equation*}
\xi_{y}=1-g_{0}\left(1+\left(\frac{1}{\delta}-1\right) \cos \theta\right), \quad \xi_{z}=1-g_{0} \tag{12}
\end{equation*}
$$

One can see from the latter formulas that, as can be expected, the $y$ component of the magnetic induction,
which is screened by a small component of the critical current density, penetrates more deeply into the sample as compared with the $z$ component. Therefore, it is at the instant when the $y$ component of the alternating magnetic field attains the middle of the sample that the distribution of the constant component of the induction becomes spatially uniform all over the superconductor; i.e., static magnetization collapse occurs. We determine amplitude $g_{0}^{(\mathrm{col})}=h_{0}^{(\mathrm{col})} / H_{p}$ by equating $\xi_{y}$ to zero:

$$
\begin{equation*}
g_{0}^{(\mathrm{col})}=\frac{\delta}{\delta+(1-\delta) \cos \theta} \tag{13}
\end{equation*}
$$

Function $g_{0}^{(\mathrm{col})}(\theta)$ has a universal character; it is defined via the unique parameter $\delta$ of the theory. However, it should be taken into account that, in principle, the anisotropy parameter may depend on the orientation of the external constant magnetic field, $\delta=\delta(\theta)$. According to formula (13), the amplitude of the alternating field at which the total magnetization collapse occurs monotonically increases by a factor of $\delta^{-1}$ with an increase in angle $\theta$ from zero to $\pi / 2$. This conclusion agrees well with the measurement results (see Fig. 5). In this figure, the theoretical curve is calculated disregarding a possible dependence $\delta(\theta)$.

Let us now consider the dynamics of suppression of the static magnetic moment of the sample by an orthogonal alternating magnetic field. As has been noted, the suppression effect essentially depends on the magnetic prehistory of the sample, i.e., on the position of the starting point on the magnetization loop. We begin with the simplest case of the magnetic prehistory, when the external magnetic field monotonically increased up to a certain maximal value $H_{m} \geqslant H_{p}$ (in dimensionless units, up to $\mathscr{H}_{m}=H_{m} / H_{p} \geqslant 1$ ). As has been shown, the switching on of the alternating field results in establishing a uniform distribution of static magnetic induction in the entire region $\xi_{y}<\xi<1$, where field $h(t)$ penetrates. In the bulk of the sample, the critical induction profile created by the screening currents $J_{c y}$ and $J_{c z}$ (in dimensionless units, 1 and $\delta$ ) is preserved. Thus, the magnetic induction distribution is described by the following formulas:

$$
\begin{align*}
& b_{y}(\xi)= \begin{cases}\mathscr{H} \sin \theta, & \xi_{y}<\xi<1, \\
\mathscr{H} \sin \theta+\delta\left(\xi-\xi_{y}\right) \sin \theta, & 0<\xi<\xi_{y}\end{cases}  \tag{14}\\
& b_{z}(\xi)= \begin{cases}\mathscr{H} \cos \theta, & \xi_{y}<\xi<1, \\
\mathscr{H} \cos \theta+\left(\xi-\xi_{y}\right) \cos \theta, & 0<\xi<\xi_{y}\end{cases} \tag{15}
\end{align*}
$$



Fig. 7. Calculated dynamics of the suppression of the magnetic moment $m$. Curves $1-5$ correspond to the values of the dimensionless constant magnetic field $\mathscr{H}=\mathscr{H}_{m}=5,4.85$, $4.7,4.35$, and 3.5. Anisotropy parameter $\delta=0.1$.

Dimensionless magnetization $m=M / H_{p}$ corresponding to this distribution is defined by the expression

$$
\begin{equation*}
m=-\frac{\cos ^{2} \theta+\delta \sin ^{2} \theta}{8 \pi}\left(1-\frac{g_{0}}{g_{0}^{\text {(col) }}(\theta)}\right)^{2} . \tag{16}
\end{equation*}
$$

The results of the magnetization calculation by this formula are presented in Fig. 7 (curve 1). One can see that the diamagnetic moment $m$ is monotonically suppressed with increase in amplitude $g_{0}$ and vanishes at
$g_{0}=g_{0}^{(\mathrm{col})}$. This behavior of the magnetization agrees with the measurement results (see curve 1 in Fig. 6).

For a more complex magnetic prehistory of the sample, the picture of the magnetization collapse becomes nontrivial. Unfortunately, due to an infinite number of ways for establishing the initial distribution of the magnetic induction, it is impossible to exhaustively analyze all kinds of dependence $m\left(g_{0}\right)$. Therefore, we demonstrate here a method for calculating $m\left(g_{0}\right)$ for one of the simplest magnetic prehistories tracing different stages in the development of the collapse effect. For this purpose, we consider the case where a monotonic increase in field $\mathscr{H}$ changes to a decrease. Even in this simple situation, the character of the initial distribution of the magnetic induction and, hence, the development of collapse are qualitatively different in different variation domains of field $\mathscr{H}$. Therefore, as an example, we consider one of such intervals,

$$
\begin{equation*}
\mathscr{H}_{m}-1<\mathscr{H}<\mathscr{H}_{m}-2 \delta, \quad \mathscr{H}_{m}-2+\sqrt{2(1+\delta)}, \tag{17}
\end{equation*}
$$

when the initial distribution profile of the magnetic induction has the form schematically depicted in Fig. 8a. For the sake of simplicity, we take $\theta=\pi / 4$ and $\delta<1 / 2$. Under conditions (17) and in the absence of the alternating magnetic field, the sample is in the paramagnetic state. As the amplitude of the alternating magnetic field increases in the interval

$$
\begin{equation*}
0<g_{0}<g_{0}^{(\mathrm{col})}\left(\mathcal{H}_{m}-\mathscr{H}\right), \tag{18}
\end{equation*}
$$

the profile of the magnetic induction distribution is deformed as is shown in Fig. 8b. Near the sample surface, a region arises in which the induction is uniform. This deformation of the profile results in a decrease in the magnetic moment, which becomes negative at a cer-


Fig. 8. Schematic representation of the profiles of the magnetic induction distribution in a sample at different stages of the development of the magnetization collapse.
tain value of the alternating field amplitude; i.e., the sample passes to the diamagnetic state. In the entire interval (18), the magnetic moment monotonically decreases with the growth of $g_{0}$ according to the parabolic law

$$
\begin{gather*}
8 \pi m=4\left(\mathscr{H}_{m}-\mathscr{H}\right)\left(1-\frac{g_{0}}{2 g_{0}^{(\mathrm{col})}}\right)+2 \delta\left(1-\frac{g_{0}}{2 g_{0}^{(\mathrm{col})}}\right)^{2} \\
-\left(\mathscr{H}_{m}-\mathscr{H}\right)^{2}-2+\left(\frac{g_{0}}{g_{0}^{(\mathrm{col})}}\right)^{2} . \tag{19}
\end{gather*}
$$

In the interval

$$
\begin{equation*}
g_{0}^{(\mathrm{col})}\left(\mathscr{H}_{m}-\mathscr{H}\right)<g_{0}<g_{0}^{(\mathrm{col})} \tag{20}
\end{equation*}
$$

due to the extension of the region where the induction is uniform, the typical paramagnetic "tooth" on the distribution profile $b_{z}(\xi)$ disappears (see Fig. 8c). In this interval of amplitudes, as $g_{0}$ grows, the magnetization is monotonically suppressed down to its total vanishing. Here, the magnetic moment is described by formula (16), in which the sign of $\delta$ must change. The results of the magnetization calculation are presented in Fig. 7 (curve 4). The typical break of the curve at the border of intervals (18) and (20) is worth noting.

The analysis shows that, in the interval of the magnetic fields $\mathscr{H}_{m}-1<\mathscr{H}<\mathscr{H}_{m}$, moment $m$ in the amplitude function $g_{0}$ varies nonmonotonically (see curves 2-4 in Fig. 7). For $\mathscr{H}<\mathscr{H}_{m}-1$, the paramagnetic moment monotonically decreases with the growth of the alternating field amplitude (curve 5 in Fig. 7). The comparison of the curves in Figs. 6 and 7 shows a good qualitative agreement of the theory and experiment. The absence of breaks on the experimental $M\left(h_{0}\right)$ curves can be connected with the finite size of the sample and its possible inhomogeneity.

## 4. CONCLUSIONS

Our investigation shows that the alternating magnetic field exerts a significant influence on the static magnetic properties of anisotropic hard superconductors. Switching on a sufficiently strong field $\mathbf{h}(t)$ orthogonal to the static magnetizing field results in the complete suppression of the magnetic moment of the sample. The reason for the magnetization collapse is that, at all places where the alternating field penetrates, leveling of the distribution profile of the static magnetic induction is observed. In other words, in the same spatial region of the sample, the constant and alternating screening currents cannot coexist. In the conditions when the alternating field penetrates into the entire volume of the sample, complete suppression of the static magnetization takes place. The nature of the collapse, which consists in a local effect of the mutual influence of different components of the critical current density
vector, is manifested in the anisotropic situation in a rather peculiar way. Different components of the magnetic field penetrate at different depths, since they are screened by critical current density components of quite different magnitudes. This is the reason why the magnetization collapse is primarily caused by the alternating field component deeply penetrating into the sample. As a result, the anisotropy induces a quite unexpected effect: to suppress a large magnetic moment arising under the conditions of screening by a strong current, a small amplitude of the alternating signal is sufficient. This means that the instability of the critical profile of the vortex density distribution is most clearly manifested precisely in the anisotropic case, In the paper, the dynamics of the magnetization collapse with the increase in the amplitude of the alternating field $h_{0}$ is also studied. It was found that, in some cases, the dependence of the moment on $h_{0}$ is nonmonotonic. In addition, during the collapse, a quite peculiar transition of the sample from the paramagnetic state into the diamagnetic state sometimes occurs. This transition is stimulated by an external orthogonal alternating magnetic field. All discovered peculiarities of the effect of magnetization collapse can be interpreted within the framework of a simple model of critical state generalized to the anisotropic case.
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#### Abstract

The Ginzburg-Landau theory is used to numerically analyze the stability of surface superconductivity. The singularities in the behavior of the solution on approaching the stability limit are described within the Landau theory of second-order phase transitions applied to a metastable state. It is found that the wetting must be observed upon transition from type I to type II superconductors: the thickness of surface superconductivity goes to infinity when the magnetic field tends to critical. © 2003 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

Saint-James and de Gennes [1] demonstrated the instability of the normal phase of a superconductor relative to the emergence of a layer of superconducting state in the vicinity of the sample boundary in fields below $H_{c 3}=2.3965 \kappa H_{c}$. As was found by Feder [2], the critical value of the Ginzburg-Landau parameter $\kappa_{F} \approx$ 0.41 exists, which separates superconductors by their behavior in fields below $H_{c 3}$. For materials with $\kappa<\kappa_{F}$, no equilibrium solution of equations exists for the surface layer; i.e., the field $H_{c 3}$ is a field of supercooling of the normal state. In the case of materials with $\kappa>$ $\kappa_{F}$, the surface superconductivity with a finite thickness on the order of the Ginzburg-Landau coherence length must be observed in a field below $H_{c 3}$. The critical point found by Feder (we will refer to it as the Feder point) is in the region of metastability of the normal state $H<H_{c}$.

The supercooling of surface superconductivity was experimentally found as a result of measurements of the hysteresis of magnetization curves in tantalum and lead by McEvoy, Jones, and Park [3]. Khlyustikov and Berezin [4] have recently observed the effect of supercooling of surface superconductivity in lead when measuring the surface impedance.

Therefore, some region of metastability exists in the $(\kappa, H)$ phase diagram of surface superconductivity. Park [5] determined the boundary $H_{s}(\kappa)$ of this region for the values of the Ginzburg-Landau parameter from the Feder point to $\kappa=0.575$ where the limit approached the $H=H_{c}$ line. In this paper, we will clarify the further behavior of this boundary (see Fig. 1).

In order to determine the range of existence of surface superconductivity, we will perform a complete investigation of the stability (to small perturbations) of surface superconductivity. We will find that, for type I
superconductors, the boundary is defined by the loss of stability of the surface solution relative to uniform (in the boundary plane) perturbations. It turns out that, at $\kappa>0.575$, the field of supercooling continues to be pressed against the critical field $H_{c}$ and becomes equal to $H_{c}$ only at the point $\kappa=1 / \sqrt{2}$. For type II superconductors, the $H_{c 2}(\kappa)$ serves as the stability boundary.

We will demonstrate that the singularities in the behavior of the solution on approaching the line of the loss of stability in type I superconductors may be understood from very general considerations within the Landau theory of second-order phase transitions applied to metastable states. In the neighborhood of the point $\left(1 / \sqrt{2}, H_{c}\right)$, the thickness of the superconducting layer diverges; i.e., a wetting transition occurs. In this case, we suggest a macroscopic approach enabling one to explain the very unusual nonanalytical behavior of the surface solution.

## 2. THE STABILITY REGION OF SURFACE SUPERCONDUCTIVITY

In the units of $H_{c}=\delta=1$, which are natural for the Ginzburg-Landau theory (see, for example, Paras. 45 and 46 in [6]), the free energy of a superconductor is

$$
\begin{gather*}
F=\frac{1}{8 \pi} \\
\times \int\left\{-2|\psi|^{2}+|\psi|^{4}+\left|\left(\frac{\sqrt{2}}{\kappa} \nabla-i \mathbf{A}\right) \psi\right|^{2}+\mathbf{B}^{2}\right\} d V \tag{1}
\end{gather*}
$$

In the problem being treated, the external field $\mathbf{H}$ is directed along the sample boundary ( $z$ axis). For an equilibrium solution localized in the vicinity of the sur-


Fig. 1. (a) Phase diagram of surface superconductivity and (b) a part of the $H_{s}$ curve indicated by dashed contour. The dark circle indicates the Feder point $\kappa_{F}=0.4054$. The light circles indicate Park's results [5]. The dashed lines indicate the asymptotes in the vicinity of the Feder point: $H_{s}=0.9623+0.211(\kappa-0.4035)^{1 / 2}($ see Section 2$)$, and in the vicinity of the point $\left(1 / \sqrt{2}, H_{c}\right)$ : $H_{s}=$ $1-0.304 \varepsilon e^{-0.793 / \varepsilon}$ (see Section 4).
face, we select the gauge for the vector potential $\mathbf{A}$ such that the order parameter $\psi$ should be a real function of distance $x$ from the boundary,

$$
A_{y}(\mathbf{r})=A(x), \quad A_{x}(\mathbf{r})=A_{z}(\mathbf{r})=0
$$

We will investigate the stability (to small perturbations) of the equilibrium solution $\{\psi(x), A(x)\}$ in the general case of nonuniform perturbations. For this purpose, it is necessary to check the positiveness of the variation of free energy in the case of arbitrary small fluctuations of the order parameter $\delta \psi(\mathbf{r})$ and of the vector potential $\delta \mathbf{A}(\mathbf{r})$. It is natural to expect that the most dangerous fluctuations will be those in which the magnetic field variation $\delta \mathbf{B}(\mathbf{r})$ will remain parallel to the external field $\mathbf{H}$ (i.e., the magnetic field lines will not bend). We use the gauge invariance to select $\delta \mathbf{A}(x, y)=(0, \delta A(x, y), 0)$. We expand the perturbation $\{\delta \psi(x, y), \delta A(x, y)\}$ into a Fourier series in $\exp ($ iqy $)$ to represent the second variation of free energy as

$$
\delta^{2} F=\frac{1}{4 \pi} \sum_{q}^{\infty} \int_{0}^{\infty} d x\left\{\frac{1}{\kappa^{2}}\left|\partial_{x} \delta \psi_{q}\right|^{1}+\left|\delta \psi_{q}\right|^{2}\left(\frac{A}{\sqrt{2}}-\frac{q}{\kappa}\right)^{2}\right.
$$

$+\psi\left(A-\frac{q}{\sqrt{2} \kappa}\right)\left(\delta A_{q} \delta \psi_{q}^{*}+\delta A_{q}^{*} \psi_{q}\right)+\left|\delta \psi_{q}\right|^{2}\left(\psi^{2}-1\right)$

$$
\begin{equation*}
\left.+\psi^{2}\left|\delta \psi_{q}+\delta \psi_{-q}^{*}\right|^{2}+\left|\partial_{x} A_{q}\right|^{2}+\psi^{2}\left|A_{q}\right|^{2}\right\} . \tag{2}
\end{equation*}
$$

The quantity $\delta A(x, y)$ is a real function; therefore, $\delta A_{-q}(x)=\delta A_{q}^{*}(x)$. No such correlation exists for the components of $\delta \psi_{q}$, and expression (2) contains cross terms $\delta \psi_{q}$ and $\delta \psi_{-q}^{*}$. We introduce the Fourier components of the real, $\delta \psi^{\prime}$, and imaginary, $\delta \psi^{\prime \prime}$, parts of $\delta \psi$,

$$
\delta \psi_{q}^{\prime}=\frac{1}{2}\left(\delta \psi_{q}+\delta \psi_{-q}^{*}\right), \quad \delta \psi_{q}^{\prime \prime}=\frac{1}{2}\left(\delta \psi_{q}+\delta \psi_{-q}^{*}\right),
$$

and proceed to perform the summation over positive values of $q$ to reduce the second variation (2) to the sum of independent contributions $\delta^{2} F_{q}\left\{\delta \psi_{q}^{\prime}, \delta \psi_{q}^{\prime \prime}, \delta A_{q}\right\}$. In order to investigate the stability, it is sufficient to find


Fig. 2. The evolution of the Ginzburg-Landau $\psi$-function for surface superconductivity upon variation of the field from $H_{c 3}$ to $H_{s}$ at $\kappa=0.46$.
the minimum of quadratic functional $\delta^{2} F_{q}$ with a fixed value of

$$
\begin{equation*}
\int_{0}^{\infty}\left|\delta \psi_{q}^{\prime}\right|^{2} d x \tag{3}
\end{equation*}
$$

This formulation of the problem turns out to be convenient from the standpoint of numerical computation, where the asymptotic behavior of eigenfunctions at $x \longrightarrow \infty$ is of importance. Because of their awkwardness, we will not give here the appropriate Euler equations with natural (i.e., obtained as a result of variation) boundary conditions. They were numerically solved using the method of "shooting" from the point $x \longrightarrow \infty$ to the point $x=0$. Three parameters were preassigned on the right-hand boundary, namely, the Lagrange multiplier $\lambda_{q}$ corresponding to the constancy of integral (3) and the amplitudes of the asymptotics $\delta \psi_{-q}^{*}$ and $\delta A_{q}$. By virtue of the linearity of the problem, the amplitude of $\delta \psi_{q}$ may be arbitrary. On the left-hand boundary with $x=0$, three conditions were to be met, namely, $\partial_{x} \delta \psi_{q}=\partial_{x} \delta \psi_{-q}^{*}=\partial_{x} \delta A_{q}=0$. The latter of these conditions follows from the trivial solution $\delta \mathbf{B}=0$ in the treated case of Maxwell equations ( $\partial_{x} B_{z}=\partial_{y} B_{z}=0$ ) outside the superconductor $(x<0)$.


Fig. 3. Examples of spectra of eigenvalues $\lambda(q)$.

The problem involves an infinite set of discrete levels $\lambda$ (in the case of $\psi(x)=0$, these are simply electron levels in a uniform magnetic field) for each value of the wave vector $q$. In order to analyze the stability, it is sufficient to find the ground level for which the eigenfunctions have no zeros. Figure 2 demonstrates the typical evolution of the order parameter of surface superconductivity upon variation of the field. Figure 3 gives the results of numerical counting for the spectrum of $\lambda_{q}$ for different values of $\kappa$ and $H$.

In type I superconductors in some field of supercooling $H_{s}$ such that $H_{c 2}<H_{s}<H_{c}$, the surface state loses stability at $q=0$ and the unstable mode turns out to be localized in the region of surface superconductivity. This instability leads to the propagation of superconductivity from the surface into the bulk of the sample.

In type II superconductors at $q \longrightarrow \infty$, the function $\delta \psi_{q}(x)$ is localized at distances far away from the surface in the neighborhood of the point $x=x_{0}$, where $A\left(x_{0}\right)=\sqrt{2} q / \kappa$. Here, the function $\psi\left(x_{0}\right)$ is small, and the field $B\left(x_{0}\right)$ is almost equal to the external field. Therefore, the stability of the surface state deteriorates because of nucleation in the normal-phase volume; i.e., the stability limit of surface superconductivity for type II superconductors coincides with the stability limit of the normal state in the volume $H=H_{c 2}$.


Fig. 4. The evolution of the "gap" in the excitation spectrum and of the integral order parameter $\psi_{s}$ upon variation of the field from $H_{c 3}$ to $H_{s}$ at $\kappa=0.5$. The dotted line indicates the asymptotics in the vicinity of $H_{c 3}=1.19: \lambda_{0}=3.19 \times 10^{-4}\left(H_{c 3}-H\right), \Psi_{s}=$ $1.56\left(H_{c 3}-H\right)^{1 / 2}\left(\right.$ see Section 2); and in the vicinity of $H_{s}=0.866: \lambda_{0}=3.35 \times 10^{-4}\left(H-H_{s}\right)^{1 / 2}, \psi_{s}=1.276-1.28\left(H-H_{s}\right)^{1 / 2}$ (see Section 3).

Figures 4-6 give the results of computation of the evolution of the quantity $\lambda_{0}(q=0)$ and of the integral order parameter,

$$
\begin{equation*}
\psi_{s}=\int_{0}^{\infty} \psi d x \tag{4}
\end{equation*}
$$

during motion over the field from $H_{c 3}$ to $H_{s}$ at $\kappa=0.5$ and $\kappa=1 / \sqrt{2}$, as well as during motion with respect to $\kappa$ with the critical field $H_{c}$.

## 3. THE FEDER POINT IN THE LANDAU THEORY

The emergence of surface superconductivity in the vicinity of the field $H_{c 3}$ is an example of second-order phase transition in a two-dimensional system. The specific features in the behavior of the stability limit of metastable state in the vicinity of the Feder point may be clarified in the Landau theory of second-order phase transitions. The fact that the curve of the loss of stability of surface superconductivity turns out to be tangent
to the straight line $H_{c 3}(\kappa)$ at the Feder point is a property that is common to critical points of this type.

The Landau expansion for free energy of a metal surface has the standard form

$$
\begin{equation*}
A(\kappa, H)\left|\psi_{s}\right|^{2}+B(\kappa, H)\left|\psi_{s}\right|^{4}+C(\kappa, H)\left|\psi_{s}\right|^{6}+\ldots . \tag{5}
\end{equation*}
$$

Note that the vector potential in the case of such (twodimensional) description is of no significance if the field is parallel to the surface. For comparison with the results of numerical solution of Ginzburg-Landau equations, we will take the integral characteristic given by Eq. (4) as the order parameter of two-dimensional theory $\psi_{s}$. The range of validity of the two-dimensional approach away from the Feder point, when the effect of the sixth-order contribution in expansion (5) may be ignored, is seen in Figs. 4-6. Asymptotic curves are given in the vicinity of the field $H_{c 3}$; these curves follow from expression (5) on the assumption (made in the Landau theory) that the coefficient $A$ linearly goes to zero. It is clear that, in the vicinity of the field $H_{c 3}$, the second derivative of free energy (5) with respect to the


Fig. 5. The evolution of the "gap" in the excitation spectrum and of the integral order parameter $\psi_{s}$ upon variation of the field from $H_{c 3}$ to $H_{s}$ at $\kappa=1 / \sqrt{2}$. The dotted line indicates the asymptotics in the vicinity of $H_{c 3}=1.70: \lambda_{0}=0.576\left(H_{c 3}-H\right), \psi_{s}=$ $2.03\left(H_{c 3}-H\right)^{1 / 2}$ (see Section 2); and in the vicinity of $H_{c}=1: \lambda_{0}=1.27(H-1), \psi_{s}=-2.33 \ln [0.52(H-1)]$ (see Section 4).
two-dimensional order parameter $\psi_{s}$, which defines the stability of the solution, is linearly related to $\lambda_{0}$.

At the Feder point, the coefficient $B$ obviously goes to zero (again by the linear law). In order to describe the behavior in the vicinity of this point, the sixth-order term must be taken into account. Here, however, in contrast to the critical point treated by Landau [7] (see also Para. 150 in [8]), the coefficient $C$ must be taken to be negative, which corresponds to the metastability of surface superconductivity being investigated. With regard for the sixth-order term, we derive, in addition to the trivial $\psi_{s}=0$, two possible extrema of functional (5):

$$
\begin{align*}
& \left|\psi_{s 1}\right|^{2}=\frac{-B-\sqrt{B^{2}-3 A C}}{3 C} \\
& \left|\psi_{s 2}\right|^{2}=\frac{-B+\sqrt{B^{2}-3 A C}}{3 C} \tag{6}
\end{align*}
$$

One solution $\psi_{s 1}$ exists at $A>0$ and $B>0$. This solution corresponds to a local maximum ensuring the metastability of normal state. With $B>0$ and a change of sign for $A$, a new solution $\psi_{s 2}$ arises, which corresponds to a
local minimum, i.e., to surface superconductivity. With further variation of $A$, when the quantity $B^{2}-3 A C$ changes sign, both solutions coincide and the nontrivial extrema disappear. The equation

$$
\begin{equation*}
B^{2}=3 A C \tag{7}
\end{equation*}
$$

apparently corresponds to the critical curve of $H_{s}(\kappa)$. One can readily see that it is the quadratic dependence given by Eq. (7) between the small coefficients $A$ and $B$ that leads to the characteristic root approximation of curve $H_{s}(\kappa)$ to line $H_{c 3}(\kappa)$ at the Feder point (see Fig. 1). One solution $\psi_{s 2}$-a local maximum-exists in the region of $A>0$ and $B>0$. On the $A=0$ line, this solution goes to zero and only one trivial extremum-a maximum—remains, $\psi_{s}=0$.

## 4. SPECIAL FEATURES IN THE LOSS OF STABILITY IN METASTABLE STATE

A loss of stability of the surface solution relative to uniform perturbation $(q=0)$ occurs on the $H_{s}(\kappa)$ line. This means that two solutions merge on this line,


Fig. 6. The evolution of the "gap" in the excitation spectrum and of the integral order parameter $\psi_{s}$ upon variation of $\kappa$ from 0.417 to $1 / \sqrt{2}$ in a field equal to the critical field. The dotted line indicates the asymptote in the vicinity of $\kappa=0.417: \lambda_{0}=0.83(\kappa-0.417)$, $\Psi_{s}=22.8(\kappa-0.417)^{1 / 2}\left(\right.$ see Section 2); and in the vicinity of $\left.\kappa=1 / \sqrt{2}: \lambda_{0}=0.356 \varepsilon e^{-0.701 / \varepsilon}\right), \psi_{s}=0.721 \varepsilon^{-1}+2.34$ (see Section 4).
namely, the local minimum (the surface solution being investigated) and maximum (the barrier providing for the metastability of the solution). It was such a merger of two solutions that was found by Park [5].

Let $\psi_{s 0}$ be the limiting solution on the line of the loss of stability. The Landau expansion with respect to the small parameter $\eta=\psi_{s}-\psi_{s 0}$ in the vicinity of this line has the form

$$
\begin{equation*}
A(\kappa, H) \eta+B(\kappa, H) \eta^{2}+C(\kappa, H) \eta^{3}+\ldots \tag{8}
\end{equation*}
$$

Because we treat the states with disturbed gage invariance ( $\psi_{s 0} \neq 0$ ), no symmetry exclusions exist in this case and odd-power terms are present in the expansion. The coefficient $A$ goes to zero on the line being discussed simply by definition of the parameter $\eta$ (equilibrium equations must have the solution of $\eta=0$ ). The vanishing of the coefficient $B$ corresponds to the merger of solutions. On approaching the critical line, we have two extrema of functional (8),

$$
\begin{equation*}
\eta_{1}=\frac{-B+\sqrt{B^{2}-3 A C}}{3 C}, \quad \eta_{2}=\frac{-B-\sqrt{B^{2}-3 A C}}{3 C} . \tag{9}
\end{equation*}
$$

The stability of solutions will be defined by the positiveness of the second derivative,

$$
\begin{equation*}
F^{\prime \prime}=2 B+6 C \eta>0 . \tag{10}
\end{equation*}
$$

In the surface superconductivity problem under discussion, where the parameter $\psi_{s}$ increases in the vicinity of the critical line, we must have $\eta<0$ for a metastable solution. One can readily see that, for this purpose, it is necessary for the inequalities $A<0, B>0$, and $C<0$ to be valid above the line of the loss of stability.

Given the linear vanishing of the coefficients $A$ and $B$ (which is standard for the Landau theory), on approaching the critical line ( $\varepsilon \ll 1$ ), we obtain the following special features in the order parameter and in the "energy gap" (10):

$$
\begin{equation*}
\eta \propto-\sqrt{|\varepsilon|}, \quad F^{\prime \prime} \propto \sqrt{|\varepsilon|} . \tag{11}
\end{equation*}
$$

The resultant asymptotics in the vicinity of $H_{s}$ are shown in Fig. 4.

## 5. WETTING TRANSITION

According to our numerical results, the integral order parameter (4) significantly increases on approaching the point $\kappa=1 / \sqrt{2}$. In this case, the Ginz-burg-Landau $\psi$-function tends to unity almost everywhere within the layer; therefore, the parameter given by Eq. (4) defines the surface layer thickness in the limit being treated to an accuracy within the order of the width of the $n s$-boundary. The anomalous growth of this thickness makes possible a macroscopic description along the lines of the wetting theory (see Para. 160 in [8]). The specific features of superconductivity bring about the peculiarity of the thickness dependence of the free energy of the wetting layer.

In a homogeneous superconducting state, small perturbations of the order parameter and vector potential at distances far away from the plane source of perturbations decrease as $e^{-x / \xi}$ and $e^{-x / \delta}$, respectively, where $\xi=$ $\delta / \sqrt{2} \kappa$ is the coherence length. Two sources of perturbations exist in the superconducting layer at the surface, namely, the sample surface and the boundary between the superconducting and normal phases. By complete analogy with, for example, the derivation of the law of interaction of electric charges in terms of the field of electric potential or elastic interaction of defects in crystals, one can state that the expression for the energy of interaction between the boundaries of the superconducting layer with its macroscopic thickness $L \gg \xi, \delta$ in the general case reduces to the sum

$$
\begin{equation*}
F_{i n t}=A e^{-L / \xi}+B e^{-L / \delta} \tag{12}
\end{equation*}
$$

where $A$ and $B$ are some functions of parameter $\kappa$ (the dependence on the magnetic field may be ignored, because the superconducting layer thickness may be significant only in the immediate neighborhood of $H=H_{c}$ ). Corresponding to the numerically established behavior of surface superconductivity in the neighbor-
hood of the point $\kappa=1 / \sqrt{2}$ is the case of $A<0$ (attraction), $B>0$ (repulsion), with $B>|A|$. The free energy of superconducting layer, reckoned from the normal state, includes the energy of the superconductor boundary, the energy of the interface between superconducting and normal phases, the interaction energy given by Eq. (12), and the bulk contribution

$$
\begin{equation*}
\frac{1}{8 \pi}\left(H^{2}-H_{c}^{2}\right) L \tag{13}
\end{equation*}
$$

The equilibrium thickness of the superconducting layer is defined by the condition of the minimum of the sum
of contributions (12) and (13),

$$
\begin{equation*}
F^{\prime}=-\frac{A}{\xi} e^{-L / \xi}-\frac{B}{\delta} e^{-L / \delta}+\frac{1}{8 \pi}\left(H^{2}-H_{c}^{2}\right)=0 \tag{14}
\end{equation*}
$$

The solution will be stable in the case of the positive second derivative of energy with respect to $L$,

$$
\begin{equation*}
F^{\prime \prime}=\frac{A}{\xi^{2}} e^{-L / \xi}+\frac{B}{\delta^{2}} e^{-L / \delta} \tag{15}
\end{equation*}
$$

On the $H_{s}(\kappa)$ curve, the stability of the solution is lost. From the condition $F^{\prime \prime}=0$, we find

$$
\begin{equation*}
L=\frac{\delta \xi}{\xi-\delta} \ln \left(\frac{B \xi^{2}}{|A| \delta^{2}}\right) \tag{16}
\end{equation*}
$$

and substitute this value of $L$ into Eq. (14) to derive

$$
\begin{equation*}
H_{s}^{2}-H_{c}^{2}=-8 \pi \frac{|A|}{\xi^{2}}(\xi-\delta) \exp \left\{-\frac{\delta}{\xi-\delta} \ln \frac{B \xi^{2}}{|A| \delta^{2}}\right\} \tag{17}
\end{equation*}
$$

In view of the proximity to the critical point at which $\varepsilon=(\xi-\delta) / \delta \ll 1$, results (16) and (17) may be represented in the form of $L \propto \varepsilon^{-1}$ and

$$
\begin{equation*}
H_{s}-H_{c} \propto-\varepsilon e^{-a / \varepsilon} \tag{18}
\end{equation*}
$$

where $a=\ln (B /|A|)$ is a number on the order of unity. As we see in Fig. 1, the asymptotic form given by Eq. (18) is valid even at a considerable distance from the critical point being treated.

Following are the extreme expressions on approaching the critical point $\left(1 / \sqrt{2}, H_{c}\right)$ along two preferred trajectories. For a superconductor with $\kappa=1 / \sqrt{2}$, the superconducting layer thickness logarithmically goes to infinity: $L \propto \ln \left\{1 /\left(H-H_{c}\right)\right\}$, with $F^{\prime \prime} \propto H-H_{c}$. In the case of motion along a straight line $\left(H=H_{c}\right)$, the thickness increases by the law $L \propto \varepsilon^{-1}$ (as in the case of motion along a curve, $H=H_{s}$, and the "gap" in the excitation spectrum decreases by the law of $F^{\prime \prime} \propto \varepsilon e^{-a / \varepsilon}$. The asymptotic laws obtained are given in Figs. 5 and 6. We used the above-identified relation between the integral parameter (4) and the superconducting layer thickness $L$, as well as the obvious linear dependence between the second derivative of energy $F^{\prime \prime}$ (15) and the quantity $\lambda_{0}$ in the vicinity of the critical lines.
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#### Abstract

The formation of high-field thermodiffusion autosolitons was studied experimentally in a photogenerated electron-hole plasma heated up by an electric field in $p$-Ge samples oriented along the $\langle 111\rangle$ axis at $T=77 \mathrm{~K}$. Measurements of the current-voltage characteristics, electric field distributions along the samples, and IR emission in the wavelength range $\lambda=1.65-10 \mu \mathrm{~m}$ showed that the arising of an autosoliton was accompanied by the appearance of N -shaped current-voltage characteristic regions. Autosolitons were formed at elec-tron-hole plasma concentrations $n \geq 1 \times 10^{14} \mathrm{~cm}^{-3}$ and field strengths $E \geq 500 \mathrm{~V} / \mathrm{cm}$. They manifested themselves as static, moving, and pulsating strata with field strengths $E_{a s}=1000-20000 \mathrm{~V} / \mathrm{cm}$ and carrier temperatures $T_{e} \geq 1000 \mathrm{~K}$. We also observed a turbulent electron-hole plasma state when autosolitons chaotically appeared and disappeared in the samples. The multivalley band structure of germanium influenced the dynamics of autosoliton formation; intervalley transfer of electrons in the strong field of autosolitons caused a threestep autosoliton field growth. © 2003 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The arising of current instabilities accompanied by the formation of spatially nonuniform dissipative structures in the form of current filaments or electric field domains in a monopolar system of charge carriers requires the presence of negative differential $S$ - or $N$-type conductivity in a semiconductor crystal (e.g., see [1,2]). Similar dissipative structures in a bipolar semiconductor plasma can also arise at a positive differential conductivity of samples and in much lower electric fields (e.g., see reviews in [3]). Among the dissipative structures in an electron-hole plasma of a semiconductor are autosolitons; a theory of autosolitons is described in [3]. Several authors relate the observation of luminous spots in GaAs films [4], current filaments in reverse biased $p-n$ junctions in $\alpha-\operatorname{SiC}[5]$ and silicon $p^{+}-n^{+}-p-n^{-}$structures [6], and current instabilities caused by heating InSb structures [7] to the formation of autosolitons. The possibility of observing autosolitons in a photogenerated electron-hole plasma in germanium and silicon crystals was predicted in [8].

Earlier, we studied high-field thermodiffusive autosolitons in electron-hole plasmas in $n$-Ge [9-13] and $p-\mathrm{Si}[14,15]$. These autosolitons manifested themselves as narrow, strong, electric field strata ( $E_{a s}=$ $1000-5000 \mathrm{~V} / \mathrm{cm}$ ) transverse with respect to the current direction. The mechanism of formation of such autosolitons was related to the appearance of a positive feedback for temperature growth of carriers heated up by an electric field to the Debye temperature. The multivalley energy band structure in samples with the electric field direction along the axis corresponding to a
large effective mass of electrons (field $E$ is parallel to the $\langle 111\rangle$ axis in $n$-Ge and the $\langle 100\rangle$ axis in $p$-Si) influenced the behavior of the autosolitons, which moved in the direction of minority carriers (holes) in $n$-Ge and formed a series of static autosolitons in $p$-Si.

The purpose of this work was to determine the conditions for the arising of high-field autosolitons in $p-\mathrm{Ge}$ crystals, verify the mechanism of formation of highfield autosolitons suggested earlier for $n$-Ge, and study the influence of the multivalley energy band structure and the type of junctions on the behavior of autosolitons. Next, we will consider the phenomena of spatial ordering in a photogenerated electron-hole plasma. They arise with increased voltage applied to $p$-Ge samples with junctions of two types, $p^{+}-p$ and $n-p$.

## 2. EXPERIMENTAL

The samples were cut from a $p$-Ge crystal $(\rho \approx$ $40 \Omega \mathrm{~cm})$ as rectangular $0.05 \times 0.1 \times 0.8 \mathrm{~cm}^{3}$ plates. The longer plate axes were aligned with the $\langle 111\rangle$ crystallographic axis. The broad faces of the samples were polished and etched in an SR-4 polishing etcher. Indium $p^{+}-p$ contacts were burned into the opposite smaller ends of the samples of the first type, and $n-p$ In $+3 \%$ As contacts, into the opposite ends of the samples of the second type at $T \approx 450 \mathrm{~K}$. Measurements were taken at $T_{0}=77 \mathrm{~K}$.

In the first unit described in [11, 12], an electronhole plasma of a high density ( $n \approx p=5 \times 10^{13}-1 \times$ $10^{17} \mathrm{~cm}^{-3}$ ) was generated uniformly along the broad


Fig. 1. Current-voltage characteristics of samples with two (a) $p^{+}-p$ and (b) $n-p$ junctions obtained using rectangular voltage pulses of width $\tau_{U} \approx 20 \mu \mathrm{~s}$ (1) without illumination and (2) under illumination (CVC-1) at the instant corresponding to the stationary current $J$ value.
sample face by a bell-shaped light pulse of intensity $I_{p}$ from an IFP-800 pulsed lamp. The pulse width was $\tau_{p}=$ 0.5 ms . We used single rectangular or saw-tooth voltage $U$ pulses of width $\tau_{U}=5-300 \mu \mathrm{~s}$ and amplitude up to 300 V . The voltage pulses were applied to sample contacts simultaneously with light pulses. Under these conditions, the temperature rise, the mean over the sample during a current pulse, did not exceed 20 K . The temperature rise was estimated from the heat balance equation without taking into account heat transfer to the holder. Measurements were performed in three regimes: (1) the current-voltage characteristic (CVC-1) of a sample was measured at a light pulse maximum for rectangular voltage pulses, and the time evolution of high-field autosolitons was studied at constant illumination intensity and voltage values; (2) the dynamic current-voltage characteristic (CVC-2) was measured during growth of the leading voltage pulse edge at a light pulse maximum, and the dynamics of high-field autosoliton formation and evolution was studied; and (3) the dynamics of high-field autosoliton development was studied depending on the concentration of the elec-tron-hole plasma while the intensity of light increased during a rectangular voltage pulse.

The $E(x)$ distribution of electric field strength along the sample was measured using a microcircuit of 26 potential probes made of phosphor bronze. The distance between neighboring probes was within $0.15-0.4 \mathrm{~mm}$. The voltage measured by each of the two neighboring probes was recorded using two differential inputs of oscilloscopes with memory. The oscillograms of local fields in all interprobe intervals $E_{i-j}(t)=$ $\Delta U_{i-j}(t) / l_{i-j}$, where $l_{i-j}$ is the distance between probes, were used to construct the $E(x)$ electric field distribu-
tions along the samples at the selected instants of time during a voltage pulse and to determine high-field autosoliton parameters such as the time of formation, the velocity of motion, and the shape and size. The dynamics of carrier and crystal lattice temperature variations during the formation and decay of high-field autosolitons was studied with the second unit described in [13], which measured IR emission from the samples with a $\mathrm{Ge} / \mathrm{Au}$ photodetector at $T=77 \mathrm{~K}$. The measurements were taken in the wavelength range $\lambda=1.65-10 \mu \mathrm{~m}$ $\left(I_{I R}\right)$ and, using a glass filter, at $\lambda=1.65-2.5 \mu \mathrm{~m}\left(I_{g}\right)$. Simultaneously, the field distribution along the sample was controlled by an 18-probe head.

## 3. SAMPLE CURRENT-VOLTAGE CHARACTERISTICS

The current-voltage characteristics of unilluminated $p$-Ge samples with $p^{+}-p$ junctions are approximately linear and have a slightly decreasing slope at high voltages (Fig. 1a, curve 1 ) because of a slightly non-Ohmic contact behavior. The CVC-1 curves of the same samples under illumination, obtained for steady currents, contain three to five distinct regions (Fig. 1a, curve 2). In region $\mathrm{I}(U<50 \mathrm{~V}$ ), current $J$ grows weakly as voltage increases. Regions II and IV are characterized by a steep increase in the current at $U_{1} \approx 50 \mathrm{~V}$ and $U_{2} \approx$ 170 V . In regions III and V, the current reaches saturation or has an N -shaped dependence. The dynamic CVC-2 of illuminated samples with $p^{+}-p$ junctions shows a weak current increase during the onset of voltage pulse growth (see below, Fig. 2a, region I). The current then sharply increases (region II). After this, we
observe either current saturation or an N -shaped dependence of the current (region III) often followed by a monotonic current increase in time, even under voltage saturation.

The initial region of the current-voltage characteristic of unilluminated $p$-Ge samples with $n-p$ junctions is a quadratic dependence caused by the injection of charge carriers from the forward biased negative $n-p$ junction (Fig. 1b, curve 1). At large voltages, the slope of the current-voltage characteristic decreases because of blocking of the reverse biased positive $n-p$ junction. The CVC-1 curves of illuminated samples with $n-p$ junctions obtained for the lowest steady current value contain region I of a weakly growing current (Fig. 1b, curve 2) followed by regions II, IV, and VI of a steeply increasing current and regions III, V, and VII of current saturation or an N -shaped dependence. The dynamic CVC-2 curves of illuminated samples with $n-p$ junctions also contain region I of a weak current during a $U$ pulse leading edge growth (see below, Fig. 3a). Next, we observe region II of a sharp increase in the current and N -shaped region III.

## 4. CONTACT EXCLUSION OF AN ELECTRON-HOLE PLASMA IN SAMPLES WITH $p^{+}-p$ JUNCTIONS

We explain a weak increase in the current in regions I of CVC-1 (Fig. 1a) and CVC-2 (Fig. 2a) in an electron-hole plasma photogenerated in samples with $p^{+}-p$ junctions by contact exclusion. The electron-hole plasma is then carried by the field from the negative to positive junction in the drift direction of minority carriers (electrons). This causes the formation of an exclusion region with a decreased electron-hole plasma concentration and a high electric field strength at the negative junction. For a growing voltage pulse, this is shown in Fig. 2d (curve $t_{1}$, the $E\left(x, t_{1}\right)$ field distribution obtained from the oscillograms of local fields $E_{i-j}(t)=$ $\Delta U_{i-j} / l_{i-j}, i=0-8, j=1-9$ at time $\left.t_{1}\right)$. In the remaining sample regions, a high plasma concentration and a weak field are established [Fig. 2c, curves $E_{2-3}\left(t_{1}\right)$ and $\left.E_{3-4}\left(t_{1}\right)\right]$, and the $E(x)$ field distribution profile in the exclusion region of the transition from a strong to a weak field acquires the character of a steep wall


Fig. 2. (a-c) One-step local field growth in the formation of two static high-field autosolitons with small amplitudes; $E_{\text {as } 1}=$ $E_{4-5}\left(t_{2}\right)=\Delta U_{4-5}\left(t_{2}\right) / l_{4-5}$ and $E_{a s 2}=E_{6-7}\left(t_{2}\right)$ near the exclusion region at the negative junction in a sample with $p^{+}-p$ junctions during voltage pulse $U$ growth at a constant illumination intensity, at a light pulse maximum of $I_{p} ; J$ is the current. The oscillogram of field $E_{6-7}$ is similar to that of $E_{4-5}$ and is therefore not shown. (d) $E\left(x, t_{1}\right)$ and $E\left(x, t_{2}\right)$ are the field strength distributions close to the negative junction before and after the formation of autosolitons obtained from local field $E_{i-j}$ oscillograms at times $t_{1}$ and $t_{2}$, respectively; $l_{0-1}=0.017 \mathrm{~cm}$ (the distance between the negative junction and the first probe), $l_{1-2}=0.032 \mathrm{~cm}, l_{2-3}=0.025 \mathrm{~cm}, l_{3-4}=$ $0.045 \mathrm{~cm}, l_{4-5}=0.05 \mathrm{~cm}, l_{5-6}=0.05 \mathrm{~cm}$, and $l_{6-7}=0.05 \mathrm{~cm}$; and $l=0.8 \mathrm{~cm}$ is the sample length. In Figs. 2-4, minus sign in the circle indicates negative polarity of the voltage applied to this end of a sample.
(Fig. 2d, curve $t_{1}$ ) at a sufficiently high voltage, in agreement with the results obtained in [16].

## 5. CURRENT-VOLTAGE CHARACTERISTIC REGIONS OF A STEEP INCREASE IN THE CURRENT

A sharp increase in the current in regions II of CVC-1 (Fig. 1a) and CVC-2 (Fig. 2a) in samples with $p^{+}-p$ junctions is accompanied by a decrease in the field strength in the exclusion region (Fig. 2b, 2c, curves $E_{0-1}-E_{2-3}$, and Fig. 2d, curve $t_{2}$ ) and an increase in the field in the adjacent sample regions. Such an increase in the current is accompanied by a small decrease in the voltage on the sample because of a strong decrease in sample resistance, which becomes comparable to the output resistance of the generator of voltage pulses. This causes the formation of S-shaped region II in dynamic CVC-2 (Fig. 2a). These data are evidence
that an electron-hole plasma flow comes to the nearjunction high-field region from the neighboring sample region enriched in carriers. We relate this to the reversal of the bipolar drift direction of the electronhole plasma heated up by the electric field in the exclusion region. The reason for the bipolar drift reversal is the different dependences of electron and hole mobilities on their temperatures in a heating electric field [17-20]. We observed a similar phenomenon for $n-\mathrm{Ge}$ samples at much lower local fields in the exclusion region [15].

Initial regions I of CVC-1 (Fig. 1b) and dynamic CVC-2 (Fig. 3a) characterized by a weak increase in the current in samples with $n-p$ junctions is caused by blocking of the reverse biased positive $n-p$ junction. This is evidenced by an initial increase in the field strength to a high value at this junction, which accompanies voltage pulse growth (Fig. 3c). We explain the appearance in these samples of region II with a sharp


Fig. 3. (a-c) Three-step field strength growth in the formation of a moving high-field autosoliton with a large amplitude ( $E_{a s 1}=$ $E_{1-2}$ ) close to the injecting negative junction and the formation of a low-amplitude static soliton ( $E_{\text {as2 }}=E_{15-16}$ ) with an intermediate pulsating stage close to the positive blocking junction in a sample with $n-p$ junctions during voltage pulse $U$ growth at a constant illumination intensity $I_{p}$, at a light pulse maximum; $J$ is the current. (d) $E\left(x, t_{1}\right), E\left(x, t_{2}\right)$, and $E\left(x, t_{3}\right)$ are the field strength distributions near the negative junction before and after the formation of a moving autosoliton determined from local field $E_{i-j}$ oscillograms at times $t_{1}, t_{2}$, and $t_{3}$, respectively; $l_{0-1}=0.03 \mathrm{~cm}, l_{1-2}=0.03 \mathrm{~cm}, l_{2-3}=0.035 \mathrm{~cm}, l_{3-4}=0.035 \mathrm{~cm}, l_{15-16}=0.025 \mathrm{~cm}$, and $l_{16-c}=$ 0.015 cm (the distance between the last probe and the positive junction); and $l=0.8 \mathrm{~cm}$ is the sample length.
increase in the current in the stationary (Fig. 1b) and dynamic (Fig. 3a) current-voltage characteristics by the blocking $n-p$ junction being poured over with the photogenerated electron-hole plasma as a result of its bipolar drift. The $E_{16-c}$ field at the positive junction then sharply decreases. A small decrease in the voltage at the instant of a sharp current rise creates an S-shaped region of the dynamic current-voltage characteristics (CVC-2) (Fig. 3a).

## 6. THE ARISING <br> OF HIGH-FIELD AUTOSOLITONS

The appearance of branches III and V in stationary current-voltage characteristics (CVC-1) (Fig. 1) and of branch III in dynamic current-voltage characteristics (CVC-2) (Figs. 2, 3) with either current saturation or N -shaped current dependences is accompanied by the arising and development of high-field domains in samples (Figs. 2, 3d). We treat these domains as high-field thermodiffusion autosolitons in conformity with the theory described in [3] and the results obtained in [9]. These autosolitons are formed at electron-hole plasma concentrations of $n \geq 1 \times 10^{14} \mathrm{~cm}^{-3}$ and mean field strengths in the sample of $E \geq 100 \mathrm{~V} / \mathrm{cm}$. They manifest themselves as solitary strata with a high field strength $\left(E_{a s}=1000-20000 \mathrm{~V} / \mathrm{cm}\right)$, carrier temperatures exceeding 1000 K , and a decreased concentration of carriers. Depending on the light intensity and applied voltage, static, moving, and pulsating high-field autosolitons arise in the sample. In addition, we observed a turbulent electron-hole plasma state, when autosolitons chaotically formed and disappeared in various sample regions.

### 6.1. The Static High-Field Autosoliton

An increase in the voltage over time at a constant illumination intensity stretches the exclusion region in samples with $p^{+}-p$ junctions. When the threshold voltage is attained, the field strength in the extended part of the exclusion region decreases (Fig. 2b, curves $E_{0-1}{ }^{-}$ $E_{2-3}$ ) and the current increases because of the bipolar drift reversal. After this, the current slightly decreases and either one high-field autosoliton with a large amplitude or simultaneously two static autosolitons with smaller amplitudes are formed at some distance ( $l=$ $1-2 \mathrm{~mm}$ ) from the negative junction (Fig. 2, $E_{a s 1}=E_{4-5} \approx$ $E_{\text {as2 } 2}=E_{6-7} \approx 1000 \mathrm{~V} / \mathrm{cm}$ ), in the region characterized by the local carrier concentration $n \approx p \geq 1 \times 10^{14} \mathrm{~cm}^{-3}$ and field strength $E_{i-j} \geq 500 \mathrm{~V} / \mathrm{cm}$ necessary for the formation of autosolitons. An increase in the field of a smallamplitude autosoliton has a one-step dynamics. The high field at the junction is largely determined by exclusion regions depleted of carriers, and the high field of the autosoliton is largely determined by the high temperature of carriers. The formation of autosolitons in samples with $p^{+}-p$ junctions insignificantly (by $5-15 \%$ )
decreases the current, because the current value is already substantially limited by the high resistance of the exclusion region.

The formation of a large-amplitude static soliton $\left(E_{a s}=E_{1-2} \approx 5200 \mathrm{~V} / \mathrm{cm}\right)$ in the exclusion region in samples with $p^{+}-p$ junctions at high light intensities and applied voltage values ( $U \geq 170 \mathrm{~V}$, regime 3 ) is accompanied by a strong Joule heating of the autosoliton region. This causes substantial thermal generation of the electron-hole plasma (comparable to its photogeneration) and a decrease in the autosoliton field, which in turn results either in a monotonic increase in the current and autosoliton transfer to neighboring sample regions or in autosoliton destruction and a jump increase in the current. A large-amplitude static soliton $\left(E_{a s} \approx 3200 \mathrm{~V} / \mathrm{cm}\right)$ formed under a weak illumination intensity and at a low voltage ( $U \approx 100 \mathrm{~V}$ ) and a low steady current ( $J \leq 600 \mathrm{~mA}$ ) can exist for a long time (up to $200 \mu \mathrm{~s}$ ) until it decays because of Joule lattice heating.

Note that the reversal of the bipolar drift direction of the electron-hole plasma in these samples occurs at voltage values smaller than those necessary for highfield autosoliton formation, and both these effects are independent. The exclusion region often plays the role of the main seed for preliminarily heating carriers and the formation of such autosolitons. At the same time, the electron-hole plasma drift reversal lowers the field in the exclusion region, increases the field in the other sample regions, and enhances the role played by intrinsic sample inhomogeneities far from junctions in the formation of autosolitons.

To eliminate the initial influence of the exclusion region on the formation of high-field autosolitons, we performed measurements for samples with two $n-p$ junctions subjected to the action of rectangular voltage pulses at a constant illumination intensity. Field strength $E_{0-1}$ at the negative injecting junction was then low; that is, the exclusion region was absent (Fig. 3d, curve $t_{1}$ ). At the same time, the high field intensity $E_{16-c}$ during the increase in voltage pulse at the positive blocking junction then decreases because of the blocking junction being poured over by the photogenerated electron-hole plasma simultaneously with an increase in the current, which increases the field strength in the other sample regions ( $E_{1-2}, E_{2-3}$, and $E_{15-16}$ ). As a result, at a voltage exceeding the threshold of autosoliton formation ( $U \geq 120 \mathrm{~V}$ ), one large-amplitude static autosoliton is formed near the negative junction, $E_{a s 1}=$ $E_{1-2} \approx 3300 \mathrm{~V} / \mathrm{cm}$. The second autosoliton with a smaller amplitude is formed near the positive junction, $E_{a s 2}=E_{15-16} \approx 1600 \mathrm{~V} / \mathrm{cm}$ (Fig. 3). Because of the absence of the exclusion region in these experiments, autosoliton formation causes a substantial (by a factor of $1.5-2$ ) decrease in the current. At the same time, the currents in these samples were much stronger than in the samples with $p^{+}-p$ junctions (cf. Figs. 1a and 1 b or 2 and 3 ). While the leading $U$ pulse edge increases, the


Fig. 4. Turbulent electron-hole plasma state with chaotic formation and disappearance of autosolitons in various regions of a sample with $p^{+}-p$ junctions during illumination intensity $I_{p}$ growth at a constant high voltage of $U=300 \mathrm{~V}$ : (a) current, (b)-(d) local field oscillograms, and (e) field strength distributions near the negative junction at various $U$ pulse instants; $l_{0-1}=0.03 \mathrm{~cm}, l_{1-2}=$ $0.03 \mathrm{~cm}, l_{2-3}=0.03 \mathrm{~cm}, l_{3-4}=0.03 \mathrm{~cm}$, and $l_{15-16}=0.03 \mathrm{~cm} ; l=0.8 \mathrm{~cm}$ is the sample length.
dynamics of field growth in the first autosoliton close to the negative $n-p$ junction, has a three-step character, and this autosoliton then moves toward the positive junction. Field growth in the second autosoliton close to the positive junction has a one-step character, and its static state transforms into the pulsating state and back.

At a large amplitude of rectangular voltage pulses and a growing light intensity (regime 3), a temporary field decrease was observed in some samples in the region of the large-amplitude autosoliton, $E_{a s 1}=E_{1-2} \geq$ $5000 \mathrm{~V} / \mathrm{cm}$, at a maximum light intensity. This was accompanied by a strong current increase followed by
field growth to its initial value. We explain the field decrease by an interband breakdown in the autosoliton region, because the autosoliton width decreases as the light intensity (the electron-hole plasma concentration) increases as a result of a decrease in the velocity of electron-hole plasma bipolar drift [11, 12] to a value smaller than the distance between neighboring probes, and the actual autosoliton field value substantially increases to the breakdown field value.

Note that the accuracy of determining the maximum field strength value in a static autosoliton largely depends on the ratio between the autosoliton width $L_{a s}$ and the $l_{i-j}$ distance between neighboring probes in the autosoliton region. If $L_{a s} \approx l_{i-j}$, this accuracy can amount to $60-80 \%$ of the real maximum autosoliton field value. If $L_{a s} \ll l_{i-j}$, the real autosoliton field is determined either indirectly, as with the interband breakdown in the soliton, or more accurately for the example of a moving autosoliton, as is shown in the next paragraph.

### 6.2. A Moving High-Field Soliton

Moving autosolitons were largely observed in samples with $n-p$ junctions at a large amplitude of a rectangular voltage pulse ( $U \geq 140 \mathrm{~V}$, regime 1). The largeamplitude autosoliton ( $E_{a s}=E_{1-2} \approx 3700 \mathrm{~V} / \mathrm{cm}$, Fig. 3) that formed close to the injecting negative junction moved toward the positive junction [in the minority carrier (electron) drift direction] at a velocity of $v_{a s} \approx 9 \times$ $10^{3} \mathrm{~cm} / \mathrm{s}$. The velocity of an autosoliton was determined from the time of its passage $\left(t_{2-3} \approx 4 \mu \mathrm{~s}\right)$ through the interprobe gap, $l_{2-3}=0.035 \mathrm{~cm}$. The time at which an autosoliton enters the interprobe gap $l_{2-3}$ can be determined from field oscillograms, $E_{2-3}\left(t_{2}\right)$ ( $\Delta t_{2-3} \approx$ $0.5 \times 10^{-6} \mathrm{~s}$ ), which allows us to estimate the autosoliton width at its base, $L_{a s} \approx 4.5 \times 10^{-3} \mathrm{~cm}$. The mean autosoliton field strength can then be estimated as $E_{a s}=$ $\Delta U_{2-3} / L_{a s}=90 \mathrm{~V} / 4.5 \times 10^{-3} \mathrm{~cm} \approx 2 \times 10^{4} \mathrm{~V} / \mathrm{cm}$. It may well be still higher at the maximum, taking into account an approximately Gaussian autosoliton field strength distribution. The rapid entrance of a narrow autosoliton into a wider interprobe gap ( $L_{a s} \ll l_{i-j}$ ), its motion in this gap, and the rapid exit from the gap form a voltage drop pulse $\Delta U_{a s}(t)$ of a shape close to rectangular.

### 6.3. Pulsating High-Field Autosolitons and Turbulent State of Electron-Hole Plasma

At low (near-threshold) light intensity and applied voltage values, an autosoliton with a steadily pulsating amplitude could form in a sample. For instance, switching on a low-amplitude ( $U \approx 120 \mathrm{~V}$ ) voltage pulse simultaneously with the onset of light pulse growth (regime 3) caused the formation of a steadily pulsating autosoliton with a field of $E_{a s 1}=E_{1-2} \approx 2200 \mathrm{~V} / \mathrm{cm}$ in the exclusion region in a sample with $p^{+}-p$ junctions.

The amplitude of autosoliton field oscillations was $\Delta E_{a s} \approx 0.1 E_{a s}$, and the frequency of oscillations was $f \approx$ 100 kHz at a current of $J \approx 0.8 \mathrm{~A}$. Simultaneously, the second, static autosoliton with a field of $E_{a s 2}=E_{7-8} \approx$ $1200 \mathrm{~V} / \mathrm{cm}$ appeared in the low-field sample region. The autosolitons of the two types coexisted for a fairly long time, $t_{a s} \approx 250 \mu \mathrm{~s}$. After the decay of the pulsating soliton (because of Joule heating), the current sharply increased.

A different type of pulsating autosoliton characterized by a large and constant amplitude ( $E_{1-2} \approx 4800 \mathrm{~V} / \mathrm{cm}$ ) was observed in some samples at high applied voltage values of $U \geq 180 \mathrm{~V}$. This autosoliton experienced oscillatory displacements to neighboring interprobe gaps, where it caused $E_{0-1}$ and $E_{2-3}$ field oscillations with amplitudes of up to $20 \%$ of $E_{\max }$. We explain such oscillatory autosoliton shifts by a higher rate of sample surface recombination determined by the special features of its etching. The conditions of formation of pulsating autosolitons of both types coincide with theoretically predicted conditions [3].

At high voltages of $U=200-300 \mathrm{~V}$ and intense illumination, the electron-hole plasma exhibits turbulent behavior in samples with $p^{+}-p$ junctions. This is accompanied by the chaotic appearance and disappearance of autosolitons in different sample regions. The amplitude of field strength oscillations then amounts to $\Delta E_{i-j}=(0.7-0.9) E_{i-j}$, the frequency of oscillations is $f \approx$ 200 kHz , and the autosoliton field is as high as $E_{1-2} \approx$ $E_{4-5} \approx 1500 \mathrm{~V} / \mathrm{cm}$ (Fig. 4). At the same time, only small current oscillations whose amplitude is about $15 \%$ of $J_{\text {max }}$ go to the external circuit. Note that the turbulent autosoliton state was not reached in similar experiments with $n-\mathrm{Ge}$ [9-13].

## 7. IR EMISSION DURING FORMATION AND DECAY OF AUTOSOLITONS

A weak IR radiation signal $I_{I R}$ from the exclusion region appeared and disappeared in the course of exclusion during a rectangular voltage pulse whose amplitude was below the threshold of autosoliton formation. The signal approximately reproduced the shape of the light pulse, as in [13]. The spectrum of IR radiation was observed in the wavelength range $\lambda=6-10 \mu \mathrm{~m}$ and corresponded to carrier temperatures of $T_{e}=150-300 \mathrm{~K}$.

The dynamics of IR emission from the samples with $p^{+}-p$ junctions during the formation and decay of highfield autosolitons was studied by switching on a rectangular voltage pulse ( $U \geq 80 \mathrm{~V}$ ) simultaneously with the onset of an increase in light pulse (Fig. 5). Under these conditions, the current and field $E_{0-1}$ first sharply decrease, whereas the $E_{1-2}$ field increases, because of the development of electron-hole plasma exclusion at the negative junction. Next, field $E_{0-1}$ again sharply decreases, and the current sharply increases because of an increase in the concentration of the electron-hole


Fig. 5. (a, b) Dynamics of IR emission ( $\lambda=1.65-10 \mu \mathrm{~m}$ ) from the near-junction region of a sample with $p^{+}-p$ contacts in the course of the formation and decay of an autosoliton under the conditions of growing illumination intensity $I_{p}$ during a long voltage pulse of small amplitude; (d) multistep decay of IR radiation from the autosoliton region after termination of a short voltage pulse of large amplitude; (c) oscillograms of local fields.
plasma as a result of photogeneration and bipolar drift reversal. Simultaneously, field $E_{1-2}$ sharply increases to produce a high-field static autosoliton. At this instant, the $I_{I R_{1}}$ IR radiation signal from hot carriers in the autosoliton region rapidly increases.

As illumination and current increase further, the second $I_{I R_{1}}$ signal rapidly grows to its maximum (Fig. 5). We explain this by thermal radiation from the high-field autosoliton region caused by its strong Joule heating, which reaches hundreds of Kelvin. As the light intensity further increases, the first sharp decrease in the $I_{I R_{1}}$ signal after its peak value is observed while field $E_{1-2}$ increases. This decrease in the $I_{I R_{1}}$ signal can be related to a decrease in the temperature of carriers as a result of a decrease in power supplied to the autosoliton region. The decrease in power is explained by a decrease in the mobility of electrons caused by their transition from hot valleys to the cold valley in the strong autosoliton field. According to our calculations, at $T=80 \mathrm{~K}$, the concentration of the electron-hole plasma $n=1 \times 10^{15} \mathrm{~cm}^{-3}$; field $E=2000 \mathrm{~V} / \mathrm{cm}$ directed along the $\langle 111\rangle$ axis; and the mobility of electrons decreases by $25 \%$ compared with the case when the field is directed along the $\langle 100\rangle$ axis.

After the initial $I_{I R_{1}}$ signal peak, we often observe substantial signal oscillations during the existence of a stationary high-field autosoliton when the $E_{a s}$ field is constant and the light intensity and current increase. This is evidence of the complex character of the development of carrier and lattice heating in the autosoliton region and the transfer of this heat into the surrounding sample volume. The temperature of carriers in such an autosoliton was estimated from the experimental $I_{I R_{1}}$ and $I_{g}$ signals and the spectrum of photodetector sensitivity. The temperature of electrons that made the major contribution to hot carrier radiation signals was found to exceed 1000 K .

A short-term decrease in the autosoliton field and an increase in the current caused by interband breakdown in the autosoliton region were accompanied by a sharp increase in short-wave IR radiation $I_{g}$.

Abnormally strong total IR radiation signals from the sample, $I_{I R}=70-120 \mathrm{mV}$, and IR radiation through the glass filter, $I_{g}=15-60 \mathrm{mV}$ (the usual signal and noise levels being $I_{I R}=10-15 \mathrm{mV}$ and 1 mV , respectively), were observed when a narrow ( $t_{U}=10-20 \mu \mathrm{~s}$ ) rectangular voltage pulse of $U \geq 140 \mathrm{~V}$ was applied to the sample through which a strong current ( $J \sim 20-40 \mathrm{~A}$ ) flowed at the instant of maximum light pulse intensity.


Fig. 6. Traces of sample material boiling up in the region of a high-field autosoliton in the exclusion region near the negative junction after applying a short $U \approx 300 \mathrm{~V}$ pulse to a sample with two $p^{+}-p$ contacts at a light pulse maximum.

The high $I_{I R}$ and $I_{g}$ signal values were caused, first, by the passage of recombination electron-hole plasma radiation from the autosoliton region through a Ge filter to the photodetector. This occurred because of a strong autosoliton region heating (to $T \gg 300 \mathrm{~K}$ ) and a narrowing of the forbidden band in the crystal in this region to a value smaller than the forbidden bandwidth of the Ge filter, which was at $T=300 \mathrm{~K}$ and served to cut off flash lamp light reflected from the sample. Secondly, apart from hot carriers, the heated lattice in the high-field autosoliton made a large contribution to the strong IR radiation signal.

Autosoliton region heating has a strong influence on the IR radiation signal from the sample after the destruction of the autosoliton. For instance, after voltage pulse decay, we first observe a rapid decrease in the $I_{I R}$ signal by $20-30 \%$ caused by autosoliton destruction. The $I_{I R_{2}}$ signal then slowly decreases in two to three steps $4-10 \mu \mathrm{~s}$ in duration (Fig. 5d). We explain these steps by photogenerated carrier radiation from the "hot spot" formed in the autosoliton region heated by hundreds of Kelvin. The width of these steps in the tail of the IR signal increases to $50 \mu$ s as the voltage pulse width grows to $t_{U} \approx 100 \mu \mathrm{~s}$. At still wider voltage pulses ( $t_{U} \approx 200 \mu \mathrm{~s}$ ), the $I_{I R}$ signal decreases monotonically after its decay.

Sample surface boiling close to the negative junction was observed in some samples at a maximum applied power (Fig. 6). This occurred as a result of rapid Joule heating of the crystal in the high-field autosoliton region, which occupied a thin $(d<10 \mu \mathrm{~m})$ subsurface layer with bipolar conductivity in the exclusion region. As a $\mathrm{BaF}_{2}$ plate was pressed to the sample from
above, the boiling caused the deposition of the sample material on its surface. This result shows that a hot spot is formed in the autosoliton region. The temperature in this spot can reach $T>1300 \mathrm{~K}$. In addition, this result substantiates estimates of the depth of electron-hole plasma penetration into the sample in a longitudinal electric field. This depth is determined by the depth of light absorption and the depth of minority carrier (electron) diffusion during their drift along the sample. It varies from several $\mu \mathrm{m}$ in the exclusion region to dozens of $\mu \mathrm{m}$ at the rear junction.

## 8. RESULTS AND DISCUSSION

Earlier, the phenomenon of the reversal of the bipolar electron-hole plasma drift direction was observed for an electron-hole plasma packet light-generated in germanium [7]. This phenomenon was also studied for the contact injection of an electron-hole plasma [18-20]. We were the first to observe this phenomenon under contact exclusion conditions in $n$-Ge samples [13]. It substantially influenced current-voltage characteristics and field strength distributions.

To analyze the state of a nonequilibrium electronhole plasma, we used a computer program to solve the energy balance equation

$$
\begin{gather*}
\left(\frac{d \varepsilon}{d t}\right)_{\text {field }}=\left(\frac{d \varepsilon}{d t}\right)_{a c}+\left(\frac{d \varepsilon}{d t}\right)_{\mathrm{opt}}  \tag{1}\\
+\left(\frac{d \varepsilon}{d t}\right)_{e e}+\left(\frac{d \varepsilon}{d t}\right)_{e h}
\end{gather*}
$$

where $\varepsilon$ is the energy of particles, and calculated electron and hole characteristics depending on the electric field strength and its direction with respect to the crystallographic axes of the sample at crystal temperatures from liquid nitrogen temperature and higher. For this purpose, the symmetrical distribution function part was described by the Maxwell function with the electronic temperature determined from (1). Equation (1) includes charge carrier scattering by acoustic $(d \varepsilon / d t)_{a c}$ and optical $(d \varepsilon / d t)_{\text {opt }}$ phonons of different branches [21] and electron-electron $(d \varepsilon / d t)_{e e}[22]$ and electron-hole $(d \varepsilon / d t)_{e h}[22,23]$ interactions. The asymmetric distribution function part was determined from the Boltzmann equation in the $\tau$ approximation taking into account scattering of carriers by acoustic and optical phonons [21] and impurities according to the Brooks-Herring equation [21, 24]. The field term has the form

$$
(d \varepsilon / d t)_{\mathrm{field}}=e \mu_{e, h} E^{2}
$$

where $\mu_{e, h}$ represents the mobilities of carriers. The concentration of electrons in different valleys in an electric field directed asymmetrically with respect to the valleys was determined from the balance equation for the number of particles, taking into account interactions with intervalley phonons [21, 24].

According to the calculated dependence of the ratio between the mobilities of electrons and holes on the electric field,

$$
b(E)=\mu_{e}(E) / \mu_{\rho}(E)
$$

(Fig. 7) at the crystal temperature $T=80 \mathrm{~K}$ and the field directed along the $\langle 111\rangle$ axis, the mobility of holes becomes higher than that of electrons in limited elec-tron-hole plasma concentration and electric field ranges. Under these conditions, the reversal of the elec-tron-hole plasma bipolar drift direction can occur. The electron-hole plasma density then moves in the drift direction of more mobile hole carriers rather than in the drift direction of minority (electron) carriers. According to the estimates obtained by (1), the necessary elec-tron-hole plasma concentrations are attained close to the illuminated surface in the $l_{1-2}$ sample region ( $E_{1-2} \approx$ $1000 \mathrm{~V} / \mathrm{cm}$ ) at time $t_{1}$ (Fig. 2), preceding a sharp increase in the current. Local sample heating during a pulse and during voltage increase shifts not only the specified parameter ranges but also the place where the reversal of the electron-hole plasma drift direction begins.

The electron and hole parameters obtained also enter into the continuity equations for particle flows and energy fluxes in the theory described in [3]. In our experiments, they are characteristic of N -shaped and current-saturation regions of the current-voltage characteristics. These parameters satisfy the requirements that determine the conditions of formation of high-field transverse thermodiffusion autosolitons [3], namely:
(1) the strong inequality $\tau_{g} / \tau \ll 1$ or $l_{g} / L \ll 1$ is satisfied $\left(\tau_{g} \approx 1 \times 10^{-11} \mathrm{~s}\right.$ and $l_{g} \approx 1 \times 10^{-5} \mathrm{~cm}$ are the particle energy relaxation time and length, $\tau \approx(1-5) \times 10^{-6} \mathrm{~s}$ is the lifetime of the electron-hole plasma, and $L \approx 1 \times$ $10^{-2} \mathrm{~cm}$ is the bipolar carrier diffusion length);
(2) the nonlinear condition $\alpha+s>-1$ is met in fields $E \geq 800 \mathrm{~B} / \mathrm{cm}$ (Fig. $8, \tau_{p} \propto\left(T_{e}\right)^{\alpha}, \alpha=d \ln \tau_{p} / d \ln T_{e}, \tau_{\mathscr{E}} \propto$ $\left(T_{e}\right)^{s}, s=d \ln \tau_{\varepsilon}^{\varepsilon} / d \ln T_{e}$, and $\tau_{p}$ is the particle momentum relaxation time), which enables the mechanism of positive feedback for carrier temperature $T_{e}$ growth to operate;
(3) the inequalities

$$
\begin{gathered}
\tau_{p}\left(\approx 1 \times 10^{-13} \mathrm{~s}\right) \ll \tau_{e e}\left(\approx 1 \times 10^{-12} \mathrm{~s}\right) \\
\ll \tau_{\mathscr{\delta}}\left(\approx 1 \times 10^{-11} \mathrm{~s}\right)
\end{gathered}
$$

ensure the regime of energy control for current carriers and the formation of an autosoliton in the form of a high-field domain (at $n \leq 2 \times 10^{16} \mathrm{~cm}^{-3}$ ).

The $\tau_{\mathscr{E}}$ value was calculated by the equation

$$
\begin{equation*}
\int d^{3} k f \frac{d \varepsilon}{d t}=\frac{3 n k\left(T_{e}-T\right)}{2 \tau_{\mathscr{E}}} \tag{2}
\end{equation*}
$$

using (1). Here, $f$ is the Maxwell distribution function


Fig. 7. Electric field strength dependences of the ratio between electron and hole mobilities $b=\mu_{e} / \mu_{h}$ at various carrier concentrations obtained from the energy balance equation: $n=4 \times 10^{15}(1), 2 \times 10^{15}(2), 1 \times 10^{15}(3), 5 \times$ $10^{14}(4)$, and $2 \times 10^{14} \mathrm{~cm}^{-3}(5) ; b=\mu_{e} / \mu_{h}$, where $\mu_{e}$ and $\mu_{h}$ are the electron and hole mobilities, respectively.


Fig. 8. Electric field strength dependences of the temperature exponents for relaxation times with respect to momentum, $\alpha(E)=d \ln \tau_{p} / d \ln T_{e}$, and energy, $s(E)=d \ln \tau_{\varepsilon} / d \ln T_{e}$, and their sums $\alpha(E)+s(E)$ obtained from energy balance equation (1) and from (2). The $\alpha+s>-1$ criterion of the formation of high-field autosolitons is satisfied in fields $E>$ $750 \mathrm{~V} / \mathrm{cm}$ at a $T=80 \mathrm{~K}$ temperature of the crystal, an $n=$ $2 \times 10^{15} \mathrm{~cm}^{-3}$ concentration of the electron-hole plasma, and the field direction along the $\langle 111\rangle$ axis.
and $k$ is the Boltzmann constant. The simultaneous fulfillment of the inequalities $\tau_{\S} / \tau \ll 1$ and $l_{\varepsilon} / L \ll 1$ for the electron-hole plasma allows this plasma to be classified with $K \Omega$ systems [3], in which autosolitons of all types observed in this work can form depending on the concentration and heating level of the electron-hole plasma.

The first stage of high-field autosoliton formation in a sample under the action of an increasing leading voltage pulse edge is characterized by the first jump of the local field upward to a high value ( $E_{a s} \geq 1000 \mathrm{~V} / \mathrm{cm}$ ) and a small decrease in the current (Figs. 2, 3). We relate this stage of autosoliton formation [9-12] to a change in the form of the dependence of the electron energy relaxation time $\tau_{\mathscr{E}}$ on the electron temperature (electric field) from decreasing to increasing near the Debye temperature ( $\Theta_{D}=430 \mathrm{~K}$ for germanium) [25]. According to our calculations, this temperature is reached in field $E \approx 1300 \mathrm{~V} / \mathrm{cm}$. In reality, the $\alpha+s>-1$ criterion is met even earlier, when electron temperature $T_{e}$ only approaches $\Theta_{D}$ and the inequality $s>-1 / 2$ at $\alpha \approx-1 / 2$ is satisfied. This triggers positive feedback for electron temperature growth under the conditions of strong (although short-term) heating of electrons by an electric field [3]. Energy transfer from the electrons, which are powered by the electric field, to the lattice then slows down, the temperature of electrons grows, and their mobility decreases. This causes an increase in the local field and, at a small change in the current value, a still greater heating of electrons and the formation of high-field autosolitons. A stationary autosoliton can exist because the thermodiffusion flow of hot carriers directed from the center of the autosoliton outward is balanced at its boundary by the diffusion counterflow of cold carriers.

The second field intensity jump in the formation of a large-amplitude autosoliton is caused by electron transfer between equivalent valleys. The electrons are transferred from the valleys with a low effective mass to the valley with a high effective mass. This decreases the mobility of the electrons and increases the field strength in the autosoliton region. The third jump of autosoliton field growth can be related to throwing electrons to a higher $X$ valley in a strong autosoliton field ( $E_{a s}>5000 \mathrm{~V} / \mathrm{cm}$ ). In [26], the appearance of current instabilities was related to such an intervalley electron transfer in a strong electric field in $n$-Ge samples at $T \approx$ 80 K . Enhanced field regions situated near the exclusion area at the negative $p^{+}-p$ junction, close to the blocking positive $n-p$ junction, and on intrinsic sample inhomogeneities can play the role of nuclei for autosoliton formation.

The static state of autosolitons in the $p$-Ge samples under study can be explained as follows. First, at a low concentration of impurities ( $N_{a} \approx 1 \times 10^{13} \mathrm{~cm}^{-3}$ ) and a high concentration of photogenerated carriers ( $n=$ $10^{14}-10^{16} \mathrm{~cm}^{-3}$ ), the electron-hole plasma becomes almost intrinsic, and the bipolar drift velocity in it tends to zero. Secondly, the stationary state is favored by stronger heating of the electrons, which are more mobile than the holes, and the transfer of the electrons from "light" valleys to the "heavier" one in field $E$ directed along the $\langle 111\rangle$ axis; this decreases the mobility of the electrons and makes the plasma more symmetric. A similar situation arose in our experiments
with $n$-Ge samples when the field was oriented along the $\langle 110\rangle$ axis [10] and $p$-Si samples oriented along the $\langle 100\rangle$ axis $[14,15]$, in which the formation of static solitons was observed.

According to field strength measurements in a highfield autosoliton and our calculations based on energy balance equation (1) for $T=77 \mathrm{~K}$, the temperature of the electrons in the region of such an autosoliton amounts to $T_{e}=1000-3000 \mathrm{~K}$ and higher, in agreement with the results of measuring IR radiation from the sample. Because of thermal diffusion, the concentration of the carriers in these autosolitons is lower than in the neighboring sample regions. In addition, the energy of the carriers in the region of such an autosoliton can reach very high values and cause interband breakdowns because of the smallness of the $\tau_{\mathscr{E}} / \tau$ ratio [3]. According to our calculations, the mean electron energy becomes $\mathscr{E}_{e} \geq 1 \mathrm{eV}$ at $n \approx 1 \times 10^{15} \mathrm{~cm}^{-3}$ and $E_{a s} \approx 2 \times 10^{4} \mathrm{~V} / \mathrm{cm}$.

## 9. CONCLUSIONS

To summarize, an electron-hole plasma photogenerated uniformly along $p$-Ge samples and heated by an electric field at $T=77 \mathrm{~K}$ becomes unstable and stratifies along the current direction into transverse high-field thermodiffusion autosolitons. They are formed in a sample irrespective of the type of junctions (antiblocking, injecting, or blocking) both near junctions and far from them.

The reversal of the bipolar drift direction of an elec-tron-hole plasma in samples with $p^{+}-p$ junctions, the injection of an electron-hole plasma, and the pouring over of a blocking junction by photogenerated carriers in samples with $n-p$ junctions create the first regions of a sharp increase in the current in current-voltage characteristics and influence the site of autosoliton formation. Repeated current-voltage characteristic regions of a sharp current increase and saturation are related to the rearrangement of autosolitons and require further inquiries.

The multivalley structure of the energy bands of germanium manifests itself in the dynamics of autosoliton formation in the form of three-step autosoliton field growth.

Autosolitons of various types are formed in $p$-Ge samples depending on the intensity of photogeneration and the applied voltage, namely, static, moving, and pulsating solitons and the turbulent state of the elec-tron-hole plasma.

Note for comparison that we only observed autosolitons of one type in $n$-Ge samples oriented along the $\langle 111\rangle$ axis [11]. These were autosolitons that moved in the hole drift direction under bipolar drift conditions; the holes were minority carriers, and they were more mobile because of the transfer of electrons to the valley with a heavy effective mass. In these samples, we did not observe the third field jump during autosoliton formation and the accompanying interband breakdown. At
the same time, we only observed static solitons in $p-\mathrm{Si}$ samples oriented along the $\langle 100\rangle$ axis, also under the conditions of electron transfer to the valley with a large effective mass [14].
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#### Abstract

The surface energy of an electron gas in a crystal is considered. The results obtained for a quadratic spectrum are generalized to an arbitrary energy spectrum in certain crystal models. The surface energy of an electron gas with a quadratic spectrum is found for a sample with a rough boundary when the height of irregularities is small compared with the electron wavelength. © 2003 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The quantization of electron states affects the thermodynamic and kinetic properties of a bounded crystal even in systems that are large compared with the characteristic electron wavelengths $\lambda$. Thermodynamic quantities are expanded in powers of the ratio of $\lambda$ to the system size $d$. The main correction to an extensive quantity can be represented as a surface contribution proportional to the surface area of a sample (see, for example, review [1]). When the size of a large system decreases, this quantization effect precedes the manifestation of properties associated with the fluctuations of electron levels. Indeed, when the correlation of levels is neglected, the fluctuations of the number of levels are inversely proportional to the square root of this number, i.e., to the square root of the volume (the inclusion of the correlation gives rise to additional logarithmic factors depending on the statistics of levels). In facetted monocrystals, there exist edge and vertex contributions in addition to the surface contribution [2].

The dependence of the chemical potential of an electron gas on the surface-to-volume ratio gives rise to a contact potential between grains of the same material but of different sizes and shapes, which leads to a spontaneous recharging of the grains [1,3]. As a result, a granulated metal may undergo transition to the state of the Hubbard gapless dielectric [3].

Since the surface contributions are formed at a distance of about the electron wavelength from the surface, they are sensitive to the surface perfectness, the crystalline structure, and the surface potential. These factors are especially important in the case of metal particles in which the wavelength is comparable to the lattice constant. In the present paper, we consider surface corrections to thermodynamic quantities in a crystal with regard to the crystalline structure.

## 2. CONTINUUM MODEL

Consider an $\Omega$ potential of electrons with the energy spectrum $\epsilon(\mathbf{k})$ in a plate $0<z<d$. Suppose that the electron wave function can be described within the model of envelopes $\chi(\mathbf{r})$ that are subject to the identical homogeneous boundary conditions

$$
\begin{equation*}
\chi= \pm \zeta \partial \chi /\left.\partial \mathbf{n}\right|_{z=0 ; d} \tag{1}
\end{equation*}
$$

The quantity $\zeta$ has a dimension of length and can be regarded as a characteristic length of reflection. In a continuum model with the energy barrier $U(z)=U_{0} \theta(z)$ on the boundary, parameter $\zeta=1 / \sqrt{2 m U_{0}-k_{z}^{2}}$ (here, $m$ is the effective mass of an electron) represents the penetration depth of electrons into the barrier. In the general case, $\zeta$ also depends on the component of the momentum of an electron along the boundary. Boundary condition (1) is satisfied by the wave functions $\chi=$ $\sin \left(k_{z} z+\varphi\right)$, where $\tan \varphi=-k_{z} \zeta$. The transverse wave vector takes quantized values of $k_{z}=(\pi n-2 \varphi) / d$, where $n$ is an integer. Potential $\Omega$ at low temperature is expressed as

$$
\Omega=-2 S \int \frac{d^{2} k}{(2 \pi)^{2}} \sum_{k_{z} l}(\mu-\epsilon(\mathbf{k})) \theta(\mu-\epsilon(\mathbf{k})) .
$$

Here and below, $S$ is the lateral surface and $V=S d$ is the sample volume. To determine the surface contribution to the $\Omega$ potential, we replace the summation by an integral using the summation formula

$$
\sum_{n=1}^{N} F(n)=\int_{0}^{N} d n F(n)-\frac{1}{2}[F(0)+F(N)]+\ldots .
$$

Taking into account that the function to be summed vanishes at the upper limit, we obtain a decomposition of the $\Omega$ potential into the volume, $\Omega_{V}$, and surface, $\Omega_{S}$, contributions:

$$
\begin{align*}
\Omega & =\Omega_{V}+2 \Omega_{S}+\ldots, \quad \Omega_{S}=\Omega_{S 1}+\Omega_{S 2} \\
\Omega_{V} & =-2 V \int \frac{d^{3} k}{(2 \pi)^{3}}(\mu-\epsilon(\mathbf{k})) \theta(\mu-\epsilon(\mathbf{k})),  \tag{2}\\
\Omega_{S 1} & =\left.\frac{S}{2} \int(\mu-\epsilon(\mathbf{k})) \theta(\mu-\epsilon(\mathbf{k}))\right|_{k_{z}=0} \frac{d^{2} k}{(2 \pi)^{2}} \\
\Omega_{S 2} & =2 S \int \frac{d^{3} k}{(2 \pi)^{3}} \frac{\partial \varphi}{\partial k_{z}}(\mu-\epsilon(\mathbf{k})) \theta(\mu-\epsilon(\mathbf{k})) .
\end{align*}
$$

According to (2), potential $\Omega_{S}$ contains two contributions. The first one, $\Omega_{S 1}$, is determined by electrons with $k_{z}=0$. This means that the electron spectrum, which determines this contribution, becomes twodimensional. At the same time, $\Omega_{S 1}$ is independent of the boundary condition imposed on the wave function. The contribution $\Omega_{S 2}$ is determined by all electrons below the Fermi surface and depends on the phase of reflection from the boundary.

In the particular case of a boundary between semiconductor and vacuum, the Fermi energy is much less than the work function $U_{0}$. In this case, $\zeta=$ const, $k_{z} \zeta \ll 1$, and $\varphi=-k_{z} \zeta$, and we have the following expression for $\Omega_{S 2}$ :

$$
\begin{equation*}
\Omega_{S 2}=-2 S \zeta \int \frac{d^{3} k}{(2 \pi)^{3}}(\mu-\epsilon(\mathbf{k})) \theta(\mu-\epsilon(\mathbf{k})) . \tag{3}
\end{equation*}
$$

The comparison of $\Omega_{S 1}$ and $\Omega_{S 2}$ shows that the latter is $k \zeta$ times smaller than the former. The contribution of $\Omega_{S 2}$ is proportional to the volume $\Omega$ potential and implies that the sample thickness is effectively increased by $\zeta$ at each face. The signs of $\Omega_{S 1}$ and $\Omega_{S 2}$ are opposite. Thus, the reflection length determines the increase of the effective thickness.

For a given number of electrons in the sample, the presence of the boundary results in the variation of the chemical potential

$$
\delta \mu=\frac{1}{V} \frac{\partial \Omega_{S}}{\partial \mu} / \frac{\partial n(\mu)}{\partial \mu}
$$

Here, $n(\mu)$ is the density of a three-dimensional electron gas; for the quadratic spectrum, $\partial n(\mu) / \partial \mu=$ $\pi^{-2}\left(2 m^{3} \mu\right)^{1 / 2}$.

In a real crystal, the value of $\zeta$ is determined by the crystalline structure, the orientation, the perfectness of the boundary, the presence or absence of an insulating layer on the boundary, etc. To analyze possible depen-
dence of $\zeta$ on electron momentum, we introduce a boundary condition for the wave function in certain models.

## 3. SURFACE TENSION OF AN ELECTRON GAS IN A DIELECTRIC

Consider a strong-coupling model with the Hamiltonian

$$
H=\varepsilon_{n v} \delta_{n v, n^{\prime} v^{\prime}}+t_{n v, n^{\prime} v^{\prime}}+\text { H.c. }
$$

Here, $\varepsilon_{n v}$ is the energy level of state $v$ of an atom $n$ and $t_{n v, n^{\prime} v^{\prime}}$ is the transition amplitude between the levels of atoms that constitute a lattice. Suppose that the crystal is bounded and all the states in the valence band are filled. Using the well-known relation

$$
\sum_{n} E_{n}^{k}=\operatorname{Sp} H^{k}
$$

we find that

$$
\sum E_{n}=\sum \varepsilon_{n v}
$$

i.e., the sum of energies of levels coincides with the sum of energies of levels that are not perturbed by the overlapping of states.

Suppose that atomic energy levels are independent of the distance to the surface. Consider the $\Omega$ potential of an electron gas in a dielectric at zero temperature disregarding the interaction of electrons and the overlapping of different nondegenerate levels belonging to different atoms:

$$
\Omega=\sum\left(\mu-E_{n}\right) \theta\left(\mu-E_{n}\right)
$$

Hence, atomic energy levels that are not perturbed by overlapping determine the total energy of the electron gas in a dielectric, as well as any thermodynamic function of the gas of noninteracting electrons. The electron energy of a crystal is merely the sum of energies of individual atoms; i.e., the surface contribution to the electron energy is zero. At the same time, in a metal, the surface makes a contribution to the crystal energy. Thus, as a band is being filled, the positive contribution of the surface to the energy that arises at low filling should be compensated for by the negative contribution of the hole states in the almost filled band.

## 4. THE CASE OF A SIMPLE CUBIC LATTICE

Consider an interface between two simple cubic lattices with the boundary plane (001) on the basis of the strong-coupling model. Suppose that there are transitions only between nearest neighbors, described by the transition amplitudes $t_{1}$ and $t_{2}$ on the left and right of the interface $j=0$, respectively (Fig. 1), and the energy lev-


Fig. 1. Model of a cubic lattice.
els of these atoms are $\varepsilon_{1}$ and $\varepsilon_{2}$. The transition amplitudes between interface atoms are equal to $t$. Medium 2 is assumed to be impenetrable for electrons (the energy of electrons localized in the region $z<0$ proves to be lower than the bottom of the band in the region $z>0$ ). The electron spectra in unbounded crystals 1 and 2 are given by the equations

$$
\begin{gathered}
\varepsilon-\tilde{\varepsilon}_{i}-2 t_{i} \cos k_{z} l=0, \quad i=1,2, \\
\tilde{\varepsilon}_{i}=\varepsilon_{i}+2 t_{i}\left(\cos k_{x} l+\cos k_{y} l\right) .
\end{gathered}
$$

Let us introduce the Fourier images of the amplitudes of electron wave functions $c_{m n j}$ in the plane:

$$
c_{j}=\sum_{m, n} e^{i k_{x} l m+i k_{y} l n} c_{m n j}
$$

The strong-coupling equations for boundary atoms allow us to relate the quantities $c_{j}$ on the left and right of the boundary:

$$
\begin{gathered}
\left(\varepsilon-\tilde{\varepsilon}_{1}\right) c_{0}-t_{1} c_{-1}-t c_{1}=0, \\
\left(\varepsilon-\tilde{\varepsilon}_{2}\right) c_{1}-t c_{0}-t_{2} c_{2}=0 .
\end{gathered}
$$

Assuming that $c_{n}=A \sin \left(-n k_{z} l+\varphi\right)$ for $n \leq 0$ and $c_{n}=$ $\exp (-(n-1) \kappa l)$ for $n>0$, we obtain the following equation for $\varphi$ :

$$
\begin{equation*}
\cot \varphi=-\cot k_{z} l+\frac{t^{2}}{t_{1} t_{2}} \frac{e^{-\kappa l}}{\sin k_{z} l} . \tag{4}
\end{equation*}
$$

A particular case of a truncated lattice of a semi-infinite crystal is equivalent to the vanishing of $t$. In this case, the phase satisfies the condition $\varphi=-k_{z} l$. This means that $\varphi=0$ on an atom next to the boundary atom. For small $k_{z}$, the phase tends to zero irrespective of $t$ because

$$
\varphi \propto-k_{z} l t_{1} t_{2}\left(t_{1} t_{2}-t^{2} e^{-k l}\right)^{-1}
$$

Thus, the vanishing of a wave function on the boundary is justified if the typical wave vectors of electrons are small, in particular, in the case of a semiconductor. A passage to the limit of a continuum from (4) occurs only for $t^{2}=t_{1} t_{2}$ and $\kappa \longrightarrow 0$. The first condition guarantees that the reflection of electrons is small because of the inhomogeneity of $t$ (see [4]), while the second condition guarantees that the below-barrier wavelength is large compared with the lattice constant. In the general case, when the continuum approximation is inapplicable, the quantity $\zeta$ in (1) and (3) is replaced by a more complicated expression $\left.\left(1-t^{2} e^{-k l} / t_{1} t_{2}\right)\right|_{k=0} / l$.

Let us dwell on the case of a truncated lattice. Truncating the system at the atoms $n=1$ and $n=N$ is equivalent to imposing the boundary conditions $c_{0}=c_{N+1}=$ 0 . The solution $c_{n}=\sin k_{z} n l$ satisfies the condition at the zero atom and, for $k_{z} l=\pi K / l(N+1)$, the condition at the $(N+1)$ th atom. Thus, in a strong-coupling model, one may assume that the condition $\varphi=0$ holds on the boundary situated at a distance of the lattice constant from the boundary atoms. Measuring the crystal size by the number of unit cells, we should increase this number by one, i.e., we should replace $V / S=d$ in (2) by $d+l$. This means that $\zeta=l$ and the term

$$
\begin{equation*}
-S l \int \frac{d^{3} k}{(2 \pi)^{3}}(\mu-\epsilon(\mathbf{k})) \theta(\mu-\epsilon(\mathbf{k})) \tag{5}
\end{equation*}
$$

is added to the value of $\Omega$ given by (2).
The potential $\Omega$ is determined by the density of states: $\Omega_{S}=-S \int(\mu-E) \theta(\mu-E) v(E) d E$. Let us calculate the density of two-dimensional states in this model, that corresponds to contribution (5):

$$
\begin{gathered}
v=2 \int \frac{d^{2} \mathbf{k}}{(2 \pi)^{2}} \delta\left(E-2 t\left(\cos k_{x} l+\cos k_{y} l\right)\right) \\
=\frac{1}{\pi^{2} l^{2} t} K\left(\sqrt{1-\left(\frac{E-\epsilon_{0}}{4 t}\right)^{2}}\right)
\end{gathered}
$$

Here, $K(k)$ is a complete elliptic integral of the first kind. The density of states has a singularity at $E=\epsilon_{0}$, which corresponds to nesting.

Bevel cut. Next, consider a simple cubic lattice truncated at the boundaries (011) and (111). In these cases, the boundary also represents a symmetry plane, which facilitates the solution of the problem. Truncating a lattice is equivalent to finding a solution to the equations for amplitudes in an unbounded crystal, such that the amplitudes vanish on an imaginary atomic plane next to the last row. Such a solution is given by

$$
c_{n m j} \sim \sin \left(k_{3} l_{3}\left(n_{3}+1\right)\right),
$$

where axis 3 is directed along the normal to the boundary and $l_{3}$ is the interplanar spacing along this axis.

For the boundary (011), we have $\varphi=k_{3} \zeta=k_{3} l / \sqrt{2}$, and, for the boundary (111), we have $\varphi=k_{3} \zeta=k_{3} l / \sqrt{3}$. Since the interplanar spacing decreases with the slope of a surface, it is as if the crystal thickness decreases compared with the case of the boundary (001).

Two atoms in a unit cell. Consider a one-dimensional lattice with a unit cell consisting of two atoms with the energies of states $\epsilon_{1}$ and $\epsilon_{2}$. The transition amplitudes between the atoms of a unit cell are $t_{1}$, and those between the nearest atoms of adjacent cells are $t_{2}$. A system of strong-coupling equations is expressed as

$$
\begin{aligned}
& \left(\epsilon_{1}-E\right) c_{1, n}+t_{2} c_{2, n-1}+t_{1} c_{2, n}=0 \\
& \left(\epsilon_{2}-E\right) c_{2, n}+t_{1} c_{1, n}+t_{2} c_{1, n+1}=0
\end{aligned}
$$

The energy spectrum of the unbounded chain is given by

$$
\left(\epsilon_{1}-E\right)\left(\epsilon_{2}-E\right)-\left(t_{1}^{2}+t_{2}^{2}+2 t_{1} t_{2} \cos k_{z} l\right)=0
$$

The boundary conditions depend on the type of the atom at which the lattice is truncated. If the lattice is truncated at an atom of type 1 , then $c_{2,0}=0$; if the truncation occurs at an atom of type 2 , we have $c_{1,1}=0$. In the first case, the boundary conditions yield the equation

$$
\begin{equation*}
e^{2 i \varphi}=\frac{t_{1}+t_{2} e^{i k_{x} l}}{t_{1}+t_{2} e^{-i k_{x} l}} \tag{6}
\end{equation*}
$$

while, in the second case, we have to change $t_{1} \longleftrightarrow t_{2}$ in Eq. (6).

The phase $\varphi$ depends on $k_{z}$ and the ratio $t_{1} / t_{2}$. However, when $k_{z} \longrightarrow 0$, we have $\varphi \longrightarrow 0$.

## 5. THE EFFECT <br> OF THE BOUNDARY ROUGHNESS ON THE SURFACE TENSION OF AN ELECTRON GAS

Above, we obtained the reflection length on a smooth crystal surface. A surface inclined to the symmetry plane inevitably has a steplike character. Irregularities whose height does not exceed the Fermi wavelength form an effective smooth wall for electrons. The position of this wall, which determines the reflection length, can be specified to within the height of irregularities. In this section, we determine the reflection length from a steplike rough surface with the height of steps smaller than the wavelength. We will apply a continuum model corresponding to the case of a wave-


Fig. 2. Reflection length $\zeta$ as a function of the ratio of sides of right-angle steps. The inset depicts the shape of the surface.
length large compared to the size of an atom, which is important for semiconductors and semimetals.

Formally, the problem is stated as follows: the wave function vanishes on the surface $y=u(x, z)=0$. The function $u(x, z)$ is bounded, does not decrease at infinity, and equals zero on the average. The characteristic scales of irregularities-the height $h$ and the length $L$ are less than the wavelength. At a distance of $\lambda \gg y \gg$ $h$ from the surface, we can neglect energy in the Schrödinger equation, thus reducing it to the Laplace equation; a solution to the latter equation behaves as $\psi=-F(y-\zeta)$ as $y \longrightarrow \infty$. We have to relate $\zeta$ to $u(x, z)$. The above asymptotics implies that one can impose the effective boundary condition $\psi=\left.0\right|_{y=\zeta}$ on the solution of the Schrödinger equation.

Physical analysis. Suppose that the irregularities are smooth, $h / L \ll 1$. In this case, different regions along the surface weakly influence each other, and the effective boundary condition must be imposed near the averaged line of the surface shape $\zeta=\langle u(x, z)\rangle=0$. Now, consider the case of $h / L \gg 1$. In this limit, the wave function does not penetrate into narrow wells; therefore, in the first approximation, we have to impose the zero boundary condition on the peaks of the surface, and $\zeta=\max (u(x, z))-\gamma L$. The correction term $\gamma L$ with an arbitrary coefficient $\gamma$ is attributed to the penetration of the wave function into the gaps to a distance on the order of the gap width. Finally, suppose that the surface consists of right-angle steps of the same height (see the inset in Fig. 2). If $L \sim h$, then $\zeta \sim h$. If $L \gg h$, then the steps represent a rarefied "gas" on the surface and $\zeta$ is proportional to its concentration $1 / L$, i.e., $\zeta \sim h^{2} / L$. According to the analysis carried out, the effective
boundary $\zeta$ can be represented as $\zeta=h f(h / L)$, where $f \longrightarrow 0$ if $h / L \longrightarrow 0$ and $f \longrightarrow 1$ if $h / L \longrightarrow \infty$.

Exactly solvable model. In the two-dimensional case, the Laplace equation with the boundary condition $\psi=\left.0\right|_{y=u(x)}$ is solved by the conformal mapping technique. This fact stimulates the consideration of onedimensional irregularities of the surface $y=u(x)$. Among such irregularities are terraces that are frequently occur during the crystal growth. In addition, such a statement may be adequate to two-dimensional quantum dots.

Consider a complex plane of variables $\eta=\eta_{1}+i \eta_{2}$, bounded from below by a sawtooth boundary of the form

$$
\begin{gathered}
u\left(\eta_{1}\right)=\frac{h}{l} \eta_{1} \text { for } 0<\eta_{1}<l, \\
u\left(\eta_{1}\right)=\frac{h}{L-l}\left(L-\eta_{1}\right) \text { for } l<\eta_{1}<L \\
u\left(\eta_{1}+L\right)=u\left(\eta_{1}\right)
\end{gathered}
$$

The upper half-plane in the variables $\xi=\xi_{1}+i \xi_{2}$ can be mapped into the domain $\eta_{2}>u\left(\eta_{1}\right)$ by the SchwarzChristoffel mapping [5]. Since the boundary represents an open infinite polygon, the required mapping is obtained by passing to the limit. For an infinite periodic polygon with the vertex angles $\pi \alpha$ and $\pi(2-\alpha), \alpha<1$, the Schwarz-Christoffel mapping can be sought in the form

$$
\eta(\xi)=A \int_{0}^{\xi} \frac{\Pi_{n}\left(\eta_{1}-\pi n-a\right)^{1-\alpha}}{\Pi_{n}\left(\eta_{1}-\pi n\right)^{1-\alpha}} d \eta_{1}
$$

Here, $n$ and $n-a$ are the images of the vertices, $\pi \alpha$ and $\pi(2-\alpha)$ are the vertex angles, and a cut is made along the half-line $(-\infty, 0)$. The constants $A$ and $a<\pi$ should be determined from the condition that the vertices of the polygon with the angles $\pi \alpha$ and $\pi(2-\alpha)$ should coincide with the points $n L$ and $l+i h+n L$, respectively. The formal divergence of the numerator and denominator can be eliminated by dividing the numerator and denominator by infinite constants $\Pi_{n}$ and renormalizing the constant $A$. As a result, the products are transformed into a sine transform:

$$
\begin{equation*}
\eta(\xi)=A \int_{0}^{\xi}\left(\frac{\sin (a-\xi)}{\sin \xi}\right)^{1-\alpha} d \xi \tag{7}
\end{equation*}
$$

The sides of the step have lengths of $h_{1}$ and $h_{2}$ that
satisfy the relations

$$
\begin{aligned}
& h_{1}=|A| \int_{0}^{a}\left(\frac{\sin (a-\xi)}{\sin \xi}\right)^{1-\alpha} d \xi \\
& h_{2}=|A| \int_{a}^{\pi}\left(\frac{\sin (\xi-a)}{\sin \xi}\right)^{1-\alpha} d \xi
\end{aligned}
$$

which uniquely determine the quantities $|A|$ and $a$. The integrand in (7) has a period $\pi$. The phase of $A=|A| e^{i \beta}$ is determined by the condition that the averaged boundary line is parallel to axis $\eta_{1}$; from this condition, we find $\beta=(\pi-a)(1-\alpha)$.

The function $\operatorname{Im}(\xi(\eta))$ is harmonic in the upper halfplane and satisfies the zero condition on the sawtooth boundary. Therefore, $\operatorname{Im}(\xi(\eta))=\psi(\eta)$ defines the wave function as a function of coordinates $\eta$. For large $\eta$, we have

$$
\operatorname{Im}(\xi(\eta)) \sim-F\left(\eta_{2}-\zeta\right)
$$

in the upper half-plane. According to (7),

$$
\eta(\xi) \sim|A| \xi+C
$$

For $\zeta$, we obtain

$$
\zeta=|A| \operatorname{Im} \int_{0}^{i \infty}\left[e^{i(\pi-a)(1-\alpha)}\left(\frac{\sin (a-\xi)}{\sin \xi}\right)^{1-\alpha}-1\right] d \xi
$$

In a particular case of a right-angle sawtooth profile, $\alpha=1 / 2$, we have $h=h_{1} h_{2} / \sqrt{h_{1}^{2}+h_{2}^{2}}, \sqrt{h_{1}^{2}+h_{2}^{2}}=\pi|A|$. The phase $\beta$ is determined by the condition $\beta=$ $\arctan \left(h_{2} / h_{1}\right)$. For $\zeta$, we obtain the expression

$$
\zeta=h \operatorname{Im} \int_{0}^{i \infty} e^{i(\pi-a) / 2}\left(\sqrt{\frac{\sin (a-\xi)}{\sin \xi}}-1\right) d \xi-\frac{h}{2}
$$

( $h / 2$ is subtracted to reduce the averaged boundary line to zero).

Figure 2 displays $\zeta / h_{1}$ as a function of $h_{1} / h_{2}$. The maximal value of $\zeta$ is attained in the limit of an equilateral shape of the teeth, when $a=\pi / 2$. This value is given by

$$
\zeta=h\left(\int_{0}^{\infty}\left(\sqrt{\operatorname{coth} \eta_{2}}-1\right) d \eta_{2}-1 / 2\right)=\frac{h \ln 2}{\pi} \approx 0.22 h
$$

It should be noted that $\zeta$ is relatively small compared with the height of the surface irregularities.

In conclusion, we list the factors considered in this paper that determine the surface contributions to thermodynamics and are reduced to the effective variation in the sample size: (1) the quantization of states, which results in an effective decrease in the sample size by the characteristic electron wavelength; (2) the penetration of the wave function beyond the sample boundary (an increase by the depth of penetration into the adjoining medium); (3) the taking into consideration of the crystalline structure (an increase by a value determined by the lattice constant); and (4) surface irregularities (an increase, relative to the average surface, by a quantity related to the height and width of irregularities).
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#### Abstract

The method of multiple scales is used to derive the fourth-order nonlinear Schrödinger equation (NSEIV) that describes the amplitude modulations of the fundamental harmonic of Stokes waves on the surface of a medium- and large-depth (compared to the wavelength) fluid layer. The new terms of this equation describe the third-order linear dispersion effect and the nonlinearity dispersion effects. As the nonlinearity and the dispersion decrease, the equation uniformly transforms into the nonlinear Schrödinger equation for Stokes waves on the surface of a finite-depth fluid that was first derived by Hasimoto and Ono. The coefficients of the derived equation are given in an explicit form as functions of $k h$ ( $h$ is the fluid depth, and $k$ is the wave number). As $k h$ tends to infinity, these coefficients transform into the coefficients of the NSEIV that was first derived by Dysthe for an infinite depth. © 2003 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The nonlinear Schrödinger equation (NSE) describes the time evolution of the envelope of a packet of rapidly oscillating low-amplitude waves in a weakly dispersive, nondissipative medium. In recent years, the development of the physics of wave processes modeled by the NSE has shifted toward studying increasingly nonlinear and high-dispersion effects, which corresponds to the inclusion of the next terms in this equation. Most of the studies in this direction pertain to analyzing the possibilities of a further compression and compaction of optical solitons as information bits in optical fibers (see, e.g., [1, 2]). As regards other media, only isolated studies have appeared so far in which equations that include higher order effects were derived: in plasma [3], on the surface of a fluid of infinite [4-7] and finite $[8,9]$ depth, in magnetics [10], and for systems described by the nonlinear Klein-Gordon equation [11].

Thus, when only one order of smallness (the next after the principal order) for the amplitude of the envelope of the first harmonic $A$ of rapid oscillations was additionally taken into account, the following generalized NSE was derived in [2, 3, 10]:

$$
\begin{gather*}
i \frac{\partial A}{\partial T} \pm \varepsilon\left(\frac{1}{2} \frac{\partial^{2} A}{\partial X^{2}}+A|A|^{2}\right) \\
+i \varepsilon^{2}\left(\alpha \frac{\partial^{3} A}{\partial X^{3}}+\beta|A|^{2} \frac{\partial A}{\partial X}+\gamma A \frac{\partial|A|^{2}}{\partial X}\right)=0 \tag{1}
\end{gather*}
$$

Here, $\varepsilon$ is the formal parameter that characterizes the smallness of the quantities oscillating with amplitude $A$ and the slowness of the variation in $A$ compared to the rapid oscillations. In [4-7], Eq. (1) also includes the term with the product of the amplitudes of the zeroth and first harmonics, and it was supplemented with an equation that expresses the zeroth harmonic in terms of the first harmonic. A system of two equations for the zeroth and first harmonics was obtained in [8], and a system of equations for these two harmonics, including the amplitudes of the preceding orders, was obtained in [9].

An equation of form (1) was first derived in [12] for wave beams. Equation (1) is commonly called the higher order nonlinear Schrödinger equation or the fourth-order NSE (NSEIV). The name "fourth order" stems from the fact that the last three terms in Eq. (1) arise when the terms of order $O\left(\varepsilon^{4}\right)$ are included. In fact, terms of the next order in amplitude arise in the approximation $O\left(\varepsilon^{5}\right)$. This advance was made, for example, in [1, 11]. The second and third terms in Eq. (1) correspond to the classical NSE (the $O\left(\varepsilon^{3}\right)$ ) approximation). They include the main dispersion con-tribution-the group-velocity dispersion and the principal nonlinear term-phase self-modulation (the amplitude dependence of the frequency-the Stokes effect). The next terms of order $O\left(\varepsilon^{4}\right)$ have been the subject of research in recent years. The fourth and fifth terms are responsible for the third-order linear dispersion (Airy aberrations) and the pulse profile self-steepening, respectively; the sixth term describes the Raman frequency self-shift effect. Basic publications devoted to
the study of soliton and quasi-soliton solutions to Eq. (1) are listed, for example, in [1, 2, 13, 14].

The derivation of NSEIV for the amplitude of the envelope of the fundamental harmonic ultimately consists in eliminating the amplitudes of other harmonics and obtaining the coefficients $\alpha, \beta$, and $\gamma$ in an analytic form. The values and signs of these coefficients as well as their combinations predetermine the properties of the solutions to this equation [13, 14]. Thus, in the $\varepsilon^{3}$ approximation ( $\alpha=\beta=\gamma=0$ ), the same or opposite signs of the coefficients of the second and third terms (the choice of + or - in Eq. (1)) are a criterion for the possible existence of solitons under zero boundary conditions. At some values of $\alpha, \beta$, and $\gamma$, Eq. (1) has $N$-soliton solutions and can even be integrated by the inverse scattering transform method (for basic and current references, see $[1,2]$ and $[13,14]$, respectively).

The goal of this study is to obtain the coefficients of NSEIV for the amplitude of the envelope of weakly nonlinear waves on the surface of a finite-depth fluid (Stokes waves) in an explicit form.

The classical NSE (the $O\left(\varepsilon^{3}\right)$ approximation) for Stokes waves was derived by Zakharov in his pioneering paper [15] using the Hamiltonian method in the three-dimensional case for a narrow spectrum and an infinite depth from the integral equations derived by him. Subsequently, Yuen and Lake [16] obtained the NSE by the averaged Lagrangian method also for an infinite depth. The case of a finite depth was investigated in [17] by the method of multiple scales, in [18] by the Hamiltonian method, and in [19] by the WKB method. The NSE was derived by the method of multiple scales in the two-dimensional case by Hasimoto and Ono [20] and, later, by Stiasnie and Shemer [21] from Zakharov's integral equations. Subsequently, the method of multiple scale was used to generalize this equation in different ways: to the three-dimensional case [22], with an allowance made for the surface tension [23], the bottom irregularities [24], the counterpropagating waves [25], etc.

The NSEIV in the infinite-depth approximation (Dysthe's equation) was derived in [4] by an iterative method, in [26] from Zakharov's integral equations, and in [5] by asymptotically expanding the derivative $\partial A / \partial t$. The sign of one of the terms in Dysthe's equation was corrected in [27], and the same type of error in [26] was corrected in [28]. As a result, Dysthe's equation, which was repeatedly derived by different authors and using different methods, became a classical extension of the NSE for Stokes waves in an infinite-depth fluid. The authors of [29-32] showed that the experimental studies of the time evolution of Stokes wave packets on the surface of deep water are consistent with the numerical calculations based on Dysthe's equation. In addition, this equation was generalized to include the capillarity [28, 6], the flow [7], and the thermocline [33] and was modified for the spatial rather than time evolution [4, 34].

The derivation of NSEIV for a finite-depth fluid and further analysis of the calculated coefficients of the equation and the determination of the dependence of its solutions on the depth and other parameters have the same motivation. Based on the averaged-Lagrangian and harmonic-series methods, Whitham [35] and Benjamin [36], respectively, found that a weakly nonlinear harmonic wave with a small harmonic amplitude perturbation behaved differently if the product of the wave number and the fluid depth was less or more than 1.363 when the NSE and the properties of its soliton solutions were not yet known. In the former case, the wave is modulationally stable; in the latter case, the modulations increase with time. Various evolution scenarios for the modulations were discussed: passage to chaos, return to the original state, a uniform harmonic distribution. After the NSE was derived for a finite depth [20], the number 1.363 appeared for the third time: at this value of $k h$, the coefficient of the NSE changes its sign to negative, and, according to the properties of this equation, it has soliton solutions for $k h>1.363$; therefore, the growing modulations can transform into solitons. The possibility of describing the nonlinear evolution of the unstable Benjamin-Feir mode and its FPUtype return with the help of growing-and-decaying solitons [37] and breathers [37, 38] is being explored. On the other hand, the existence of a singular point ( $k h=$ 1.363) for Stokes waves at which the nonlinear term is equal to zero prompts us to include the next terms of the NSE and, thus, to study the change of signs and relations between the coefficients of NSEIV and the corresponding change in the properties of the solution with $k h$ and to describe the modulational instability and return in terms of the fourth-order NSE. In [13], a wide variety of properties of the solutions to NSEIV, in particular, the evolution of the parameters of the Ben-jamin-Feir modulational instability, was shown. The fact that the increments and the domain of parameters of this instability decrease when the next terms of the NSE are included was shown for an infinite depth in [4,5]. Based on the properties of the solutions to Eq. (1), the authors of [4] explained the mechanism of the experimentally found frequency shift.

To solve the formulated problem of deriving the NSEIV for a finite depth, we used the method of multiple scales. The technique used here when introducing the next fast times and coordinates is described in [11]. The difficulties of the method of multiple scales in the problem of allowing for the next terms in the NSE for Stokes waves were previously pointed out in the simpler case of an infinite depth (see the review article [39], Section 5.4). For a finite depth, the NSEIV was derived by the method of multiple scales in $[40,41]$ and by the WKB method in [8]. In [40], the coefficients of the NSEIV were obtained only at the point $k h=1.363$ itself, while the expressions derived in [41] for the coefficients do not satisfy the limiting case of an infinite depth. The system of equations derived in [8] was set up for the main component of the first harmonic amplitude
(arising in the first order in $\varepsilon$ ), while we derived an equation for the total amplitude (the sum of the contributions from all approximations to the first harmonic). Another fundamental difference between our study and [8] is that we assumed the motion of a waveinduced flow (zeroth harmonic) with the group velocity of the first harmonic. Without this ansatz, the original system of equations was reduced in [8] only to a system of two equations for the amplitudes of the zeroth harmonic and the first order of the first harmonic, while we derived the closed NSEIV (1) for the total amplitude of the first harmonic of the wave profile.

## 2. FORMULATION OF THE PROBLEM

We will consider the motion of an ideal incompressible homogeneous fluid in the $x y$ plane. We take the $x$ coordinate along the direction of the motion and the $y$ coordinate along the vertical direction. We assume that the fluid is bounded below by a solid bottom at a depth $y=-h$ and above by a rapidly oscillating free surface $\eta(x, t)$. The evolution equation for the amplitude $A_{1}$ of the envelope of the first harmonic of these modulations should be determined.

The fluid velocity potential $\phi(x, y, t)$ satisfies the Laplace equation

$$
\begin{align*}
\phi_{x x}+\phi_{y y} & =0, \quad-\infty<x<\infty,  \tag{2}\\
-h & \leq y \leq \eta(x, t) .
\end{align*}
$$

The boundary conditions on the free surface $\eta(x, t)$ are the kinematic condition, implying that the fluid particles on the surface itself move along this surface without leaving it,

$$
\begin{equation*}
\eta_{t}-\phi_{y}+\eta_{x} \phi_{x}=0, \quad y=\eta(x, t) \tag{3}
\end{equation*}
$$

and the dynamical condition, implying that the fluid pressure in the Cauchy-Bernoulli integral is constant (equal to the atmospheric pressure) on the entire surface,

$$
\begin{equation*}
g \eta(x, t)+\phi_{t}+\frac{1}{2}\left(\phi_{x}^{2}+\phi_{y}^{2}\right)=0, \quad y=\eta(x, t) . \tag{4}
\end{equation*}
$$

The vertical fluid particle velocity at the bottom is equal to zero,

$$
\begin{equation*}
\phi_{y}=0, \quad y=-h, \tag{5}
\end{equation*}
$$

and the velocity potential itself is a bounded quantity.

## 3. THE METHOD OF MULTIPLE SCALES. SUCCESSIVE APPROXIMATIONS

We will use the method of multiple scales, as described for higher approximations in [11]. The variations of $\phi$ and $\eta$ with time $t$ will be characterized by a
set of rapid oscillations corresponding to time $t_{0}$ and slow oscillations described by the time $\tau$ that consists of a slow time $t_{1}$, a very slow time $t_{2}$, and a particularly slow time $t_{3}$. In that case,

$$
\begin{gather*}
\frac{\partial}{\partial t}=\frac{\partial}{\partial t_{0}}+\varepsilon \frac{\partial}{\partial \tau} \\
\frac{\partial}{\partial \tau}=\frac{\partial}{\partial t_{1}}+\varepsilon \frac{\partial}{\partial t_{2}}+\varepsilon^{2} \frac{\partial}{\partial t_{3}} . \tag{6}
\end{gather*}
$$

The variations in space along the $x$ axis will be characterized by a ordinary $x_{0}$ coordinate and an extended $x_{1}$ coordinate:

$$
\begin{equation*}
\frac{\partial}{\partial x}=\frac{\partial}{\partial x_{0}}+\varepsilon \frac{\partial}{\partial x_{1}} \tag{7}
\end{equation*}
$$

We assume the velocity potential and the surface displacement (profile) to be small quantities on the order of $\varepsilon$ and retain the terms up to $\varepsilon^{4}$ inclusive:

$$
\begin{align*}
& \phi=\varepsilon \phi_{1}+\varepsilon^{2} \phi_{2}+\varepsilon^{3} \phi_{3}+\varepsilon^{4} \phi_{4},  \tag{8}\\
& \eta=\varepsilon \eta_{1}+\varepsilon^{2} \eta_{2}+\varepsilon^{3} \eta_{3}+\varepsilon^{4} \eta_{4} . \tag{9}
\end{align*}
$$

We substitute Eqs. (6)-(9) into Eq. (2) and into the boundary conditions (3) and (4), in which we expand $\phi_{x}, \phi_{y}$, and $\phi_{t}$ in a Taylor power series of $\eta$ at $y=0$, and collect the terms with the same powers of $\varepsilon$.

### 3.1. The $O\left(\varepsilon^{l}\right)$ Approximation

Using the $O\left(\varepsilon^{1}\right)$ approximation, we obtain the results of the linear theory. From the Laplace equation and the boundary condition at the bottom, we have

$$
\begin{equation*}
\phi_{1}=\phi_{1}^{(0)}+\left(\phi_{1}^{(1)}+\text { c.c. }\right), \tag{10}
\end{equation*}
$$

where

$$
\begin{gathered}
\phi_{1}^{(0)}=\Psi_{1}, \\
\phi_{1}^{(1)}=-\frac{i \omega \cosh (k(y+h))}{2 k \sinh (k h)} A e^{i \theta}, \quad \theta=k x_{0}-\omega t_{0}
\end{gathered}
$$

from the dynamical boundary condition, we have

$$
\begin{equation*}
\eta_{1}=\eta_{1}^{(0)}+\eta_{1}^{(1)} \tag{11}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta_{1}^{(0)}=0, \quad \eta_{1}^{(1)}=\frac{1}{2} A e^{i \theta}+\text { c.c. } \tag{12}
\end{equation*}
$$

From the kinematic boundary condition, we obtain a
linear dispersion law,

$$
\begin{equation*}
\omega^{2}-k \sigma g=0, \quad \sigma \equiv \tanh (k h) \tag{13}
\end{equation*}
$$

We will seek equations for the evolution of the following two new unknown functions of the slow variables $x_{1}, t_{1}, t_{2}$, and $t_{3}$ with time $\tau$ : the amplitude of the first harmonic $A$, which, according to (12), is the envelope of the surface displacement rapidly oscillating with time $t_{0}$; and the amplitude of the zeroth harmonic $\Psi_{1}$ of the velocity potential (average flow) induced by these rapid oscillations and constant with time $t_{0}$.

### 3.2. The $O\left(\varepsilon^{2}\right)$ Approximation

In the $O\left(\varepsilon^{2}\right)$ approximation, we derive the equation for the potential component $\phi_{2}$,

$$
\frac{\partial^{2} \phi_{2}}{\partial y^{2}}+\frac{\partial^{2} \phi_{2}}{\partial x_{0}^{2}}=-2 \frac{\partial^{2} \phi_{1}}{\partial x_{1} \partial x_{0}}
$$

or, substituting (10) here, the equation

$$
\frac{\partial^{2} \phi_{2}}{\partial y^{2}}+\frac{\partial^{2} \phi_{2}}{\partial x_{0}^{2}}=-\frac{\omega \cosh (k(y+h))}{\sinh (k h)} \frac{\partial A}{\partial x_{1}} e^{i \theta}+\text { c.c. }
$$

We write its solution that satisfies the boundary condition

$$
\frac{\partial \phi_{2}}{\partial y}=0, \quad y=-h
$$

as the sum of harmonics

$$
\begin{equation*}
\phi_{2}=\phi_{2}^{(0)}+\left(\phi_{2}^{(1)}+\phi_{2}^{(2)}+\text { c.c. }\right) \tag{14}
\end{equation*}
$$

where

$$
\begin{align*}
& \phi_{2}^{(0)}=\Psi_{2}  \tag{15}\\
& \phi_{2}^{(1)}=\frac{1}{\sinh (k h)}  \tag{16}\\
& \times\left(D \cosh (k(y+h))-(y+h) \sinh (k(y+h)) \frac{\omega}{2 k} \frac{\partial A}{\partial x_{1}}\right) e^{i \theta}
\end{align*}
$$

We determine the coefficients of the homogeneous solution $D$ from the condition that solution (16) be bounded as the depth tends to infinity [19]. Taking into account the asymptotic relation for the potential $\phi_{2}^{(1)}$ from (16), we find that for this quantity to be bounded, we must set

$$
D=\frac{\omega}{2 k} \frac{\partial A}{\partial x_{1}} h D_{1}(h)
$$

where the arbitrary factor $D_{1}(h)$ should only satisfy the condition

$$
\lim _{h \rightarrow \infty} h\left(D_{1}(h)-1\right)=0
$$

Thus, the limit of $\phi_{2}^{(1)}$ is bounded,

$$
\lim _{k h \rightarrow \infty} \phi_{2}^{(1)}=-\frac{\omega}{2 k} \frac{\partial A}{\partial x_{1}} y e^{y k} e^{i \theta}
$$

Using the arbitrariness of $D_{1}$, we calibrate $\phi_{2}^{(1)}$ in such a way that the condition

$$
\left.\phi_{2}^{(1)}\right|_{y=0}=0
$$

is satisfied on the fluid surface.
In this case,

$$
D_{1}(h)=\tanh (k h)
$$

Thus, we consider here the case of an arbitrary depth, including an infinite depth. The choice of a boundary condition (the selection rule for the coefficient $D$ ) is determined, first, by its naturalness and, second, by the necessity of ensuring the legitimacy of the passage to the limit of an infinite depth in the derived formulas [4]. This remark also applies to the selection rule for the coefficients of the homogeneous solution in the next approximations.

Next, from the dynamical boundary condition at the $O\left(\varepsilon^{2}\right)$ step

$$
\begin{gather*}
\frac{\partial \phi_{2}}{\partial t_{0}}+\frac{\omega^{2}}{k \sigma} \eta_{2}=-\eta_{1} \frac{\partial^{2} \phi_{1}}{\partial y \partial t_{0}} \\
-\frac{1}{2}\left(\frac{\partial \phi_{1}}{\partial y}\right)^{2}-\frac{\partial \phi_{1}}{\partial t_{1}}-\frac{1}{2}\left(\frac{\partial \phi_{1}}{\partial x_{0}}\right)^{2} \\
\frac{\partial \phi_{2}}{\partial t_{0}}+\frac{\omega^{2} \eta_{2}}{k \sigma}=\frac{\omega^{2}\left(\sigma^{2}-1\right)}{4 \sigma^{2}} \bar{A} A-\frac{\partial \Psi_{1}}{\partial t_{1}}  \tag{17}\\
+i \frac{\omega}{2 \sigma k} \frac{\partial A}{\partial t_{1}} e^{i \theta}+\frac{1}{8 \sigma^{2}}\left(3 \sigma^{2}-1\right) \omega^{2} A^{2} e^{2 i \theta}+\text { c.c. }
\end{gather*}
$$

we obtain the corresponding surface profile

$$
\begin{equation*}
\eta_{2}=\eta_{2}^{(0)}+\eta_{2}^{(1)}+\eta_{2}^{(2)}+\text { c.c. } \tag{18}
\end{equation*}
$$

which so far has been determined only for the zeroth
and first harmonics:

$$
\begin{gather*}
\eta_{2}^{(0)}=\frac{\sigma^{2}-1}{4 \sigma} k \bar{A} A-\frac{\sigma k}{\omega^{2}} \frac{\partial \Psi_{1}}{\partial t_{1}},  \tag{19}\\
\eta_{2}^{(1)}=\frac{i}{2 \omega} \frac{\partial A}{\partial t_{1}} e^{i \theta} . \tag{20}
\end{gather*}
$$

Finally, from the kinematic boundary condition of the $O\left(\varepsilon^{2}\right)$ approximation

$$
\begin{gather*}
\frac{\partial \eta_{2}}{\partial t_{0}}-\frac{\partial \phi_{2}}{\partial y}=-\frac{\partial \eta_{1}}{\partial t_{1}}+\eta_{1} \frac{\partial^{2} \phi_{1}}{\partial y^{2}}-\frac{\partial \eta_{1}}{\partial x_{0}} \frac{\partial \phi_{1}}{\partial x_{0}},  \tag{21}\\
\frac{\partial \eta_{2}}{\partial t_{0}}-\frac{\partial \phi_{2}}{\partial y}=-\frac{1}{2} \frac{\partial A}{\partial t_{1}} e^{i \theta}-\frac{1}{2 \sigma} i \omega k A^{2} e^{2 i \theta}+\text { c.c. }
\end{gather*}
$$

we have an identity for the zeroth harmonic and an uncertainty for the first harmonic. This uncertainty can be eliminated only by setting

$$
\begin{equation*}
\frac{\partial A}{\partial t_{1}}+V_{g} \frac{\partial A}{\partial x_{1}}=0 \tag{22}
\end{equation*}
$$

where

$$
\begin{equation*}
V_{g} \equiv \frac{\partial \omega}{\partial k}=\frac{\omega}{2 k}\left(1+\frac{1-\sigma^{2}}{\sigma} k h\right) \tag{23}
\end{equation*}
$$

is the group velocity. It follows from (22) and the com-plex-conjugate equation that

$$
\begin{equation*}
\frac{\partial(A \bar{A})}{\partial t_{1}}+V_{g} \frac{\partial(A \bar{A})}{\partial x_{1}}=0 . \tag{24}
\end{equation*}
$$

Thus, the first harmonic and its modulus evolve in the coordinate system of the slow time $t_{1}$ and the extended longitudinal $x_{1}$ coordinate with the group velocity.

For the second harmonic, the system of equations of the dynamical and kinematic conditions (17) and (21) is not overdetermined and allows the coefficients for the second harmonic $\phi_{2}^{(2)}$ and $\eta_{2}^{(2)}$ to be calculated:

$$
\begin{gather*}
\eta_{2}^{(2)}=\frac{3-\sigma^{2}}{8 \sigma^{3}} k A^{2} e^{2 i \theta}  \tag{25}\\
\phi_{2}^{(2)}=3 i \omega \frac{\sigma^{2}-1}{8 \sigma^{3}} \frac{\cosh (2 k(y+h))}{\sinh (2 k h)} A^{2} e^{2 i \theta} \tag{26}
\end{gather*}
$$

In (20), we can now take into account the fact that

$$
\frac{\partial A}{\partial t_{1}}=-V_{g} \frac{\partial A}{\partial x_{1}}
$$

follows from (22), and the derivative $\partial \Psi_{1} / \partial t_{1}$ required in (19) can be determined in the next approximation.

### 3.3. The $O\left(\varepsilon^{3}\right)$ Approximation

In the $O\left(\varepsilon^{3}\right)$ approximation, we have the equation for the potential component $\phi_{3}$

$$
\frac{\partial^{2} \phi_{3}}{\partial x_{0}^{2}}+\frac{\partial^{2} \phi_{3}}{\partial y^{2}}=-\frac{\partial^{2} \phi_{1}}{\partial x_{1}^{2}}-2 \frac{\partial^{2} \phi_{2}}{\partial x_{1} x_{0}} .
$$

Substituting expressions (10) and (14), we obtain an equation for determining $\phi_{3}$ :

$$
\begin{gathered}
\frac{\partial^{2} \phi_{3}}{\partial x_{0}^{2}}+\frac{\partial^{2} \phi_{3}}{\partial y^{2}}=-\frac{\partial^{2} \Psi_{1}}{\partial x_{1}^{2}} \\
+\left\{i \frac { \omega } { k } \left(k(y+h) \frac{\sinh (k(y+h))}{\sinh (k h)}\right.\right. \\
\left.-\left(k h \sigma-\frac{1}{2}\right) \frac{\cosh (k(y+h))}{\sinh (k h)}\right) \frac{\partial^{2} A}{\partial x_{1}^{2}} e^{i \theta}
\end{gathered}
$$

$$
\left.+\frac{3 \omega k\left(\sigma^{2}-1\right)}{\sigma^{3}} \frac{\cosh (2 k(y+h))}{\sinh (2 k h)} A \frac{\partial A}{\partial x_{1}} e^{2 i \theta}+\text { c.c. }\right\} .
$$

Its solution that satisfies the boundary condition

$$
\frac{\partial \phi_{3}}{\partial y}=0, \quad y=-h
$$

consists of four harmonics,

$$
\begin{equation*}
\phi_{3}=\phi_{3}^{(0)}+\phi_{3}^{(1)}+\phi_{3}^{(2)}+\phi_{3}^{(3)}+\text { c.c. } \tag{27}
\end{equation*}
$$

Here,

$$
\begin{gather*}
\phi_{3}^{(0)}=-\frac{1}{2} \frac{\partial^{2} \Psi_{1}}{\partial x_{1}^{2}}(y+h)^{2}+\Psi_{3}, \\
\phi_{3}^{(1)}=\frac{1}{\sinh (k h)} \\
\times\left[G \cosh (k(y+h))+\left[(y+h)^{2} \cosh (k(y+h))\right.\right.  \tag{29}\\
\left.-2 h \sigma(y+h) \sinh (k(y+h))] \frac{i \omega}{4 k} \frac{\partial^{2} A}{\partial x_{1}^{2}}\right] e^{i \theta} .
\end{gather*}
$$

As noted above, we determine the amplitude of the homogeneous solution $G$ from the condition that the
potential $\phi_{3}^{(1)}$ be bounded as the depth tends to infinity. This condition gives

$$
G=\frac{i \omega}{4 k} \frac{\partial^{2} A}{\partial x_{1}^{2}} h^{2}\left(2 \sigma^{2}-1\right)
$$

In that case,

$$
\lim _{k h \rightarrow \infty} \phi_{3}^{(1)}=\frac{i \omega}{4 k} \frac{\partial^{2} A}{\partial x_{1}^{2}} y^{2} e^{k y} e^{i \theta}
$$

We find two of the four harmonics of the surface displacement from the dynamical boundary condition:

$$
\begin{equation*}
\eta_{3}=\eta_{3}^{(0)}+\left(\eta_{3}^{(1)}+\eta_{3}^{(2)}+\eta_{3}^{(3)}+\text { c.c. }\right) \tag{30}
\end{equation*}
$$

or, more specifically,

$$
\begin{gather*}
\eta_{3}^{(0)}=-\frac{k \sigma}{\omega^{2}}\left(\frac{\partial \Psi_{1}}{\partial t_{2}}+\frac{\partial \Psi_{2}}{\partial t_{1}}\right) \\
-\frac{i}{4 \sigma}\left(\sigma^{2}-1\right)(\sigma k h-1)\left(A \frac{\partial \bar{A}}{\partial x_{1}}-\bar{A} \frac{\partial A}{\partial x_{1}}\right),  \tag{31}\\
\eta_{3}^{(1)}=\left[\frac{i}{2 \omega} \frac{\partial A}{\partial t_{2}}-\frac{k}{2 \omega}\left(\frac{k \sigma^{2}}{\omega} \frac{\partial \Psi_{1}}{\partial t_{1}}+\frac{\partial \Psi_{1}}{\partial x_{1}}\right) A\right. \\
\left.+\frac{k^{2}}{16 \sigma^{4}}\left(2 \sigma^{6}-11 \sigma^{4}+9 \sigma^{2}-3\right) A^{2} \bar{A}\right] e^{i \theta} . \tag{32}
\end{gather*}
$$

Let us now take into account the kinematic boundary condition. The terms that constitute the equation for the zeroth harmonic do not contain any indefinite coefficients. Therefore, this equation is the condition that the derivatives of $\Psi_{1}$ and $A$ must satisfy:

$$
\begin{equation*}
h \frac{\partial^{2} \Psi_{1}}{\partial x_{1}^{2}}-\frac{\sigma k}{\omega^{2}} \frac{\partial^{2} \Psi_{1}}{\partial t_{1}^{2}}+\omega \frac{\mu}{8 \sigma^{2}} \frac{\partial(A \bar{A})}{\partial x_{1}}=0 \tag{33}
\end{equation*}
$$

Here,
$\mu \equiv \frac{2 \sigma}{\omega}\left(2 \omega-k\left(\sigma^{2}-1\right) V_{g}\right)=\left(\sigma^{2}-1\right)^{2} k h-\sigma\left(\sigma^{2}-5\right)$.

Since the product $A \bar{A}$ satisfies (24), we will use the ansatz for which the amplitude of the zeroth harmonic $\Psi_{1}$ moves with the group velocity:

$$
\begin{equation*}
\frac{\partial \Psi_{1}}{\partial t_{1}}=-V_{0} \frac{\partial \Psi_{1}}{\partial x_{1}}, \quad V_{0}=V_{g} \tag{34}
\end{equation*}
$$

After the substitution of this expression into (33) and
integration, we obtain

$$
\begin{equation*}
\frac{\partial \Psi_{1}}{\partial x_{1}}=\frac{\omega k \mu}{2 \sigma v} A \bar{A} \tag{35}
\end{equation*}
$$

where we denoted

$$
\begin{equation*}
v \equiv \frac{4 k \sigma}{g}\left(V_{0}^{2}-g h\right) \tag{36}
\end{equation*}
$$

with

$$
v=\left((\sigma+1)^{2} k h-\sigma\right)\left((\sigma-1)^{2} k h-\sigma\right)
$$

for $V_{0}=V_{g}$. We see that for deep water,

$$
\lim _{k h \rightarrow \infty} \frac{\partial \Psi_{1}}{\partial x_{1}}=0
$$

We find the amplitude of the homogeneous solution $\Psi_{3}$ from the condition that $\phi_{3}^{(0)}$ be bounded. Taking into account the asymptotic behavior of the derivative $\partial \Psi_{1} / \partial x_{1}$ from (35) and the potential $\phi_{3}^{(0)}$ from (28) for $k h \longrightarrow \infty$, we set

$$
\Psi_{3}=-\frac{1}{4} \omega \frac{\partial(A \bar{A})}{\partial x_{1}} h
$$

for the boundedness of $\phi_{3}^{(0)}$.
It then follows from (28) that for deep water,

$$
\begin{equation*}
\lim _{k h \rightarrow \infty} \phi_{3}^{(0)}=\frac{1}{2} \omega \frac{\partial(A \bar{A})}{\partial x_{1}}\left(y+\frac{1}{8 k}\right) . \tag{37}
\end{equation*}
$$

We see from this relation and the expressions $\phi_{1}^{(0)}=\Psi_{1}$ and $\phi_{2}^{(0)}=\Psi_{2}$ that the following boundary condition for the zeroth harmonic, which is used in [4], is satisfied when $k h \longrightarrow \infty$ :

$$
\frac{\partial\left(\phi_{1}^{(0)} \varepsilon+\phi_{2}^{(0)} \varepsilon^{2}+\phi_{3}^{(0)} \varepsilon^{3}\right)}{\partial y}=\varepsilon^{3} \frac{\omega}{2} \frac{\partial(A \bar{A})}{\partial x_{1}}, \quad y=0
$$

(for the case where $A$ is the amplitude of the surface profile, the corresponding expression is given in the last paper from [4]).

The terms of the kinematic condition proportional to $e^{i \theta}$ constitute another evolution equation for the amplitudes $A$ and $\Psi_{1}$ :

$$
\begin{gather*}
i \frac{\partial A}{\partial t_{2}}+\frac{1}{2} \frac{\partial^{2} \omega}{\partial k^{2}} \frac{\partial^{2} A}{\partial x_{1}^{2}} \\
+\frac{1}{16 \sigma^{4}}\left(2 \sigma^{6}-13 \sigma^{4}+12 \sigma^{2}-9\right) \omega k^{2} A^{2} \bar{A}  \tag{38}\\
-\left(\frac{k^{2}}{2 \omega}\left(\sigma^{2}-1\right) \frac{\partial \Psi_{1}}{\partial t_{1}}+k \frac{\partial \Psi_{1}}{\partial x_{1}}\right) A=0,
\end{gather*}
$$



Fig. 1. The coefficient $q_{3}$. The curves correspond to different values of $V_{0}$ in Eq. (34): $1-V_{0}=V_{g}, 2-V_{0}=\omega / k$, $3-$ $V_{0}=-V_{g}$, and $4-V_{0}=-V_{g}+\omega / 2 k$.
where

$$
\begin{gather*}
\frac{\partial^{2} \omega}{\partial k^{2}}=\frac{\omega}{4 k^{2} \sigma^{2}}  \tag{39}\\
\times\left(\left(\sigma^{2}-1\right)\left(3 \sigma^{2}+1\right) k^{2} h^{2}-2 \sigma\left(\sigma^{2}-1\right) k h-\sigma^{2}\right)
\end{gather*}
$$

Taking into account (34), we obtain

$$
\begin{gather*}
i \frac{\partial A}{\partial t_{2}}+\frac{1}{2} \frac{\partial^{2} \omega}{\partial k^{2}} \frac{\partial^{2} A}{\partial x_{1}^{2}} \\
+\frac{1}{16 \sigma^{4}}\left(2 \sigma^{6}-13 \sigma^{4}+12 \sigma^{2}-9\right) \omega k^{2} A^{2} \bar{A}  \tag{40}\\
-\mu_{0} \frac{k}{4 \sigma} \frac{\partial \Psi_{1}}{\partial x_{1}} A=0
\end{gather*}
$$

where

$$
\begin{equation*}
\mu_{0} \equiv \frac{2 \sigma}{\omega}\left(2 \omega-k\left(\sigma^{2}-1\right) V_{0}\right) \tag{41}
\end{equation*}
$$

Substituting (35) into (40) yields an evolution equation for the amplitude of the first harmonic with time $t_{2}$ :

$$
\begin{equation*}
i \frac{\partial A}{\partial t_{2}}+\frac{1}{2} \frac{\partial^{2} \omega}{\partial k^{2}} \frac{\partial^{2} A}{\partial x_{1}^{2}}+q_{3} \omega k^{2} A^{2} \bar{A}=0 \tag{42}
\end{equation*}
$$

where (provided that $V_{0}=V_{g}$ in (41))

$$
\begin{aligned}
q_{3}=- & \frac{1}{16 v \sigma^{4}}\left(\left(9 \sigma^{4}-10 \sigma^{2}+9\right)\left(\sigma^{2}-1\right)^{2} k^{2} h^{2}\right. \\
+ & 2 \sigma\left(3 \sigma^{6}-23 \sigma^{4}+13 \sigma^{2}-9\right) k h \\
& \left.-\sigma^{2}\left(7 \sigma^{4}-38 \sigma^{2}-9\right)\right)
\end{aligned}
$$

Given (6), the sum of Eq. (22) and Eq. (42) multiplied by $\varepsilon$ leads to the nonlinear Schrödinger equation

$$
\begin{gather*}
i\left(\frac{\partial A}{\partial \tau}+V_{g} \frac{\partial A}{\partial x_{1}}\right) \\
+\varepsilon\left(\frac{1}{2} \frac{\partial^{2} \omega}{\partial k^{2}} \frac{\partial^{2} A}{\partial x_{1}^{2}}+q_{3} \omega k^{2} A^{2} \bar{A}\right)=0 \tag{44}
\end{gather*}
$$

which was first derived for gravity waves on the surface of a finite-depth fluid layer by Hasimoto and Ono [20]. The goal of this study is to include the next terms (the $O\left(\varepsilon^{4}\right)$ approximation to the Hasimoto-Ono equation).

In Fig. 1, the coefficient $q_{3}$ is plotted against the parameter $k h$. The sign of this coefficient changes from positive to negative at $k h=1.363$ with increasing $k$ (curve 1). The NSE equation is known to have soliton solutions under zero boundary conditions only if the product

$$
\frac{\partial^{2} \omega}{\partial k^{2}} q_{3}>0
$$

For the dispersion law (13),

$$
\frac{\partial^{2} \omega}{\partial k^{2}}<0
$$

at all $k$, for example,

$$
\frac{\partial^{2} \omega}{\partial k^{2}}=-0.1564 \frac{\omega}{k^{2}}
$$

at $k h=1.363$. Therefore, in the $O\left(\varepsilon^{3}\right)$ approximation, envelope solitons are possible only for $k h>1.363$, in particular, for an infinite depth when $q_{3}=-1 / 2$ (the horizontal dotted line in Fig. 1).

Since (34) is the ansatz that was also used in most of the previous studies, for example, in [20, 23, 40, 41], but only as an assumption, Fig. 1 also shows the plots of $q_{3}$ against $k h$ for different velocities $V_{0}$ of the amplitude of the zeroth harmonic $\Psi_{1}$ in (34). Curve 1 corresponds to the standard condition according to which this velocity is equal to $V_{g}$ (the group velocity of the first harmonic $A$ ). It is in this case that $q_{3}=0$ at $k h=$ 1.3628. Curves 3,2 , and 4 were constructed, respectively, for $V_{0}=-V_{g}, V_{0}=V_{f}\left(V_{f}=\omega / k\right.$ is the phase velocity), and $V_{0}=-V_{g}+\omega / 2 k$ (for this choice, $\eta_{2}^{(0)}$ in (19) is equal to zero).

The plots show the extent to which the coefficient $q_{3}$ and the singular point $k h$ at which $q_{3}$ changes its sign are sensitive to the choice of an ansatz for the velocity of the zeroth harmonic. As regards the experiments, most of them (see [30] and references therein, as well
as [31, 32]), starting from the classical studies [16], refer to the case of deep water, $k h \gg 1$. In the only experiment for an intermediate depth carried out to date [42], Shemer et al. measured the surface profile only at three points, $k h=0.847,1.53$, and 4.93 . They concluded that the patterns of long-term evolution are qualitatively different for $k h=0.847$ and 4.93, while the evolution at $k h=1.53$ is similar to the linear evolution. Of course, it does not unequivocally follow from this result that the pattern qualitatively changes precisely at $k h=1.36$. The criterion $V_{g}<V_{f}$ for which the substitution $\partial / \partial t \longrightarrow$ $V_{g} \partial / \partial x$ can be made is satisfied for gravity waves with dispersion law (13) for all $k h$. However, it is only a necessary but not sufficient condition [43].

Below, in this and the next orders, we will use the standard assumption that the velocity of the zeroth harmonic is equal to the velocity of the first harmonic. Note that the next approximation was calculated by the WKB method in [8]. However, since the authors did not consider it possible to use ansatz (34), the evolution equations at each step in $\varepsilon$ were left in the form of a system of two coupled equations for the amplitudes $A$ and $\Psi_{1}$.

The evolution equations (33) and (42) were derived above in such a way that the solutions of the Laplace equation for the zeroth and first harmonics reconciled with the dynamical boundary condition also satisfied the kinematic boundary condition. The same approach for the second and third harmonics does not lead to new evolution equations, but it allows the as yet undetermined coefficients of these harmonics to be calculated:

$$
\begin{gather*}
\phi_{3}^{(2)}=\frac{3 \omega}{16 k \sigma^{4}}\left[4 \sigma\left(\sigma^{2}-1\right) k(y+h) \sinh (2 k(y+h))\right. \\
\left.-\left(\sigma^{2}-1\right)\left(\left(3 \sigma^{2}+5\right) h k-3 \sigma\right) \cosh (2 k(y+h))\right]  \tag{45}\\
\times A \frac{\partial A}{\partial x_{1}} \frac{1}{\sinh (2 k h)} e^{2 i \theta}, \\
\eta_{3}^{(2)}=  \tag{46}\\
i \frac{3\left(1-\sigma^{2}\right) k h+\sigma\left(\sigma^{2}-3\right)}{4 \sigma^{4}} A \frac{\partial A}{\partial x_{1}} e^{2 i \theta},  \tag{47}\\
\phi_{3}^{(3)}=-\frac{i \omega k}{128 \sigma^{6}}\left(\sigma^{2}-1\right)\left(13 \sigma^{2}-9\right)\left(3+\sigma^{2}\right) \\
\times A^{3} \frac{\cosh (3 k(y+h))}{\sinh (3 k h)} e^{3 i \theta},  \tag{48}\\
\eta_{3}^{(3)}= \\
\frac{3}{128 \sigma^{6}}\left(3-\sigma^{2}\right)\left(\sigma^{4}+3\right) k^{2} A^{3} e^{3 i \theta} .
\end{gather*}
$$

Given ansatz (34) and the evolution equation (40),
expression (32) takes the form

$$
\begin{gathered}
\eta_{3}^{(1)}=\left[-\frac{k\left(\sigma^{2}+1\right)\left(k h\left(\sigma^{2}-1\right)-\sigma\right)}{8 \omega \sigma} A \frac{\partial \Psi_{1}}{\partial x_{1}}\right. \\
\left.-\frac{1}{4 \omega} \frac{\partial^{2} \omega}{\partial k^{2}} \frac{\partial^{2} A}{\partial x_{1}^{2}}+\frac{k^{2}}{32 \sigma^{4}}\left(2 \sigma^{6}-9 \sigma^{4}+6 \sigma^{2}+3\right) A^{2} \bar{A}\right] e^{i \theta} .
\end{gathered}
$$

If we also take into account (35), then

$$
\begin{gather*}
\eta_{3}^{(1)}=-\frac{1}{4}\left\{\frac{1}{\omega} \frac{\partial^{2} \omega \partial^{2} A}{\partial k^{2}} \frac{\partial x_{1}^{2}}{}\right. \\
+\frac{1}{8 \sigma^{4} v}\left[\left(9 \sigma^{4}-8 \sigma^{2}-3\right)\left(\sigma^{2}-1\right)^{2} k^{2} h^{2}\right.  \tag{49}\\
-2 \sigma\left(\sigma^{2}+1\right)\left(\sigma^{4}-3\right) k h \\
\left.\left.+\sigma^{2}\left(\sigma^{4}-16 \sigma^{2}-3\right)\right] k^{2} A^{2} \bar{A}\right\} e^{i \theta} .
\end{gather*}
$$

### 3.4. The $O\left(\varepsilon^{4}\right)$ Approximation

In the order $O\left(\varepsilon^{4}\right)$, we have

$$
\begin{equation*}
\phi_{4}=\phi_{4}^{(0)}+\left(\phi_{4}^{(1)}+\phi_{4}^{(2)}+\phi_{4}^{(3)}+\phi_{4}^{(4)}+\text { c.c. }\right), \tag{50}
\end{equation*}
$$

where

$$
\begin{gather*}
\phi_{4}^{(0)}=-\frac{1}{2} \frac{\partial^{2} \Psi_{2}}{\partial x_{1}^{2}}(y+h)^{2}+\Psi_{4}  \tag{51}\\
\phi_{4}^{(1)}=\frac{1}{\sinh (k h)}\{F \cosh (k(y+h)) \\
+\frac{\omega}{4 k}\left[\frac{1}{3}(y+h)^{3} \sinh (k(y+h))\right. \\
-h \sigma(y+h)^{2} \cosh (k(y+h))  \tag{5}\\
\left.\left.+h^{2}\left(2 \sigma^{2}-1\right)(y+h) \sinh (k(y+h))\right] \frac{\partial^{3} A}{\partial x_{1}^{3}}\right\} e^{i \theta} .
\end{gather*}
$$

We determine the amplitude of the homogeneous solution $F$, as in the previous iterations, from the condition that the potential $\phi_{4}^{(1)}$ be bounded when the depth tends to infinity. In this case,

$$
F=-\frac{\omega}{12 k} \frac{\partial^{3} A}{\partial x_{1}^{3}} h^{3}\left(6 \sigma^{2}-5\right) \sigma,
$$
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and for deep water,

$$
\lim _{k h \rightarrow \infty} \phi_{4}^{(1)}=\frac{\omega}{12 k} \frac{\partial^{3} A}{\partial x_{1}^{3}} y^{3} e^{k y} e^{i \theta}
$$

We find the first two of the five harmonics of the surface displacement from the dynamical boundary condition:

$$
\begin{equation*}
\eta_{4}=\eta_{4}^{(0)}+\left(\eta_{4}^{(1)}+\eta_{4}^{(2)}+\eta_{4}^{(3)}+\eta_{4}^{(4)}+\text { c.c. }\right) \tag{53}
\end{equation*}
$$

(see the Appendix). Collecting the terms that contain no harmonics, we obtain the following evolution equation for the amplitude $\Psi_{2}$ of the zeroth harmonic in the $O\left(\varepsilon^{4}\right)$ approximation from the kinematic boundary condition:

$$
\begin{gather*}
h \frac{\partial^{2} \Psi_{2}}{\partial x_{1}^{2}}-\frac{k \sigma}{\omega^{2}} \frac{\partial^{2} \Psi_{2}}{\partial t_{1}^{2}} \\
-i \frac{\omega}{k} \tilde{q}_{40}\left(A \frac{\partial^{2} \bar{A}}{\partial x_{1}^{2}}-\bar{A} \frac{\partial^{2} A}{\partial x_{1}^{2}}\right)=0 \tag{54}
\end{gather*}
$$

where

$$
\begin{gather*}
\tilde{q}_{40}=\frac{1}{32 \sigma^{3} v}\left(\left(\sigma^{2}-1\right)^{5} k^{4} h^{4}\right. \\
-4 \sigma\left(2 \sigma^{4}+9 \sigma^{2}+5\right)\left(\sigma^{2}-1\right)^{2} k^{3} h^{3}  \tag{55}\\
+2 \sigma^{2}\left(\sigma^{2}-1\right)\left(9 \sigma^{4}+16 \sigma^{2}-9\right) k^{2} h^{2} \\
\left.-4 \sigma^{3}\left(4 \sigma^{4}-9 \sigma^{2}-7\right) k h+5 \sigma^{4}\left(\sigma^{2}-5\right)\right)
\end{gather*}
$$

Assuming that the potential component $\Psi_{2}$ of the zeroth harmonic in the $O\left(\varepsilon^{2}\right)$ approximation, like $\Psi_{1}$, moves with the group velocity of the first harmonic,

$$
\begin{equation*}
\frac{\partial \Psi_{2}}{\partial t_{1}}=-V_{g} \frac{\partial \Psi_{2}}{\partial x_{1}} \tag{56}
\end{equation*}
$$

and integrating, we find the relation between $\Psi_{2}$ and $A$

$$
\begin{equation*}
\frac{\partial \Psi_{2}}{\partial x_{1}}=-i \frac{4 \omega \sigma}{v} \tilde{q}_{40}\left(A \frac{\partial \bar{A}}{\partial x_{1}}-\bar{A} \frac{\partial A}{\partial x_{1}}\right) \tag{57}
\end{equation*}
$$

Thus, we see that for deep water,

$$
\lim _{k h \rightarrow \infty} \frac{\partial \Psi_{2}}{\partial x_{1}}=0
$$

We determine the amplitude of the homogeneous solution $\Psi_{4}$ from the condition that $\phi_{4}^{(0)}$ be bounded. Taking into account the asymptotic behavior of the derivative
$\partial \Psi_{2} / \partial x_{1}$ from (57) and the potential $\phi_{4}^{(0)}$ from (51) when $k h \longrightarrow \infty$, for the boundedness of $\phi_{4}^{(0)}$, we set

$$
\Psi_{4}=-i \frac{3 \omega h}{16 k} \frac{\partial}{\partial x_{1}}\left(A \frac{\partial \bar{A}}{\partial x_{1}}-\bar{A} \frac{\partial A}{\partial x_{1}}\right)
$$

It the follows from (51) that for deep water,

$$
\begin{equation*}
\lim _{k h \rightarrow \infty} \phi_{4}^{(0)}=\frac{i \omega}{8 k}\left(3 y+\frac{1}{8 k}\right) \frac{\partial}{\partial x_{1}}\left(A \frac{\partial \bar{A}}{\partial x_{1}}-\bar{A} \frac{\partial A}{\partial x_{1}}\right) \tag{58}
\end{equation*}
$$

Equating the coefficients of $e^{i \theta}$, we obtain the following evolution equation for the amplitude of the first harmonic in the $O\left(\varepsilon^{4}\right)$ approximation from the kinematic boundary condition:

$$
\begin{align*}
i \frac{\partial A}{\partial t_{3}}-\frac{i}{6} \frac{\partial^{3} \omega}{\partial k^{3}} & \frac{\partial^{3} A}{\partial x_{1}^{3}}+i \omega k \tilde{q}_{41} A \bar{A} \frac{\partial A}{\partial x_{1}}+i \omega k \tilde{q}_{42} A^{2} \frac{\partial \bar{A}}{\partial x_{1}} \\
& -A\left(\frac{k^{2}}{2 \omega}\left(\sigma^{2}-1\right) \frac{\partial \Psi_{2}}{\partial t_{1}}+k \frac{\partial \Psi_{2}}{\partial x_{1}}\right)  \tag{59}\\
& -\frac{k^{2}}{2 \omega}\left(\sigma^{2}-1\right) A \frac{\partial \Psi_{1}}{\partial t_{2}}=0
\end{align*}
$$

where

$$
\begin{gathered}
\frac{\partial^{3} \omega}{\partial k^{3}}=-\frac{\omega}{8 k^{3} \sigma^{3}}\left[\left(\sigma^{2}-1\right)\left(15 \sigma^{4}-2 \sigma^{2}+3\right) k^{3} h^{3}\right. \\
\left.-3 \sigma\left(\sigma^{2}-1\right)\left(3 \sigma^{2}+1\right) k^{2} h^{2}-3 \sigma^{2}\left(\sigma^{2}-1\right) k h-3 \sigma^{3}\right], \\
\tilde{q}_{41}=\frac{1}{16 \sigma^{5} v}\left[\left(2 \sigma^{6}-11 \sigma^{4}-10 \sigma^{2}+27\right)\left(\sigma^{2}-1\right)^{3} k^{3} h^{3}\right. \\
-\sigma\left(\sigma^{2}-1\right)\left(6 \sigma^{8}-21 \sigma^{6}+9 \sigma^{4}-43 \sigma^{2}+81\right) k^{2} h^{2} \\
+\sigma^{2}\left(6 \sigma^{8}-15 \sigma^{6}-77 \sigma^{4}+71 \sigma^{2}-81\right) k h \\
\left.\quad-\sigma^{3}\left(\sigma^{2}+1\right)\left(2 \sigma^{4}-7 \sigma^{2}-27\right)\right], \\
\tilde{q}_{42}=-\frac{1}{32 \sigma^{5} v}\left[\left(4 \sigma^{6}-13 \sigma^{4}+10 \sigma^{2}-9\right)\left(\sigma^{2}-1\right)^{3} k^{3} h^{3}\right. \\
-\sigma\left(\sigma^{2}-1\right)\left(12 \sigma^{8}-51 \sigma^{6}+17 \sigma^{4}-\sigma^{2}-9\right) k^{2} h^{2} \\
\\
+\sigma^{2}\left(12 \sigma^{8}-67 \sigma^{6}+33 \sigma^{4}-\sigma^{2}-9\right) k h \\
\left.\quad-\sigma^{3}\left(4 \sigma^{6}-29 \sigma^{4}+42 \sigma^{2}-9\right)\right] .
\end{gathered}
$$

After taking into account ansatz (56) in (59), we obtain

$$
\begin{align*}
i \frac{\partial A}{\partial t_{3}} & -\frac{i \partial^{3} \omega}{6} \frac{\partial^{3} A}{\partial k^{3}}+i \omega k \tilde{q}_{41} A \bar{A} \frac{\partial A}{\partial x_{1}}+i \omega k \tilde{q}_{42} A^{2} \frac{\partial \bar{A}}{\partial x_{1}}  \tag{61}\\
& -\frac{\mu}{4 \sigma} k A \frac{\partial \Psi_{2}}{\partial x_{1}}-\left(\sigma^{2}-1\right) \frac{k^{2}}{2 \omega} A \frac{\partial \Psi_{1}}{\partial t_{2}}=0
\end{align*}
$$

If we add Eq. (38) multiplied by $\varepsilon$ and Eq. (61) multiplied by $\varepsilon^{2}$ to Eq. (22), take into account (35), and sub-
stitute, according to (6), the sum of the partial derivatives for the functions $A$ and $\Psi_{1}$ with the total derivatives

$$
\frac{\partial A}{\partial t_{1}}+\varepsilon \frac{\partial A}{\partial t_{2}}+\varepsilon^{2} \frac{\partial A}{\partial t_{3}}=\frac{\partial A}{\partial \tau}
$$

and

$$
\frac{\partial \Psi_{1}}{\partial t_{1}}+\varepsilon \frac{\partial \Psi_{1}}{\partial t_{2}}=\frac{\partial \Psi_{1}}{\partial \tau}
$$

then we obtain the fourth-order (in $\varepsilon$ ) evolution equation that includes all of the previous iterations

$$
\begin{align*}
& i\left(\frac{\partial A}{\partial \tau}+V_{g} \frac{\partial A}{\partial x_{1}}\right)+\varepsilon\left(\frac{1}{2} \frac{\partial^{2} \omega}{\partial k^{2}} \frac{\partial^{2} A}{\partial x_{1}^{2}}+q_{3} A^{2} \bar{A}\right) \\
& \quad+\varepsilon^{2}\left(-\frac{i}{6} \frac{\partial^{3} \omega \partial^{3} A}{\partial k^{3}} \frac{\partial^{3}}{\partial x_{1}^{3}}+i \omega k \tilde{q}_{41} A \bar{A} \frac{\partial A}{\partial x_{1}}\right.  \tag{62}\\
& \left.\quad+i \omega k \tilde{q}_{42} A^{2} \frac{\partial \bar{A}}{\partial x_{1}}-\frac{\mu}{4 \sigma} k A \frac{\partial \Psi_{2}}{\partial x_{1}}\right)=0 .
\end{align*}
$$

The interaction of the amplitude of the first harmonic $A$ with the potential component $\Psi_{1}$ of the main flow with the order $O(\varepsilon)$ has already been taken into account in $q_{3}$, while its interaction with the component $\Psi_{2}$ with the order $O\left(\varepsilon^{2}\right)$ is described by the last term of (62) with (57).

## 4. AN EQUATION FOR THE TOTAL AMPLITUDE OF THE FIRST HARMONIC OF THE SURFACE PROFILE

Equation (62) was set up for the first order of the amplitude $A$ of the first harmonic. We obtain an equation for the total amplitude $A_{1}$ by taking into account the fact that, according to (9), (12), (20), and (49),

$$
\begin{equation*}
A_{1}=A-i \varepsilon \frac{V_{g}}{\omega} \frac{\partial A}{\partial x_{1}}+O\left(\varepsilon^{2}\right) \tag{63}
\end{equation*}
$$

If we determine $A$ from this relation and substitute it into (62), then we derive the following equation for the total amplitude of the first harmonic:

$$
\begin{aligned}
& i\left(\frac{\partial A_{1}}{\partial \tau}+V_{g} \frac{\partial A_{1}}{\partial x_{1}}\right)+\varepsilon\left(\frac{1}{2} \frac{\partial^{2} \omega}{\partial k^{2}} \frac{\partial^{2} A_{1}}{\partial x_{1}^{2}}+q_{3} A_{1}^{2} \bar{A}_{1}\right) \\
& +\varepsilon^{2}\left(-\frac{i}{6} \frac{\partial^{3} \omega}{\partial k^{3}} \frac{\partial^{3} A_{1}}{\partial x_{1}^{3}}+i \omega k \tilde{Q}_{41} A_{1} \bar{A}_{1} \frac{\partial A_{1}}{\partial x_{1}}\right. \\
& \left.\quad+i \omega k \tilde{Q}_{42} A_{1}^{2} \frac{\partial \bar{A}_{1}}{\partial x_{1}}-\frac{\mu}{4 \sigma} k \frac{\partial \Psi_{2}}{\partial x_{1}} A_{1}\right)=0
\end{aligned}
$$



Fig. 2. The nonlinear dispersion coefficients $\tilde{q}_{41}, \tilde{q}_{42}, \tilde{Q}_{41}$, $\tilde{Q}_{42}, Q_{41}$, and $Q_{42}$. The horizontal asymptotes correspond to an infinite depth [4].
where

$$
\tilde{Q}_{41}=\tilde{q}_{41}, \quad \tilde{Q}_{42}=\tilde{q}_{42}-2 \frac{V_{g}}{\omega} q_{3} .
$$

Using (43) and (23), we obtain

$$
\begin{gathered}
\tilde{Q}_{42}=\frac{1}{32 v \sigma^{5}}\left(-\left(4 \sigma^{6}+5 \sigma^{4}-10 \sigma^{2}+9\right)\left(\sigma^{2}-1\right)^{3} k^{3} h^{3}\right. \\
+\sigma\left(\sigma^{2}-1\right)\left(12 \sigma^{8}-45 \sigma^{6}+71 \sigma^{4}-15 \sigma^{2}+9\right) k^{2} h^{2} \\
-\sigma^{2}\left(12 \sigma^{8}-93 \sigma^{6}+215 \sigma^{4}-111 \sigma^{2}+9\right) k h \\
\left.+\sigma^{3}\left(4 \sigma^{6}-43 \sigma^{4}+118 \sigma^{2}+9\right)\right) .
\end{gathered}
$$

In the limiting case of an infinite depth, an equation of this type was first derived by Dysthe [4]. We see from Fig. 2 that the coefficients $\tilde{Q}_{41}$ and $\tilde{Q}_{42}$ as functions of $k h$ for $k h \longrightarrow \infty$ tend to $\tilde{Q}_{41}=3 / 2$ and $\tilde{Q}_{42}=1 / 4$, respectively. These are the values of the coefficients of Dysthe's equation if it, like (64), is written for the total amplitude of the first harmonic of the surface displacement (this was done in the last paper from [4] and in $[28,33]$ ) rather than the potential, as in the first paper


Fig. 3. The cubic dispersion coefficient $p_{3}=$ $-\left(k^{3} / \omega\right)\left(\partial^{3} \omega / \partial k^{3}\right) / 6$. The horizontal asymptote corresponds to an infinite depth [4].
from [4]. The remaining coefficients for $k h \longrightarrow \infty$ also tend to their values for an infinite depth [4]:

$$
\begin{gathered}
V_{g} \equiv \frac{\partial \omega}{\partial k}=\frac{1}{2} \frac{\omega}{k}, \quad \frac{1}{2} \frac{\partial^{2} \omega}{\partial k^{2}}=-\frac{1}{8} \frac{\omega}{k^{2}} \\
-\frac{1}{6} \frac{\partial^{3} \omega}{\partial k^{3}}=-\frac{1}{16} \frac{\omega}{k^{3}}, \quad q_{3}=-\frac{1}{2}, \quad \frac{\mu}{4 \sigma}=1
\end{gathered}
$$

The following equation (in the notation adopted here) is used for the relationship between the total amplitude $A_{1}$ of the first harmonic of the surface profile and the amplitude of the zeroth harmonic $\phi^{(0)}$ of the velocity potential in [4] (precisely for these variables from the last paper in [4]):

$$
\begin{equation*}
\frac{\partial \phi^{(0)}}{\partial y}=\frac{\omega}{2} \frac{\partial\left(A_{1} \bar{A}_{1}\right)}{\partial x_{1}}, \quad y=0 \tag{65}
\end{equation*}
$$

We pass to the limit (65) for $k h \longrightarrow \infty$ by taking into account (37) and (58) and the relationship between the total amplitudes and the amplitudes of all approximations for the potential

$$
\phi^{(0)}=\phi_{1}^{(0)} \varepsilon+\phi_{2}^{(0)} \varepsilon^{2}+\phi_{3}^{(0)} \varepsilon^{3}+\phi_{4}^{(0)} \varepsilon^{4}
$$

and (63) for the surface displacement.
The factor $\partial \Psi_{2} / \partial x_{1}$ in (64) can be eliminated if we take into account (57) and (63). Finally, we obtain the fourthorder (in $\varepsilon$ ) nonlinear Schrödinger equation the last two terms of which include the nonlinearity dispersion:

$$
\begin{gathered}
i\left(\frac{\partial A_{1}}{\partial \tau}+V_{g} \frac{\partial A_{1}}{\partial x_{1}}\right)+\varepsilon\left(\frac{1}{2} \frac{\partial^{2} \omega}{\partial k^{2}} \frac{\partial^{2} A_{1}}{\partial x_{1}^{2}}+\omega k^{2} q_{3} A_{1}^{2} \bar{A}_{1}\right) \\
+i \varepsilon^{2}\left(-\frac{1}{6} \frac{\partial^{3} \omega}{\partial k^{3}} \frac{\partial^{3} A_{1}}{\partial x_{1}^{3}}+\omega k Q_{41} A_{1} \bar{A}_{1} \frac{\partial A_{1}}{\partial x_{1}}\right. \\
\left.+\omega k Q_{42} A_{1}^{2} \frac{\partial \bar{A}_{1}}{\partial x_{1}}\right)=0 .
\end{gathered}
$$

Here,

$$
Q_{41}=\tilde{Q}_{41}-\frac{\mu}{v} \tilde{q}_{40}, \quad Q_{42}=\tilde{Q}_{42}+\frac{\mu}{v} \tilde{q}_{40} .
$$

Hence, using (55), we obtain

$$
\begin{gather*}
Q_{41}=\frac{1}{32 \sigma^{5} v^{2}} \\
\times\left[\left(3 \sigma^{6}-20 \sigma^{4}-21 \sigma^{2}+54\right)\left(\sigma^{2}-1\right)^{5} k^{5} h^{5}\right. \\
-\sigma\left(11 \sigma^{8}-99 \sigma^{6}-61 \sigma^{4}+7 \sigma^{2}+270\right)\left(\sigma^{2}-1\right)^{3} k^{4} h^{4} \\
+2 \sigma^{2}\left(\sigma^{2}-1\right)  \tag{67}\\
\times\left(7 \sigma^{10}-58 \sigma^{8}+38 \sigma^{6}+52 \sigma^{4}-181 \sigma^{2}+270\right) k^{3} h^{3} \\
-2 \sigma^{3}\left(3 \sigma^{10}+18 \sigma^{8}-146 \sigma^{6}\right. \\
\left.-172 \sigma^{4}+183 \sigma^{2}-270\right) k^{2} h^{2} \\
-\sigma^{4}\left(\sigma^{8}-109 \sigma^{6}+517 \sigma^{4}+217 \sigma^{2}+270\right) k h \\
\left.+\sigma^{5}\left(\sigma^{6}-40 \sigma^{4}+193 \sigma^{2}+54\right)\right]
\end{gather*}
$$

and

$$
\begin{aligned}
& Q_{42}=\frac{1}{32 \sigma^{5} v^{2}}\left[\left(3 \sigma^{6}+7 \sigma^{4}-11 \sigma^{2}+9\right)\left(1-\sigma^{2}\right)^{5} k^{5} h^{5}\right. \\
& +\sigma\left(11 \sigma^{8}-48 \sigma^{6}+66 \sigma^{4}+8 \sigma^{2}+27\right)\left(\sigma^{2}-1\right)^{3} k^{4} h^{4} \\
& \quad-2 \sigma^{2}\left(\sigma^{2}-1\right) \\
& \times\left(7 \sigma^{10}-79 \sigma^{8}+282 \sigma^{6}-154 \sigma^{4}-\sigma^{2}+9\right) k^{3} h^{3} \\
& +2 \sigma^{3}\left(3 \sigma^{10}-63 \sigma^{8}+314 \sigma^{6}-218 \sigma^{4}+19 \sigma^{2}+9\right) k^{2} h^{2} \\
& +\sigma^{4}\left(\sigma^{8}+20 \sigma^{6}-158 \sigma^{4}-28 \sigma^{2}-27\right) k h \\
& \left.\quad-\sigma^{5}\left(\sigma^{6}-7 \sigma^{4}+7 \sigma^{2}-9\right)\right] .
\end{aligned}
$$

Equation (66) and formulas (67) and (68) for $Q_{41}$ and $Q_{42}$ are the main result of our study. $Q_{41}$ and $Q_{42}$ are plotted against $k h$ in Fig. 2. The coefficient $\partial^{3} \omega / \partial k^{3}$ is alternating, depending on the fluid depth (Fig. 3). This is important in analyzing the possibility of applying the known cases of the integration of (1) [13, 14] to Eq. (66).

The expressions for the velocity potentials $\phi_{4}^{(2)}$, $\phi_{4}^{(3)}$, and $\phi_{4}^{(4)}$ are given in the Appendix. The expressions for the surface profile $\eta_{4}^{(2)}$, and $\eta_{4}^{(3)}$, which are
only the concomitant result of our study, are not given here to save space.

## 5. CONCLUSIONS

A peculiarity of the derivation of the NSEIV for Stokes waves in a fluid layer compared to the same problem in optical fibers is the necessity of taking into account the effect of the low-frequency zeroth harmonic on the motion of the high-frequency first harmonic. This interaction is described by system of equations (33) and (40) in the $O\left(\varepsilon^{3}\right)$ approximation and by system (54) and (59) in the $O\left(\varepsilon^{4}\right)$ approximation. Assuming the motion of the zeroth harmonic with the group velocity of the first harmonic in both approximations, these systems reduce to an equation for one unknown function, the amplitude of the first harmonic $\mathrm{A}_{1}$ of the free-surface profile. In the $O\left(\varepsilon^{3}\right)$ and $O\left(\varepsilon^{4}\right)$ approximations, this is NSE (44) that was first derived in [20] and NSEIV (66), respectively. The amplitudes $\Psi_{1}$ and $\Psi_{2}$ of the second unknown function, the velocity potential (to be more precise, their derivatives, which have the physical meaning of the velocity in the first place), are expressed in terms of the total amplitude of the first harmonic $A_{1}$ using formulas (35) and (57), in which $A_{1}$ may be substituted for $A$ in the $O\left(\varepsilon^{3}\right)$ and $O\left(\varepsilon^{4}\right)$ approximations, respectively. Indeed, we see from relation (63) that Eqs. (44) and (35) required for this in the $O\left(\varepsilon^{3}\right)$ approximation do not change their forms in passing from the first order of the amplitude of the first harmonic $A$ to its total amplitude $\mathrm{A}_{1}$, as does Eq. (57) in the $O\left(\varepsilon^{4}\right)$ approximation.

After the renormalization of the independent variables and the unknown function, Eq. (66) transforms into Eq. (1). The $\pm$ signs are determined by the sign opposite to $q_{3}$ (Fig. 1). Thus, we choose - in Eq. (1) if $k h<1.3628$ and + if $k h>1.3628$. In the former and latter cases, the properties of the soliton and quasi-soliton solutions to Eq. (1) were described in [14] and [13], respectively. They are determined by the coefficients $V_{g}, \partial^{2} \omega / \partial k^{2}, \partial^{3} \omega / \partial k^{3}, q_{3}, Q_{41}$, and $Q_{42}$, as defined by formulas (23), (39), (60), (43), (67), and (68).
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APPENDIX
Below, we give expressions for the Stokes expansion components of the potential and the surface dis-
placement in the $O\left(\varepsilon^{4}\right)$ approximation (we denote $\sigma=$ $\tanh (k h)$ and $\left.v=\left((1+\sigma)^{2} k h-\sigma\right)\left((\sigma-1)^{2} k h-\sigma\right)\right)$ :

$$
\phi_{4}^{(3)}=\frac{\omega}{128 \sigma^{7}}\left(\sigma^{2}-1\right)\left(\sigma^{2}+3\right)
$$

$$
\times\left(\left(\left(26 \sigma^{4}+39 \sigma^{2}-45\right) k h-3 \sigma\left(13 \sigma^{2}-9\right)\right)\right.
$$

$$
\times \frac{\cosh (3 k(y+h))}{\sinh (3 k h)}-3 \sigma\left(13 \sigma^{2}-9\right) k(y+h)
$$

$$
\left.\times \frac{\sinh (3 k(y+h))}{\sinh (3 k h)}\right) A^{2} \frac{\partial A}{\partial x_{1}} e^{3 i \theta}
$$

$$
\begin{aligned}
& \phi_{4}^{(2)}=i \omega\left\{\frac{3\left(1-\sigma^{2}\right)}{8 \sigma^{3}}\left(\left(\frac{\partial A}{\partial x_{1}}\right)^{2}+A \frac{\partial^{2} A}{\partial x_{1}^{2}}\right)\right. \\
& \times \frac{\cosh (2 k(y+h))}{\sinh (2 k h)}(y+h)^{2}-\frac{1}{64 \sigma^{7}}\left(\frac{\sigma^{2}-1}{k^{2}}\right. \\
& \times\left(\left(34 \sigma^{6}+23 \sigma^{4}+60 \sigma^{2}+3\right) k^{2} h^{2}\right. \\
& \left.-2 \sigma\left(16 \sigma^{4}+23 \sigma^{2}+3\right) k h-\sigma^{2}\left(2 \sigma^{2}-3\right)\right) A \frac{\partial^{2} A}{\partial x_{1}^{2}} \\
& +\frac{\sigma^{2}-1}{k^{2}}\left(\left(11 \sigma^{6}+19 \sigma^{4}+45 \sigma^{2}-3\right) k^{2} h^{2}\right. \\
& \left.-2 \sigma\left(11 \sigma^{4}+22 \sigma^{2}-3\right) k h+\sigma^{2}\left(11 \sigma^{2}-3\right)\right)\left(\frac{\partial A}{\partial x_{1}}\right)^{2} \\
& +\frac{k^{2}}{12 v \sigma^{2}}\left(\left(145 \sigma^{8}-682 \sigma^{6}+864 \sigma^{4}-54 \sigma^{2}-81\right)\right. \\
& \times\left(\sigma^{2}-1\right)^{2} k^{2} h^{2}-2 \sigma\left(\sigma^{10}+471 \sigma^{8}\right. \\
& \left.-1402 \sigma^{6}+1530 \sigma^{4}-135 \sigma^{2}-81\right) k h \\
& \left.\left.+\sigma^{2}\left(\sigma^{8}+182 \sigma^{6}+144 \sigma^{4}-54 \sigma^{2}-81\right)\right) A^{3} \bar{A}\right) \\
& \times \frac{\cosh (2 k(y+h))}{\sinh (2 k h)}+\frac{3\left(\sigma^{2}-1\right)}{16 k \sigma^{4}}\left(k h\left(3 \sigma^{2}+5\right)-3 \sigma\right) \\
& \left.\times\left(A \frac{\partial^{2} A}{\partial x_{1}^{2}}+\left(\frac{\partial A}{\partial x_{1}}\right)^{2}\right)(y+h) \frac{\sinh (2 k(y+h))}{\sinh (2 k h)}\right\} e^{2 i \theta},
\end{aligned}
$$

$$
\begin{aligned}
& \phi_{4}^{(4)}=i \omega k^{2} \\
& \times \frac{\left(\sigma^{4}-1\right)\left(197 \sigma^{6}+747 \sigma^{4}-1269 \sigma^{2}+405\right)}{768 \sigma^{9}\left(\sigma^{2}+5\right)} \\
& \times \frac{\cosh (4 k(y+h))}{\sinh (4 k h)} A^{4} e^{4 i \theta}, \\
& \eta_{4}^{(4)}=k^{3} \\
& \times \frac{21 \sigma^{10}+\sigma^{8}-262 \sigma^{6}+522 \sigma^{4}+81 \sigma^{2}+405}{768 \sigma^{9}\left(\sigma^{2}+5\right)} A^{4} e^{4 i \theta}, \\
& \eta_{4}^{(0)}=-\frac{k^{3}}{64 \sigma^{7} v^{2}}\left(\left(9\left(\sigma^{2}-1\right)^{8} k^{4} h^{4}\right.\right. \\
& -36 \sigma\left(\sigma^{2}+1\right)\left(\sigma^{2}-1\right)^{6} k^{3} h^{3} \\
& +2 \sigma^{2}\left(31 \sigma^{4}+18 \sigma^{2}+27\right)\left(\sigma^{2}-1\right)^{4} k^{2} h^{2} \\
& -4 \sigma^{3}\left(13 \sigma^{6}-29 \sigma^{4}-9 \sigma^{2}+9\right)\left(\sigma^{2}-1\right)^{2} k h \\
& \left.+\sigma^{4}\left(17 \sigma^{8}-116 \sigma^{6}+254 \sigma^{4}-36 \sigma^{2}+9\right)\right) A^{2} \bar{A}^{2} \\
& -\frac{1}{16 \sigma k v}\left((3+5 \sigma)(\sigma-1)\left(\sigma^{2}-1\right)^{3} k^{4} h^{4}\right. \\
& -2 \sigma\left(\sigma^{2}-1\right)\left(8 \sigma^{4}-3 \sigma^{3}-4 \sigma^{2}-\sigma+8\right) k^{3} h^{3} \\
& \left.+2 \sigma^{3}(\sigma-1)(3 \sigma+1)^{2} k^{2} h^{2}-2 \sigma^{3}\left(4 \sigma^{2}-\sigma-2\right)+\sigma^{4}\right) \\
& \times \frac{\partial^{2} A \bar{A}}{\partial x_{1}^{2}}+\frac{1}{4 \sigma k}\left(\sigma^{2}-1\right)\left(\left(3 \sigma^{2}-1\right) k^{2} h^{2}-4 \sigma k h+1\right) \\
& \times \frac{\partial \bar{A}}{\partial x_{1}} \frac{\partial A}{\partial x_{1}}-\frac{\sigma k}{\omega^{2}}\left(\frac{\partial \Psi_{1}}{\partial t_{3}}+\frac{\partial \Psi_{2}}{\partial t_{2}}\right), \\
& \eta_{4}^{(1)}=-\frac{k^{2}\left(\sigma^{2}+1\right)}{4 \omega^{2}} A \frac{\partial \Psi_{1}}{\partial t_{2}}-\frac{i}{12 \omega} \frac{\partial^{3} \omega}{\partial k^{3}} \frac{\partial^{3} A}{\partial x_{1}^{3}} \\
& +\frac{i k}{64 \sigma^{5} v^{2}}\left(\left(3 \sigma^{6}-16 \sigma^{4}-15 \sigma^{2}-24\right)\left(\sigma^{2}-1\right)^{5} k^{5} h^{5}\right. \\
& -\sigma\left(11 \sigma^{8}-87 \sigma^{6}-183 \sigma^{4}-165 \sigma^{2}-120\right) \\
& \times\left(\sigma^{2}-1\right)^{3} k^{4} h^{4}+2 \sigma^{2}\left(\sigma^{2}-1\right) \\
& \times\left(7 \sigma^{10}-78 \sigma^{8}-92 \sigma^{6}-2 \sigma^{4}-131 \sigma^{2}-120\right) k^{3} h^{3}
\end{aligned}
$$

$$
\begin{gathered}
-2 \sigma^{3}\left(3 \sigma^{10}-58 \sigma^{8}-32 \sigma^{6}-102 \sigma^{4}\right. \\
\left.+165 \sigma^{2}+120\right) k^{2} h^{2} \\
-\sigma^{4}\left(\sigma^{8}+47 \sigma^{6}-101 \sigma^{4}-339 \sigma^{2}-120\right) k h \\
\left.+\sigma^{5}\left(\sigma^{6}+12 \sigma^{4}-121 \sigma^{2}-24\right)\right) A \bar{A} \frac{\partial A}{\partial x_{1}} \\
-\frac{i k}{64 \sigma^{5} v^{2}}\left(3\left(\sigma^{6}-\sigma^{4}+3 \sigma^{2}+3\right)\left(\sigma^{2}-1\right)^{5} k^{5} h^{5}\right. \\
-\sigma\left(11 \sigma^{8}-66 \sigma^{6}+12 \sigma^{4}+20 \sigma^{2}+39\right)\left(\sigma^{2}-1\right)^{3} k^{4} h^{4} \\
+2 \sigma^{2}\left(\sigma^{2}-1\right) \\
\times\left(7 \sigma^{10}-73 \sigma^{8}+90 \sigma^{6}+68 \sigma^{4}+19 \sigma^{2}+33\right) k^{3} h^{3} \\
-2 \sigma^{3}\left(3 \sigma^{10}-41 \sigma^{8}+94 \sigma^{6}+32 \sigma^{4}-45 \sigma^{2}-27\right) k^{2} h^{2} \\
-\sigma^{4}\left(\sigma^{8}-10 \sigma^{6}-52 \sigma^{4}+56 \sigma^{2}+21\right) k h \\
\left.+\sigma^{5}\left(\sigma^{6}-13 \sigma^{4}-\sigma^{2}+3\right)\right) A^{2} \frac{\partial \bar{A}}{\partial x_{1}}
\end{gathered}
$$
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#### Abstract

We consider the critical nonlinear Schrödinger equation in dimension $D=2$ and obtain a system consisting of three equations describing the collapse of solutions. The system admits a five-parameter family of solutions. Almost everywhere, except for an exponentially narrow region near the collapse point, the tunneling processes are negligible. The relation between initial data and the condition of occurrence of the collapse is investigated. The separatrix, which divides the collapse domain and expansion regions having no singularities in a finite time interval, is found. © 2003 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The nonlinear Schrödinger equation with the interaction corresponding to the attraction

$$
\begin{equation*}
i \frac{\partial \psi}{\partial t}+\Delta \psi+|\psi|^{2 \sigma} \psi=0 \tag{1}
\end{equation*}
$$

has been studied in many papers. The first results on the collapse were obtained in the late 1960s-early 1970s [1-6]. In the middle of the 1980s, it was shown in [7] that the problem of the collapse can be reduced to the problem on the motion of a particle for an inverted parabolic potential with a nonlinear perturbation and the important role of the tunneling process was discovered. Further progress was achieved in papers [8-16]. The numerical solution to Eq. (1) clearly shows in a wide region outside the barrier the presence of a "tail" leaking from under the barrier and decreasing as $1 / \xi$, where $\xi=|\mathbf{r}| / \lambda$ and $\lambda$ is compression parameter [11, 12] (see figure). The dependence of the compression parameter $\lambda$ on time in the double logarithm form,

$$
\begin{equation*}
\lambda \sim\left(\frac{t^{*}-t}{\ln \left(\ln \left(\frac{1}{t^{*}-t}\right)\right)}\right)^{1 / 2}, \tag{2}
\end{equation*}
$$

was independently found in papers [7,9] (see also [10$15,17,18]$ ). During the collapse, particles are injected into the region outside the barrier. Note that there is no particle flux at a finite physical distance and all particles injected to the overbarrier collapse in a finite time. This
is connected with the fact that the physical flux through any fixed surface is always directed to the collapse point. Thus, particles are accumulated in the collapsing region inside the barrier. It is essential for the collapse process that the energy of the particles inside the barrier become infinite as $t$ tends to the collapse point $t^{*}$.

Suppose that the initial state is close to the stationary positive solution $\tilde{\psi}$ to Eq. (1), i.e.,

$$
\begin{equation*}
\Delta \tilde{\psi}+|\tilde{\Psi}|^{2} \tilde{\psi}=\left|E_{0}\right| \tilde{\psi} . \tag{3}
\end{equation*}
$$

In this case, a small parameter

$$
\begin{equation*}
|\lambda \dot{\lambda}| \ll 1 \tag{4}
\end{equation*}
$$

appears, where $\dot{\lambda}=\partial \lambda / \partial t$.
The presence of the small parameter allows one to find wave function $\psi$ in the entire space including the outside barrier region after the right turning point.

Equation (1) admits three exact conservation laws, namely, the particle conservation law, the energy conservation law, and the quasiconformal conservation law [19]. These laws are used below in order to obtain a closed system of equations for quantities $\{\lambda, \mu\}$, where $\lambda(t)$ indicates the degree of compression and the parameter $\mu \equiv \mu(t)$ is a free phase parameter. The system of equations obtained admits a five-parameter family of solutions. This family of solutions contains a separatrix which separates the collapse region from the expansion region.


The evolution of the renormalized profile in critical dimension $D=2, \sigma=1$, that demonstrate a slow time dependence at large distances [12].

In the problem under consideration, there is an infinitely large number of hidden parameters. This is connected with the fact that not all particles participate in the collapse. A way of decomposing the initial value of function $\psi$ into the collapsing part $\psi_{\text {col }}$ and its orthogonal complement $\psi_{\perp}$ is presented below. Note that the evolution of the compression parameter of form (2) can be realized only in an exponentially narrow region in a neighborhood of the collapse point. The evolution law in the remaining region is different.

## 2. THE COLLAPSING PART OF THE WAVE FUNCTION

Suppose that wave function $\psi$ at the initial instant of time can be represented in the form given in the Introduction, i.e.,

$$
\begin{equation*}
\psi=\psi_{\mathrm{col}}+\psi_{\perp} \tag{5}
\end{equation*}
$$

where the function $\psi_{\perp}$ is small and decreases quite rapidly as $|\mathbf{r}| \longrightarrow 0$. In this case, function $\psi_{\perp}$ satisfies the linear Schrödinger equation and has no influence on the dynamics of function $\psi_{\text {col }}$. Below we will neglect the function $\psi_{\perp}$. Function $\psi_{\text {col }}$ determines two quantities conserved in the collapse, viz., the number of collapsing particles and the collapse energy, $\left\{N_{\text {col }}, E_{\text {col }}\right\}$.

Assuming that inequality (4) holds, we represent wave function $\psi_{\text {col }}$ in the form

$$
\begin{gather*}
\psi_{\mathrm{col}}=\left(\frac{1}{\lambda} \tilde{\psi}+\psi_{1}\right) \\
\times \exp \left[i\left|E_{0}\right| \int \frac{d t}{\lambda^{2}}+\frac{i \lambda \dot{\lambda} x^{2}}{4}+i \mu\right] \tag{6}
\end{gather*}
$$

where $\lambda \equiv \lambda(t), \mu \equiv \mu(t), \dot{\lambda}=\partial \lambda / \partial t, x=|\mathbf{r}| \lambda$, and function $\tilde{\psi}$ is the solution to stationary equation (3), which exponentially decreases at infinity,

$$
\begin{equation*}
\frac{1}{x} \frac{\partial}{\partial x}\left(x \frac{\partial}{\partial x}\right) \tilde{\psi}=\left|E_{0}\right| \tilde{\psi}-\tilde{\psi}^{3} \tag{7}
\end{equation*}
$$

In the variables $(x, t)$, Eq. (1) takes the form

$$
\begin{aligned}
& \frac{1}{x} \frac{\partial}{\partial x}\left(x \frac{\partial}{\partial x}\right) \psi_{1}+\tilde{\psi}^{2}\left(2 \psi_{1}+\psi_{1}^{*}\right)-\left|E_{0}\right| \psi_{1}+i \lambda^{2} \frac{\partial \psi_{1}}{\partial t} \\
& +i \lambda \dot{\lambda} \psi_{1}+\lambda^{2} \psi_{1}^{2} \psi_{1}^{*}+\lambda \tilde{\psi}\left(2 \psi_{1} \psi_{1}^{*}+\psi_{1}^{2}\right)-\frac{\lambda^{3} \dot{\lambda}}{4} x^{2} \psi_{1} \\
& \quad-\lambda^{2} \dot{\mu} \psi_{1}-\lambda \dot{\mu} \tilde{\psi}-\frac{\lambda^{2} \ddot{\lambda}}{4} x^{2} \tilde{\psi}=0
\end{aligned}
$$

Wave function $\psi_{\text {col }}$ has power corrections in the small parameter $\lambda \dot{\lambda}$. These corrections are found below within the framework of perturbation theory with the help of Eq. (8). The "tails" of function $\psi_{\text {col }}$, which are exponentially small in parameter $|\lambda \dot{\lambda}|$, are connected to the tunneling processes in the inverted parabolic potential and will be found separately. The exact conservation laws (the particle conservation law, the energy conservation law, and the quasiconformal conservation law) allow one to obtain a closed system of equations for the quantities $\{N, E, \lambda, \mu\}$, where $\{N, E\}$ are the number of particles and the energy concentrated in the region before the right turning point.

## 3. PERTURBATION THEORY FOR FUNCTION $\psi_{1}$

The presence of the small parameter allows us to employ perturbation theory. The expansion of function $\psi_{\text {col }}$ in expression (6) begins with second-order terms, because the first-order terms are separated into the phase factor $\exp \left(i \lambda \dot{\lambda} x^{2} / 4\right)$. We represent function $\psi_{1}$ in the form

$$
\begin{equation*}
\psi_{1}=\phi+i Z_{3}+\phi_{4}+i Z_{5}+\ldots \tag{9}
\end{equation*}
$$

From formulas (8) and (9), we find the second-order correction $\phi$, namely,

$$
\begin{equation*}
\phi=\frac{1}{2\left|E_{0}\right|} \lambda \dot{\mu} \frac{\partial}{\partial x}(x \tilde{\psi})+\frac{\lambda^{2} \dot{\lambda}}{4} \hat{L}^{-1}\left(x^{2} \tilde{\psi}\right) \tag{10}
\end{equation*}
$$

where operator $\hat{L}$ can be written as

$$
\begin{equation*}
\hat{L}=\frac{1}{x} \frac{\partial}{\partial x}\left(x \frac{\partial}{\partial x}\right)+3 \tilde{\psi}^{2}-\left|E_{0}\right| \tag{11}
\end{equation*}
$$

The third-order correction $Z_{3}$ satisfies the equation

$$
\begin{equation*}
\hat{L}_{2} Z_{3}=-\lambda^{2} \frac{\partial \phi}{\partial t}-\lambda \dot{\lambda} \phi \tag{12}
\end{equation*}
$$

where operator $\hat{L}_{2}$ can be written as

$$
\begin{equation*}
\hat{L}_{2}=\frac{1}{x} \frac{\partial}{\partial x}\left(x \frac{\partial}{\partial x}\right)+\tilde{\psi}^{2}-\left|E_{0}\right| \tag{13}
\end{equation*}
$$

Since operator $\hat{L}_{2}$ has the zero mode $\tilde{\psi}$, Eq. (12) has a bounded solution only if the additional condition

$$
\begin{equation*}
3 \dot{\lambda} \ddot{\lambda}+\lambda \ddot{\lambda}=0 \tag{14}
\end{equation*}
$$

holds [20]. Equation (14) is not exact. Taking into account the next terms of the expansion, we can obtain a modified equation. In the considered approximation, function $Z_{3}$ is equal to

$$
\begin{equation*}
Z_{3}=\frac{v}{\lambda} \tilde{\psi}-\frac{\lambda x^{2}}{8\left|E_{0}\right|} \tilde{\psi} \frac{\partial}{\partial t}\left(\lambda^{2} \dot{\mu}\right) \tag{15}
\end{equation*}
$$

where function $v \equiv v(t)$ depends only on time $t$. The fourth-order correction $\phi_{4}$ can be obtained from Eq. (8) by taking into account formulas (10) and (15), namely,

$$
\begin{gathered}
\phi_{4}=\frac{1}{2\left|E_{0}\right|} \lambda \dot{v} \frac{\partial}{\partial x}(x \tilde{\psi}) \\
-\frac{\lambda^{2}}{8\left|E_{0}\right|}\left(6 \lambda \dot{\lambda}^{2} \dot{\mu}+2 \lambda^{2} \ddot{\lambda} \dot{\mu}+6 \lambda^{2} \dot{\lambda} \ddot{\mu}+\lambda^{3} \ddot{\mu}\right) \hat{L}^{-1}\left(x^{2} \tilde{\psi}\right) \\
+\frac{\lambda^{3} \dot{\lambda}}{4} \hat{L}^{-1}\left(x^{2} \phi\right)+\lambda^{2} \dot{\mu} \hat{L}^{-1}(\phi)-3 \lambda \hat{L}^{-1}\left(\tilde{\psi} \phi^{2}\right)
\end{gathered}
$$

## 4. ENERGY AND NUMBER OF PARTICLES

Recall that the two most important conserved quantities in Eq. (1) are the energy

$$
\begin{equation*}
E(\psi)=\int\left(\frac{1}{2}|\nabla \psi|^{2}-\frac{1}{2 \sigma+2}|\psi|^{2 \sigma+2}\right) d \mathbf{r} \tag{17}
\end{equation*}
$$

and the number of particles

$$
\begin{equation*}
N(\psi)=\int|\psi|^{2} d \mathbf{r} \tag{18}
\end{equation*}
$$

An important role is played by the quantity

$$
\begin{equation*}
L=\int d \mathbf{r}|\psi|^{2} \mathbf{r}^{2} \tag{19}
\end{equation*}
$$

which satisfies the quasiconformal conservation law $[16,19]$

$$
\begin{equation*}
\frac{1}{16} \frac{\partial^{2} L}{\partial t^{2}}=E \tag{20}
\end{equation*}
$$

Neglecting the correction $\psi_{\perp}$ in Eq. (5), we obtain two approximate conservation laws

$$
E(\psi) \approx E\left(\psi_{\mathrm{col}}\right) \equiv E_{\mathrm{col}}
$$

and

$$
N(\psi) \approx N\left(\psi_{\mathrm{col}}\right) \equiv N_{\mathrm{col}} .
$$

Passing to the variable $x=\mid \mathbf{r} / \lambda$, we split the energy and number of particles into the contributions from the region before and after the largest turning point,

$$
\begin{gathered}
x_{\text {t.p. }}=\frac{2 \sqrt{\left|E_{0}\right|}}{\left(-\lambda^{3} \ddot{\lambda}\right)^{1 / 2}} \\
E_{\mathrm{col}}=E+E_{\text {tail }}
\end{gathered}
$$

and

$$
N_{\mathrm{col}}=N+N_{\mathrm{tail}}
$$

where $E$ and $N$ are the contributions of the region before the turning point, and $E_{\text {tail }}$ and $N_{\text {tail }}$ are contributions of the region after the turning point. First we find the number of particles $N$ and energy $E$ concentrated in the collapsing region before the right turning point (we will consider the region after the turning point in the inverted parabolic potential separately). Using Eqs. (6)
and (9) and neglecting exponentially small terms, we obtain

$$
\begin{gather*}
N=2 \pi \int_{0}^{\infty} d x x\left[\tilde{\psi}^{2}+2 \lambda \tilde{\psi}\left(\phi+\phi_{4}\right)+\lambda^{2} \phi^{2}\right]  \tag{21}\\
E=\frac{\pi}{\lambda^{2}} \\
\times \int_{0}^{\infty} d x x\left\{-2 \lambda\left|E_{0}\right| \tilde{\psi}\left(\phi+\phi_{4}\right)-2 \lambda^{2} \dot{\lambda} Z_{3} \frac{\partial}{\partial x}(x \tilde{\psi})\right.  \tag{22}\\
\left.+\lambda^{2}\left(\frac{\partial \phi}{\partial x}\right)^{2}+\frac{\lambda^{2} \dot{\lambda}^{2} x^{2}}{4}\left(\tilde{\psi}^{2}+2 \lambda \tilde{\psi} \phi\right)-3 \lambda^{2} \tilde{\psi}^{2} \phi^{2}\right\}
\end{gather*}
$$

Using formulas (A.1), (A.2), and (A.3), we can find two important features, namely, in the approximation considered, parameter $v$ drops out of expressions (21) and (22) and quantities $N$ and $E$ depend linearly on $\mu$ (the second-order terms are also cancelled). As a result, expression (21) for parameters $\{N, E\}$ can be reduced to the form

$$
\begin{gather*}
N=2 \pi \int_{0}^{\infty} d x x\left\{\tilde{\psi}^{2}+\frac{\lambda^{3}}{8\left|E_{0}\right|^{2}}\right. \\
\times\left(6 \lambda \dot{\lambda}^{2} \dot{\mu}+6 \lambda^{2} \ddot{\lambda} \dot{\mu}+6 \lambda^{2} \dot{\lambda} \ddot{\mu}+\lambda^{3} \ddot{\mu}\right)(x \tilde{\psi})^{2} \\
-\frac{\lambda^{3} \dot{\lambda}}{4\left|E_{0}\right|}(x \tilde{\psi})^{2}+\left(\frac{\lambda^{3} \dot{\lambda}}{4}\right)^{3}\left[\frac{x^{2}}{\left|E_{0}\right|}\left(\frac{\partial}{\partial x}(x \tilde{\psi})\right) \hat{L}^{-1}\left(x^{2} \tilde{\psi}\right)\right.  \tag{23}\\
\left.\left.-\frac{3}{\left|E_{0}\right|} \tilde{\psi}\left(\frac{\partial}{\partial x}(x \tilde{\psi})\right)\left(\hat{L}^{-1}\left(x^{2} \tilde{\psi}\right)\right)^{2}+\left(\hat{L}^{-1}\left(x^{2} \tilde{\psi}\right)\right)^{2}\right]\right\} \\
+\pi \int_{0}^{\infty} d x x\left\{( \frac { \lambda ^ { 2 } \ddot { \lambda } ^ { 2 } } { 4 } ) ^ { 2 } \left[3 \tilde{\psi}\left(\frac{\partial^{2}}{\partial t^{2}}\left(\lambda^{2}-\frac{\lambda^{4} \dot{\mu}}{\left|E_{0}\right|}\right) \frac{\pi}{8} \int \tilde{U}^{\infty} d x x(x \tilde{\psi})^{2}\right)\left(\hat{L}^{-1}\left(x^{2} \tilde{\psi}\right)\right)^{2}\right.\right. \\
-\left|E_{0}\right|\left(\hat{L}^{-1}\left(x^{2} \tilde{\psi}\right)\right)^{2}-x^{2} \tilde{\psi} \hat{L}^{-1}\left(x^{2} \tilde{\psi}\right)  \tag{24}\\
\left.\left.-x^{2}\left(\frac{\partial}{\partial x}(x \tilde{\psi})\right) \hat{L}^{-1}\left(x^{2} \tilde{\psi}\right)\right]+\frac{\lambda^{3} \dot{\lambda}^{2} \ddot{\lambda}}{8} x^{2} \tilde{\psi} \hat{L}^{-1}\left(x^{2} \tilde{\psi}\right)\right\} .
\end{gather*}
$$

Using formulas (A.4) and (A.8), we reduce expres-
sions (23) and (24) to a more compact form:

$$
\begin{gather*}
N-N_{\mathrm{cr}}=2 \pi \int_{0}^{\infty} d x x\left\{-\frac{\lambda^{3} \ddot{\lambda}}{4\left|E_{0}\right|}(x \tilde{\psi})^{2}\right. \\
-\frac{3}{\left|E_{0}\right|}\left(\frac{\lambda^{3} \dot{\lambda}}{4}\right)^{2} x^{2} \tilde{\psi} \hat{L}^{-1}\left(x^{2} \tilde{\psi}\right)  \tag{25}\\
\left.+\frac{\lambda^{3}}{8\left|E_{0}\right|^{2}}\left(6 \lambda \dot{\lambda}^{2}+6 \lambda^{2} \ddot{\lambda} \dot{\mu}+6 \lambda^{2} \dot{\lambda} \ddot{\mu}+\lambda^{3} \ddot{\mu}\right)(x \tilde{\psi})^{2}\right\} \\
E=\frac{\partial^{2}}{\partial t^{2}}\left(\lambda^{2}-\frac{\lambda^{4} \dot{\mu}}{\left|E_{0}\right|}\right) \frac{\pi}{8} \int_{0}^{\infty} d x x(x \tilde{\psi})^{2}  \tag{26}\\
+\left(\left(\lambda^{2} \ddot{\lambda}\right)^{2}+\lambda^{3} \dot{\lambda}^{2} \ddot{\lambda}\right) \frac{\pi}{8} \int_{0}^{\infty} d x x\left(x^{2} \tilde{\psi}\right) \hat{L}^{-1}\left(x^{2} \tilde{\psi}\right)
\end{gather*}
$$

where quantity $N_{\text {cr }}$ is equal to the number of particles in the stationary solution (3),

$$
\begin{equation*}
N_{\mathrm{cr}}=2 \pi \int_{0}^{\infty} d x x \tilde{\Psi}^{2} \tag{27}
\end{equation*}
$$

This quantity is independent of the choice of energy $\left|E_{0}\right|$. Applying simple transformations to Eq. (23) and using Eq. (24), we can reduce Eq. (23) to the form

$$
\begin{gather*}
\frac{\left|E_{0}\right|}{2 \lambda^{2}}\left(N-2 \pi \int_{0}^{\infty} d x x \tilde{\psi}^{2}\right)+E=\frac{\pi}{4} \int_{0}^{\infty} d x \\
\times x\left\{\dot{\lambda}^{2}(x \tilde{\psi})^{2}-\frac{1}{\left|E_{0}\right|}\left(3 \lambda^{2} \dot{\lambda}^{2} \dot{\mu}-\lambda^{3} \ddot{\lambda} \dot{\mu}+\lambda^{3} \dot{\lambda} \ddot{\mu}\right)(x \tilde{\psi})^{2}\right.  \tag{28}\\
\left.-\left(\frac{\lambda^{2} \ddot{\lambda}}{2}\right)^{2} x^{2} \tilde{\psi} \hat{L}^{-1}\left(x^{2} \tilde{\psi}\right)+\frac{\lambda^{3} \dot{\lambda}^{2} \ddot{\lambda}}{2} x^{2} \tilde{\psi} \hat{L}^{-1}\left(x^{2} \tilde{\psi}\right)\right\}
\end{gather*}
$$

Quantities $(N, E)$ in formulas (25) and (26) are the number of particles and the energy concentrated in the collapsing region before the right turning point. Due to the tunneling processes, these quantities are not conserved. The conserved quantities are $\left\{N_{\mathrm{col}}, E_{\mathrm{col}}\right\}$ determined for wave function $\psi_{\text {col }}$ at the initial instant. To close the system of equations, it is necessary to find the number of particles and the energy in the region after the right turning point.

## 5. WAVE FUNCTION IN THE REGION AFTER THE TURNING POINT

To investigate the region after the turning point, we represent function $\psi_{\text {col }}$ in the form

$$
\begin{equation*}
\psi_{\mathrm{col}}=\frac{1}{\lambda} \hat{\psi} \exp \left[i\left|E_{0}\right| \int \frac{d t}{\lambda^{2}}+\frac{i \lambda \dot{\lambda}}{4} x^{2}\right] \tag{29}
\end{equation*}
$$

Substituting expression (29) into formula (1), we obtain the equation for function $\hat{\psi}$ in variables $(t, x)$ :

$$
\begin{align*}
& \frac{1}{x} \frac{\partial}{\partial x}\left(x \frac{\partial}{\partial x}\right) \hat{\psi}+|\hat{\psi}|^{2} \hat{\psi}-\left|E_{0}\right| \hat{\psi} \\
& -\frac{x^{2}}{4} \lambda^{3} \ddot{\lambda} \hat{\psi}+i \lambda^{2} \frac{\partial \hat{\psi}}{\partial t}=0 \tag{30}
\end{align*}
$$

In the essentially nonlinear region, function $|\hat{\psi}|$ is close to $\tilde{\psi}$ and, outside this region, the nonlinear term is small. Taking this remark into account, we can rewrite Eq. (30) in the form

$$
\begin{align*}
& \frac{1}{x} \frac{\partial}{\partial x}\left(x \frac{\partial}{\partial x}\right) \hat{\psi}+\tilde{\psi}^{2} \hat{\psi}-\left|E_{0}\right| \hat{\psi}  \tag{31}\\
& \quad+a(\tau) x^{2} \hat{\psi}+i \frac{\partial \hat{\psi}}{\partial \tau}=0
\end{align*}
$$

where $a(\tau) \equiv-\lambda^{3} \ddot{\lambda} / 4$. The new time $\tau$ is connected to time $t$ by the relation

$$
\begin{equation*}
d \tau=\frac{1}{\lambda^{2}} d t \tag{32}
\end{equation*}
$$

Equation (31) describes the motion of a two-dimensional quantum particle in the field of potential barrier $-\tilde{\psi}^{2}-a(\tau) x^{2}$.

We know from quantum mechanics [21] that, in a potential field of this kind, a flow of particles running away from the barrier arises. The right turning point $x_{\text {t.p. }}$ can be found from the condition that the potential energy $a(\tau) x^{2}$ is equal to the total energy $\left|E_{0}\right|$ in Eq. (31). We have

$$
\begin{equation*}
x_{\text {t.p. }}=\frac{2 \sqrt{\left|E_{0}\right|}}{\left(-\lambda^{3} \ddot{\lambda}\right)^{1 / 2}} \tag{33}
\end{equation*}
$$

In a neighborhood of the turning point in the region $x<x_{\text {t.p. }}$, wave function $\hat{\psi}$ is equal to

$$
\begin{aligned}
\hat{\psi} & =\frac{B\left|E_{0}\right|^{1 / 8}\left(-\lambda^{3} \ddot{\lambda}\right)^{1 / 8}}{\sqrt{2}\left(x_{\text {t.p. }}-x\right)^{1 / 4}} \exp \left\{-\frac{\pi\left|E_{0}\right|}{2 \sqrt{-\lambda^{3} \ddot{\lambda}}}\right. \\
& \left.+\frac{2}{3}\left|E_{0}\right|^{1 / 4}\left(-\lambda^{3} \ddot{\lambda}\right)^{1 / 4}\left(x_{\text {t.p. }}-x\right)^{3 / 2}\right\}
\end{aligned}
$$

Constant $B$ in formula (34) is on the order of unity and can be determined from the numerical solution for function $\tilde{\psi}$ in the region $x_{\text {t.p. }} \gg x \gg 1$

$$
\begin{equation*}
\tilde{\Psi}_{x \gg 1}=\frac{B\left|E_{0}\right|^{1 / 4}}{\sqrt{x}} \exp \left(-\sqrt{\left|E_{0}\right|} x\right) \tag{35}
\end{equation*}
$$

In the region after the turning point $x>x_{\text {t.p. }}$, wave function $\tilde{\psi}$ is defined by the expression

$$
\begin{align*}
\hat{\Psi}= & \frac{\left(\left|E_{0}\right|\right)^{1 / 4} B}{\left(x^{2}-x_{\text {t.p. }}^{2}\right)^{1 / 4}}\left(\frac{x_{\text {t.p. }}}{x}\right)^{1 / 2} \exp \left\{-\frac{\pi\left|E_{0}\right|}{2 \sqrt{-\lambda^{3} \dot{\lambda}}}\right. \\
& +\frac{i \pi}{4}+\frac{i x}{4}\left(-\lambda^{3} \ddot{\lambda}\right)^{1 / 2}\left(x^{2}-x_{\text {t.p. }}^{2}\right)^{1 / 2}  \tag{36}\\
- & \left.\frac{i\left|E_{0}\right|}{\left(-\lambda^{3} \ddot{\lambda}\right)^{1 / 2}} \ln \left(\frac{x+\left(x^{2}-x_{\text {t.p. }}^{2}\right)^{1 / 2}}{x_{\text {t.p. }}}\right)\right\} .
\end{align*}
$$

Formulas (31) and (36) allow us to find the flux $J$ of particles coming out from under the barrier per real time unit $t$. We have

$$
\begin{align*}
J & =\frac{i}{\lambda^{2}} 2 \pi x\left\{\hat{\psi} \frac{\partial \hat{\psi}^{*}}{\partial x}-\hat{\psi}^{*} \frac{\partial}{\partial x} \hat{\psi}\right\} \\
& =\frac{4 \pi B^{2}\left(\left|E_{0}\right|\right)}{\lambda^{2}} \exp \left(-\frac{\pi\left|E_{0}\right|}{\sqrt{-\lambda^{3} \ddot{\lambda}}}\right) \tag{37}
\end{align*}
$$

The particles outgoing from under the barrier continue their motion to the collapse point. The total number of particles in the collapse region remains the same, and function $N(t)$ defined by formula (25) satisfies the equation

$$
\begin{equation*}
\frac{\partial N}{\partial t}=-J \tag{38}
\end{equation*}
$$

with the boundary condition at the initial instant $t_{\text {in }}$

$$
\begin{equation*}
N\left(t_{\mathrm{in}}\right)=N_{\mathrm{col}} \tag{39}
\end{equation*}
$$

Expression (36) for wave function $\hat{\psi}$ is valid in the region $x<x_{\max }$, where $x_{\max }$ is the maximal distance between the collapsing particles and the barrier.

Formula (36) allows us to find all physical quantities related to the existence of overbarrier particles behind
the right turning point. For the number of particles $N_{\text {tail }}$ and energy $E_{\text {tail }}$ concentrated in this region, we obtain

$$
\begin{gather*}
N_{\text {tail }}=2 \pi B^{2}\left(\left|E_{0}\right|\right)^{1 / 2} x_{\text {t.p. }} \\
\times \exp \left(-\frac{\pi\left|E_{0}\right|}{\sqrt{-\lambda^{3} \ddot{\lambda}}}\right) \ln \left(\frac{2 x_{\max }}{x_{\text {t.p. }}}\right)  \tag{40}\\
E_{\text {tail }}=\frac{\pi}{8 \lambda^{2}} B^{2} x_{\text {t.p. }}\left(\left|E_{0}\right|\right)^{1 / 2} \exp \left(-\frac{\pi\left|E_{0}\right|}{\sqrt{-\lambda^{3} \dot{\lambda}}}\right) \\
\times\left\{\left(\lambda \dot{\lambda}+\sqrt{-\lambda^{3} \ddot{\lambda}}\right)^{2}\left(x_{\max }^{2}-\frac{t_{\text {t.p. }}^{2}}{2}\right)\right. \\
\left.+x_{\text {t.p. }}^{2}\left((\lambda \dot{\lambda})^{2}+\lambda^{3} \ddot{\lambda}\right) \ln \left(\frac{2 x_{\max }}{x_{\text {t.p. }}}\right)-\lambda \dot{\lambda} \sqrt{-\lambda^{3} \ddot{\lambda}} x_{\text {t.p. }}^{2}\right\}
\end{gather*}
$$

Contribution $L_{\text {tail }}$ of the region after the right turning point to quantity $L$ can be expressed as

$$
\begin{align*}
L_{\text {tail }} & =\pi \lambda^{2} B^{2}\left(\left|E_{0}\right|\right)^{1 / 2} x_{\text {t.p. }} \exp \left(-\frac{\pi\left|E_{0}\right|}{\sqrt{-\lambda^{3} \ddot{\lambda}}}\right)  \tag{41}\\
& \times\left[\left(x_{\max }^{2}-\frac{x_{\text {t.p. }}^{2}}{2}\right)+x_{\text {t.p. }}^{2} \ln \left(\frac{2 x_{\max }}{x_{\text {t.p. }}}\right)\right] .
\end{align*}
$$

Using the three exact conservation laws and formulas (25), (26), and (40), we obtain the closed system of equations for quantities $\lambda$ and $\mu$, which contains the truncation parameter $x_{\text {max }}$,

$$
\begin{gather*}
N_{\mathrm{col}}-N_{\mathrm{cr}}=\frac{\gamma_{0}}{4\left|E_{0}\right|}\left(-\lambda^{3} \ddot{\lambda}\right)-\frac{3 \gamma_{1}}{\left|E_{0}\right|}\left(\lambda^{3} \ddot{\lambda}\right)^{2} \\
+\frac{\gamma_{0} \lambda^{2}}{8\left|E_{0}\right|^{2}}\left(6 \lambda^{2} \dot{\lambda}^{2} \dot{\mu}+6 \lambda^{3} \ddot{\lambda} \dot{\mu}+6 \lambda^{3} \dot{\lambda} \ddot{\mu}+\lambda^{4} \ddot{\mu}\right)+N_{\text {tail }}  \tag{42}\\
E_{\text {col }}=\frac{\gamma_{0}}{16} \frac{\partial^{2}}{\partial t^{2}}\left(\lambda^{2}-\frac{\lambda^{4} \dot{\mu}}{\left|E_{0}\right|}\right) \\
+\gamma_{1}\left[\left(\lambda^{2} \ddot{\lambda}\right)^{2}+\lambda^{3} \dot{\lambda}^{2} \ddot{\lambda}\right]+E_{\text {tail }} \\
E_{\text {col }}=\frac{1}{16} \frac{\partial^{2}}{\partial t^{2}}\left\{\gamma_{0}\left(\lambda^{2}-\frac{\lambda^{4} \dot{\mu}}{\left|E_{0}\right|}\right)+8 \gamma_{1} \lambda^{5} \ddot{\lambda}+L_{\text {tail }}\right\}
\end{gather*}
$$

where constants $\gamma_{0}$ and $\gamma_{1}$ are determined in the Appendix (formula (A.9)). We should eliminate the truncation parameter $x_{\text {max }}$. For this purpose, we can use the third
equation in system (42). Integrating this equation, we obtain

$$
\begin{gather*}
{\left[E_{\mathrm{col}} t^{2}+B_{1} t+B_{0}\right]} \\
=\frac{\gamma_{0}}{8}\left(\lambda^{2}-\frac{\lambda^{4} \dot{\mu}}{\left|E_{0}\right|}\right)+\gamma_{1} \lambda^{5} \ddot{\lambda}+\frac{1}{8} L_{\text {tail }} \tag{43}
\end{gather*}
$$

Quantities $B_{0}$ and $B_{1}$ in formula (43) are integration constants. Multiplying Eq. (43) by the quantity $\left(\frac{\dot{\lambda}}{\lambda}+\sqrt{-\frac{\ddot{\lambda}}{\lambda}}\right)^{2}$, multiplying the first equation of system (42) by the quantity

$$
\frac{x_{\text {t.p. }}^{2}}{8 \lambda^{2}}\left(\lambda^{3} \ddot{\lambda}-\lambda \dot{\lambda} \sqrt{-\lambda^{3} \dot{\lambda}}\right)
$$

and subtracting both equations from the second equation of system (42), we obtain the first equation free of truncation parameter $x_{\max }$ :

$$
\begin{gather*}
E_{\mathrm{col}}-\left(\frac{\dot{\lambda}}{\lambda}+\sqrt{-\frac{\ddot{\lambda}}{\lambda}}\right)^{2}\left(E_{\mathrm{col}} t^{2}+B_{1} t+B_{0}\right) \\
+\left(N_{\mathrm{col}}-N_{\mathrm{cr}}\right) \frac{\left|E_{0}\right|}{2 \lambda^{2}}\left(1+\frac{\dot{\lambda}}{\sqrt{-\lambda \dot{\lambda}}}\right) \\
=\frac{\gamma_{0}}{16} \frac{\partial^{2}}{\partial t^{2}}\left(\lambda^{2}-\frac{\lambda^{4} \dot{\mu}}{\left|E_{0}\right|}\right)+\gamma_{1}\left[\left(\lambda^{2} \ddot{\lambda}\right)^{2}+\lambda^{3} \dot{\lambda}^{2} \ddot{\lambda}\right] \\
-\left(\frac{\dot{\lambda}}{\lambda}+\sqrt{\left.-\frac{\ddot{\lambda}}{\lambda}\right)^{2}\left[\frac{\gamma_{0}}{8}\left(\lambda^{2}-\frac{\lambda^{4} \dot{\mu}}{\left|E_{0}\right|}\right)+\gamma_{1} \lambda^{5} \ddot{\lambda}\right]}\right.  \tag{44}\\
+\frac{\left|E_{0}\right|}{2 \lambda^{2}}\left(1+\frac{\dot{\lambda}}{\sqrt{-\lambda} \ddot{\lambda}^{2}}\right)\left[\frac{\gamma_{0}}{4\left|E_{0}\right|}\left(-\lambda^{3} \ddot{\lambda}\right)-\frac{3 \gamma_{1}}{\left|E_{0}\right|}\left(\lambda^{3} \ddot{\lambda}\right)^{2}\right. \\
\left.+\frac{\gamma_{0} \lambda^{2}}{8\left|E_{0}\right|^{2}}\left(6 \lambda^{2} \dot{\lambda}^{2} \dot{\mu}+6 \lambda^{3} \ddot{\lambda} \dot{\mu}+6 \lambda^{3} \dot{\lambda} \dot{\mu}+\lambda^{4} \ddot{\mu}\right)\right] \\
\quad+\pi B^{2}\left|E_{0}\right|^{2} \frac{\dot{\lambda}}{\lambda^{4} \dot{\lambda}} \exp \left(-\frac{\pi\left|E_{0}\right|}{\left.\sqrt{-\lambda^{3} \ddot{\lambda}}\right)}\right.
\end{gather*}
$$

The second equation free of parameter $x_{\max }$ can be obtained by differentiating the first equation of sys-
tem (41) with respect to time $t$ :

$$
\begin{gather*}
\frac{\partial}{\partial t}\left\{\frac{\gamma_{0}}{4\left|E_{0}\right|}\left(-\lambda^{3} \ddot{\lambda}\right)-\frac{3 \gamma_{1}}{\left|E_{0}\right|}\left(\lambda^{3} \ddot{\lambda}\right)^{2}\right. \\
\left.+\frac{\gamma_{0} \lambda^{2}}{8\left|E_{0}\right|^{2}}\left(6 \lambda^{2} \dot{\lambda}^{2} \dot{\mu}+6 \lambda^{3} \ddot{\lambda} \dot{\mu}+6 \lambda^{3} \dot{\lambda} \ddot{\mu}+\lambda^{4} \dot{\mu}\right)\right\}  \tag{45}\\
+\frac{4 \pi B^{2}\left|E_{0}\right|}{\lambda^{2}} \exp \left(-\frac{\pi\left|E_{0}\right|}{\sqrt{-\lambda^{3} \dot{\lambda}}}\right)=0
\end{gather*}
$$

The system of two equations (44) and (45) for parameters $(\lambda, \mu)$ describes the total collapse (or expansion) process. The collapse process can be divided into two stages. The first stage includes almost the entire time domain except for an exponentially narrow neighborhood of the collapse point. The second stage is an exponentially narrow neighborhood of the collapse point.

## 6. COLLAPSE PROCESS

## OUTSIDE AN EXPONENTIALLY NARROW NEIGHBORHOOD OF THE COLLAPSE POINT

In this region, it is convenient to use system of equations (42), where the terms $\left\{N_{\text {tail }}, E_{\text {tail }}, L_{\text {tail }}\right\}$ associated with the tunneling should be omitted. Subtracting the third equation of system (42) from the second equation of this system, we obtain an equation for quantity $\lambda$ :

$$
\begin{equation*}
\left(\lambda^{2} \ddot{\lambda}\right)^{2}+\lambda^{3} \dot{\lambda}^{2} \ddot{\lambda}=\frac{1}{2} \frac{\partial^{2}}{\partial t^{2}}\left(\lambda^{5} \ddot{\lambda}\right) \tag{46}
\end{equation*}
$$

Equation (46) can be reduced to the form

$$
\begin{equation*}
\frac{\partial}{\partial t}[\lambda(\lambda \ddot{\lambda}+3 \dot{\lambda} \ddot{\lambda})]+5 \dot{\lambda}(\lambda \dddot{\lambda}+3 \dot{\lambda} \ddot{\lambda})=0 \tag{47}
\end{equation*}
$$

We can easily integrate Eq. (47) once and obtain

$$
\begin{equation*}
\lambda^{6}[\lambda \dddot{\lambda}+3 \dot{\lambda} \ddot{\lambda}]=\text { const } \tag{48}
\end{equation*}
$$

The constant in the right-hand side of Eq. (48) can only be zero. As a result, the equation studied in [20] arises. The solution to this equation is

$$
\begin{equation*}
\lambda^{2}=C_{1}\left(t_{0}-t\right)^{2}+C / C_{1} \tag{49}
\end{equation*}
$$

where $C, C_{1}$, and $t_{0}$ are integration constants. The value of the constant $C=0$ corresponds to the separatrix which separates the collapse domain from the extension domain.

We seek quantity $\dot{\mu}$ in the form

$$
\begin{equation*}
\dot{\mu}=\frac{\alpha\left|E_{0}\right|}{\lambda^{2}} \tag{50}
\end{equation*}
$$

Substituting this value of $\dot{\mu}$ into the first and third equations of system (42), we obtain

$$
\begin{gather*}
E_{\mathrm{col}}=\frac{1}{8} \gamma_{0} C_{1}(1-\alpha)+\gamma_{1} C C_{1}, \\
N_{\mathrm{col}}-N_{\mathrm{cr}}=\frac{\gamma_{0} C}{4\left|E_{0}\right|}(-1+2 \alpha)-\frac{3 \gamma_{1}}{\left|E_{0}\right|} C^{2} . \tag{51}
\end{gather*}
$$

The solvability condition for Eqs. (51) imposes one constraint on the parameters $\left\{E_{\text {col }}, N_{\text {col }}-N_{\text {cr }}, C, C_{1}\right\}$, namely,

$$
\begin{equation*}
\frac{4 E_{\mathrm{col}}}{C_{1}}+\frac{\left|E_{0}\right|}{C}\left(N_{\mathrm{col}}-N_{\mathrm{cr}}\right)=\frac{\gamma_{0}}{4}+\gamma_{1} C \tag{52}
\end{equation*}
$$

From Eqs. (51), we find the value of the parameter $\alpha$

$$
\begin{equation*}
\alpha=\frac{4}{\gamma_{0}}\left\{\gamma_{1} C+\frac{2 E_{\mathrm{col}}}{C_{1}}+\frac{\left|E_{0}\right|}{C}\left(N_{\mathrm{col}}-N_{\mathrm{cr}}\right)\right\} . \tag{53}
\end{equation*}
$$

## 7. EXPONENTIALLY NARROW NEIGHBORHOOD OF THE COLLAPSE POINT

In the exponentially narrow neighborhood of the collapse point, the processes of tunneling and particle accumulation after the right turning point (in the domain $x>x_{\text {t.p. }}$ ) become significant. In this domain, as well as in the transition domain, we should use system of equations (44) and (45). We seek a solution to this system for the functions $\lambda$ and $\mu$ in the form

$$
\begin{equation*}
\lambda=\frac{\sqrt{t^{*}-t}}{f}, \quad \dot{\mu}=\frac{\tilde{\chi}\left|E_{0}\right|}{t^{*}-t}, \tag{54}
\end{equation*}
$$

where $t^{*}$ is the time of collapse and $f$ and $\tilde{\chi}$ are slow functions of time. Taking into account that the function $f$ is slowly varying, we obtain

$$
\begin{gather*}
\frac{1}{2 \lambda^{2}}\left(1+\frac{\dot{\lambda}}{\sqrt{-\lambda \dot{\lambda}}}\right)=-f \dot{f}, \quad \lambda^{3} \ddot{\lambda}=-\frac{1}{4 f^{4}}  \tag{55}\\
\frac{\partial^{2}}{\partial t^{2}} \lambda^{2}=\frac{2 \dot{f}}{f^{3}}, \quad \dot{\lambda} \\
\bar{\lambda} \\
\\
-\sqrt{-\frac{\ddot{\lambda}}{\lambda}}=-\frac{\dot{f}}{f}
\end{gather*}
$$

In the neighborhood of the transition point, the second term on the left-hand side of formula (44) is small. The third term in the left-hand side of formula (44) can be eliminated with the help of the change of variables

$$
\begin{equation*}
\tilde{\chi}=-\frac{4\left|E_{0}\right|}{\gamma_{0}}\left(N_{\mathrm{col}}-N_{\mathrm{cr}}\right) f^{6}+\chi \tag{56}
\end{equation*}
$$

As a result, system of equations (44) and (45) can be reduced with the help of formulas (55) and (56) to the form

$$
\begin{gather*}
\frac{\gamma_{0}}{16}\left\{\frac{\dot{f}}{f^{3}}+\frac{\dot{\chi}}{f^{4}}-\frac{2 \chi \dot{f}}{f^{5}}\right\}  \tag{57}\\
+\frac{2 \pi B^{2}\left|E_{0}\right|^{2} f^{4}}{t^{*}-t} \exp \left(-2 \pi\left|E_{0}\right| f^{2}\right)=0 \\
-\frac{\gamma_{0} \dot{f}}{4 f^{5}}-\frac{\gamma_{0} \dot{\chi}}{8 f^{6}}+\frac{3}{4} \frac{\chi \dot{f}}{f^{7}} \\
+\frac{4 \pi B^{2}\left|E_{0}\right|^{2} f^{2}}{t^{*}-t} \exp \left(-2 \pi\left|E_{0}\right| f^{2}\right)=0
\end{gather*}
$$

Multiplying the second equation of system (57) by $f^{2} / 2$ and subtracting it from the first equation of system (57), we obtain an equation without exponential terms, namely,

$$
\begin{equation*}
\dot{\chi}-4 \chi \frac{\dot{f}}{f}+\frac{3}{2} f \dot{f}=0 . \tag{58}
\end{equation*}
$$

The general solution to Eq. (58) is

$$
\begin{equation*}
\chi=\frac{3}{4} f^{2}+\tilde{\alpha} f^{4} \tag{59}
\end{equation*}
$$

where $\tilde{\alpha}$ is a constant.
Substituting expression (59) for the function $\chi$ into the first formula of system (57), we obtain an equation for the function $f$, namely,

$$
\begin{equation*}
\frac{\dot{f}}{f^{5}}=-\frac{16 \pi B^{2}\left|E_{0}\right|^{2}}{\tilde{\alpha} \gamma_{0}\left(t^{*}-t\right)} \exp \left(-2 \pi\left|E_{0}\right| f^{2}\right) \tag{60}
\end{equation*}
$$

Solving Eq. (60), we obtain the following equation for the function $f$ :

$$
\begin{equation*}
2 \pi\left|E_{0}\right| f^{2}=\ln \left(\frac{64 \pi^{2} B^{2}\left|E_{0}\right|^{3} f^{6}}{(-\tilde{\alpha}) \gamma_{0}} \ln \left(\frac{1}{t^{*}-t}\right)\right) . \tag{61}
\end{equation*}
$$

To find the value of constant $\tilde{\alpha}$ in Eqs. (59) and (61), we must solve system of equations (44) and (45) in an intermediate domain, where the order of exponential terms is the same as the order of terms appearing in Eq. (46).

## 8. DECOMPOSITION OF THE INITIAL VALUE OF THE WAVE FUNCTION <br> INTO THE COLLAPSING PART $\psi_{\text {col }}$ AND ITS ORTHOGONAL COMPLEMENT $\psi_{\perp}$

Suppose that wave function $\psi$, which can be represented in form (5) and (6), is defined at the initial time instant as

$$
\psi=\psi_{\mathrm{col}}+\psi_{\perp}
$$

and the norm of the function $\psi_{\perp}$ is small. First of all, note that there are three free parameters, namely, the energy $\left|E_{0}\right|$ and coordinates $\left(x_{0}, y_{0}\right)$ of the collapse point. We construct a basis in which the function $\psi_{\text {col }}$ (6) can be expanded. Formulas (9), (10), (15), and (16) imply that the basis consists of the functions

$$
\begin{align*}
& \tilde{\psi}, \quad \frac{\partial}{\partial x}(x \tilde{\psi}), \quad \hat{L}^{-1}\left(x^{2} \tilde{\psi}\right), \quad x^{2} \tilde{\psi}  \tag{62}\\
& \hat{L}^{-1}\left(x^{2} \phi\right), \quad \hat{L}^{-1}(\phi), \quad \hat{L}^{-1}\left(\tilde{\psi} \phi^{2}\right)
\end{align*}
$$

The function $\psi_{\text {col }}$ should be expanded in basis (62). Then, the norm of the function $\psi_{\perp}$ should be minimized in all the free parameters, $\left|E_{0}\right|,\left(x_{0}, y_{0}\right)$, and the coefficients of the expansion of the function $\psi_{\text {col }}$ in basis (62). Minimizing in the free parameters, we determine the location of the collapse center, the quantity $\left|E_{0}\right|$, and the initial values for system of equations (44) and (45) (taking into account Eqs. (43), (49)-(51), and (53)).

## 9. CONCLUSIONS

In the adiabatic approximation, a system of equations is obtained which describes the collapse process in the entire time interval until the singular point is reached. Almost everywhere, except for an exponentially narrow region near the collapse point, the tunneling processes in the inverted parabolic potential are negligible. Tunneling results in the particle accumulation in the region after the right turning point. It is essential that the energy in this region become infinitely high as we come near the collapse point.

In the problem under consideration, there are three exact conservation laws, namely, the particle conservation law, total energy conservation law, and quasiconformal conservation law. Using the quasiconformal conservation law, we can eliminate the quantities related to the particle accumulation in the region behind the right turning point. These quantities diverge as we come near the collapse point. As a result, a system of two equations for quantities $\{\lambda, \dot{\mu}\}$ arises. When solving this system in a neighborhood of the collapse point, a free parameter $\tilde{\alpha}$ arises. The value of the parameter $\tilde{\alpha}$ is determined by the conditions of matching the solutions in the transition region where all terms in system of equations (44) and (45) are of the same order. An
important specific feature of the problem under consideration is the dropping of the quantity $\dot{\mu}$ from all equations in second-order perturbation theory and the occurrence of this quantity only in the fourth order.

A sufficient condition for the collapse is a negative value of energy $E$ [19]. If the number of particles $N<$ $N_{\text {cr }}$, the solution to Eq. (1) remains finite for any finite time [16]. There exist collapsing solutions for $N=N_{\text {cr }}$ and for any value of energy $E>0$ [5]. In the adiabatic approximation, we have established an implicit relation between the initial data and the conditions for the collapse arising for a finite time value.
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## APPENDIX

First of all, we write the relations which are used in deducing the equations for the quantities $\{N, E, \lambda, \mu\}$. Multiplying both sides of Eq. (7) by the function $\partial\left(x^{2 n+1} \psi\right) / \partial x$ and integrating with respect to $x \partial x$ over the interval $(0, \infty)$, we obtain an infinite number of relations for integrals of function $\tilde{\psi}$ :

$$
\begin{gather*}
\int_{0}^{\infty} d x x\left\{-4 n^{3} x^{2 n-2} \tilde{\psi}^{2}\right.  \tag{A.1}\\
\left.+(4 n+2)\left|E_{0}\right| x^{2 n} \tilde{\psi}^{2}-(3 n+1) x^{2 n} \tilde{\psi}^{4}\right\}=0
\end{gather*}
$$

where $n=0,1,2, \ldots$. Some of these equations were obtained and used in paper [20]. One can directly verify that the following equations for the function $\tilde{\psi}$ are valid:

$$
\begin{gather*}
\hat{L}\left(\frac{\partial}{\partial x}(x \tilde{\psi})\right)=2\left|E_{0}\right| \tilde{\psi} \\
\hat{L} \tilde{\psi}=2 \tilde{\psi}^{3} \\
\hat{L}\left(x^{2} \tilde{\psi}\right)=2 x^{2} \tilde{\psi}^{3}+4 \frac{\partial}{\partial x}(x \tilde{\psi}),  \tag{A.2}\\
\tilde{L}\left(\tilde{\psi}^{3}\right)=2\left|E_{0}\right| \tilde{\psi}^{3}+6 \tilde{\psi}\left(\frac{\partial \tilde{\psi}}{\partial x}\right)^{2}, \\
\tilde{L}\left(x^{2} \tilde{\psi}^{3}\right)=-2 \tilde{\psi}^{3}+2\left|E_{0}\right| x^{2} \tilde{\psi}^{3}+6 \tilde{\psi}\left(\frac{\partial}{\partial x}(x \tilde{\psi})\right)^{2}
\end{gather*}
$$

Here, the operator $\hat{L}$ is specified by expression (11).

Using Eqs. (A.1) and (A.2), we obtain the following three relations:

$$
\begin{gather*}
\int_{0}^{\infty} d x x\left(\frac{\partial}{\partial x}(x \tilde{\psi})\right)^{2}=\int_{0}^{\infty} d x x \tilde{\psi}^{2} \\
-\left|E_{0}\right| \int_{0}^{\infty} d x x(x \tilde{\psi})^{2}+\int_{0}^{\infty} d x x\left(x^{2} \tilde{\psi}^{4}\right) \\
\int_{0}^{\infty} d x x \tilde{\psi}\left(\frac{\partial}{\partial x}(x \tilde{\psi})\right)^{3}=\frac{\left|E_{0}\right|^{\infty}}{3} \int_{0}^{\infty} d x x\left(x^{2} \tilde{\psi}^{4}+\tilde{\psi}^{2}\right)  \tag{A.3}\\
\int_{0}^{\infty} d x x x^{2}\left(\frac{\partial}{\partial x}(x \tilde{\psi})\right)^{2} \\
=\int_{0}^{\infty} d x x\left\{5(x \tilde{\psi})^{2}-\left|E_{0}\right| x^{4} \tilde{\psi}^{2}+(x \tilde{\psi})^{4}\right\}
\end{gather*}
$$

Let us find quantity $I$ defined by the expression

$$
\begin{align*}
I=\int_{0}^{\infty} d x x & \left\{3 \tilde{\psi}\left(\frac{\partial}{\partial x}(x \tilde{\psi})\right)\left(\hat{L}^{-1}\left(x^{2} \tilde{\psi}\right)\right)^{2}\right.  \tag{A.4}\\
& \left.-\left|E_{0}\right|\left(\hat{L}^{-1}\left(x^{2} \tilde{\psi}\right)\right)^{2}\right\}
\end{align*}
$$

Integrating by parts, we reduce the expression for $I$ to the form

$$
\begin{align*}
I=-\int_{0}^{\infty} d x & \hat{L}^{-1}\left(x^{2} \tilde{\psi}\right)\left[\left(3 \tilde{\psi}^{2}-\left|E_{0}\right|\right) x^{2}\right]  \tag{A.5}\\
& \times \frac{\partial}{\partial x}\left(\hat{L}^{-1}\left(x^{2} \tilde{\psi}\right)\right)
\end{align*}
$$

On the other hand, the quantity $I$ is given by

$$
\begin{gather*}
I=\frac{1}{2} \int_{0}^{\infty} d x \hat{L}^{-1}\left(x^{2} \tilde{\psi}\right) \\
\times\left\{\frac{\partial}{\partial x}\left[x^{2}\left(\hat{L}-\frac{1}{x} \frac{\partial}{\partial x}\left(x \frac{\partial}{\partial x}\right)\right) \hat{L}^{-1}\left(x^{2} \tilde{\psi}\right)\right]\right.  \tag{A.6}\\
\left.-x^{2}\left(3 \tilde{\psi}^{2}-\left|E_{0}\right|\right) \frac{\partial}{\partial x} \hat{L}^{-1}\left(x^{2} \tilde{\psi}\right)\right\}
\end{gather*}
$$

The third term in expression (A.6) is a total derivative and its integral is equal to zero. As a result, the
quantity $I$ is defined by the expression

$$
\begin{align*}
& I=-\frac{1}{2} \int_{0}^{\infty} d x \hat{L}^{-1}\left(x^{2} \tilde{\psi}\right)\left[x^{2}\left(3 \tilde{\Psi}^{2}-\left|E_{0}\right|\right)\right] \frac{\partial}{\partial x} \hat{L}^{-1}\left(x^{2} \tilde{\psi}\right)  \tag{A.7}\\
&+\frac{1}{2} \int_{0}^{\infty} d x \hat{L}^{-1}\left(x^{2} \tilde{\psi}\right) \frac{\partial}{\partial x}\left(x^{4} \tilde{\psi}\right) .
\end{align*}
$$

Formulas (A.5) and (A.7) imply that

$$
\begin{equation*}
I=\int_{0}^{\infty} d x \hat{L}^{-1}\left(x^{2} \tilde{\psi}\right) \frac{\partial}{\partial x}\left(x^{4} \tilde{\psi}\right) \tag{A.8}
\end{equation*}
$$

Let us define two constants $\gamma_{0}$ and $\gamma_{1}$ as

$$
\begin{gather*}
\gamma_{0}=2 \pi \int_{0}^{\infty} d x x(x \tilde{\psi})^{2}  \tag{A.9}\\
\gamma_{1}=\frac{\pi}{8} \int_{0}^{\infty} d x x\left\{x^{2} \tilde{\psi} \hat{L}^{-1}\left(x^{2} \tilde{\psi}\right)\right\}
\end{gather*}
$$

In the quantities $\gamma_{0}$ and $\gamma_{1}$, we can separate the dependence on $\left|E_{0}\right|$ and write these quantities in the form

$$
\begin{equation*}
\gamma_{0}=\frac{1}{\left|E_{0}\right|} \gamma_{00}, \quad \gamma_{1}=\frac{1}{\left|E_{0}\right|^{3}} \gamma_{11} \tag{A.10}
\end{equation*}
$$

where $\gamma_{00}$ and $\gamma_{11}$ are independent of the choice of $\left|E_{0}\right|$.
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#### Abstract

A theory is developed of image formation with an X-ray lens that consists of a large number of elements. Each element has a biconcave parabolic profile and weakly refracts an X-ray beam. Since such a lens can have a relatively large length comparable to the focal length, the thin-lens approximation is inapplicable. An exact expression for the propagator of a continuously refractive lens is derived that describes the transfer of radiation through a refractive parabolic medium. We calculate the image propagator that describes the focusing of a parallel beam and the image transfer (the focusing of a microobject), as well as the Fourier transform of the transmission function for a microobject with a lens, is calculated. The effective aperture of an X-ray lens is completely determined by the absorption of radiation and does not depend on its geometrical cross-sectional sizes. If we write the complex refractive index as $n=1-\delta+i \beta$, then the beam diameter at the focus is approximately a factor of $0.8 \beta / \delta$ smaller than the diameter of the effective aperture, with the index depending only slightly on the wavelength. A continuously refractive lens has no aberrations in the sense that all of the rays that passed through the lens aperture are focused at a single point. The lens can focus radiation inside it and has the properties of a waveguide; i.e., it can reconstruct the beam structure for some lengths to within the absorptioncaused distortions. Nonuniform X-ray absorption in the lens leads to the interesting visualization effect of transparent microobjects when their image is focused. In this case, the phase shift gradient produced by the microobject is imaged. We discuss the properties of the Fourier transform pertaining to the absorption of radiation in the lens. © 2003 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The focusing of electromagnetic radiation by refractive lenses is of great importance both in everyday practice and in scientific research. In particular, the human eye has a lens in its structure that focuses visible light at various distances. A microscope and a telescope extend the vision of the world to mini- and macrosizes, respectively. Because of its high penetrability, hard X-ray radiation with photon energies $E$ from 10 to 50 keV allows the internal structure of microobjects to be studied by nondestructive methods. Clearly, the development of effective refractive lenses for hard X-rays could significantly enhance the possibilities of scientific research into the structure of matter in many fields of science. However, this could not be done for 100 years since the discovery of X-ray radiation mainly for two reasons. First, the refractive index of X-rays is very close to unity. Second, all materials absorb X-ray radiation. For example, for aluminum and $E=25 \mathrm{keV}$, the complex refractive index is $n=1-\delta+i \beta$, where $\delta=$ $8.643 \times 10^{-7}$ and $\beta=1.747 \times 10^{-9}$.

The problem of weak refraction was first solved in 1996 [1] by using compound lenses made up of a long row of elementary lenses. Each elementary lens has a biconcave shape and a radius of curvature $R$ on the order of 1 mm that is large enough for it to be easily produced. Accordingly, the focal length of such a lens,
$F_{1}=R / 2 \delta$, is very large and can reach hundreds of meters. In this case, the focal length of a compound lens with $N$ elements is $F=F_{1} / N$. Therefore, the focal length can be decreased to a value acceptable for experiments by increasing the number of elements. Fortunately, $\operatorname{Re} n<1$ for X-rays; as a result, the focusing lens is biconcave. In this case, the thickness of the material in the central part of the lens is small compared to the absorption length. Nevertheless, absorption does exist and causes both an overall reduction in the beam intensity and a restriction of the aperture of X-ray compound refractive lenses. The nonuniform absorption of radiation in an X-ray lens is a new property compared to lenses for visible light, which leads to interesting properties of the image, as we show below.

The relatively small aperture of an X-ray lens (fractions of a millimeter) is not a drawback because the X-ray beams generated by synchrotron radiation sources have small cross-sectional sizes and weak divergence. Thus, on third-generation (ESRF, APS, SPring-8) synchrotron radiation sources, the vertical size of the emitting region does not exceed $30 \mu \mathrm{~m}$, while the distance from the source to the sample is more than 50 m . At present, many papers in which various methods of producing compound refractive lenses for X-rays have been published. The simplest method involves drilling a row of circular holes to obtain a lin-


Fig. 1. (a) A compound refractive X-ray lens and (b) the parameters of an individual lens element.
ear focus [1] or two mutually perpendicular rows of holes to obtain a point focus [2-4]. An advantage to such lenses is their extremely low expense; drawbacks are the high surface roughness, the spherical aberrations, and the anomalously large length for a large radius of curvature of the holes. An alternative method consists in forcing air bubbles into a glue [5]. An "alligator" lens in which the parabolic phase shift profile is roughly specified by two rows of perpendicular teeth located at a small angle to the X-ray beam was suggested and tested [6,7]. Planar lenses in which an accurate parabolic profile with a radius of curvature on the order of $1 \mu \mathrm{~m}$ is produced in a thin layer on a silicon surface were produced by using the complex deep lithography technique [8].

However, compound lenses with circular apertures and parabolic profiles are of greatest interest in terms of their imaging properties. The cross section of such a lens and the parameters of one element are shown in Fig. 1. The elements of a compound parabolic lens are produced by embossing a parabolic profile in aluminum plates [9-12] or in plates of various plastics (see, e.g., [13, 14]). The number of elements in a compound lens can be varied to obtain the required focal length. Presently, lenses with up to several hundred elements are used. A lens with 1000 elements or more can be easily produced. In this case, the length of the compound lens of $L=N p$ increases with $N$, while its focal length $F$ decreases. Clearly, as long as $L \ll F$, the focal length can be estimated using the thin-lens formula, $F \approx$ $R / 2 N \delta$. Otherwise, the problem of radiation transfer through a long compound lens with allowance made for the change in the path of rays in the lens itself should be solved. This can be easily done by geometrical optics techniques [15].

The complete solution of the problem must be in the form of an integral equation similar to the Kirchhoff integral. If the change in the transverse structure of the wave field in the thickness $p$ of one element of a compound lens is small, then we may average the density of the lens material over the length $p$ and treat the lens as a homogeneous parabolic medium along the beam direction. A compound lens that satisfies this requirement is called a parabolic continuously refractive
(PCR) X-ray lens. The kernel of the integral equation for such a lens is a continuous function of its length and has an analytic form, as was first shown in [16].

Here, we present an exact theory of image formation with a continuously refractive X-ray lens. Apart from deriving the propagator of the lens itself and studying its properties, we calculate the image propagator and analyze the imaging properties of a PCR lens. We show that a continuously refractive lens has no aberrations in the sense that all of the rays emerging from a single point and passing through different parts of the lens aperture converge to a single point in the image. Its effective aperture is completely determined by the absorption of radiation in the lens and decreases with increasing wavelength. At the same time, the beam diameter at the focus is approximately a factor of $0.8 \beta / \delta$ smaller than the diameter of the effective aperture, and the numerical coefficient depends on wavelength only slightly. Nonuniform absorption leads to the visualization of transparent microobjects when they are imaged, with the phase shift gradient produced by the microobject being imaged. We also discuss absorp-tion-related properties of the Fourier transform of the transmission function for the object.

## 2. THE EXACT PROPAGATOR OF A PARABOLIC CONTINUOUSLY REFRACTIVE X-RAY LENS

Let us assume that the synchrotron radiation is premonochromated and has a high degree of spatial coherence. These conditions are satisfied on third-generation synchrotron radiation sources [17]. We choose the optical axis along the $z$ axis (see Fig. 1) and represent the general solution of the Maxwell equation as

$$
E(x, y, z)=\exp (i k z) A_{t}(x, y, z),
$$

where $k=\omega / c$ is the wave number in a vacuum. The function $A_{t}(x, y, z)$ describes the transfer of the transverse dependence of the wave field along the $z$ axis. Since the wavelength $\lambda=2 \pi / k$ is many orders of magnitude smaller than the scale length of the X-ray interaction with the material $\lambda / \delta$, we can use the paraxial approximation with a high accuracy; i.e., we can disre-
gard the second derivative of $A_{t}$ with respect to $z$ compared to its first derivative. As a result, substituting this solution into the Maxwell equation yields the parabolic equation for the function $A_{t}(x, y, z)$

$$
\begin{equation*}
\frac{d A_{t}}{d z}=-i k \eta s(x, y, z) A_{t}+\frac{i}{2 k}\left(\frac{d^{2} A_{t}}{d x^{2}}+\frac{d^{2} A_{t}}{d y^{2}}\right) \tag{1}
\end{equation*}
$$

where $\eta=1-n=\delta-i \beta=\delta(1-i \gamma)$. In the radiation transfer problem, the wave field on the entrance lens surface is assumed to be given, i.e., $A_{t}(x, y, 0)$ if the $z$ coordinate is measured from the entrance lens surface. Inside an actual compound lens, the function $s(x, y, z)$ is equal to 1 in the regions filled with the lens material and 0 in the voids (see Fig. 1).

Passing to the limit of a PCR lens implies that the thickness $p$ of one element tends to zero, while the number of elements $N$ increases in such a way that the total length of the lens and its aperture do not change. The radius of curvature of the surfaces also increases. In this case, instead of the actual function $s(x, y, z)$, we may use its average value, which does not depend on the longitudinal coordinate,

$$
\begin{equation*}
\bar{s}(x, y)=s_{0}+\frac{x^{2}}{p R}+\frac{y^{2}}{p R}, \quad s_{0}=\frac{d}{p} \tag{2}
\end{equation*}
$$

This dependence holds only within the geometrical lens aperture of diameter

$$
a=2[R(p-d)]^{1 / 2}
$$

(see Fig. 1). We are interested in sufficiently long lenses where the effective working area (effective aperture) of the lens is determined by the absorption of X-rays in the lens material and has a size smaller than the geometrical aperture. In this case, we may ignore the edge effects and formally assume that dependence (2) holds in the entire region of the transverse $x y$ plane concerned.

After the substitution of $\bar{s}$ for $s$, the general solution of Eq. (1) can be written as the integral equation

$$
\begin{equation*}
A_{t}(x, y, z)=\int d x^{\prime} d y^{\prime} P_{L}^{(t)}\left(x, y, x^{\prime}, y^{\prime}, z\right) A_{t}\left(x^{\prime}, y^{\prime}, 0\right) \tag{3}
\end{equation*}
$$

The propagator of a PCR lens, i.e., the kernel of Eq. (3), is the solution of Eq. (1) with the initial function

$$
P_{L}^{(t)}\left(x, y, x^{\prime}, y^{\prime}, 0\right)=\delta\left(x-x^{\prime}\right) \delta\left(y-y^{\prime}\right)
$$

where $\delta(x)$ is the Dirac delta function. Given the form of the initial function, it is easy to understand that the solution can be sought by the separation of variables,

$$
\begin{gathered}
P_{L}^{(t)}\left(x, y, x^{\prime}, y^{\prime}, z\right) \\
=\exp \left(-i k \eta s_{0} z\right) P_{L}\left(x, x^{\prime}, z\right) P_{L}\left(y, y^{\prime}, z\right)
\end{gathered}
$$

The partial propagator $P_{L}\left(x, x^{\prime}, z\right)$ satisfies the equation

$$
\begin{gather*}
\frac{d P_{L}}{d z}=-i k \frac{x^{2}}{2 z_{c}^{2}} P_{L}+\frac{i}{2 k} \frac{d^{2} P_{L}}{d x^{2}}  \tag{5}\\
P_{L}\left(x, x^{\prime}, 0\right)=\delta\left(x-x^{\prime}\right), \quad z_{c}=\left(\frac{p R}{2 \eta}\right)^{1 / 2}
\end{gather*}
$$

This equation is formally identical to the Schrödinger equation for a particle in a parabolic potential if the $z$ coordinate is substituted with time. In quantum mechanics, one is usually interested in stationary states and writes the solution as a series each term of which contains the product of the functions of each individual coordinate.

In [16], we obtained a solution in the form of a simple analytic expression by using the Fourier transform and recurrent equations for the coefficients of various powers of $x$ in the argument of the exponent. Below, we derive the same solution in a more straightforward way. Taking into account the reciprocity principle, the solution should be sought in the form of a symmetric function of the $x$ and $x^{\prime}$ coordinates. In addition, at small longitudinal distances, the solution must be close to the propagator in the empty space, i.e., to the Kirchhoff propagator,

$$
\begin{equation*}
P\left(x-x^{\prime}, z\right)=\frac{1}{(i \lambda z)^{1 / 2}} \exp \left[i \pi \frac{\left(x-x^{\prime}\right)^{2}}{\lambda z}\right] \tag{6}
\end{equation*}
$$

which is significant when the lens is illuminated by a point source. On the other hand, it must contain the phase factor characteristic of a thin lens when it is illuminated by a plane wave. Taking into account these considerations, we will seek the solution in the form

$$
\begin{gather*}
P_{L}\left(x, x^{\prime}, z\right)=T\left(x, \frac{r}{a}\right) P\left(x-x^{\prime}, r\right) T\left(x^{\prime}, \frac{r}{a}\right) \\
T(x, z)=\exp \left(-i \pi \frac{x^{2}}{\lambda z}\right) \tag{7}
\end{gather*}
$$

with the two unknown functions $r(z)$ and $a(z)$.
The initial condition is satisfied if $r(z) \approx z$ and $a(z) \approx$ $z^{2}$ for $z \longrightarrow 0$. Substituting this form of the solution into the equation and equating the coefficients of the same powers of $x$ and $x^{\prime}$, we obtain the system of two ordinary differential equations

$$
\begin{equation*}
\frac{d r}{d z}=1-a, \quad \frac{d a}{d z}=\frac{r}{z_{c}^{2}} \tag{8}
\end{equation*}
$$

whose solution can be easily found:

$$
\begin{equation*}
r(z)=z_{c} \sin \frac{z}{z_{c}}, \quad a(z)=1-\frac{d r}{d z}=1-\cos \frac{z}{z_{c}} \tag{9}
\end{equation*}
$$



Fig. 2. The experimental scheme for imaging an object with an X-ray PCR lens.

As a result, the propagator of a PCR lens can be written as

$$
\begin{gather*}
P_{L}\left(x, x^{\prime}, z\right) \\
=\frac{1}{\left(i \lambda z_{c} s_{z}\right)^{1 / 2}} \exp \left[i \pi \frac{\left(x^{2}+x^{\prime 2}\right) c_{z}-2 x x^{\prime}}{\lambda z_{c} s_{z}}\right] \tag{10}
\end{gather*}
$$

where we denoted

$$
s_{z}=\sin \frac{z}{z_{c}}, \quad c_{z}=\cos \frac{z}{z_{c}}
$$

This expression differs from the formula derived in [16] only by the notation. This notation better takes into account the symmetry properties of the propagator. If the PCR-lens length $L \ll \operatorname{Re} z_{c}$, then

$$
\begin{gather*}
P_{L}\left(x, x^{\prime}, L\right) \\
\underset{L \rightarrow 0}{ } \exp \left[-i \pi \frac{\left(x^{2}+x^{\prime 2}+x x^{\prime}\right)}{3 \lambda F_{c}}\right] P\left(x-x^{\prime}, L\right) \tag{11}
\end{gather*}
$$

where

$$
F_{c}=\frac{F}{1-i \gamma}=\frac{z_{c}^{2}}{L}=\frac{R}{2 N \eta}
$$

is the complex focal length of a thin PCR lens. Since we used the relation $F \gg L$ to derive this expression, we may roughly substitute $x$ for $x$ in the exponential factor. In addition, if the second derivative of the incident wave phase with respect to the transverse coordinates is much smaller than $2 \pi / \lambda L$, then the propagator of the empty space can be roughly substituted with the delta function to give

$$
P_{L}\left(x, x^{\prime}, L\right) \approx T\left(x, F_{c}\right) \delta\left(x-x^{\prime}\right)
$$

This expression is commonly used in the thin-lens approximation. Formula (11) gives a more universal approximation for the thin-lens propagator.

Clearly, a PCR lens for which the parameter $\gamma=\beta / \delta$ is at a minimum has the best properties. For this reason, the actual lenses are made of elements with a small atomic number $Z$ (lithium, beryllium, carbon, aluminum). In virtually all interesting cases, $\gamma<0.005$. If we
ignore the absorption, which can be done at least for the rays near the optical axis, then the waveguide properties of a PCR lens follow from the exact expression for the propagator. For

$$
L=L_{0}=\frac{\pi}{2}(L F)^{1 / 2}=\frac{\pi}{2}\left(\frac{p R}{2 \delta}\right)^{1 / 2}
$$

we obtain $s_{z}=1$ and $c_{z}=0$. Therefore, a PCR lens makes the Fourier transform of the incident wave. For $L=2 L_{0}$, the propagator is $\delta\left(x+x^{\prime}\right)$; accordingly, the PCR reproduces the incident wave at the exit in an inverse form. For $L=3 L_{0}$, the lens again makes the Fourier transform but with the opposite sign. Finally, for $L=2 L_{0}$, the lens faithfully reproduces the incident wave. As the PCR-lens length increases further, these phases are repeated again and again. Since X-rays are absorbed in the PCR lens, both the image and the Fourier transform are produced in a bounded region within the gradually decreasing aperture.

## 3. THE IMAGE PROPAGATOR WITH AN ARBITRARILY LONG PCR LENS

In an actual experiment, the object being studied, the lens, and the detector are at comparatively large distances from each other, as can be seen from Fig. 2, which also shows the notation for the distances and the coordinate axes. Let us consider the more complex problem of the wave field transfer from the plane immediately behind the object to the detector plane. Clearly, the propagator of this problem is also factorized in the $x$ and $y$ coordinates. Therefore, it will suffice to calculate only the partial image propagator $G\left(x_{i}, x_{o}\right.$, $\left.r_{o}, L, r_{i}\right)$. It is determined by the convolution of the propagator for a PCR lens with the Kirchhoff propagators that correspond to empty space,

$$
\begin{gather*}
G\left(x_{i}, x_{o}\right) \\
=\int d x d x^{\prime} P\left(x_{i}-x, r_{i}\right) P_{L}\left(x, x^{\prime}, L\right) P\left(x^{\prime}-x_{o}, r_{o}\right) \tag{12}
\end{gather*}
$$

Below, to save space, we omit the longitudinal distances in the list of arguments for the image propagator.

We use the following algorithm to calculate the integrals. Let us first consider the extreme case of a thin lens where $P_{L}\left(x, x^{\prime}, L\right)$ is substituted with $T\left(x, F_{c}\right) \delta(x-$ $\left.x^{\prime}\right)$. Accordingly, the propagator is determined by the single integral

$$
\begin{gather*}
G_{0}\left(x_{i}, x_{o}\right) \\
=\int d x P\left(x_{i}-x, r_{i}\right) T\left(x, F_{c}\right) P\left(x-x_{o}, r_{o}\right) \tag{13}
\end{gather*}
$$

This integral reduces to the Fourier transform of the Gaussian function and is again equal to the Gaussian function. It is convenient to write the result as

$$
\begin{gather*}
G_{0}\left(x_{i}, x_{o}\right) \\
=T\left(x_{i}, \frac{r_{g}}{a_{i}}\right) P\left(x_{i}-x_{o}, r_{g}\right) T\left(x_{o}, \frac{r_{g}}{a_{o}}\right) \tag{14}
\end{gather*}
$$

where we introduced the parameters

$$
\begin{equation*}
r_{g}=r_{o}+r_{i}-\frac{r_{o} r_{i}}{F_{c}}, \quad a_{i}=\frac{r_{o}}{F_{c}}, \quad a_{o}=\frac{r_{i}}{F_{c}} \tag{15}
\end{equation*}
$$

Expression (14) for the image propagator of a thin lens is identical in form to expression (7) for the propagator of a PCR lens. It immediately follows from this expression that in the limit $\gamma=0$ and when the condition $r_{g}=0$ (the thin-lens formula) is satisfied, the propagator

$$
G_{0}\left(x_{i}, x_{o}\right)=M^{1 / 2} \delta\left(x_{i}+x_{o} M\right)
$$

where $M=r_{i} / r_{o}$ is the magnification factor. Thus, this expression reproduces the well-known property of a thin lens to focus the image when the lens formula holds:

$$
r_{o}^{-1}+r_{i}^{-1}=F^{-1}
$$

It is also easy to see that when the condition $a_{o}=1$, i.e., $r_{i}=F$, is satisfied, the term proportional to $x_{o}^{2}$ in the argument of the exponent vanishes and the propagator makes the Fourier transform of the wave field located in the plane immediately behind the object. However, if the object is illuminated by a point source, then the Fourier transform of the transmission function for the object takes place in the focusing plane of the point source. This property also follows from propagator (14), but further calculations are required to prove it (see below).

Substituting expression (7) for the propagator of a PCR lens into integral (12) yields

$$
\begin{gathered}
G\left(x_{i}, x_{o}\right)=\int d x P\left(x_{i}-x, r_{i}\right) T\left(x, \frac{r_{L}}{a_{L}}\right) \\
\times \int d x^{\prime} P\left(x-x^{\prime}, r_{L}\right) T\left(x^{\prime}, \frac{r_{L}}{a_{L}}\right) P\left(x^{\prime}-x_{o}, r_{o}\right)
\end{gathered}
$$

where $r_{L}=z_{c} s_{L}$ and $a_{L}=1-c_{L}$. Here, the integral over $x^{\prime}$ is equivalent to integral (13) but with different expressions for the parameters. Substituting solution (14) for the integral again yields an integral of type (13) with new parameters. As a result, making appropriate algebraic transformations, we derive an exact expression for the image propagator of an arbitrarily long PCR lens in a form similar to the case of a thin lens,

$$
\begin{equation*}
G\left(x_{i}, x_{o}\right)=T\left(x_{i}, \frac{\tilde{r}_{g}}{\tilde{a}_{i}}\right) P\left(x_{i}-x_{o}, \tilde{r}_{g}\right) T\left(x_{o}, \frac{\tilde{r}_{g}}{\tilde{a}_{o}}\right) \tag{17}
\end{equation*}
$$

but now the parameters are

$$
\begin{gather*}
\tilde{r}_{g}=\left(r_{o}+r_{i}\right) c_{L}+\left(z_{c}-\frac{r_{o} r_{i}}{z_{c}}\right) s_{L}  \tag{18}\\
\tilde{a}_{i}=1-c_{L}+\frac{r_{o}}{z_{c}} s_{L}, \quad \tilde{a}_{o}=1-c_{L}+\frac{r_{i}}{z_{c}} s_{L}
\end{gather*}
$$

Interestingly, the formulas for the new parameters can also be written in a form similar to the case of a thin lens,

$$
\begin{equation*}
\tilde{r}_{g}=\tilde{r}_{o}+\tilde{r}_{i}-\frac{\tilde{r}_{o} \tilde{r}_{i}}{\tilde{F}_{c}}, \quad \tilde{a}_{i}=\frac{\tilde{r}_{o}}{\tilde{F}_{c}}, \quad \tilde{a}_{o}=\frac{\tilde{r}_{i}}{\tilde{F}_{c}} \tag{19}
\end{equation*}
$$

if we introduce the generalized complex distances

$$
\begin{align*}
& \tilde{r}_{o}=r_{o}+b_{L}, \quad \tilde{r}_{i}=r_{i}+b_{L} \\
& \tilde{F}_{c}=\frac{z_{c}}{s_{L}}, \quad b_{L}=\tilde{F}_{c}\left(1-c_{L}\right) \tag{20}
\end{align*}
$$

The result is of great importance because it shows that the imaging properties of an arbitrarily long PCR lens are essentially the same as those of a thin lens. In particular, such a PCR lens has no aberrations in the sense that all ray paths converge at a single point, in contrast, for example, to a lens with a spherical profile. If there were no absorption, then the lens would focus a point source to a point. The blurring of the image point due to the absorption of radiation and the finite aperture is usually attributed to the finite lens resolution. On the other hand, the simple analytic expressions for the generalized distances allow the appropriate corrections that should be made to the experimental scheme to be easily determined.

For example, in the limit of a small lens length compared to the focal length, $L \ll F$, expanding the sine and the cosine in a power series yields

$$
\begin{equation*}
\tilde{r}_{o}=r_{o}+\frac{1}{2} L, \quad \tilde{r}_{i}=r_{i}+\frac{1}{2} L, \quad \tilde{F}_{c}=F_{c}+\frac{1}{6} L . \tag{21}
\end{equation*}
$$

This result, which was obtained previously [18] in an approximate and complicated way, is a natural extreme case of the exact theory. It follows from this result that even when the PCR lens has an appreciable length $L$ (tens of centimeters) that satisfies the condition $L \ll F$,
it can be treated as a thin lens located in the middle with a sole difference. More specifically, the focal length calculated using the thin-lens formula must be increased by one-sixth of the actual lens length.

On the other hand, at zero distances, the image propagator is identical to the propagator of a PCR lens. Note yet another obvious property of the image propagator: its convolution with the Kirchhoff propagator from a point source $P\left(x_{o}-x_{s}, r_{s}\right)$ is described by the same expression (17) in which $x_{s}$ should be substituted for $x_{0}$ and $r_{o}+r_{s}$ should be substituted for $r_{o}$. The relation

$$
\begin{equation*}
\tilde{a}_{o}+\tilde{a}_{i}-\tilde{a}_{o} \tilde{a}_{i}=\frac{\tilde{r}_{g}}{\tilde{F}_{c}} \tag{22}
\end{equation*}
$$

that follows from definitions (19) is used to prove this property.

## 4. ESTIMATING THE APERTURE AND FOCUS SIZES FOR A PARABOLIC CONTINUOUSLY REFRACTIVE X-RAY LENS

Exact knowledge of such parameters as the size of the effective aperture of an X-ray lens and the size of the focal spot when a plane wave is focused is of considerable practical importance. In the optics of visible light, the aperture is determined by the geometrical sizes of the lens, i.e., by the area through which the rays passing then converge to a focus. For a thin absorbing X-ray lens, it will suffice to consider the intensity distribution of the radiation immediately after the lens when it is illuminated by a plane wave oriented along the optical axis. In this case, the effective aperture is determined by the absorption of radiation in the lens material. Since the total wave intensity in empty space is conserved, simple energy relationships exist between the aperture and focus sizes. For the arbitrarily long lens considered here, this approach does not work, because the incident wave can be partially or completely focused in the lens itself. Therefore, the intensity distribution of the radiation immediately behind the lens does not give us any idea of the actual lens aperture. The aperture of a long PCR lens can be defined in terms of the properties of the propagator $G\left(x_{i}, x_{o}\right)$. Let us consider a different, simpler approach based on energy considerations. By the effective lens aperture we mean the total intensity of the radiation at the focus that is equal to the intensity of the plane wave that passed through the lens without being absorbed. In this case, we disregard the parasitic absorption in the thin parts of the elementary lenses of thickness $d$ (see Fig. 1).

Below, we restrict our analysis to the case where the lens length is

$$
L \leq L_{0}=\frac{\pi}{2} L_{c}, \quad L_{c}=(L F)^{1 / 2}=\left(\frac{p R}{2 \delta}\right)^{1 / 2}
$$

In this range of lengths, the lens focuses the incident wave in space at a distance $r_{i}>0$. The intensity distribution of the radiation in the space behind the lens when it is illuminated by a plane wave can be analyzed to determine the focus sizes. The two transverse coordinates are again factorized, and it will suffice to consider the distribution along the $x$ axis. Clearly, the wave amplitude can be obtained by calculating the convolution of propagator (17) with a coordinate-independent unit function, i.e., by integrating over the $x_{o}$ coordinate. The integral reduces to the Fourier transform of the Gaussian function, and it can be calculated exactly. As a result, using relation (22) we obtain

$$
\begin{gather*}
A\left(x_{i}\right)=\int d x_{o} G\left(x_{i}, x_{o}\right) \\
=\left(\frac{\tilde{F}_{c}}{\tilde{F}_{c}-\tilde{r}_{i}}\right)^{1 / 2} \exp \left[-i \pi \frac{x_{i}^{2}}{\lambda\left(\tilde{F}_{c}-\tilde{r}_{i}\right)}\right]  \tag{23}\\
=\left(\frac{z_{c}}{z_{c} c_{L}-r_{i} s_{L}}\right)^{1 / 2} \exp \left[-i \pi \frac{x_{i}^{2} s_{L}}{\lambda\left(z_{c} c_{L}-r_{i} s_{L}\right)}\right] .
\end{gather*}
$$

Note that the result does not depend on the distance $r_{o}$. From a physical point of view, it is clear that this expression can also be derived directly from the image propagator (17) by considering a point near the optical axis at an infinite distance $r_{o}$ and dividing it by the amplitude of the Kirchhoff propagator at the same distance, because a point source at an infinite distance gives a plane wave in front of the lens aperture.

As follows from (23), a plane wave in front of the lens transforms into a Gaussian wave behind the lens at all distances from the lens. For an arbitrarily long PCR X-ray lens, all parameters are complex. Since the absorption parameter $\gamma \ll 1$, we use the linear (in $\gamma$ ) approximation for qualitative estimation. With the adopted constraint on the lens length, we obtain the relations

$$
\begin{gather*}
s_{L} \approx S_{L}-i \frac{\gamma}{2} u_{L} C_{L}, \quad c_{L} \approx C_{L}+i \frac{\gamma}{2} u_{L} S_{L}, \\
z_{c}=L_{c}\left(1+i \frac{\gamma}{2}\right), \tag{24}
\end{gather*}
$$

where we introduced the real functions

$$
S_{L}=\sin u_{L}, \quad C_{L}=\cos u_{L}, \quad u_{L}=L / L_{c} .
$$

The intensity reaches a maximum at the distance $r_{i}$ behind the lens that satisfies the condition

$$
\operatorname{Re}\left(z_{c} c_{L}-r_{i} s_{L}\right) \approx L_{c} C_{L}-r_{i} S_{L}=0,
$$

i.e., $r_{i}=F_{L} C_{L}$. In this case,

$$
\begin{gather*}
\left|A\left(x_{i}\right)\right|^{2}=\frac{1}{\gamma \alpha_{L}} \exp \left(-\frac{2 \pi}{\gamma \lambda F_{L} \alpha_{L}} x_{i}^{2}\right), \\
\alpha_{L}=\frac{1}{2}\left(C_{L}+\frac{u_{L}}{S_{L}}\right), \quad F_{L}=\frac{L_{c}}{S_{L}} \tag{25}
\end{gather*}
$$

Using the derived expression, we obtain

$$
\begin{equation*}
A_{\gamma}=\int d x_{i}\left|A\left(x_{i}\right)\right|^{2}=\left(\frac{\lambda F_{L}}{2 \gamma \alpha_{L}}\right)^{1 / 2} \tag{26}
\end{equation*}
$$

for the total intensity of the focus (effective aperture) and

$$
\begin{equation*}
s_{\gamma}=0.664\left(\gamma \lambda F_{L} \alpha_{L}\right)^{1 / 2}=0.47 \frac{\lambda F_{L}}{A_{\gamma}} \tag{27}
\end{equation*}
$$

for the full width at half maximum (halfwidth) of the intensity peak at the focus.

For a thin lens, $u_{L} \ll 1$, it follows from these relations that

$$
\begin{gather*}
r_{i}=F, \quad F=\frac{L_{c}^{2}}{L}, \quad A_{\gamma}=0.707\left(\frac{\lambda F}{\gamma}\right)^{1 / 2}  \tag{28}\\
s_{\gamma}=0.664(\gamma \lambda F)^{1 / 2}=0.47 \frac{\lambda F}{A_{\gamma}}
\end{gather*}
$$

In the other extreme case, $u_{L}=\pi / 2$, we obtain

$$
\begin{align*}
& r_{i}=0, \quad A_{\gamma}=0.798\left(\frac{\lambda L_{c}}{\gamma}\right)^{1 / 2} \\
& s_{\gamma}=0.47(\gamma \lambda L)^{1 / 2}=0.47 \frac{\lambda L_{c}}{A_{\gamma}} \tag{29}
\end{align*}
$$

Thus, defining the effective aperture in terms of the total intensity of the focus does not lead to any contradictions. For a self-focusing lens, the generalized focal length is by a factor of 1.57 smaller than the length of the lens itself. Clearly, this is the minimum focal length that can be obtained for a lens with a specified radius of curvature $R$, thickness of the elementary lens $p$, and decrement of the refractive index $\delta$. It follows from the derived relations that the linear size of the focus is approximately by a factor of $0.8 \gamma$ smaller than the linear size of the effective aperture for all lens lengths, with the numerical coefficient depending only slightly on the lens length. Consequently, as the lens length increases, the sizes of the focus and the effective aperture decrease proportionally to each other and the degree of beam compression depends only on the absorption factor $\gamma$.

To conclude this section, we give several numerical values for the parameters of Lengeler aluminum lenses [9-12] at a photon energy of 25 keV . These lenses have the following parameters: $p=1 \mathrm{~mm}, R=0.2 \mathrm{~mm}, \delta=$ $8.643 \times 10^{-7}, \gamma=2.02 \times 10^{-3}$, and $L_{c}=34 \mathrm{~cm}$. For the
lens of 100 elements that was actually used in experiments, $L=10 \mathrm{~cm}, u_{L}=0.294, F_{L}=117.4 \mathrm{~cm}$, and $\alpha_{L}=$ 0.986. In this case, the effective aperture is $A_{\gamma}=120 \mu \mathrm{~m}$ and the lens resolution is $s_{\gamma}=0.23 \mu \mathrm{~m}$. These parameters smoothly decrease with the increasing number of elements. Thus, for a lens of 300 elements, it can be easily calculated that $L=30 \mathrm{~cm}, u_{L}=0.882, F_{L}=44 \mathrm{~cm}$, and $\alpha_{L}=0.889$. In this case, the effective aperture is $A_{\gamma}=78 \mu \mathrm{~m}$ and the lens resolution is $s_{\gamma}=0.13 \mu \mathrm{~m}$. Although the aperture of a long lens decreases, it has a better resolution and can be useful in imaging small objects or their fragments.

## 5. THE IMAGE OF A POINT SOURCE

Let us consider the imaging properties of an X-ray PCR lens that follow from propagator (17). In the linear (in small parameter $\gamma$ ) approximation, the image of a point source displaced by $x_{o}$ from the optical axis is focused at the distances that satisfy the condition

$$
\begin{align*}
\operatorname{Re}\left(\tilde{r}_{g}\right) & =\left(r_{i}+r_{o}\right) C_{L}+\left(L_{c}-\frac{r_{i} r_{o}}{L_{c}}\right) S_{L}  \tag{30}\\
& =r_{i L}+r_{o L}-\frac{r_{i L} r_{o L}}{F_{L}}=0
\end{align*}
$$

where $r_{o L}=r_{o}+B_{L}, r_{i L}=r_{i}+B_{L}, B_{L}=F_{L}\left(1-C_{L}\right)$, and $F_{L}$ is defined in (25). Using the generalized real distances, this condition can be written as the thin-lens formula

$$
r_{i L}^{-1}+r_{o L}^{-1}=F_{L}^{-1}
$$

When condition (30) is satisfied, the parameter $\tilde{r}_{g}$ becomes purely imaginary, and for the parameters $\tilde{a}_{i}$ and $\tilde{a}_{o}$, it will suffice to use only the real part, i.e., to set $\gamma=0$. In this approximation, the propagator takes the form

$$
\begin{equation*}
G\left(x_{i}, x_{o}\right)=-i M^{1 / 2} \delta_{\sigma}\left(x_{i}+x_{o} M\right) \tag{31}
\end{equation*}
$$

where

$$
\begin{align*}
& \delta_{\sigma}(x)=\frac{1}{\sigma(2 \pi)^{1 / 2}} \exp \left(-\frac{x^{2}}{2 \sigma^{2}}\right)  \tag{32}\\
& \sigma=\left(\frac{\lambda M}{2 \pi} \operatorname{Im} \tilde{r}_{g}\right)^{1 / 2}, \quad M=\frac{r_{i L}}{r_{o L}}
\end{align*}
$$

Thus, the propagator is a Gaussian function with the maximum centered at $x_{i}=-x_{o} M$. In the general case of a long X-ray PCR lens, the magnification factor can differ markedly from the ordinary magnification factor of
a thin lens proportional to the ratio $r_{i} / r_{o}$. Accordingly, the image intensity peak is described by the function

$$
\begin{align*}
& I_{p s}\left(x_{i}, x_{o}\right)=\left|G\left(x_{i}, x_{o}\right)\right|^{2} \\
= & \frac{M}{2 \pi \sigma^{2}} \exp \left[-\frac{\left(x_{i}+x_{o} M\right)^{2}}{\sigma^{2}}\right] \tag{33}
\end{align*}
$$

for which $s_{\gamma}=1.665 \sigma$. The expression for $\operatorname{Im} \tilde{r}_{g}$ under the image focusing conditions is simplest in terms of the ordinary distances:

$$
\operatorname{Im} \tilde{r}_{g}=\gamma\left[L_{c} S_{L}+\left(r_{i}+r_{o}\right) \alpha_{L}\right]
$$

In terms of the generalized distances, the peak width parameter is

$$
\begin{gather*}
\sigma=\left(\gamma \frac{\lambda \alpha_{L} r_{i L}^{2}}{2 \pi F_{L}} K_{L}\right)^{1 / 2}=\frac{\lambda r_{i L}}{A_{\gamma}}\left(\frac{K_{L}}{4 \pi}\right)^{1 / 2}  \tag{34}\\
K_{L}=1-\frac{2 B_{L} F_{L}}{r_{i L} r_{o L}}\left(1-\frac{1+C_{L}}{2 \alpha_{L}}\right)
\end{gather*}
$$

where $A_{\gamma}$ is the lens aperture defined in (26).
Let us again consider the extreme cases. For a thin lens where $L \ll F$, the focusing condition is $r_{i}^{-1}+r_{o}^{-1}=$ $F^{-1}$, the magnification factor is $M=r_{i} / r_{o}$, and $s_{\gamma}=$ $0.47 \lambda r_{i} / A_{\gamma}$. For a self-focusing lens with a length $L=$ $(\pi / 2) L_{c}$, the focusing condition, the magnification, factor, and the halfwidth are given by the expressions

$$
\begin{gather*}
r_{o}=\frac{L_{c}^{2}}{r_{i}}, \quad M=\frac{1+h_{i}}{1+h_{i}^{-1}} \\
s_{\gamma}=0.47 \frac{\lambda L_{c}}{A_{\gamma}}\left(1+h_{i}\right)\left(1-\frac{0.726}{2+h_{i}+h_{i}^{-1}}\right),  \tag{35}\\
h_{i}=\frac{r_{i}}{L_{c}}
\end{gather*}
$$

In the limit $r_{o} \longrightarrow \infty$, we again obtain (28). On the other hand, in the limit $r_{i} \longrightarrow \infty$, both the magnification factor and the image halfwidth indefinitely increase in the two cases, but the ratio of the size of the image of a point to the size of the entire pattern is virtually constant.

Note the following interesting feature of long lenses. As was shown above, a self-imaging lens has a length $L=\pi L_{c}=3.14 L_{c}$. On the other hand, a selffocusing lens is by a factor of 2 shorter, while the length of the experimental scheme for imaging without magnification is $(2+\pi / 2) L_{c}=3.57 L_{c}$, which is only slightly longer. For this reason, there is little point in using extremely long lenses.

## 6. THE FOCUSED IMAGE OF AN OBJECT

In an actual X-ray experiment, a relatively thin object illuminated by the wave emitted by a point source located at a distance $r_{s}$ from the object and having transverse coordinates $x_{s}$ and $y_{s}$ is imaged with the lens. In general, the source has finite sizes, but different points of the source are incoherent. Therefore, the intensity should be integrated over the source's coordinates at the final stage of the calculation. In this section, we restrict our analysis to the case where the distance from the source to the object is large and the angular sizes of the source in the object's plane do not exceed the object's characteristic scattering angles. In other words, the coherent image conditions are satisfied. The wave field in the object's image plane referred to the amplitude of the wave incident on the object can be calculated by using the integral

$$
\begin{gather*}
A^{(t)}\left(x_{i}, y_{i}\right) \\
=i \lambda r_{s} \int d x_{0} d y_{0} G_{s}^{(t)}\left(x_{i}, y_{i}, x_{o}, y_{o}\right) T\left(x_{o}, y_{o}\right) \tag{36}
\end{gather*}
$$

where

$$
\begin{gather*}
G_{s}^{(t)}\left(x_{i}, y_{i}, x_{o}, y_{o}\right)  \tag{37}\\
=\exp \left(-i k \eta s_{0} L\right) G_{s}\left(x, x_{o}\right) G_{s}\left(y_{i}, y_{o}\right)
\end{gather*}
$$

the function

$$
G_{s}\left(x_{i}, x_{o}\right)=G\left(x_{i}, x_{o}\right) P\left(x_{o}-x_{s}, r_{s}\right)
$$

is the partial image propagator for the object, and the function

$$
T\left(x_{o}, y_{o}\right)=\exp \left[i \psi\left(x_{o}, y_{o}\right)\right]
$$

describes the transfer of radiation through the object, i.e., the object's function.

As we have shown above, under the image focusing conditions for the object's points (30), the modulus of $G_{s}^{(t)}\left(x_{i}, y_{i}, x_{o}, y_{o}\right)$, which is considered as a function of the $x_{o}$ and $y_{o}$ coordinates at a given point $\left(x_{i}, y_{i}\right)$ on the image plane, has a sharp maximum at the point with $\left(x_{o i}, y_{o i}\right)$ coordinates, where $x_{o i}=-x_{i} / M$ and $y_{o i}=-y_{i} / M$. Here, as in the preceding section, $M=r_{i L} / r_{o L}$. Let us assume that the complex phase of the object's function is a smooth function within the region of the propagator maximum. In the effective domain of integration, the object's function can then be approximated by the expression

$$
\begin{gather*}
T\left(x_{o}, y_{o}\right) \\
=\exp \left[i \psi_{i}+i \frac{2 \pi}{\lambda}\left[\xi_{i x}\left(x_{o}-x_{o i}\right)+\xi_{i y}\left(y_{o}-y_{o i}\right)\right]\right] \tag{38}
\end{gather*}
$$

with the complex parameters

$$
\begin{gathered}
\psi_{i}=\psi\left(x_{o i}, y_{o i}\right), \quad \xi_{i x}=\frac{\lambda}{2 \pi} \frac{d \psi\left(x_{o i}, y_{o i}\right)}{d x} \\
\xi_{i y}=\frac{\lambda}{2 \pi} \frac{d \psi\left(x_{o i}, y_{o i}\right)}{d y}
\end{gathered}
$$

which depend on the coordinates of the image point.
In this case, the wave field of the image is again factorized,

$$
\begin{gather*}
A^{(t)}\left(x_{i}, y_{i}\right)=\exp \left(-i k \eta s_{0} L+i \psi_{i}\right)  \tag{39}\\
\times A^{(x)}\left(x_{i}, y_{i}\right) A^{(y)}\left(x_{i}, y_{i}\right)
\end{gather*}
$$

and, for example,

$$
\begin{align*}
A^{(x)}\left(x_{i}, y_{i}\right)= & \left(i \lambda r_{s}\right)^{1 / 2} \int d x_{o} G\left(x_{i}, x_{o}\right) P\left(x_{o}-x_{s}, r_{s}\right) \\
& \times \exp \left[i \frac{2 \pi}{\lambda} \xi_{i x}\left(x_{o}-x_{o i}\right)\right] \tag{40}
\end{align*}
$$

The function $A^{(x)}\left(x_{i}, y_{i}\right)$ depends on $y_{i}$ parametrically via $\xi_{i x}$. Approximation (31) cannot be directly used to calculate the integral, because the expansion in terms of powers of $\gamma$ has already been made in it and, therefore, it is not accurate enough. The expansion in terms of powers of $\gamma$ can be made only in the final expressions. On the other hand, an exact result can be easily obtained from the following considerations.

The integral differs only by the phase factor from the convolution of the image propagator with the Kirchhoff propagator if we substitute $\tilde{x}_{s}=x_{s}-r_{s} \xi_{i x}$ for the true coordinate of the source $x_{s}$ in the latter. As was noted above, the convolution of the image propagator with the Kirchhoff propagator is again equal to the image propagator in which we should substitute $r_{o}+r_{s}$ for the distance $r_{o}$ and $\tilde{x}_{s}$ for the coordinate $x_{o}$. In the expression derived, we should use the image focusing condition

$$
r_{i L}^{-1}+r_{o L}^{-1}=F_{L}^{-1}
$$

and we can set $\gamma=0$ in the preexponential term. As regards the exponent, it will suffice to include the terms of the zero and first powers of $\gamma$. Although the algorithm is simple, the calculations are cumbersome because they contain many combinations of many parameters. To obtain an unequivocal result, it is convenient to choose the coordinate of the imaged point on the object, $x_{o i}$, and the angle of ray exit from the object at this point, $\theta_{o}$, calculated via the phase gradient as inde-
pendent transverse coordinates. A useful parameter is also the coordinate of ray entrance into the lens, $x_{0}$. These quantities are defined as

$$
\begin{align*}
x_{o i}=-\frac{x_{i}}{M}, \quad \theta_{o} & =\frac{x_{o i}-\tilde{x}_{s}}{r_{s}}=\xi_{i x}+\frac{x_{o i}-x_{s}}{r_{s}}  \tag{41}\\
x_{0} & =x_{o i}+r_{o} \theta_{o}
\end{align*}
$$

It is convenient to choose $r_{o}$ and $L_{c}$ as independent longitudinal distances. The remaining parameters are expressed in terms of them as

$$
\begin{gather*}
r_{i}=M u, \quad M=\frac{L_{c}}{v}, \quad u=r_{o} C_{L}+L_{c} S_{L} \\
v=r_{o} S_{L}-L_{c} C_{L}, \quad F_{L}=\frac{L_{c}}{S_{L}} \tag{42}
\end{gather*}
$$

Without giving the intermediate calculations, we immediately write out the result in the linear (in $\gamma$ ) approximation

$$
\begin{align*}
& A^{(x)}\left(x_{i}, y_{i}\right)=\frac{1}{i M^{1 / 2}} \exp \left[i \Phi_{x}\left(x_{i}\right)-\frac{1}{2} \mu_{x}\left(x_{i}, y_{i}\right)\right] \\
& \Phi_{x}\left(x_{i}\right)=\frac{\pi}{\lambda}\left[\frac{\left(x_{o i}-x_{s}\right)^{2}}{r_{s}}+\frac{x_{o i}^{2}}{r_{o L}}+\frac{x_{i}^{2}}{r_{i L}}\right]  \tag{43}\\
& \mu_{x}\left(x_{i}, y_{i}\right)=\gamma \frac{2 \pi}{\lambda F_{L}} \\
& \quad \times\left[\alpha_{L} x_{0}^{2}+\left(\alpha_{L}-C_{L}\right)\left(L_{c} \theta_{o}\right)^{2}+S_{L} x_{0} L_{c} \theta_{o}\right]
\end{align*}
$$

When making the expansion in terms of $\gamma$, we assumed the conditions $\lambda r_{s} \gg 2 \pi \sigma_{o}^{2}$, where $\sigma_{o}=\sigma / M$ is the width of the maximum of propagator (31) relative to the integration variable $x_{o}$, to be satisfied. In other words, we assumed that the phase of the incident spherical wave also smoothly varied in the domain of integration. We can easily consider the general case, but it is of no practical interest. As follows from the derived expression, the phase gradient of the object's function directly affects the image intensity. To qualitatively analyze this effect, let us consider the extreme case of an incident plane wave $\left(r_{s} \longrightarrow \infty\right)$ and assume that the object is transparent. If the sample is homogeneous, then $\theta_{o}=0$ at all points and the intensity of the radiation in the image plane is described by the Gaussian function

$$
\begin{equation*}
I_{i m}\left(x_{i}\right)=\frac{1}{M} \exp \left(-\gamma \frac{2 \pi}{\lambda F_{L}} \frac{\alpha_{L}}{M^{2}} x_{i}^{2}\right) \tag{44}
\end{equation*}
$$

If, however, a phase gradient exists at some points of the sample, then $\theta_{o}=\xi_{i x}$ at these points and the intensity will deviate from law (44); depending on different con-
ditions, the intensity can be lower and higher than the background intensity. Thus, a unique opportunity to visualize transparent objects and to obtain the phase contrast through the nonuniform absorption of radiation in the lens emerges. Unlike the ordinary phase contrast observed on synchrotron radiation sources (see, e.g., [19-21]), this contrast has no parasitic oscillations associated with the interference of various rays and directly allows the local phase gradient produced by the object to be determined. Abrupt changes in intensity related to a sharp phase gradient have recently been observed experimentally in the image of a sample with a profiled surface [22].

The physical nature of the visualization of the phase gradient in a sample with an X-ray PCR lens is easiest to understand in terms of geometrical optics. The ray from a source with a coordinate $x_{s}$ comes to the sample at a point with a coordinate $x_{o i}$. Since the lens formula holds, all of the rays that emerge from this point at different angles reach a point with a coordinate $x_{i}$ in the image plane after their passage through the lens. Actually, however, only one path is realized and the ray leaves the sample, making an angle $\theta_{o}$ with the optical $(z)$ axis. Accordingly, the ray in front of the lens has the coordinate $x_{0}$ and angle $\theta_{o}$. The ray path $x=x_{t}(z)$ in the lens satisfies the condition under which at each point of the path its tangent makes an angle $\theta=(\lambda / 2 \pi)(d \varphi / d x)$ with the $z$ axis, where $\varphi(x, z)$ is the phase of the wave field in the lens. This phase is equal to the phase of the image propagator (17) if we set $\gamma=0, r_{i}=0$, and $x_{i}=$ $x_{t}(z)$ in the latter and substitute $z$ for $L$. On the other hand, $\theta=d x_{t} / d z$. The equation for the path is particularly simple if we write it via the derivative of $\theta$. As a result,

$$
\begin{equation*}
\frac{d \theta}{d z}=\frac{d^{2} x_{t}}{d z^{2}}=-\frac{x_{t}(z)}{L_{c}^{2}}, \quad x_{t}(z)=x_{0} C_{z}+\theta_{o} L_{c} S_{z}, \tag{45}
\end{equation*}
$$

where $x_{0}$ and $\theta_{o}$ are the initial point and initial derivative on the path. The initial coordinate and initial angle of the ray as it enters the lens correspond to the parameters defined by (41). Calculating the absorption coefficient integrated over the ray path in the lens,

$$
\begin{equation*}
\mu(L)=\gamma \frac{2 \pi}{\lambda L_{c_{0}}^{2}} \int^{L} d z\left(x_{0} \cos \frac{z}{L_{c}}+\theta_{o} L_{c} \sin \frac{z}{L_{c}}\right)^{2} \tag{46}
\end{equation*}
$$

we obtain a result that matches formula (43). Thus, the contrast is actually related to the change in the ray path and the nonuniform absorption in a PCR lens.

Naturally, the overall image of an object contains both the absorptive and phase contrast and depends on the two components of the total phase gradient along the two coordinate axes. Unfortunately, in solving the inverse problem, the change in intensity alone is not enough to restore the absorption coefficient and the two
components of the phase gradient. Additional information can be obtained by moving the object relative to the lens, because different portions of the lens absorb differently.

## 7. THE FOURIER TRANSFORM OF AN OBJECT WITH A PARABOLIC CONTINUOUSLY REFRACTIVE X-RAY LENS

A thin parabolic lens is known from classical optics to perform the Fourier transform of the function of an object illuminated by a spherical wave from a point source in the focusing plane of the point source. Let us consider this phenomenon for an X-ray PCR lens. We write the Fourier transform of the object's function as

$$
\begin{equation*}
T\left(x_{o}, y_{o}\right)=\int \frac{d q d p}{(2 \pi)^{2}} \tilde{T}(q, p) \exp \left(i q x_{o}+i p y_{o}\right) \tag{47}
\end{equation*}
$$

In this case, the amplitude of the wave field in the image plane is

$$
\begin{gather*}
A^{(t)}\left(x_{i}, y_{i}\right)=\exp \left(-i k \eta s_{0} L\right) \\
\times \int \frac{d q d p}{(2 \pi)^{2}} \tilde{T}(q, p) G_{f}\left(q, x_{s}, x_{i}\right) G_{f}\left(p, y_{s}, y_{i}\right) \tag{48}
\end{gather*}
$$

where

$$
\begin{gather*}
G_{f}\left(q, x_{s}, x_{i}\right) \\
=\int d x_{o} G\left(x_{i}, x_{o}\right) P\left(x_{o}-x_{s}, r_{s}\right) \exp \left(i q x_{o}\right) \tag{49}
\end{gather*}
$$

is the partial image propagator for the separate component of the Fourier transform of the object's function. We are interested in the conditions when this propagator is closest to the delta function.

As was noted in the preceding section, the integral can be expressed in terms of the image propagator in which $\tilde{x}_{s}=x_{s}-x_{q}, x_{q}=q \lambda r_{s} / 2 \pi$ is substituted for $x_{s}$ and $\tilde{r}_{s}=r_{o}+r_{s}$ is substituted for $r_{o}$. As a result,

$$
\begin{align*}
& G_{f}\left(q, x_{s}, x_{i}\right)=\frac{1}{\left(i \lambda \hat{r}_{g}\right)^{1 / 2}} \exp \left[i q\left(x_{s}-\frac{1}{2} x_{q}\right)\right]  \tag{50}\\
& \quad \times \exp \left[i \frac{\pi}{\lambda \hat{r}_{g}}\left(g_{i} x_{i}^{2}-2 x_{i} \tilde{x}_{s}+g_{s} \tilde{x}_{s}^{2}\right)\right],
\end{align*}
$$

where

$$
\begin{align*}
& \hat{r}_{g}=\left(\tilde{r}_{s}+r_{i}\right) c_{L}+\left(z_{c}-\frac{\tilde{r}_{s} r_{i}}{z_{c}}\right) s_{L}, \\
& g_{i}=c_{L}-\frac{\tilde{r}_{s}}{z_{c}} s_{L}, \quad g_{s}=c_{L}-\frac{r_{i}}{z_{c}} s_{L} . \tag{51}
\end{align*}
$$

Thus, the condition for the Fourier transform is identical to the focusing condition for a point source illuminating the object, i.e., $\operatorname{Re} \hat{r}_{g}=0$. However, approximate expression (31) cannot be used directly, because the propagator is in the integrand and, hence, the omitted phase factor can play a significant role.

To derive an approximate expression, we represent the complex coefficients as a series in powers of $i \gamma$ :

$$
\begin{gather*}
\hat{r}_{g}=R_{0}+i \gamma R_{1}+(i \gamma)^{2} R_{2}, \quad g_{i}=Q_{i 0}+i \gamma Q_{i 1}  \tag{52}\\
g_{s}=Q_{s 0}+i \gamma Q_{s 1}
\end{gather*}
$$

The focusing condition for a point source then has the approximate form $R_{0}=0$. In this case, the following relations hold:

$$
r_{i L}^{-1}+r_{s L}^{-1}=F_{L}^{-1}, \quad Q_{i 0}=-\frac{1}{M_{s}}, \quad Q_{s 0}=M_{s}
$$

where

$$
r_{s L}=\tilde{r}_{s}+B_{L}=r_{o L}+r_{s}, \quad M_{s}=\frac{r_{i L}}{r_{s L}}
$$

and the propagator is defined as

$$
\begin{equation*}
G_{f}\left(q, x_{s}, x_{i}\right)=\frac{1}{i\left(\gamma \lambda R_{1}\right)^{1 / 2}} \exp [i \varphi(q)-\mu(q)] \tag{53}
\end{equation*}
$$

where

$$
\begin{gather*}
\mu(q)=\frac{\pi\left(x_{i}+M_{s} \tilde{x}_{s}\right)^{2}}{\gamma \lambda R_{1} M_{s}} \\
\varphi(q)=q\left(x_{s}-\frac{1}{2} x_{q}\right)+\mu(q) \gamma \frac{R_{2}}{R_{1}}+\frac{Q_{i 1} x_{i}^{2}+Q_{s 1} \tilde{x}_{s}^{2}}{\lambda R_{1}} \tag{54}
\end{gather*}
$$

Thus, each point $x_{i}$ in the source's image plane can have an appreciable intensity. It maps a region in the $q$ space of the sample's function centered at point $q=q_{i}$, where

$$
\begin{equation*}
q_{i}=\frac{2 \pi}{\lambda r_{s} M_{s}}\left(x_{i}-x_{s} M_{s}\right) \tag{55}
\end{equation*}
$$

In addition, because of the absorption in the lens, the Fourier transform of the sample's function is modified by the phase factor; i.e., the convolution of the Fourier transform of the sample's function with some function that depends on the parameters of the lens and the experimental scheme is actually imaged. Nevertheless, if the sample's function is periodic and, hence, has a discrete series of Fourier harmonics whose separation exceeds the width of the propagator maximum, then the
image is a system of spots that correspond to individual harmonics of the Fourier transform of the source's function and the size of each spot closely corresponds to the projected size of the source. The separation between the spots depends on the distances used in the experiment and is equal to

$$
\Delta x_{i}=\Delta q \frac{\lambda r_{s} M_{s}}{2 \pi}
$$

A homogeneous sample is a special case for which only the zero Fourier harmonic exists.

An alternative approach to this problem consists in analyzing expression (36). The Fourier transform is obtained if the propagator $G\left(x_{i}, x_{o}\right) P\left(x_{o}-x_{s}, r_{s}\right)$ does not contain the term proportional to $x_{o}^{2}$ in the phase. This condition can be written as $\operatorname{Re} C=0$, where

$$
C=\frac{1-\tilde{a}_{o}}{\tilde{r}_{g}}+\frac{1}{r_{s}}=0
$$

It is easy to verify that in the zeroth (in $\gamma$ ) approximation, this condition is equivalent to the focusing condition for a point source written above. In this case, however, a damped exponential of the type $\exp \left(-\operatorname{Im}(C) x_{o}^{2}\right)$ remains under the integral. In addition, since $\tilde{r}_{g}$ is a complex quantity, the wave vector of the Fourier transform has a small imaginary part, which depends on the separation between the object and the lens. The manifestation of these features depends on specific conditions and analysis of them is a problem in itself.
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#### Abstract

The process $e^{+} e^{-} \longrightarrow \varphi \longrightarrow \eta^{\prime} \gamma, \eta^{\prime} \longrightarrow \eta \pi^{0} \pi^{0}, \eta \longrightarrow \gamma \gamma$ is investigated by an SND detector in experiment on a VEPP-2M equipment with colliding electron-positron beams. The analysis of experimental data yields a value of $B\left(\phi \longrightarrow \eta^{\prime} \gamma\right)=\left(6.7_{-4.2}^{+5.0} \pm 1.5\right) \times 10^{-5}$ for the decay probability. Taking into account a previous measurement of this quantity by an SND detector in the decay channel $\eta^{\prime} \longrightarrow \pi^{+} \pi^{-} \eta$, one finally obtains $B\left(\phi \longrightarrow \eta^{\prime} \gamma\right)=\left(6.7_{-2.4}^{+2.8} \pm 0.8\right) \times 10^{-5}$. © 2003 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The decay $\phi \longrightarrow \eta^{\prime} \gamma$ is rare and can hardly be distinguished against the background; therefore, for a long time, the characteristics of this process could not be measured experimentally. The first measurement of the probability $B$ of the decay $\phi \longrightarrow \eta^{\prime} \gamma$ was carried out experimentally by a CMD-2 detector [1] in 1997:

$$
B\left(\phi \longrightarrow \eta^{\prime} \gamma\right)=\left(12_{-5}^{+7} \pm 2\right) \times 10^{-5} .
$$

In recent years, results for this decay have been obtained simultaneously in several experiments on colliding $e^{+} e^{-}$beams. This fact has aroused increasing interest of theoreticians in a $\eta$ ' meson [2-6] because the structure of $\eta$ and $\eta$ ' mesons directly determines the intensity of radiative decays of vector mesons. In theoretical studies, the main focus has been on the $\eta-\eta^{\prime}$ mixing and a gluonium admixture in $\eta^{\prime}$.

At present, the world average value of the probability of the decay $\phi \longrightarrow \eta^{\prime} \gamma[7]$,

$$
B\left(\phi \longrightarrow \eta^{\prime} \gamma\right)=\left(6.7_{-1.4}^{+1.5}\right) \times 10^{-5},
$$

is based on the results of three experiments represented in Table 1.

The most accurate (to date) value, measured by a KLOE detector [11] in the channel $\eta^{\prime} \longrightarrow \pi^{+} \pi^{-} \eta$, $\eta \longrightarrow \gamma$, was obtained after the publication of the survey [7] and is given by

$$
B\left(\phi \longrightarrow \eta^{\prime} \gamma\right)=(6.10 \pm 0.61 \pm 0.43) \times 10^{-5} .
$$

The present paper is devoted to the measurement of the probability of the decay $\phi \longrightarrow \eta^{\prime} \gamma$ in the purely neutral channel $\eta^{\prime} \longrightarrow \pi^{0} \pi^{0} \eta, \eta \longrightarrow \gamma$.

## 2. EXPERIMENT

The experiment was carried out in 1996 [12] and 1998 [13] using a VEPP-2M electron-positron collider [14] by an SND detector [15]. The photon

Table 1

| $B\left(\phi \longrightarrow \eta^{\prime} \gamma\right) \times 10^{5}$ | Decay channel | Experiment |
| :---: | :---: | :---: |
| $6.7{ }_{-2.9}^{+3.4} \pm 1.0$ | $\begin{aligned} & \eta^{\prime} \longrightarrow \eta \pi^{+} \pi^{-}, \\ & \eta \longrightarrow \gamma \end{aligned}$ | SND, 1999 [8] |
| $8.2{ }_{-1.9}^{+2.1} \pm 1.1$ | $\begin{aligned} & \eta^{\prime} \longrightarrow \eta \pi^{+} \pi^{-}, \\ & \eta \longrightarrow \gamma \end{aligned}$ | CMD-2, 2000 [9] |
| $4 .{ }_{-1.8}^{+2.2} \pm 0.6$ | $\begin{aligned} & \eta^{\prime} \longrightarrow \eta \pi^{+} \pi^{-}, \\ & \eta \longrightarrow \eta \pi^{+} \pi^{-} \pi^{0} \end{aligned}$ | CMD-2, 2000 [10] |

energy resolution in the calorimeter of the detector was equal to

$$
\sigma_{\mathrm{E}} / E=4.2 \% / \sqrt[4]{E(\mathrm{GeV})}
$$

and the angular resolution versus the photon energy is given by

$$
\sigma_{\varphi}=\sqrt{\left(0.82^{\circ}\right)^{2} / E(\mathrm{GeV})+\left(0.63^{\circ}\right)^{2}}
$$

We carried out seven scans of the energy domain for a $\phi$ meson in 1996 and two scans in 1998 in the energy range of $980 \mathrm{meV}<2 E<1060 \mathrm{MeV}$. The integrated luminosity was equal to $13 \mathrm{pb}^{-1}$, and the total number of $\phi$ mesons created was $2.1 \times 10^{7}$. The luminosity was measured by elastic scattering of electrons and positrons at large angles and by two-quantum annihilation. The difference between the results obtained by the two methods was no greater than $1 \%$. In this paper, we used the luminosity measured by two-quantum annihilation because this process is the closest to the process being investigated by trigger properties.

## 3. SELECTION OF EVENTS

The events of the process considered,

$$
\phi \longrightarrow \eta^{\prime} \gamma, \quad \eta^{\prime} \longrightarrow \eta \pi^{0} \pi^{0}, \quad \eta \longrightarrow \gamma \gamma
$$

have seven photons in the final state. To eliminate possible loss in efficiency due to the superposition of excess photons (arising from the beam background, the photon splitting in the calorimeter, the photon radiation by initial particles at a large angle, and the superposition of particles from other events), we selected events with seven or more photons.

The main background process

$$
e^{+} e^{-} \longrightarrow \phi \longrightarrow \eta \gamma, \quad \eta \longrightarrow 3 \pi^{0}
$$

also has exactly seven photons in the final state, and its intensity is 200 times stronger than that of the process considered, which presents the main difficulty in this analysis.

When processing the data, we used the following parameters of events: $n_{\gamma}$, the total number of detected photons; $n_{c h}$, the total number of charged particles; $\chi_{2 E}$, the sum of squares of deviations of experimental angles and photon energies from theoretical ones, normalized by the angular and energy resolution of the calorimeter, which is minimized over all theoretical parameters of particles under the condition that the latter satisfy the energy-momentum conservation law; $R_{\text {Emax }}$, the energy of the hardest photon in the event, normalized by the beam energy; $E_{p 7}$, the energy of the softest of the seven
photons (in MeV ); and $\chi_{\gamma}$, the "quality" of photons, a parameter characterizing the "correctness" of the transverse energy distribution of photons in the calorimeter [16].

We selected events with $n_{c h}=0, n_{\gamma} \geq 7$, and $\chi_{2 \mathrm{E}}<40$. For these events, we carried out kinematic fitting by using the measured values of angles and photon energies: by numerically minimizing the logarithmic likelihood function, we chose the particle parameters that were the closest to the measured values and satisfied the energy-momentum conservation laws and the constraints imposed by the assumption that there exist intermediate metastable particles. The fitting was carried out independently under four different conjectures:

## 1. The event belongs to the process

$$
\phi \longrightarrow X \gamma, \quad X \longrightarrow \eta \pi^{0} \pi^{0}, \quad \eta \longrightarrow \gamma \gamma, \quad \pi^{0} \longrightarrow \gamma \gamma
$$

A system of seven photons is described by a set of 21 parameters (for example, energy and two angles for each particle). The energy-momentum conservation laws define four relations between these parameters. In addition, the masses of three intermediate unstable particles $\left(\eta, \pi^{0}, \pi^{0}\right)$ enter another three equations that relate the original parameters. Each kinematic constraint removes one degree of freedom; therefore, $21-4-3=14$ free parameters remain in this model to minimize the logarithmic likelihood function (one of these parameters is the mass of the system $(\eta \pi \pi))$. As a result of the reconstruction procedure, we calculate corrected particle parameters; the obtained minimal value of the logarithmic likelihood function $\chi_{\eta \pi \pi \gamma}^{2}$ is used for the selection of events. In a further selection of events, we also used the parameters $m_{\eta \pi \pi}$ and $\theta_{c m}$ obtained as byproducts of the kinematic fitting. The latter parameter is the polar angle of photons with respect to the direction of the $\eta$ meson in the decay $\eta \longrightarrow \gamma \gamma$ in the rest frame of the $\eta$ meson.

In spite of the measures undertaken to reject, by a preliminary screening, the largest possible part of the final photon pairs not associated with the $\pi^{0}$ and $\eta$ meson decays, the reconstruction of an event takes considerable computing time in all models. Therefore, taking into account that the reconstruction model described above is the basic model, we left events with $\chi_{\eta \pi \pi \gamma}^{2}<20$ for further analysis (and for reconstruction in other models).
2. The event belongs to the process

$$
\eta \gamma \longrightarrow 3 \pi^{0} \gamma \longrightarrow 7 \gamma
$$

The total number of free parameters is $21-4-4=13$ (four intermediate unstable particles with known masses). As a result of reconstruction, we obtain the minimal value of the logarithmic likelihood function $\chi_{\eta \gamma}^{2}$.

Table 2. Variation of the number of simulated and experimental events for the main processes under the successive imposition of conditions (1)

|  | Initial number <br> of events | $n_{\eta} \geq 7$ <br> $n_{c h}=0$ | $\chi_{\eta \pi \pi \gamma}^{2}<20$ <br> $\chi_{2 \mathrm{E}}<40$ | $\theta_{c m}>40^{\circ}$ <br> $R_{\mathrm{Emax}}<0.7$ <br> $\chi_{\gamma}<0$ <br> $\chi_{2 \mathrm{E}}<12$ | $E_{p 7}>30 \mathrm{MeV}$ <br> $\|$$m_{33}-540 \mid$ <br> $\Delta \chi_{1}<-10$ <br> $\Delta \chi_{2}<-10$ | $\chi_{\eta \pi \pi \gamma}^{2}<10$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $\phi \longrightarrow \eta \gamma$ | 1223844 | 98350 | 59644 | 5557 | 58 | 44 |
| $\phi \longrightarrow K_{S} K_{L}$ | 2294939 | 1861 | 246 | 14 | 0 | 0 |
| $\phi \longrightarrow K^{+} K^{-}$ | 1371963 | 35 | 0 | 0 | 0 | 0 |
| $\phi \longrightarrow \pi^{+} \pi^{-} \pi^{0}$ | 2185331 | 1 | 0 | 0 | 0 | 0 |
| $e^{+} e^{-} \longrightarrow \omega \pi^{0}$ | 142795 | 1 | 0 | 0 | 0 | 0 |
| $\phi \longrightarrow \eta^{\prime} \gamma$ | 415000 | 9398 | 8568 | 3411 | 2167 | 2030 |
| Experiment | $19.3 \times 10^{6} \phi$ | 165940 | 14016 | 1171 | 29 | 23 |

3. The event belongs to the process

$$
\phi \longrightarrow K_{\mathrm{S}} K_{\mathrm{L}}, \quad K_{\mathrm{S}} \longrightarrow \pi^{0} \pi^{0} .
$$

We consider all possible combinations of five photons and choose a variant that is best described by a given model. Four photons in the calorimeter must arise from the decay of a $K_{\mathrm{S}}$ meson; it is required that a $K_{\mathrm{L}}$ meson should produce a calorimeter hit with weaker angular and energy binding (the angular and energy distributions of such pseudophotons are obtained on the events $K_{\mathrm{S}} K_{\mathrm{L}}$ that were specially selected from the experimental data). The total number of free parameters in this model is $5 \times 3-4-3=8$. As a result of reconstruction, we obtain the minimal value of the logarithmic likelihood function $\chi_{K_{S} K_{\mathrm{L}}}^{2}$.
4. In this model, we assume that, in the reaction

$$
e^{+} e^{-} \longrightarrow Y+\gamma,
$$

either the primary photon has not been detected at all or the measured characteristics of this photon are far from true values. The reconstruction in this model answers the questions of what is the probability that the event involves a particle that decays into three neutral pions and what is the mass of this particle. The kinematics corresponds to the decay

$$
Y \longrightarrow 3 \pi^{0} \longrightarrow 6 \gamma
$$

The momentum of the particle $Y$ is not fixed. For a system of seven photons (one photon is assumed to be undetected, but its characteristics are calculated), the total number of free parameters is $7 \times 3-4-3=14$. As a result of kinematic fitting, we obtain a parameter $m_{3 \pi}$,
the mass of the system $\left(\pi^{0} \pi^{0} \pi^{0}\right)$. This reconstruction model is designed for the events $\eta \gamma$ in which the whole event is poorly reconstructed for some reasons.

In all kinematic reconstruction procedures of specific processes, when the number of photons is greater than the number specified in a given model, we chose a combination of photons that minimized the relevant logarithmic likelihood function; other photons were neglected.

To simplify the numerical minimization in a multidimensional space and to facilitate the reconstruction, we analytically determined the minimum in three angular variables corresponding to the rotation of the event as a whole [17]; this reduced the number of variable parameters of the logarithmic likelihood function by three.

Let us present the full list of selection conditions:

$$
\begin{gather*}
\eta_{\gamma} \geq 7, \quad n_{c h}=0, \\
\chi_{2 \mathrm{E}}<12, \quad \theta_{c m}>40^{\circ}, \\
R_{\mathrm{Emax}}<0.7, \quad E_{p 7}>30 \mathrm{MeV}, \quad \chi_{\gamma}<0, \\
\left|m_{3 \pi}-540\right|>40 \mathrm{MeV}, \quad \chi_{\eta \pi \pi \gamma}^{2}<10,  \tag{1}\\
\Delta \chi_{1}=\chi_{\eta \pi \pi \gamma}^{2}-\chi_{\eta \gamma}^{2}<-10, \\
\Delta \chi_{2}=\chi_{\eta \pi \pi \gamma}^{2}-\chi_{K_{\mathrm{S}} K_{\mathrm{L}}}^{2}<-10 .
\end{gather*}
$$

These selection conditions, although they substantially suppress the background processes, preserve a sufficiently high efficiency $\epsilon$ of the investigated process: $\epsilon_{\eta^{\prime} \gamma \rightarrow 7 \gamma}=7 \%$ (the geometrical component in this efficiency can be estimated as a fraction of a solid


Fig. 1. Distribution of the simulated (histogram) and experimental (dots with error bars) events $\eta \gamma$, selected by conditions (2), in the following parameters: (a) $\chi_{2 \mathrm{E}}$, (b) $\theta_{c m}$, (c) $R_{\mathrm{Emax}}$, (d) $E_{p 7}$, (e) $\chi_{\gamma}$, and (f) $m_{3 \pi}$. The distributions are normalized by the integrated luminosity.
angle, covered by the detector, raised to a power of 7 , $0.9^{7} \approx 50 \%$ ).

The variation in the number of selected simulated and experimental events for various processes under a successive imposition of selection conditions is shown in Table 2.

The ratio of the initial number of simulated events to the number of such events in experiment is different for different processes. For $\phi \longrightarrow \eta^{\prime} \gamma$, the number of simulated events is five times greater than the number of experimental events because this is the main background process. For the main decay modes of a $\phi$ meson, in spite of the fact that the initial number of
events is very large, the number of events $K_{\mathrm{S}} K_{\mathrm{L}}, K^{+} K^{-}$, and $\pi^{+} \pi^{-} \pi^{0}$ in experiment is 3,7 , and 1.4 times greater than the respective number in simulation. The number of events $\omega \pi^{0}$ in simulation is 20 times greater than that in experiment.

The table shows that any simulated event for the processes $\phi \longrightarrow K^{+} K^{-}, \phi \longrightarrow \pi^{+} \pi^{-} \pi^{0}$, and $e^{+} e^{-} \longrightarrow \omega \pi^{0}$ does not even satisfy the preliminary selection conditions

$$
\chi_{\eta \pi \pi \gamma}^{2}<20, \quad \chi_{2 E}<40
$$

this fact indicates that the contribution of these processes to the final result is negligible. Twenty-three experimental events satisfy the full set of conditions (1).

## 4. NORMALIZATION BY THE PROCESS $\eta \gamma$ AND CHECKING THE CORRECTNESS <br> OF SIMULATION THE MAIN PARAMETERS OF EVENTS

Since there are a large number of background events $\eta \gamma$ and the signatures of these events are close to the process under investigation, this background presents a serious difficulty; on the other hand, these factors provide a good opportunity for checking the agreement between simulation and experiment.

For the latter purpose, we select experimental events that satisfy the conditions under which the contribution of the events $\eta \gamma$ must be dominant:

$$
\begin{equation*}
n_{\gamma}=7, \quad \chi_{\eta \pi \pi \gamma}^{2}<20, \quad \chi_{2 \mathrm{E}}<40 \tag{2}
\end{equation*}
$$

The total number of experimental events satisfying these conditions is 12457; according to the estimates from simulation, this number includes $0.2 \%$ of events $\eta$ ' $\gamma$ and $1.8 \%$ of events $K_{\mathrm{S}} K_{\mathrm{L}}$. Such an admixture is very small and is not displayed in the figures presented below.

Figures 1 and 2 represent the distributions of experimental and simulated events $\eta \gamma$ for the main parameters from set (1) (the experimental data are normalized by the integrated luminosity). These distributions display differences between simulation and experiment. The most pronounced differences are displayed by the distribution in $\Delta \chi_{2}=\chi_{\eta \pi \pi \gamma}^{2}-\chi_{K_{\mathrm{S}} K_{\mathrm{L}}}^{2}$ (Fig. 2d). The distributions for the events $\eta \gamma$ and $\eta^{\prime} \gamma$ (Fig. 3) are fairly close, so that this selection parameter can be used in the normalization procedure.

The fact that many characteristics of the events $\eta \gamma$ and $\eta$ ' $\gamma$ are close to each other allows us to carry out the normalization procedure and introduce a total correction for several sources of systematic errors. Among these effects, we can consider the following: inaccuracies in trigger simulation and in the measurement of integrated luminosity, loss of events due to the superpo-
sition of the background charged tracks, a possible inaccurate consideration of the photon conversion before the track system, and inaccurate simulation of the parameters of the event $\chi_{\gamma}, \chi_{2 \mathrm{E}}, \Delta \chi_{2}$. Naturally, such parameters as $\theta_{c m}, R_{\mathrm{Emax}}, E_{p 7}$, and $m_{3 \pi}$, with respect to which the distributions of the events $\eta^{\prime} \gamma$ and $\eta \gamma$ are completely different, must be eliminated from the normalization procedure. For the same reason, we should have also eliminated the parameter $\chi_{\eta \pi \pi \gamma}^{2}$; however, as was mentioned above, this parameter was used for the preliminary screening of events in order not to hamper data processing by spending computer time for the kinematic fitting of a fortiori background events. However, the selection bound for this parameter in the normalization procedure is set so high that it introduces negligible systematic error. One also cannot ignore the parameter $\Delta \chi_{1}$ because we use it for distinguishing the event $\eta \gamma$ from $\eta$ ' $\gamma$.

For the normalization, we leave only those conditions in set (1) with respect to which the distributions of the events $\eta \gamma$ and $\eta$ ' $\gamma$ are close to each other,

$$
\begin{equation*}
\chi_{2 E}<12, \quad \chi_{\gamma}<0, \quad \Delta \chi_{2}<-10 \tag{3}
\end{equation*}
$$

as well as, as was pointed out above, the condition

$$
\chi_{\eta \pi \pi \gamma}^{2}<20
$$

to optimize the processing time.
Conditions (3) held for 7234 experimental events. Figure 4 shows the distribution of the selected experimental events and simulated events $\eta \gamma$ with respect to the parameter $\Delta \chi_{1}=\chi_{\eta \pi \pi \gamma}^{2}-\chi_{\eta \gamma}^{2}$ normalized by the integrated luminosity. The arrow in the figure points to the bound $\Delta \chi_{1}=-10$ for the selection of the events $\eta^{\prime} \gamma ;$ below this bound, there are $73 \%$ of these events, while the events $\eta \gamma$ are predominantly ( $98.7 \%$ ) above this bound. Using the number $N_{\eta \gamma}$ of experimental events that are above the selection bound $\Delta \chi_{1}>-10$ or $\Delta \chi_{1}>$ -5 and the number $N_{\phi}=19.36 \times 10^{6}$ of produced $\phi$ mesons corresponding to the integrated luminosity, we can obtain the relative probability of the decay

$$
\begin{gather*}
B(\phi \longrightarrow \eta \gamma)=\frac{N_{\eta \gamma}}{N_{\phi} \epsilon_{\eta \gamma}} \\
=\left\{\begin{array}{l}
\frac{7064}{19.36 \times 10^{6} \times 2.69 \times 10^{-2}}=1.36 \pm 0.02 \%, \\
\Delta \chi_{1}>-10, \\
\frac{6838}{19.36 \times 10^{6} \times 2.62 \times 10^{-2}}=1.35 \pm 0.02 \%, \\
\Delta \chi_{1}>-5 .
\end{array}\right. \tag{4}
\end{gather*}
$$

For these two values of the selection bound with respect to $\Delta \chi_{1}$, the detection efficiency of the event $\eta \gamma$


Fig. 2. Same as in Fig. 1 in the following parameters: (a) $\chi_{\eta \pi \pi \gamma}^{2}$,
varies by $3 \%$, whereas the probability $B(\phi \longrightarrow \eta \gamma)$ varies by only $0.7 \%$. This $0.7 \%$ difference can be regarded as a systematic calibration error associated with the inaccurate simulation of the parameter $\Delta \chi_{1}$. A correction to the results obtained by the SND detector from seven-photon events and selection conditions (3) can be found by comparing our result with the tabulated result from [7]:

$$
B(\phi \longrightarrow \eta \gamma)=(1.299 \pm 0.026) \%
$$

Hence, the correction factor is

$$
\begin{equation*}
q=\frac{1.299 \pm 0.026}{1.36 \pm 0.02}=0.955 \times(1 \pm 0.025) \tag{5}
\end{equation*}
$$

In addition to the above error of $2.5 \%$, one should include $0.7 \%$ (accuracy of simulation the parameter $\Delta \chi_{1}$ ) and $0.9 \%$ (the accuracy of the tabulated value of $B\left(\eta \longrightarrow 3 \pi^{0}\right)$ ) to the systematic error of normalization. As a result, we obtain

$$
2.5 \% \oplus 0.7 \% \oplus 0.9 \%=2.7 \%
$$

(the sign " $\oplus$ " denotes a quadratic summation of errors).

## 5. DISTRIBUTION

OF THE EVENTS $\eta$ ' $\gamma$ IN THE MASS $m_{\eta \pi \pi}$ AND THE DETECTION EFFICIENCY
Until now, we have not used one of the basic reconstruction parameters of the events $\eta^{\prime} \gamma$, the mass of the


Fig. 3. Distribution of the simulated events $\eta^{\prime} \gamma$ (histogram) and $\eta \gamma$ (dots with error bars), selected by conditions (2), in the parameter $\Delta \chi_{2}=\chi_{\eta \pi \pi \gamma}^{2}-\chi_{K_{\mathrm{S}} K_{\mathrm{L}}}^{2}$. The distribution is normalized by the histogram area.
system $(\eta \pi \pi)$. The distribution of the simulated events $\eta$ ' $\gamma$ in this parameter is shown in Fig. 5. This figure also represents an approximating function depending on the following parameters: the position of the peak, the full width at half maximum (FWHM) of the peak, the asymmetry parameter, and the area below the curve. In
addition, about one-third of the events do not fall within the peak domain but form a smooth base approximated by a cubic spline. The emergence of such a base is associated both with the long tails in the energy-deposit distributions of photons in the calorimeter and with incorrect reconstruction of the decay chain

$$
\eta^{\prime} \longrightarrow \eta \pi^{0} \pi^{0}, \quad \eta \longrightarrow \gamma \gamma, \quad \pi^{0} \longrightarrow \gamma \gamma .
$$

When approximating the experimental distribution in the mass $m_{\eta \pi \pi}$, we used the distribution shape for the simulated event $\eta^{\prime} \gamma$, and the only free parameter was the number of events $\eta^{\prime} \gamma$, which is equal to the area below the distribution curve. Unfortunately, the distribution of the background events is far from a uniform, or even a linear, distribution, although it does not have such a narrow peak at $m_{\eta \pi \pi}=960 \mathrm{MeV}$.

The detection efficiency of the process $\phi \longrightarrow \eta^{\prime} \gamma$ obtained by simulation is equal to

$$
\epsilon=5.4 \times 10^{-3} \times(1 \pm 0.020),
$$

where the error is only a statistical one. In general, the correction obtained due to normalizing by the process $\eta \gamma$ must be ascribed to the detection efficiency (nearly all effects, except for the measurement error of the integrated luminosity, are associated with the incorrect determination of the detection efficiency by simula-


Fig. 4. Distribution of the experimental events $\eta \gamma$ (dots with error bars) and the simulated events $\eta \gamma$ (histogram), selected by conditions (3), in the parameter $\Delta \chi_{1}=\chi_{\eta \pi \pi \gamma}^{2}-$ $\chi_{\eta \gamma}^{2}$. The distribution is normalized by the integrated luminosity.


Fig. 5. Distribution of the simulated events $\eta^{\prime} \gamma$, selected by conditions (1), in the parameter $m_{\eta \pi \pi}$.
tion). Taking into account this correction, we obtain the following value of the detection efficiency:

$$
\begin{align*}
\epsilon= & 5.4 \times 10^{-3} \times(1 \pm 0.020) / 0.955 \\
& =5.7 \times 10^{-3} \times(1 \pm 0.020) \tag{6}
\end{align*}
$$

This value includes the known probabilities in the decay chains $\eta^{\prime} \longrightarrow \eta \pi \pi$ and $\eta \longrightarrow \gamma \gamma$. If we eliminate these probabilities, we obtain the following detection probability for the seven-photon state $\eta^{\prime} \gamma \longrightarrow 7 \gamma$ :

$$
\epsilon=\frac{0.57 \%}{0.209 \times 0.393}=6.9 \% \text {. }
$$

## 6. THE SHAPE OF THE DISTRIBUTION OF BACKGROUND EVENTS IN $m_{\eta \pi \pi}$

From the side of small masses, the distribution of background events in $m_{\eta \pi \pi}$ is bounded by a threshold determined by the sum of masses $m_{\eta}+2 m_{\pi} \approx 830 \mathrm{MeV}$. From the other side, the distribution is bounded both by the total energy of positron and electron and by the selection conditions $E_{p 7}>30$ and $R_{\text {Emax }}<0.7$. The shape of the background distribution was chosen on the basis of the distribution of the simulated events $\eta \gamma$, which constituted the main background (Fig. 6). To increase the statistical significance, the condition $\Delta \chi_{1}<0$ in the set (1) was loosened. The shape of the background distribution was approximated by cubic splines and was fixed; the verification of the statistical compatibility of this shape of the background distribution for different variants of experimental and simulated samples showed a satisfactory agreement with respect to the criterion $\chi^{2}$ (in the worst cases with high statistics, the result was $\chi^{2} / n_{D} \leqslant 35 / 25$ ). Since one cannot completely rely on the simulated results for such large suppression coefficients of the background and there may be a certain background contribution from other processes (most probably, from $K_{\mathrm{S}} K_{\mathrm{L}}$ ), the shape of the background was varied when obtaining the final result; this fact has determined the main component of the systematic error.

## 7. MEASUREMENT OF THE RELATIVE PROBABILITY OF THE DECAY $\phi \longrightarrow \eta^{\prime} \gamma$

Among 23 experimental events selected by conditions (1) (Fig. 7), there is a large percentage of background events, although the suppression coefficient of the basic background processes is very large. If, when obtaining a result, we were to subtract the remaining background exclusively on the basis of the simulated results, then we would have an additional systematic


Fig. 6. Distribution, in the parameter $m_{\eta \pi \pi}$, of the simulated events $\eta \gamma$ selected by conditions (1) with the condition $\Delta \chi_{1}<0$ loosened to increase the statistical significance.


Fig. 7. Fitting of the experimental distribution of events in the parameter $m_{\eta \pi \pi}$ by a theoretical curve with the shape of the background distribution (hatched area) obtained by simulated data.
error that is difficult to evaluate. Fixing the shape of the background distribution in $m_{\eta \pi \pi}$ and of the distribution of the events $\eta$ ' $\gamma$ on the basis of simulated data and leaving only the numbers of the events of the effect ( $N_{\eta^{\prime} \gamma}$ ) and of the background $\left(N_{B G}\right)$ free, we obtain the following values for the number of events:

$$
\begin{equation*}
N_{\eta^{\prime} \gamma}=7.4_{-4.6}^{+5.5}, \quad N_{B G}=15.6_{-5.4}^{+6.2} . \tag{7}
\end{equation*}
$$

Table 3

| Source of error | Systematic error, \% |
| :---: | :---: |
| Error of normalizing by process $\eta \gamma$ (statistics of simulation $\eta \gamma$, error in tabulated values of $B(\phi \longrightarrow \eta \gamma)$ and $B\left(\eta \longrightarrow 3 \pi^{0}\right)$, the simulation accuracy of the parameter $\Delta \chi_{1}$ ) | 2.7 |
| Simulation accuracy of $\chi_{\eta \pi \pi \gamma}^{2}$ and $\chi_{\eta \gamma}^{2}$ | 3.1 |
| Simulation accuracy of the parameter $\theta_{c m}$ | 3.1 |
| Simulation accuracy of the parameter $R_{\text {Emax }}$ | 0.2 |
| Simulation accuracy of the parameter $m_{3 \pi}$ | 0.8 |
| Simulation accuracy of the energy $E_{p 7}$ of the softest photon | 3.7 |
| Error in the tabulated value of $B\left(\eta^{\prime} \longrightarrow \eta \pi^{0} \pi^{0}\right)$ | 5.7 |
| Error in the tabulated value of $B(\eta \longrightarrow \gamma \gamma)$ | 0.6 |
| Statistical error in the detection efficiency obtained by simulating $\eta$ ' $\gamma$ | 2.0 |
| Uncertainty in the peak width of the distribution in the mass of the system $\eta \pi^{0} \pi^{0}$ | 10 |
| Uncertainty in the shape of distribution of background events in the mass $m_{\eta \pi \pi}$ | 17 |
| Total | 22 |

Hence, for the relative probability of the decay, we have

$$
\begin{gather*}
B\left(\phi \longrightarrow \eta^{\prime} \gamma\right)=\frac{N_{\eta^{\prime} \gamma}}{N_{\phi} \epsilon_{\eta^{\prime} \gamma}} \\
=\frac{7.4_{-4.6}^{+5.5}}{19.36 \times 10^{6} \times 5.7 \times 10^{-3}}=\left(6.7_{-4.2}^{+5.0}\right) \times 10^{-5} \tag{8}
\end{gather*}
$$

Here, we have given only the statistical error.

## 8. SYSTEMATIC ERROR

A list of the main systematic errors is given in Table 3. The simulation error of the parameters given in the table was determined by the following scheme: for a given parameter, the correction to the selection bound for the simulated events $\eta \gamma$ was estimated by "pure" experimental events $\eta \gamma$ and simulated events $\eta \gamma$; this correction yields the same detection efficiency as the selection bound in the experimental distribution. The application of the corrected selection bound to the simulated events $\eta^{\prime} \gamma$ yields a corrected detection efficiency of the events $\eta^{\prime} \gamma$. The variation of this efficiency was taken as an estimate for the systematic error due to the inaccurate simulation of the distribution in a given parameter.

The error due to the inaccurate simulation of the peak width in the invariant mass $m_{\eta \pi \pi}$ was evaluated by a shift in the result when fitting an approximating curve with the FWHM increased by $15 \%$ to the experimental distribution. The error due to the simulation of the peak width was evaluated by an analogous distribution of the events $\eta \gamma$ in the parameter $m_{3 \pi}$ (Fig. 3). The discrepancy between simulation and experiment was $12 \%$.

The main contribution to the systematic error comes from the uncertainty in the shape of the background distribution. To check the stability of the result, we performed fitting with different variants of the shape of the background distribution in $m_{\eta \pi \pi}$. As an error estimate, we chose a shift of the result due to the fitting with a linear background.

## 9. DISCUSSION

Let us present the final result of measuring the probability of the decay $\phi \longrightarrow \eta^{\prime} \gamma$ in the channel $\eta^{\prime} \longrightarrow$ $\eta \pi^{0} \pi^{0}, \eta \longrightarrow \gamma \gamma:$

$$
\begin{equation*}
B\left(\phi \longrightarrow \eta^{\prime} \gamma\right)=\left(6.7_{-4.2}^{+5.0} \pm 1.5\right) \times 10^{-5} \tag{9}
\end{equation*}
$$

The accuracy of this quantity is not high as compared with the data obtained by detectors CMD-2 and KLOE in other decay channels of an $\eta^{\prime}$ meson. However, the experiment described represents an independent measurement of the decay probability in the purely neutral channel $\eta^{\prime} \longrightarrow \eta \pi^{0} \pi^{0} \longrightarrow 7 \gamma$ and is also important for investigating systematic errors in multiphoton final states. In addition, averaging the probability (9) with the data obtained earlier [8] by an SND detector, we obtain the following result for the total probability determined with the use of the SND detector:

$$
\begin{equation*}
B\left(\phi \longrightarrow \eta^{\prime} \gamma\right)=\left(6.7_{-2.4}^{+2.8} \pm 0.8\right) \times 10^{-5} \tag{10}
\end{equation*}
$$

which has an accuracy comparable with that of the data obtained by a CMD- 2 detector.

The contributions from a common source in the systematic error are preserved unchanged ( $2 \%$ for the integrated luminosity and $0.6 \%$ for $B(\eta \longrightarrow \gamma \gamma)$ ); other contributions are averaged quadratically.
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#### Abstract

The results of calculations of the elastic scattering cross section of positrons on noble gas and alkali atoms are presented. The calculations are performed within the one-electron Hartree-Fock approximation with multielectron correlations in the so-called random phase approximation with exchange taken into account. Virtual positronium formation is taken into account and proved to be very important. Arguments are presented that the positron polarization potential is repulsive for alkali atoms. The results obtained are in a reasonable agreement with experiment and with some previously reported calculations. © 2003 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The studies of positron-atom and positron-molecule scattering, in spite of their development over already several decades, is still quite an active area of research (see [1-3] and references therein). The interest in positron slowing and annihilation in gases and other media motivates the investigation of these processes. The photons emitted in the course of annihilation carry extremely valuable information on the electron structure of various objects, from isolated atoms in gases to solid bodies. However, the process of positron collisions on atoms and molecules is also of interest by itself and in comparison to electron collisions on the same objects. The projectile-target interaction mechanisms are most transparent in the collision process at low energies, and we therefore concentrate on this energy region in what follows.

For both the electron and positron scattering, the cross section is determined by the electrostatic and polarization potentials by which the target acts on the projectile. For incoming electrons, however, the exchange with the target electrons is important. It does not exist for positrons at all. At a first glance, the positron scattering process therefore appears to be simpler than that for electrons. Moreover, the positronatom static potential, being repulsive in general, forces the positron to move into the areas of the target where the potential is the smallest, thus diminishing its overall action. This is opposite to the case of electron-atom (molecule) collision. The contrast looks even stronger if we take into account that as it seems, the polarization potential is attractive for both electrons and positrons. The total potential for electrons must therefore be stronger than for positrons. It thus seems at first glance

[^4]that any simple approach that is good for electrons should work at least no worse for positrons. For instance, the second-order approximation to the polarization potential is good for electron-atom scattering [4] and can be expected to be at least equally good in describing positron-atom scattering, but this view has proved to be incorrect.

Indeed, the positron that is "pushed" out of the target can interact strongly with a temporarily, or virtually, excited electron that is outside the target. They form a kind of a bound state that can be called the "virtual positronium." We show that this is a very important mechanism that dramatically affects the scattering cross section.

Our aim in this paper is to calculate the slow positron-atom elastic scattering cross sections and to demonstrate the efficiency of a very simple method first proposed in [5] and then developed in [6, 7] that allows taking the virtual positronium formation into account in this process. The latter effect has proved to be extremely important. The suggested method allows us to considerably improve the agreement with experiment and to give a simple qualitative explanation for the large difference between cross sections for noble gases and their neighbors, alkali atoms. Since the introduction of this approach in [5], a number of other calculations have been performed (e.g., [6-10]) based on the idea of the virtual positronium formation but using much more complicated methods (see [8-10]).

## 2. DETAILS OF CALCULATIONS

The elastic scattering cross section $\sigma(E)$ of a positron with the energy $E$ is determined by the partial
scattering phases $\delta_{l}(E)$, where $l$ is the positron angular momentum, as in [11] ${ }^{1}$

$$
\begin{equation*}
\sigma(E)=\frac{2 \pi}{E} \sum_{l=0}^{\infty}(2 l+1) \sin ^{2} \delta_{l}(E) \tag{1}
\end{equation*}
$$

In the calculations, we limit ourselves to the first four phase shifts $l=0,1,2,3$, which is sufficient for relatively low positron energies up to $30-40 \mathrm{eV}$.

The first step of our approach is the Hartree-Fock (HF) calculations, which means the HF approximation for the target atom and the frozen core approximation for the incoming positron, naturally without exchange of the positron and the core electrons. To calculate the HF positron phase shifts $\delta_{l}^{H F}(E)$, we therefore solve the equation

$$
\begin{equation*}
\left[-\frac{\Delta}{2}+\frac{Z}{r}-\int \frac{d \mathbf{r} \rho\left(\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}\right] \varphi_{e^{+}}(\mathbf{r})=E \varphi_{e^{+}}(\mathbf{r}) \tag{2}
\end{equation*}
$$

for the positron wave function $\varphi_{e^{+}}(\mathbf{r})$; here, $Z$ is the nuclear charge and $\rho(r)$ is the atomic electron density. The asymptotic form of the radial part $P_{E l}^{e^{+}}(r)$ of $\varphi_{e^{+}}(\mathbf{r})$
for large $r$ determines the phase shift,

$$
\begin{equation*}
P_{E l}^{e^{+}}(r)=\frac{1}{\sqrt{\pi r}} \sin \left[p r-\frac{\pi l}{2}+\delta_{l}^{H F}(E)\right], \quad r \longrightarrow \infty . \tag{3}
\end{equation*}
$$

Here, $p=\sqrt{2 E}$. The density is obtained by solving the HF equations for the target atom.

A prominent difference between the HF and experimental results at low positron energies in positron-atom elastic scattering exists for almost all atoms considered, for example, He. The next step must therefore be made by taking the polarization interaction into account. This interaction appears in the second order in the positronelectron interaction, in the same way as for the elec-tron-atom scattering (see [4, 12] for details). Assuming that the polarization interaction $\Sigma$ is weak, we can express the correction $\Delta \delta_{l}(E)$ to the HF partial positron scattering phase due to the action of $\Sigma$ as

$$
\begin{equation*}
\Delta \delta_{l}(E)=-\pi\left\langle E l\left\|\Sigma_{l}(E)\right\| E l\right\rangle \tag{4}
\end{equation*}
$$

where $\Sigma_{l}(E)$ is the $l$ th component of $\Sigma$ and $E l$ denotes the radial part of the positron wave function $P_{E l}^{e^{+}}(r)$.

In the second order in the Coulomb interaction $V=$ $1 /\left|\mathbf{r}-\mathbf{r}^{\prime}\right|$ between the incoming positron and atomic electrons, the reduced matrix element in the right-hand side of (4) is given by

$$
\begin{equation*}
\left\langle E l\left\|\Sigma_{l}(E)\right\| E l\right\rangle=\sum_{L \geq 0} \frac{1}{2 L+1} \sum_{i \leq F ; \varepsilon_{2}, l_{2}>F} \int_{0}^{\infty} \frac{\left\langle E l, \varepsilon_{i} l_{i}\left\|V_{L}\right\| E_{1} l_{1}, \varepsilon_{2} l_{2}\right\rangle\left\langle E_{1} l_{1}, \varepsilon_{2} l_{2}\left\|V_{L}\right\| E l, \varepsilon_{i} l_{i}\right\rangle}{(2 l+1)\left(E-E_{1}-\varepsilon_{2}+\varepsilon_{i}+i \delta\right)} d E_{1} d \varepsilon_{2} \tag{5}
\end{equation*}
$$

where $E_{1} l_{1}$ denotes the intermediate positron state, which is determined by solving Eq. (3), and $\varepsilon_{2} l_{2}$ and $E_{i} l_{i}$ stand for the energies and angular momenta of atomic electrons in the virtually excited and ground states, respectively (with their wave functions found in the HF approximation [12]). The reduced Coulomb matrix elements $V_{L}$ are defined in [12]. The conditions $i \leq F$ and $\varepsilon l>F$ indicate occupied and vacant electron states, respectively. Equation (5) corresponds to the lowest order correlation correction in the frame of the random phase approximation with exchange (RPAE). It differs from the expression for the second-order polarization interaction for electron-atom scattering described in [4, 12] because it does not include the exchange between the incoming particle and target electrons. The scattering cross section with the polarization interaction taken into account is determined by Eq. (1), where $\delta_{l}^{H F}(E)$ is replaced by the phases

[^5]\[

$$
\begin{equation*}
\delta_{l}(E)=\delta_{l}^{H F}(E)+\Delta \delta_{l}(E) \tag{5a}
\end{equation*}
$$

\]

for $E<I$ with $I$ being the target atom ionization potential. For higher positron energies, the scattering phases given by (4) and (5a) are complex and the imaginary part $\operatorname{Im} \Delta \delta_{l}(E) \equiv \Delta \delta_{l}^{\prime}(E)$ determines the inelastic scattering cross section of the positron by an atom.

The elastic scattering cross section for $E>I$ is given by $[4,12]$

$$
\begin{gather*}
\sigma(E)=\frac{\pi}{E} \sum_{l}(2 l+1)\left[\cosh \left(2 \Delta \delta_{l}^{\prime}(E)\right)\right.  \tag{6}\\
\left.-\cos \left(2 \delta_{l}(E)\right)\right] \exp \left[-2 \Delta \delta_{l}^{\prime}(E)\right]
\end{gather*}
$$

where $\delta_{l}(E)$ is the real part of the positron $l$-wave scattering phase shift.

Similarly to Eq. (5), the method described in [4, 12] in some aspects apply well beyond simple second-order perturbation theory in the interelectron interaction. Important higher order corrections are taken into account by calculating the HF wave function of the electron $\varepsilon_{2} l_{2}$ in the atomic field with the vacancy $i$. With this improvement, even the lowest order in the polari-
zation interaction gives good results for the elastic scattering of electrons on noble gases. This interaction depends on the projectile energy, is nonlocal, and does not contain free adjustable parameters. Far from the atom, it can be approximated as the polarization potential

$$
\begin{equation*}
V_{\mathrm{pol}}=-\frac{\alpha(\varepsilon)}{2 r^{4}} \tag{7}
\end{equation*}
$$

where $\alpha(\varepsilon)$ is the atom dipole polarizability, $\varepsilon$ is the mean excitation energy of the incoming electron in the intermediate state, and $r$ is the distance between the projectile and the center of the target. In phenomenological calculations or estimations for low incoming positron energy $E$, it is usually assumed that $\varepsilon=0$. For $0 \leq \varepsilon<I_{1}$, where $I_{1}$ is the energy of the first atom excitation level, the dipole polarizability is positive and the polarization potential is therefore attractive. It should be kept in mind, however, that $\alpha(\varepsilon)$ as a function of $\varepsilon$ can become negative, at least for alkali and alkali earth atoms, at $\varepsilon>I$, where $I$ is the atomic ionization potential. As a result, the polarization potential in (7) can become repulsive. It is important to note that $\alpha(\varepsilon)$ is complex at $\varepsilon>I$, its imaginary part being proportional to the atom photoionization cross section. The polarization potential can therefore also be complex in principle.

The next step beyond the HF approximation in our analysis of positron-atom scattering consists in taking the polarization interaction into account in the first order, in the same manner as is done for the electron-
atom scattering in [4]. The results obtained improve the correspondence with experimental data, but they are still far from being satisfactory. As an illustration, we can use the respective results for any atom, for instance, He (see below).

## 3. METHOD OF CALCULATIONS

The lack of decisive success after the second-order polarization correction (5) has been taken into account means that something qualitatively important is missing. We believe that as suggested in [5], this is the positronium formation in the intermediate state, that is, the possibility of a temporary binding of the incoming positron and the excited electron (one located far from the atomic core). We assume that, being almost unaffected by the core action, this electron and positron can form a bound state that is almost identical to the free positronium Ps. This alters the energy of the intermediate state, shifting it by the positronium binding energy $I_{\mathrm{Ps}}$, and modifies the wave function of the intermediate state, which is no longer the product of HF wave functions of the positron, the excited electron, and the vacancy created after the virtual excitation of the atomic electron. Instead, the motion of the positron relative to the electron is strongly modified by the binding.

To take the energy shift into account, we must subtract $I_{\mathrm{Ps}}$ from the sum of the positron and electron energies $E_{1}+\varepsilon_{2}$ in the denominator of the second-order polarization interaction (5). The modified matrix element is then given by

$$
\begin{equation*}
\left\langle E l\left\|\tilde{\Sigma}_{l}(E)\right\| E l\right\rangle=\sum_{L \geq 0} \frac{1}{2 L+1} \sum_{i \leq F ; \varepsilon_{2}, l_{2}>F_{0}} \int_{0}^{\infty} \frac{\left\langle E l, \varepsilon_{i} l_{i}\left\|V_{L}\right\| E_{1} l_{1}, \varepsilon_{2} l_{2}\right\rangle\left\langle E_{1} l_{1}, \varepsilon_{2} l_{2}\left\|V_{L}\right\| E l, \varepsilon_{i} l_{i}\right\rangle}{(2 l+1)\left(E-E_{1}-\varepsilon_{2}+I_{\mathrm{Ps}}+\varepsilon_{i}+i \delta\right)} d E_{1} d \varepsilon_{2} \tag{8}
\end{equation*}
$$

The additional phase shifts $\Delta \delta_{l}(E)$ are determined by Eq. (4) with $\tilde{\Sigma}_{l}(E)$ instead of $\Sigma_{l}(E)$.

We note that far from the target atom, Eq. (8) leads to a rather simple expression for the polarization potential,

$$
\begin{equation*}
V_{\mathrm{pol}}=-\frac{\alpha\left(\varepsilon+I_{\mathrm{Ps}}\right)}{2 r^{4}} \tag{9}
\end{equation*}
$$

According to the discussion at the end of the previous section, it is essential to have in mind that if $I_{\mathrm{Ps}}>I$, then $\alpha\left(I_{\mathrm{Ps}}\right)$ is a complex quantity, usually with a considerable imaginary part and $\alpha\left(I_{\mathrm{Ps}}\right)$ can be not only positive but also negative.

It would be much simpler to use (9) (or (7)) instead of (8) (or (5)), but the asymptotic expressions are valid
at such large distances from the atom that their contribution to the total phase shift is small. This is why we used Eq. (8) in our calculations. The advantage of our approach is obvious: to describe the positron-atom scattering, we can use almost the same system of computing codes that was used in studying the electronatom scattering [12].

To properly include the positron-electron interaction mentioned above, instead of simply adding $I_{\mathrm{Ps}}$ to the denominator in (8), we must take the modification of the corresponding wave functions into account. This means that the product of the one-positron Hartree and one-electron Hartree-Fock functions $E_{1} l_{1}, \varepsilon_{2} l_{2}$ and energies $E_{1}$ and $\varepsilon_{2}$ must be replaced by wave functions and total energies of the interacting or bound positron and electron that move in the atomic field. To find these functions and total energies, the three-body problem
must be solved taking into account the interaction between the incoming positron and atomic electron and the vacancy created after the electron virtual excitation. This is very difficult, and simplifications are inevitable. An attractive option is to describe the relative motion of the positron and the electron by a positronium wave function, while considering their center of mass as moving freely, unaffected by the selfconsistent atomic field and the vacancy field. This approximate approach has been developed in [8-10], but the modification of the energy denominator was entirely neglected there. Here, we present the results of a much simpler approach, where only the energy shift due to virtual positronium formation is taken into account and the modification of the positron and electron wave functions is completely neglected [5-7].

## 4. RESULTS OF CALCULATIONS

Here, we give the results of our calculations for a number of atoms. We start with He .

The results for elastic scattering of positrons by He obtained using Eq. (8) are demonstrated in Fig. 1. It can be seen that the energy shift due to the positronium formation leads to a prominent decrease in the low-energy cross section. The difference is qualitative at $E \leq 1 \mathrm{eV}$. As $E$ grows, the influence of the positronium formation becomes smaller, but the deviation from the HF approximation results is huge in the entire region considered, up to $E=18 \mathrm{eV}$. To obtain the cross sections, contributions of the positron $s, p$, and $d$ partial waves were taken into account. We note that the virtual positronium formation leads to prominent variations in all the partial wave contributions. This is illustrated in Fig. 2, where the results with (Fig. 2a) and without (Fig. 2b) the positronium energy shift are presented.

The cross section of the low energy ( $e^{+}+\mathrm{He}$ )-elastic scattering is much smaller than that of $\left(e^{-}+\mathrm{He}\right)$. This can be explained qualitatively as follows: while the selfconsistent field $V_{s c}$ acting on the incoming positron is repulsive, the polarization potential $V_{\text {pol }}$, which behaves as $-\alpha_{\mathrm{He}}\left(I_{\mathrm{Ps}}\right) / 2 r^{4}$ far from the atom, is attractive because $\alpha\left(I_{\mathrm{Ps}}\right)$ and $\alpha(0)$ for He are positive and of the same order of magnitude as $V_{s c}$. The contributions of $V_{s c}$ and $V_{\text {pol }}$ therefore compensate each other, suppressing the elastic scattering cross section. For the electron scattering, both $V_{s c}$ and $V_{\text {pol }}$ are attractive, and instead of compensating, the respective quite big contributions enhance each other.

It is of special interest to compare the $\left(e^{+}+\mathrm{He}\right)$ and ( $e^{+}+\mathrm{Li}$ ) scattering because $\alpha_{\mathrm{Li}}\left(I_{\mathrm{Ps}}\right)$ is negative, complex, and much larger than $\alpha_{\mathrm{He}}\left(I_{\mathrm{Ps}}\right)$ in absolute value. In accordance with (9), the negative sign of $\alpha_{\mathrm{Li}}\left(I_{\mathrm{Ps}}\right)$ implies that in this case, the polarization potential is repulsive instead of always being attractive [13] (also see the discussion above). This observation is important


Fig. 1. Cross sections of the elastic positron scattering on He. The dotted line is the HF approximation; the dashed line is the RPAE without positronium formation taken into account; the solid line is the RPAE with the positronium formation taken into account. Experimental data: triangles, [15]; open circles, [16]; open squares, [17]; solid circles, [18]; $a_{0}$ is the Bohr radius.


Fig. 2. Partial wave contributions to the cross sections of the elastic positron scattering on He: $a$, with the inclusion of positronium formation; $b$, without positronium formation. $I_{\mathrm{PS}}=0.5 \mathrm{Ry}$ (a), 0 (b). The dotted-and-dashed line is the $s$-wave cross section, the dotted line is the $p$-wave cross section, the dashed line is the $d$-wave cross section, and the solid line is the sum of the $s, p$ and $d$ partial cross sections.


Fig. 3. Cross sections of the elastic positron scattering on Li . The dotted line ( $\mathrm{a}, \mathrm{b}$ ) is the HF approximation, the solid line ( $a, b$ ) is the RPAE with positronium formation taken into account, and the dashed line is a, the result of [2], $b$, the RPAE without positronium formation.
for different scattering processes in general. Indeed, if the projectile and the target constituent can form a composite particle in the intermediate state, the polarization interaction can easily change its sign, becoming attractive. This was found to occur, for example, in nuclear physics, namely in $\pi$-meson-nuclear scattering, where the ( $\pi$-meson + nucleon) system forms the so-called $\Delta_{33}$-resonance, leading to a change of the sign in the polarization interaction [14]. The imaginary part, depending on its magnitude, can effectively be of either repulsive or attractive nature from the point of view of the elastic scattering. We should therefore expect that because $V_{s c}$ and $V_{\text {pol }}$ have the same sign, they contribute constructively and hence lead to an extremely large cross section of the size of, or even bigger than, the $\left(e^{-}+\mathrm{Li}\right)$ cross section. The results for $\left(e^{+}+\mathrm{Li}\right)$ cross sections are presented in Fig. 3. It follows that the energy shift accounting for the positronium formation in the virtual state affects the low-energy cross section considerably. In Fig. 3a, we show the results obtained
in the HF and random phase approximation with exchange with the positronium formation taken into account and the results derived in [2] using a substantially more complicated method. Although the difference between RPAE and [2] is prominent, the deviation of both of them from the HF approximation is qualitative. Figure 3b clearly demonstrates the magnitude of the effect is of taking positronium formation into account in the virtual state for $E \leq 4 \mathrm{eV}$.

Figures $4 \mathrm{a}, 4 \mathrm{~b}, 4 \mathrm{c}$, and 4 d present our results for noble gas atoms $\mathrm{Ne}, \mathrm{Ar}, \mathrm{Kr}$, and Xe , respectively. In the case of Ne for $E \leq 2 \mathrm{eV}$, the role of positronium formation is significant, while the deviation from the HF approximation is quite dramatic. We can see that the first experimental point at about 1 eV demonstrates the essential role of taking the positronium formation into account in the virtual state. The same effect for even higher $E$ is seen for Ar in Fig. 4b. In Fig. 4c (Kr) and Fig. 4d (Xe), the RPAE results (with the positronium formation) are qualitatively different from the HF results. The last experimental points, dark triangles for Kr and dark circles for Xe , are in reasonable agreement with the RPAE results. More accurate data are desirable, however.

The picture of positron scattering on He and Li described above is also qualitatively valid for the $\mathrm{Ne}-$ Na pair. Indeed, the $\left(e^{+}+\mathrm{Ne}\right)$ cross section is small, considerably smaller than the geometrical one, while the ( $e^{+}+\mathrm{Na}$ ) elastic scattering cross section (Fig. 5a) is very large. Even larger is the cross section for $\left(e^{+}+\mathrm{Ne}\right)$, as can be seen in Fig, 5b. In Fig. 5, we compare our results with the close-coupling calculations from [22]. Because the calculation approaches are substantially different, the difference is not a big surprise, but experimental data are needed. For noble gases heavier than Ne , namely, Ar , Kr , and Xe , the polarization interaction is much larger and the cross sections increase as the atomic number grows. As in the $\mathrm{Li}-\mathrm{He}$ case, the cross sections for the alkali neighbors are again much larger. The results for Kr and Xe are in qualitative agreement with those obtained in [1] using a much more complicated method.

It is interesting to compare the results for a group of three neighbors, a noble gas, alkali, and alkali-earth atom. As a good example, the groups of atoms $\mathrm{He}, \mathrm{Li}$, Be (Fig. 6a) and Ar, K, Ca (Fig. 6b) are considered (Figs. 1-6). We checked the role of the positronium formation for Be and found it very important, as previously. For Be, the cross sections proved to be similar in size and shape to those of Li , which is a consequence of the fact that their polarizabilities $\alpha\left(I_{\mathrm{Ps}}\right)$ are relatively close. The situation is different for Ca , where the cross section is much smaller at very low $E$, but then decreases much slower than in K. For Ar, K, and Ca, all three curves are qualitatively similar, but the $\left(e^{+}+\mathrm{K}\right)$


Fig. 4. Calculated cross sections of the elastic positron scattering on noble gases. The dotted line is the HF approximation, the dashed line is the RPAE without taking the positronium formation into account, the solid line is the RPAE with the positronium formation taken into account. a-Ne, experimental points from [19]; b—Ar, experimental points from [19]; c-Kr, experimental points: solid circles, [19]; open squares, [20]; solid triangles, [21]; d, Xe; experimental points: solid circles, [19]; open squares, [17].
elastic scattering cross section is by an order of magnitude larger than that of $\left(e^{+}+\mathrm{Ar}\right)$.

It is of some interest to study the imaginary parts of the elastic scattering phases. They describe the respective partial wave contributions to the cross section of the inelastic process,

$$
\begin{equation*}
e^{+}+\mathrm{A} \longrightarrow \mathrm{Ps}+\mathrm{A}^{+} \tag{10}
\end{equation*}
$$

The inelastic positron scattering cross section $\sigma_{\text {in }}(E)$ is expressed via the imaginary part of the phase shift $\Delta \delta_{l}^{\prime}(E)$ as

$$
\begin{equation*}
\sigma_{\text {in }}(E)=\frac{\pi}{E} \sum_{l=0}^{2}(2 l+1)\left[1-\exp \left(-4 \Delta \delta_{l}^{\prime}(E)\right)\right] \tag{11}
\end{equation*}
$$

As in calculations of $\sigma(E)$, we limit ourselves to taking the first three partial waves into account (those with $l=0,1,2)$. In Fig. 7, we show the results of our calculation of the Ps-formation cross section in positron-Na
atom scattering together with the experimental data of [23]. At low energies, there is a strong deviation from the experiment, as in many other calculations [24], but at energies above 3 eV , there is satisfactory agreement. We note that it is assumed in this calculation that any electron obtained by ionization together with the inelastically scattered positron forms a positronium Ps. Obviously, this is an exaggeration: some of the electrons leave the atom without forming a real positronium. This is particularly significant for a small energy $E$ in the cases where the Ps-formation threshold is at $E=0\left(\right.$ as in an $\left(e^{+}+\mathrm{Na}\right)$ collision $)$.

We note that using Eq. (8), we can also describe the Wigner-Baz' peculiarities in the elastic scattering cross section near the threshold of inelastic channel (10) [11].

## 5. SUMMARY AND DISCUSSION OF RESULTS

We have demonstrated that the relatively simple method with both many-electron correlations and vir-


Fig. 5. Calculated cross sections of the elastic positron scattering on Na (a) and $\mathrm{K}(\mathrm{b})$. The dotted line is the HF approximation, the solid line is the RPAE with positronium formation taken into account, and the dashed line with heavy dots is the result of close-coupling calculations [22].
tual positronium formation taken into account allows us to obtain relatively good results for the elastic scattering of positrons on different atoms in the Periodic Table, in particular, noble gas and alkali atoms. It also gives an estimate of the Ps-formation cross section. The approach developed in this paper can be applied without any essential difficulty to the study of positron scattering on more complicated targets, such as molecules, clusters, and fullerenes.

It is interesting to know whether the bound states in the $\left(e^{+}+\mathrm{A}\right)$ system can be described within the simple approach developed here. Indeed, given the repulsive nature of $V_{s c}$ and the possibly also repulsive nature of $V_{\mathrm{pol}}$, it is far from trivial that binding can occur at all. We can therefore expect bound states of positrons with those atoms A for which $\alpha_{A}\left(I_{\mathrm{Ps}_{\mathrm{s}}}\right)$ is large (considerably larger than in noble gases) and positive, $\alpha_{A}\left(I_{\mathrm{Ps}}\right)>0$; i.e., $V_{\text {pol }}$ is sufficiently strong and attractive. An interesting and intriguing possibility is that the $\left(e^{+}+\mathrm{A}\right)$ bound state results from the action of the imaginary part $\operatorname{Im}\left(V_{\mathrm{pol}}\right)$. On the other hand, the binding can originate from the interaction of Ps and A via Van der Waals forces. These are particularly large if $\mathrm{A}^{+}$has an electronic structure similar to an atom in the first period of the Periodic Table; i.e., A is in the second period. To detect the possibility of forming a bound state, one must study the magnitude of the scattering phase shift at zero energy: if it reaches $\pi$, a bound state is created in the channel under consideration. It must be checked, however, whether this state is stable against the decay through the $\left(\mathrm{Ps}+\mathrm{A}^{+}\right)$channel, which requires knowledge of the bound state energy. Finding it is much more complicated than calculating the phase shifts at zero $e^{+}$-energy.


Fig. 6. Calculated cross section of the elastic positron scattering on $\mathrm{Be}(\mathrm{a})$ and $\mathrm{Ca}(\mathrm{b})$. The dotted line is the HF approximation, the solid line is the RPAE with positronium formation taken into account, and the dashed line is the RPAE without positronium formation.


Fig. 7. Ps-formation cross sections for positron-Na scattering in RPAE. The dotted-and-dashed line is the $s$-wave cross section, the dotted line is the $p$-wave cross section, the dashed line is the $d$-wave cross section, and the solid line is the sum of $s, p$, and $d$ partial cross sections. Experimental points are taken from [23]; open circles show the upper limit; solid circles, the lower limit.
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#### Abstract

We analyze the properties and the character of the evolution of an electron subsystem of a large cluster (with a number of atoms $n \sim 10^{4}-10^{6}$ ) interacting with a short laser pulse of high intensity $\left(10^{17}-10^{19} \mathrm{~W} / \mathrm{cm}^{2}\right)$. As a result of ionization in a strong laser field, cluster atoms are converted into multicharged ions, part of the electrons being formed leaves the cluster, and the other electrons move in a self-consistent field of the charged cluster and the laser wave. It is shown that electron-electron collisions are inessential both during the cluster irradiation by the laser pulse and in the course of cluster expansion; the electron distribution in the cluster therefore does not transform into the Maxwell distribution even during cluster expansion. During cluster expansion, the Coulomb field of a cluster charge acts on cluster ions more strongly than the pressure resulting from electronion collisions. In addition, bound electrons remain inside the cluster in the course of its expansion, and cluster expansion therefore does not lead to additional cluster ionization. © 2003 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

We consider the character of equilibrium in the plasma formed by irradiation of a cluster beam by a strong laser pulse with an intensity greater than $10^{17} \mathrm{~W} / \mathrm{cm}^{2}$, which has been studied experimentally [1-3]. This plasma is used both as a source of neutrons produced with a beam of deuterium clusters [4-6] and for generation of X-rays [7-10]. Under typical experimental conditions, the hierarchy of times of the cluster plasma evolution under consideration is as follows. The typical time of laser pulse duration ( $\tau_{1}=30-100 \mathrm{fs}$ ) is small compared to the cluster lifetime with respect to Coulomb explosion ( $\tau_{\text {exp }} \sim 100-1000 \mathrm{fs}$ ), which is in turn smaller than the typical time of expansion of the uniform plasma being formed, which can reach 1 ns . This hierarchy of times determines the behavior of this plasma.

Along with this time hierarchy, the character of laser energy absorption is important for the yield parameters of the plasma. Excitation of clusters by the laser pulse under consideration proceeds through the electron component of this plasma, but this interaction has a specific character due to the parameters of the laser radiation. First, these processes occur in strong fields, because the radiation intensity exceeds the atomic field strength, which is $3 \times 10^{16} \mathrm{~W} / \mathrm{cm}^{2}$, and we consider higher fields that are available under contemporary experimental conditions [11]. Second, the interaction time is very small, and although it exceeds the typical atomic value, light propagates over a distance of $10 \mu \mathrm{~m}$ within 30 fs. Therefore, in contrast to the classical char-

[^6]acter of interaction between radiation fields and atomic systems [12-14], other interaction mechanisms are realized in this case [15-19]. Hence, short-time processes occur because of the small duration of the lasercluster interaction, and overbarrier ionization is the main process of absorption of a strong electromagnetic wave. As a result, the laser radiation energy is consumed by the ionization of cluster atoms and is transmitted to the electron component of clusters. Below, we consider the character of the development of an electron subsystem of clusters under the action of a strong laser pulse.

In the first stage of the ionization process, free electrons in clusters result from overbarrier ionization of cluster atoms [15]. Electrons of zero kinetic energy are formed in this process, and atoms are transformed into multicharged ions that are found in the ground state. The electrons being formed move in the laser and cluster fields and receive energy from these fields. When electrons go outside the cluster, a positive cluster charge arises and interaction between the cluster and laser fields leads to subsequent electron liberation. In addition, collisions of electrons can cause redistribution of the electron energy, and we analyze the role of such processes.

Because the cluster acquires a positive charge under the action of a laser pulse, it expands as a result of the interaction of the cluster field and its ions. In the course of expansion, the electron subsystem can influence the expansion process. In addition, collisions of electrons with multicharged ions that result from ionization of cluster atoms lead to the formation of excited multicharged ions; radiation processes involving multi-
charged ions are responsible for the X-ray radiation of this cluster plasma.

Taken together, processes involving the electron subsystem of clusters determine both the cluster ionization rate and the character of energy redistribution of electrons that affects the processes responsible for X-ray emission of the cluster plasma. The goal of this paper is to analyze the character of electron equilibrium in the cluster plasma and the processes involving electrons.

## 2. IONIZATION OF CLUSTER ATOMS AND CLUSTERS BY A LASER PULSE

### 2.1. Formation of Multicharged Ions inside Clusters

Under typical conditions of the process under consideration, the photon energy is smaller than the ionization potentials of cluster atoms and ions, and ionization of cluster atoms results from overbarrier transitions of initially bound electrons in the laser wave field. Because of the high electric strength of the electromagnetic wave, this field decreases the barrier from the Coulomb field of the nucleus and an initially bound electron can freely leave this Coulomb field.

In taking into account ionization of individual atoms in a cluster by a laser pulse, we assume its effect on cluster atoms to be identical to that of a constant electric field. This assumption is valid at small values of the Keldysh parameter [15]:

$$
\gamma=\frac{\omega \sqrt{2 J_{Z}}}{F},
$$

where $F$ is the electric field strength, $J_{Z}$ is the ionization potential of a multicharged ion with a charge of $Z-1$, and $\omega$ is the laser frequency (we use atomic units in this paper). Therefore, this character of ionization of cluster atomic particles is valid for high electric field strengths $F$ of the laser electromagnetic wave. Hence, we use the Bethe formula [20] for the strength $F$ of the electromagnetic wave at which the barrier disappears for an electron with the ionization potential $J_{Z}$,

$$
\begin{equation*}
F=\frac{J_{Z}^{2}}{4 Z} \tag{1}
\end{equation*}
$$

where $Z$ is the charge of a atomic ion being formed. This formula implies that the overbarrier transition leads to liberation of electrons whose binding energy is less than $J_{Z}$.

This criterion can be represented in another form using an analysis of the dynamics of the electron transition from the Coulomb field of the atomic core. Indeed, near the top of the barrier created by the Cou-

Table 1. The charge of cluster atomic ions resulting from cluster irradiation by electromagnetic waves of different intensities at a cluster of $10^{6}$ atoms. The first value is the ion charge at the cluster center; the value in parentheses is the charge at the boundary

|  | $10^{17} \mathrm{~W} / \mathrm{cm}^{2}$ | $10^{18} \mathrm{~W} / \mathrm{cm}^{2}$ | $10^{19} \mathrm{~W} / \mathrm{cm}^{2}$ |
| :--- | :---: | :---: | :---: |
| Kr | $12(18)$ | $18(26)$ | $24(27)$ |
| Xe | $11(24)$ | $19(28)$ | $26(43)$ |
| Mo | $12(14)$ | $14(24)$ | $22(32)$ |
| W | $12(38)$ | $22(47)$ | $41(56)$ |

lomb field of the atomic core and the constant electric field, we have the Newton equation

$$
\begin{equation*}
\frac{d^{2} r}{d t^{2}} \approx 2 F \frac{r}{r_{0}} \tag{2}
\end{equation*}
$$

for a classical electron, where $r_{0} \sim \sqrt{Z / F}$ is the distance of the top of the barrier from the center of the ion. From this, we find the typical time

$$
\tau_{\text {dep }} \sim \sqrt{\frac{r_{0}}{2 F}}
$$

for the overbarrier electron transition. The requirement that this time is small compared to the period of the electromagnetic wave gives

$$
\begin{equation*}
\tau_{\mathrm{dep}}^{2} \omega^{2} \sim \frac{2 r_{0} \omega^{2}}{F} \sim \frac{Z^{1 / 2} \omega^{2}}{F^{3 / 2}} \ll 1 . \tag{3}
\end{equation*}
$$

Because of (1), this criterion is identical to the smallness of the Keldysh parameter. This implies that the mechanism of overbarrier ionization of cluster atoms and ions under the action of a strong electromagnetic wave applies to large intensities of the electromagnetic wave. In particular, the right-hand side of criterion (3) gives the approximate value $3 \times 10^{-3}$ for the laser pulse with $I=10^{17} \mathrm{~W} / \mathrm{cm}^{2}$ and a frequency of 1.5 eV (Ti:sapphire laser).

Charges Z of ions formed by the overbarrier electron transition are given in Table 1. High values of the charge allows us to use a simple formula for the electron binding energy in this case,

$$
\begin{equation*}
J_{Z}=\frac{Z_{e f}^{2}}{2\left(n-\delta_{n l}\right)^{2}}, \tag{4}
\end{equation*}
$$

where $Z_{e f}$ is the effective charge that includes shielding of the nucleus charge by atomic electrons, such that $Z_{e f} \geq Z$, and $\delta_{n l}$ is the quantum defect for a given electron shell (usually, $\delta_{n l}<1$ ). This formula uses the analogy of multicharged ions with hydrogen-like ions.

We consider one more aspect of this problem. Using the analogy between the action of a strong electromag-
netic wave and a constant electric field on an atomic particle, we ignore the absorption of the electromagnetic wave as a result of electron release. In reality, this absorption follows from excitation of the electron subsystem of an individual cluster. We assume that as the electric field strength of the laser wave $F \cos \omega t$ varies from zero, it leads to the release of new electron groups in accordance with Bethe formula (1). Hence, as a result of the overbarrier ionization process, free electrons are formed inside a cluster with zero energy.

We now estimate the excitation time for an individual cluster of $n$ atoms whose electron subsystem acquires the excitation energy roughly equal to $n J_{Z} Z$, where $Z$ is a typical charge of forming multicharged ions. Because the incident energy flux of the laser pulse is $c F^{2} / 8 \pi$ and the cluster cross section is equal to its geometric cross section,

$$
\pi R^{2}=\pi r_{W}^{2} n^{2 / 3}
$$

(where $r_{W}$ is Wigner-Seitze radius and $n$ is the number of atoms in the cluster), we find the typical time $\tau$ during which all the cluster atoms are converted into multicharged ions of charge $Z$,

$$
\begin{equation*}
\tau=n^{1 / 3} \frac{8 J_{Z} Z}{c r_{W}^{2} F^{2}} \tag{5}
\end{equation*}
$$

Substituting the electric field strength $F$ from Eq. (1), we obtain

$$
\begin{equation*}
\tau \omega=n^{1 / 3} \frac{128}{c} \frac{\omega Z}{J_{Z}}\left(\frac{Z / r_{W}}{J_{Z}}\right)^{2} . \tag{6}
\end{equation*}
$$

This value is much smaller than the one for cluster sizes under consideration, and it decreases with the increase of the laser pulse intensity because $J_{Z} \sim Z^{2}$. Field ionization in clusters can therefore be considered as an instant process. As a result of this analysis, we find that typical experimental intensities of laser pulses provide fast excitation of the electron component of clusters through ionization of their atoms and ions.

### 2.2. Ionization of a Cluster as a Whole

Ionization of a cluster under the action of a strong electromagnetic wave is similar to overbarrier ionization of atoms. An electron passes over the barrier and is released. How this differs from the case of an atom is that the electron motion in the cluster field is described by classical laws and the cluster size is restricted. The latter allows a released electron to leave the cluster field. The time of electron displacement by a distance on the order of the cluster radius $R$ is given by

$$
\begin{equation*}
t_{\mathrm{esc}} \sim \sqrt{\frac{R^{3}}{Q}} \tag{7}
\end{equation*}
$$

(the typical electron velocity is approximately $\sqrt{Q / R}$, where $Q$ is the cluster charge). The criterion $t \ll 1 / \omega$ then becomes

$$
\begin{equation*}
R^{3} \omega^{2} \ll Q \tag{8}
\end{equation*}
$$

The cluster charge is determined by the Bethe formula for the overbarrier transition of an electron located in the Coulomb field of a charge $Q$ and in a constant electric field of a strength $F$. Taking the interaction energy of the electron with the electric field of the cluster to be $Q / R$ at the cluster boundary, we obtain from (1) that the charge $Q$ of this cluster is given by

$$
\begin{equation*}
Q=4 F R^{2} . \tag{9}
\end{equation*}
$$

When criterion (8) is valid, this gives

$$
\begin{equation*}
R \ll \frac{4 F}{\omega^{2}} \tag{10}
\end{equation*}
$$

for the cluster size.
We now consider one more aspect of this problem. The electron remains in the region of the cluster Coulomb field under the action of the electromagnetic wave, but can return at another stage of variation of the electromagnetic wave strength if the electron trajectory is determined strongly by the fields of the cluster and of the electromagnetic wave. Of course, the large statistical weight of continuum spectrum states for this electron makes electron release favorable. It is important that the Coulomb field of the cluster is not constant in time precisely because it is also created by the motion of bound electrons of the cluster. Fluctuations resulting from the motion of internal cluster electrons lead to randomization of the motion of the electron being transferred and make its departure from the Coulomb cluster field irreversible. This determines the applicability of simple formulas for ionization of the cluster as a whole.

Thus, as a result of the ionization processes both inside the cluster atoms and for the cluster as a whole, a specific plasma is formed such that multicharged atomic ions of the cluster keep a part of the electrons moving inside the cluster. These electrons are locked inside the cluster, whereas a part of the electrons is released and creates a cluster charge. Later, this system decays as a result of cluster expansion caused by Coulomb forces acting on ions. However, the processes of formation of this plasma determine its properties and the character of the subsequent cluster expansion.

We consider one more consequence of cluster charging. Because the charge of cluster ions is not compensated by the electron charge, an additional field arises in the cluster. For simplicity, we use the model where the cluster charge is distributed over the cluster uniformly. Then the electric field of the cluster charge with a strength of

$$
\begin{equation*}
F_{c l}=\frac{Q r}{R^{3}}=4 F \frac{r}{R} \tag{11}
\end{equation*}
$$

acts on an ion located at distance $r$ from the cluster center. This changes the charges of multicharged ions being formed inside the cluster. This problem was examined in [21, 22] in detail. Replacing the electric field strength $F$ of the laser wave in Bethe formula (1) with $F+F_{c l}$, we obtain for the ion charge $Z(r)$ at distance $r$ from the cluster center

$$
\begin{equation*}
F\left(1+4 \frac{r}{R}\right)=\frac{J_{Z}^{2}}{4 Z} \tag{12}
\end{equation*}
$$

Thus, this charge is larger near the cluster boundary than at its center. The data in Table 1 pertain to the charge of multicharged ions near the cluster center. We also include in this table the charge near the cluster boundary.

We note that in the above consideration, we assumed that the laser field penetrates the cluster. This is a valid assumption because the skin depth for the laser signal is approximately 100 nm in this case and exceeds the cluster size in the range under consideration (a cluster consisting of $10^{6} \mathrm{Xe}$ atoms has a radius of 25 nm [23]).

## 3. ELECTRON DISTRIBUTION IN THE CLUSTER PLASMA

### 3.1. Relaxation of Electrons in a Cluster

The cluster plasma resulting from a laser pulse expands. There are two forces acting on the cluster that cause it to expand during and after the laser pulse. The first is the pressure due to electrons. Cluster electrons collide with ions and push them outside. The second force is determined by the Coulomb force and depends on the charge distribution in the cluster, which is the distribution of ions and electrons.

The energy distribution of electrons established in the cluster during irradiation is far from equilibrium. The relaxation rate of the electron subsystem is determined by electron-electron collisions. The relaxation time can therefore be defined as the time during which a test electron gains the energy $Q / R$ in collisions with other electrons,

$$
\begin{equation*}
\tau_{e e} \sim \frac{Q / R}{\epsilon V_{e e}} \tag{13}
\end{equation*}
$$

where $\epsilon$ is the electron energy change and $v_{e e}$ is the electron-electron collision rate. The electron-electron collision rate is given by [24]

$$
\begin{equation*}
v_{e e}=N_{e} \sqrt{2 \epsilon} \sigma_{t} \quad \sigma_{t}=\frac{4 \pi}{\epsilon^{2}} \ln \Lambda, \tag{14}
\end{equation*}
$$

where $\ln \Lambda$ is the Coulomb logarithm. Substituting Eqs. (14) in Eq. (13), we obtain the relaxation time:

$$
\begin{equation*}
\tau_{e e} \sim \frac{Q / R \sqrt{\epsilon}}{4 \sqrt{2} \pi N_{e} \ln \Lambda} . \tag{15}
\end{equation*}
$$

Table 2. The ratio of the relaxation time $\tau_{e e}$ for the cluster of $10^{6}$ atoms to the expansion time $\tau_{\text {exp }}$ for different electromagnetic wave intensities

|  | $10^{17} \mathrm{~W} / \mathrm{cm}^{2}$ | $10^{18} \mathrm{~W} / \mathrm{cm}^{2}$ | $10^{19} \mathrm{~W} / \mathrm{cm}^{2}$ |
| :--- | :---: | :---: | :---: |
| Kr | 53 | 359 | 3100 |
| Xe | 55 | 365 | 3160 |
| Mo | 6.1 | 57 | 456 |
| W | 4.5 | 33 | 241 |

Substituting Eq. (9) in (15), we finally obtain

$$
\begin{equation*}
\tau_{e e} \sim \frac{(Q / R)^{3 / 2} r_{W}^{3}}{3 \sqrt{2} Z \ln \Lambda}=\frac{8 F^{3 / 2} r_{W}^{9 / 2} n^{1 / 2}}{3 \sqrt{2} Z \ln \Lambda} \tag{16}
\end{equation*}
$$

We now compare the relaxation electron time $\tau_{e e}$ with the expansion time. The typical expansion time is given by

$$
\begin{equation*}
\tau_{\mathrm{exp}}=\sqrt{\frac{M R^{3}}{Z Q}}=\frac{1}{2} \sqrt{\frac{M R}{Z F}}, \tag{17}
\end{equation*}
$$

where $M$ is the mass of ion. The ratio of these times is given by

$$
\begin{equation*}
\frac{\tau_{e e}}{\tau_{\exp }}=\frac{16}{3 \sqrt{2} \ln \Lambda} \frac{F^{2} r_{W}^{4}}{\sqrt{M Z}} n^{1 / 3} \Rightarrow 1 \tag{18}
\end{equation*}
$$

The ratios $\tau_{e e} / \tau_{\text {exp }}$ for krypton, xenon, molybdenum, and tungsten clusters under typical laser parameters are given in Table 2. Condition (18) is satisfied for all parameters considered, as follows from the data in Table 2.

### 3.2. Electron Subsystem during Cluster Expansion

We now consider the behavior of electrons in the course of cluster expansion. We use the above fact that the expansion time is large compared to the typical time of establishment of equilibrium in the electron subsystem. This implies that in contrast to [25], the distribution function of electrons is not the Maxwell one, and collisions between electrons during cluster expansion can be ignored. We therefore start with the electron distribution by energy that results from laser ionization of atoms and analyze the evolution of electrons located inside the cluster. For simplicity, we use the model where the positive charge is distributed uniformly inside the cluster, and the self-consistent potential of electrons and multicharged cluster ions is therefore given by

$$
\begin{equation*}
U(r)=-\frac{Q}{2 R}\left(3-\frac{r^{2}}{R^{2}}\right) \tag{19}
\end{equation*}
$$

where $r$ is the distance from the cluster center, and we consider the interior cluster part $r \leq R$. This assumption

Table 3. Typical expansion times ( fs ) at some parameters of the interaction between a laser wave and clusters for different electromagnetic wave intensities and different $n$

|  | $n$ | $10^{17} \mathrm{~W} / \mathrm{cm}^{2}$ | $10^{18} \mathrm{~W} / \mathrm{cm}^{2}$ | $10^{19} \mathrm{~W} / \mathrm{cm}^{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| Xe | $10^{4}$ | 92 | 40 | 19 |
|  | $10^{5}$ | 134 | 58 | 28 |
|  | $10^{6}$ | 196 | 84 | 40 |
| W | $10^{4}$ | 79 | 33 | 13 |
|  | $10^{5}$ | 116 | 50 | 20 |
|  | $10^{6}$ | 170 | 73 | 30 |

leads to the electron number density inside the cluster:

$$
\begin{equation*}
N_{e}(r)=Z(r) N_{i}-\frac{3 Q}{4 \pi R^{3}} \tag{20}
\end{equation*}
$$

(for the charge $Z(r)$ of an individual atomic ion of the cluster, see Table 1). Because ions are distributed in the cluster uniformly before and at the first stage of its expansion, the charge of an individual ion depends on the distance from the cluster center as

$$
\begin{equation*}
Z(r)=Z_{0}\left(1+\frac{2 Q}{F R^{2}} \frac{r}{R}\right)^{1 / 3} \tag{21}
\end{equation*}
$$

which corresponds to Eq. (12).
We now consider the character of evolution of the cluster during its expansion. Because the self-consistent cluster potential does not change considerably during the oscillation period of a locked electron, its adiabatic invariant [26, 24]

$$
\begin{equation*}
I(t, \epsilon)=\frac{1}{2 \pi} \int[2 m(\epsilon-U(r))]^{1 / 2} d r \tag{22}
\end{equation*}
$$

is conserved. The integration happens between two turning points of the locked electron with a certain energy $\varepsilon$. This quantity plays the role of an integral of motion for the electron. The distribution function of locked electrons is then a function of the adiabatic invariant,

$$
\begin{equation*}
f=f(I(\varepsilon, t)) \tag{23}
\end{equation*}
$$

To obtain information on the cluster evolution, we assume the cluster charge $Q$ to be constant during the cluster expansion and assume the cluster potential for an individual electron to be given by Eq. (19) when the cluster radius $R$ depends on time. The adiabatic invariant for an individual electron is then equal to

$$
\begin{equation*}
I=\frac{1}{4 \Omega^{2}}[\varepsilon-l \Omega], \quad \Omega^{2}=\frac{Q}{R^{3}}, \tag{24}
\end{equation*}
$$

where $l$ is the electron orbital momentum, which ranges from 0 to $\Omega^{2} R$.

We show that the electron orbital momentum is conserved during the cluster expansion. Indeed, the electron momentum varies in electron collisions with ions and electrons, and because these collisions lead to small scattering angles, the typical momentum variation during cluster expansion is estimated as

$$
\begin{equation*}
\Delta l \sim l \frac{\tau_{\mathrm{exp}}}{\tau_{e i}} \tag{25}
\end{equation*}
$$

where $\tau_{e i}$ is the typical time of electron-ion collisions. Here we take into account that electron-ion collisions are more effective than electron-electron collisions because of the large average charge $Z$ of cluster ions, and the cluster expansion rate is determined by interaction of the cluster charge with each ion. This leads to the following estimates for these parameters:

$$
\begin{gather*}
\mathrm{v}_{e i} \sim \frac{1}{\tau_{e i}} \sim \frac{4 \pi N_{i} Z^{2} \ln \Lambda}{3 v^{3}} \sim \frac{n Z^{2}}{l^{3}} \ln \Lambda \\
\tau_{\exp } \sim \sqrt{\frac{M R^{3}}{Z Q}} \tag{26}
\end{gather*}
$$

We give typical values of expansion times in Table 3, from which it follows that under typical conditions of cluster evolution,

$$
\begin{equation*}
\frac{\Delta l}{l} \sim \tau_{\exp } \vee_{e i} \sim \sqrt{\frac{M}{Z}} \frac{n Z^{2}}{Q^{2}} \ln \Lambda \ll 1 \tag{27}
\end{equation*}
$$

Thus, the above analysis shows that under typical conditions of cluster evolution, the orbital momentum $l$ of an individual electron is conserved in the course of cluster expansion, and the electron orbital momentum $l$ can therefore be considered as an integral of motion.

We now consider the character of motion of an individual electron in the course of cluster expansion, using conservation of the adiabatic invariant and the angular electron momentum. The motion of locked electrons consists in rotation around the cluster center and oscillations in the radial direction between two turning points. Under cluster expansion, the turning points of the electron also move. Using the expression for the energy of an individual electron

$$
\begin{equation*}
\varepsilon=\frac{\Omega^{2} r^{2}}{2}+\frac{l^{2}}{2 r^{2}} \tag{28}
\end{equation*}
$$

and the relation between $\Omega$ and the adiabatic invariant $I$ in Eq. (24), we obtain that the distances $r_{1,2}$ of the turning points from the center are given by

$$
\begin{gather*}
\frac{r_{1,2}^{2}}{R(t)^{2}}=\frac{4 I}{R(t)^{2}}  \tag{29}\\
+\frac{l}{\Omega(t) R(t)^{2}} \pm 2\left[\frac{4 I^{2}}{R(t)^{4}}+\frac{2 I l}{\Omega(t)(4 R(t))}\right]^{1 / 2}
\end{gather*}
$$

where $R(t)$ is the current cluster size. Recalling the relation between $\Omega$ and cluster size in Eq. (24), we obtain that

$$
\begin{equation*}
\frac{r_{1,2}}{R(t)} \approx \frac{l}{(Q R(t))^{1 / 4}} \pm \frac{\sqrt{2 I}}{R(t)} . \tag{30}
\end{equation*}
$$

Because $R(t)$ increases in time, Eq. (30) implies that the electron trajectory remains inside the cluster in the course of cluster expansion and the relative distance of turning points from the cluster center $r_{1,2} / R(t)$ decreases. Because the second term in Eq. (30) decreases faster than the first one, the motion of a locked electron tends to transform into rotation.

The motion of an electron in the cluster field consists of oscillation in the cluster potential $U(r)$ and rotation around the cluster center characterized by the electron angular momentum $l$. Equation (30) gives the behavior of turning points of a test electron as the cluster expands. We see that turning points of a test electron move from the cluster center slower than the radius increases. This implies that electrons remain inside the cluster during cluster expansion, and cluster expansion does not therefore lead to an additional cluster ionization.

We now consider this problem from another standpoint, introducing the energy $E$ of a test electron such that the energy on the cluster boundary is zero. Assuming that the electron transition outside the cluster boundary means the electron release, we rewrite Eq. (24) for the adiabatic invariant as

$$
\begin{equation*}
E=I \Omega^{2}+l \Omega-W, \tag{31}
\end{equation*}
$$

where $W=3 \Omega^{2} R^{2} / 2$ is the cluster well depth. We introduce the reduced electron energy

$$
\begin{equation*}
\tilde{E}=\frac{E}{l \Omega}=\left[\frac{I}{R^{2}}-\frac{3}{2}\right] R^{2} \Omega+1 . \tag{32}
\end{equation*}
$$

If $\tilde{E}$ becomes positive, the electron is released. However, because $R^{2} \Omega=\sqrt{Q R}$ increases as a result of cluster expansion, the initially negative value $\tilde{E}$ remains negative; i.e., cluster ionization does not occur as a result of cluster expansion in the absence of collisions involving electrons.

Now let us consider the character of cluster expansion that proceeds under the action of the Coulomb field of the cluster charge and under the action of electron collisions. The force acting on a test ion from the cluster charge is given by

$$
\begin{equation*}
\mathscr{F}_{c l}=\frac{Q Z}{R^{2}} . \tag{33}
\end{equation*}
$$

The force acting on the test ion in collisions with electrons is

$$
\begin{equation*}
\mathscr{F}_{e l} \sim v_{e i} p \sim \frac{4 \pi N_{i} Z^{2}}{3 v^{2}} \ln \Lambda, \tag{34}
\end{equation*}
$$

where $p$ is the typical electron momentum. Substituting the minimal electron velocity $\mathrm{v}=\sqrt{\mathrm{Zn}^{1 / 3} / R}$ in this formula, we obtain an estimate for the force acting on the cluster boundary due to collisions with electrons,

$$
\begin{equation*}
\mathscr{F}_{e l} \leq \frac{3 n^{2 / 3} Z \ln \Lambda}{R^{2}} . \tag{35}
\end{equation*}
$$

Comparing the above forces, we have

$$
\begin{equation*}
\frac{\mathscr{F}_{c l}}{\mathscr{F}_{e l}}=\frac{4 F r_{W}^{2}}{3} \frac{1}{\ln \Lambda} \gg 1 . \tag{36}
\end{equation*}
$$

The cluster expansion rate is therefore determined by the Coulomb force that acts on ions from the cluster charge. Hence, the equation for the evolution of the cluster boundary has the form

$$
\begin{equation*}
M \frac{d^{2} R}{d t^{2}}=\frac{Z Q}{R^{2}} \tag{37}
\end{equation*}
$$

and its approximate solution is

$$
\begin{equation*}
R \approx \sqrt{2 \frac{Z Q}{R_{0} M}} t . \tag{38}
\end{equation*}
$$

A typical time $T$ of the cluster expansion is

$$
\begin{equation*}
T=\sqrt{\frac{M R_{0}^{3}}{Z Q}} . \tag{39}
\end{equation*}
$$

Typical cluster expansion times are given in Table 3. We see that the cluster expansion time becomes comparable to the pulse duration under the laser intensities of the order $10^{19} \mathrm{~W} / \mathrm{cm}^{2}$. It may affect cluster evolution during irradiation and after it.

## 4. CONCLUSIONS

Thus, the analysis of the behavior of an individual cluster in the field of a strong electromagnetic wave shows that electrons locked in the cluster cannot leave it after the laser pulse. Neither electron-electron collisions nor the cluster expansion leads to a considerable additional release of electrons. The pressure created by electron-ion collisions gives a small contribution to the cluster expansion rate. In addition, this analysis demonstrates that under large intensities of the laser pulse, expansion during the irradiation can affect the character of interaction between the laser pulse and the cluster.

The author thanks V. P. Krainov for useful discussions. This work was supported by the Russian Foundation for Basic Research (project no. 01-02-16056) and
the U.S. Civilian Research and Development Foundation (grant no. MO-011-0).

## REFERENCES

1. A. McPherson, J. Cobble, A. B. Borisov, et al., J. Phys. B 30, L767 (1997).
2. M. Lezius, S. Dobosz, D. Normand, and M. Schmidt, J. Phys. B 30, L251 (1997).
3. H. Honda, E. Miura, K. Katsura, et al., Phys. Rev. A 61, 023201 (2000).
4. T. Ditmire, J. Zweiback, V. P. Yanovsky, et al., Phys. Plasmas 7, 1993 (2000).
5. G. Grillon, Ph. Balcon, J.-P. Chambaret, et al., Phys. Rev. Lett. 89, 065005 (2002).
6. J. Zweiback, T. E. Cowan, R. A. Smith, et al., Phys. Rev. Lett. 85, 3640 (2000).
7. S. Dobosz, M. Schmidt, M. Perdrix, et al., Pis'ma Zh. Eksp. Teor. Fiz. 68, 454 (1998) [JETP Lett. 68, 485 (1998)].
8. J. Abdallah, Jr., A. Ya. Faenon, I. Yu. Skobelev, et al., Phys. Rev. A 63, 032706 (2001).
9. E. Parra, I. Alexeev, J. Fan, et al., Phys. Rev. E 62, R5931 (2000).
10. M. Schnurer, S. Ter-Avetisyan, H. Stiel, et al., Eur. Phys. J. D 14, 331 (2001).
11. G. Mourou, Appl. Phys. B 65, 205 (1997).
12. E. U. Condon and G. H. Shortley, Theory of Atomic Spectra, 2nd ed. (Cambridge Univ. Press, Cambridge, 1980; Inostrannaya Literatura, Moscow, 1949).
13. I. I. Sobel'man, Atomic Spectra and Radiative Transitions (Nauka, Moscow, 1977; Springer, Berlin, 1979).
14. V. P. Krainov, H. R. Reiss, and B. M. Smirnov, Radiative Processes in Atomic Physics (Wiley, New York, 1997).
15. N. B. Delone and V. P. Krainov, Multiphoton Processes in Atoms, 2nd ed. (Springer, Berlin, 2000).
16. J. H. Eberly, J. Javanainen, and K. Rzazewski, Phys. Rep. 204, 332 (1991).
17. Atoms in Intense Laser Fields, Ed. by M. Gavrila (Academic, New York, 1992).
18. M. B. Smirnov and V. P. Kraĭnov, Usp. Fiz. Nauk 170, 969 (2000) [Phys. Usp. 43, 901 (2000)].
19. V. P. Krainov and M. B. Smirnov, Phys. Rep. 370, 237 (2002).
20. H. Bethe and E. Salpeter, Quantum Mechanics of Oneand Two-Electron Atoms, 2nd ed. (Springer, Berlin, 1975; Fizmatgiz, Moscow, 1960).
21. C. Rose-Petruck, K. J. Schafer, K. R. Wilson, and C. P. J. Barry, Phys. Rev. A 55, 1182 (1997).
22. M. B. Smirnov and V. P. Krainov, Phys. Rev. A (2003) (in press).
23. V. P. Kră̆nov and M. B. Smirnov, Zh. Éksp. Teor. Fiz. 121, 867 (2002) [JETP 94, 745 (2002)].
24. E. M. Lifshitz and L. P. Pitaevskiŭ, Physical Kinetics (Nauka, Moscow, 1979; Pergamon Press, Oxford, 1981).
25. H. M. Milchberg, S. J. McNaught, and E. Parra, Phys. Rev. E 64, 056402 (2001).
26. L. D. Landau and E. M. Lifshitz, Course of Theoretical Physics, Vol. 1: Mechanics, 3rd ed. (Nauka, Moscow, 1973; Pergamon Press, London, 1980).

# The Synthesis of Organic Molecules in a Laser Plasma Similar to the Plasma That Emerges in Hypervelocity Collisions of Matter at the Early Evolutionary Stage of the Earth and in Interstellar Clouds 

G. G. Managadze<br>Space Research Institute, Russian Academy of Sciences, ul. Profsoyuznaya 84/32, Moscow, 117997 Russia<br>e-mail: managadze@space.ru

Received September 5, 2002


#### Abstract

Ions of organic molecules and polymers as well as multiply ionized hydrocarbons were synthesized and detected with a time-of-flight mass analyzer in laboratory experiments simulating with a laser the plasma processes that accompany a hypervelocity micrometeorite impact on the target surface. A hypervelocity impact of micrometeorites moving at velocities of $80 \mathrm{~km} \mathrm{~s}^{-1}$ on a inorganic target was simulated with a Q-switched laser. The laser provided a power density of $10^{9}-10^{11} \mathrm{~W} \mathrm{~cm}{ }^{-2}$ in a spot with an impact diameter of $30-150 \mu \mathrm{~m}$ for a pulse duration of $7-10 \mathrm{~ns}$ and a laser plasma electron density of $10^{5}-10^{6} \mathrm{~K}$. The ions of organic compounds are shown to be synthesized mostly during the free expansion of a hot laser plasma at the stage of its cooling and recombination if, initially, the plasma was completely atomized and ionized. Molecular ions have high yields only for a carbon target. The results obtained indicate that organic or other polyatomic compounds can be abiogenically synthesized in intense hypervelocity meteorite impacts on the Earth's surface at the early stage of its formation during meteorite showers and in hypervelocity collisions of dust particles in interstellar molecular clouds. © 2003 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

When the impact velocity reaches a critical value $V_{\text {cr }}$ of $15-20 \mathrm{~km} \mathrm{~s}^{-1}$ [1], a plasma cloud or a plasma torch is generated in the collision area of the bodies [2]. This requires that the impinging body-target interaction time scale, $t_{\text {int }}$, be shorter than the time scale of heat outflow from the impact area, $t_{h}$. An energy that exceeds the binding energy of the atoms in matter and their ionization energy is rapidly absorbed under these conditions. As a result, the impinging body and part of the target turn into a hot plasma. Depending on the physical parameters of the interacting bodies at impact velocities of $V_{\text {sh }}>V_{\text {cr }}$, the generated plasma reaches a temperature of $30-50 \mathrm{eV}$ and is usually completely atomized and ionized at the initial stage. At the stage of adiabatic expansion, the plasma cools down and recombines, and the degree of ionization decreases by a factor of approximately 100. The ion composition of such a plasma corresponds to the elemental composition of the interacting bodies. However, polyatomic ions can also be synthesized in such a plasma during its expansion [3]. Here, our goal is to study this phenomenon or, more specifically, the synthesis of molecular ions during the expansion of a impact plasma.

A hypervelocity impact is the most characteristic phenomenon for the processes in space. Thus, for example, the surfaces of atmosphereless cosmic bodies
in the Solar system are continuously subjected to hypervelocity micrometeorite impacts of particles with masses from $10^{-15}$ to $10^{-12} \mathrm{~g}$. Micrometeorites less than $1 \mu \mathrm{~m}$ in diameter are accelerated by light pressure to velocities of $V \sim 50 \mathrm{~km} \mathrm{~s}^{-1}$. Such an impact plays an important role in the formation of the regolith surface layer on atmosphereless objects [4].

Traces from catastrophic hypervelocity impacts of large bodies that took place mostly during the formation of planets have been well preserved in the form of craters on atmosphereless planets and planetary satellites in the Solar System. During this period, the socalled meteorite shower period 4.5-3.5 Gyr ago, the Earth's surface was also subjected to intense impacts. The presumed impact energy flux was large, comparable to the volcanic heat, about $10^{22} \mathrm{eV} \mathrm{m}^{-2}$ per year [5] at collision velocities from 11 to $70 \mathrm{~km} \mathrm{~s}^{-1}$. Interestingly, life on Earth originated precisely during this period [6, 7].

In interstellar space, the acceleration of dust particles to ultrahigh velocities is also observed in many processes. These processes are mostly associated with the explosions that arise during the formation of novae, but slower processes also contribute to the acceleration of dust particles. Thus, for example, dust particles in gas-dust clouds can be accelerated under light pressure or behind a impact front to relative velocities of $10^{2}-10^{3} \mathrm{~km} \mathrm{~s}^{-1}$ and


Fig. 1. The overall picture of impact plasma generation in various processes in nature and in a laboratory as a function of the body size and velocity (the diagram is based in part on the data from [28]).
be involved in hypervelocity collisions [8]. Thus, a hypervelocity impact is a common phenomenon in nature virtually at all evolutionary stages of the Universe, from the formation of novae and planetary systems to their death [8-11].

## 2. FORMULATION OF THE PROBLEM

The physical processes of impact interactions under laboratory conditions are studied using special microparticle accelerators, which are capable of accelerating particles with masses from $10^{-11}$ to $10^{-17} \mathrm{~g}$ to velocities of $30-100 \mathrm{~km} \mathrm{~s}^{-1}$ [12-16]. In laboratory experiments of this class, apart from other results, it was also shown that the microparticle mass composition could be determined from the spectrum of the impact-produced plasma ions [17]. Special-purpose mass spectrometers were developed to study the microparticle mass and isotopic compositions in in situ experiments in space; the impact plasma generated during a hypervelocity impact of a micrometeorite or a dust particle on the target served as the source of ions in these instruments [18]. Thus, for example, the microparticle composition in the gas-dust cloud of Halley's comet was first determined using the PUMA and PIA dust-impact instruments on
the Vega and Giotto space missions [19-21]. The microparticle collision velocities in these studies reached $80 \mathrm{~km} \mathrm{~s}^{-1}$, which provided conditions of $V_{\mathrm{sh}}>$ $V_{\text {cr }}$ and $t_{\text {int }}<t_{h}$. The overall picture of the collision processes considered above is shown as a plot of the body's size against its velocity in Fig. 1.

The laboratory and space experiments aimed at studying impact interactions or determining the microparticle mass composition should be placed into the group of direct impact experiments in which the hypervelocity microparticle impact was investigated in real time. Such experiments can also be placed into the class of unique or exotic experiments both in cost and in the possibility of realizing initial conditions. However, there are also other, simpler and more accessible methods of studying impact processes in the arsenal of modern science. These include simulations.

Numerical simulations play an important role in the studies of hypervelocity impacts. This is suggested by the results obtained in a series of works on the simulations of spacecraft shield destruction [22] or ionization processes for the dust-impact instruments used in an in situ experiment in the studies of Halley's comet [23]. However, the most promising experimental direction is
associated with laboratory simulations of a hypervelocity impact using a laser [24]. It is based on the capabilities of a Q-switched laser to generate a light pulse of duration $t_{l} \sim 1-10 \mathrm{~ns}$ and to provide a power density of up to $10^{13} \mathrm{~W} \mathrm{~cm}^{-2}$ in a spot $10^{2}-10^{3} \mu \mathrm{~m}$ in diameter. The processes that arise in kinematic and laser impacts can significantly differ in simulations of this class [24]. However, the processes after the plasma generation, in particular, at the stage of adiabatic expansion, cooling, and recombination, must be similar [3].

Our choice of parameters for the laser simulations of impact processes was based on the reliable results obtained during the in situ dust-impact experiments on the Vega mission [18-20]. According to these results, at a impact velocity of about $80 \mathrm{~km} \mathrm{~s}^{-1}$ for microparticles with diameters from 0.01 to $1 \mu \mathrm{~m}$ and masses from $10^{-18}$ to $10^{-12} \mathrm{~g}$, the ionization multiplicity of the plasma ions was $\alpha \sim 1$ and their energy was $E_{i} \sim$ $50-70 \mathrm{eV}$.

The plasma nature of these ions was confirmed in direct numerical simulations [25-27] of the mass-spectrometric cometary dust measurements made with the PUMA-1 and PUMA-2 instruments. It was also shown in these papers that under the above input conditions of the in situ experiment, a plasma was generated for particles with diameters down to $0.01 \mu \mathrm{~m}$.

To properly determine the impact-simulating laser parameters, let us consider plasma generation during impact. It is well known that, depending on the velocity, the volume of the impact crater is larger than the microparticle volume by approximately a factor of approximately $100-500[28,29]$ and that plasma is generated in a volume that exceeds the microparticle volume by a factor of 5-10. It thus follows that the energy contribution to the plasma generation during the impact does not exceed $1 \%$ of the particle energy and that it is spent mainly on the crater formation and the target deformation. This is the reason why the ionization multiplicity and the ion energy are relatively low for the impact plasma, although the power density calculated from the particle diameter is about $10^{13} \mathrm{~W} \mathrm{~cm}^{-2}$ [30].

The dependence of the ionization multiplicity and the ion energy on the power density for a laser plasma has been adequately studied [31-33]. Thus, as the power density increases from $10^{9}$ to $10^{11} \mathrm{~W} \mathrm{~cm}^{-2}$, the ionization multiplicity for Al increases from 1 to 5 and the particle energy increases from approximately 100 eV to 2 keV . Consequently, the energy contribution to the plasma generation can be accurately determined from these parameters.

Thus, a similarity of the physical processes during the plasma expansion should be ensured when choosing the laser parameters.

The criteria for choosing the laser parameters can be briefly formulated as follows. The laser must ensure, first, the plasma generation, second, identical parameters of the laser and impact plasmas or, more specifi-
cally, the ionization multiplicity and the ion energy, and, third, equal numbers of produced ions or equal plasma-generation volumes for these processes.

The first condition constrains $t_{i}$, in particular, $t_{i}<t_{l}<$ $t_{h}$, where $t_{i}$ is the plasma generation time. For a laser with $t_{l}$ in the range from 0.1 to 10 ns , this condition is satisfied with a comfortable margin.

For the parameters of the impact and laser plasmas to be identical, the identical energy contributions must be ensured. Thus, at a laser power density of $W$ ~ $10^{9} \mathrm{~W} \mathrm{~cm}^{-2}$, the plasma ions will be singly ionized and their mean energy will be about $50-70 \mathrm{eV}$, in close agreement with the impact plasma parameters, at a impact velocity of $80 \mathrm{~km} \mathrm{~s}^{-1}$.

The number of laser-produced ions at a given power density will depend on the diameter and depth of the laser crater. We can also determine the plasma-generation volume from these quantities and calculate the diameter of the simulated microparticle from these data. Conversely, we can choose the diameter of the laser crater from the particle diameter. Thus, for example, a microparticle impact on a target $10 \mu \mathrm{~m}$ in diameter produces a plasma from an equivalent volume approximately equal to $10^{4} \mu \mathrm{~m}^{3}$. The plasma-generation volume is the same as that for a laser crater $50 \mu \mathrm{~m}$ in diameter and $3 \mu \mathrm{~m}$ in depth (in a carbon target).

Thus, by varying the power density and the laser crater diameter, we can reproduce the basic parameters for a given microparticle diameter and velocity.

The choice of impact-simulating laser parameters is nothing but the determination of similarity parameters [34] with elements of limited simulation principles [35] without changing the spatial scale. This approach should be used to extend the results obtained for microparticles to large celestial bodies.

The identity of the ion-generation processes in the laser and impact plasmas is evidenced by the fact that such a plasma is used as the source of ions for time-offlight mass spectrometers, laser [36] and dust-impact [18] ones. In the former instrument, the mass composition of the target is determined when ions are generated in the laser plasma; in the latter instrument, the mass compositions of both the impinging particle and the target are determined through the production of ions in the impact plasma. In these instruments, which are very similar in principle of operation and, often, in design, the hot plasma produced during an ultrafast energy concentration serves as the source of ions.

A laser plasma was commonly used as the source of ions for dust-impact instruments during their testing and laboratory calibrations. In particular, when a mockup of the PUMA flight instrument was tested using a laser source of ions, the effect that caused a decrease in the mass resolution of the instrument at a high plasma density, which corresponded to the falling of a large dust particle on the target, was detected and investigated [21]. The laser simulation results formed


Fig. 2. A scheme of the LASMA time-of-flight laser mass reflectron: 1 -vacuum chamber, 2 -interchangeable carriage with sample, 3-detector, 4-TV camera, 5-reflector, 6-laser, 7-focusing lenses, 8-neutral filter, 9-radiation power meter, 10-target illuminator, 11 -microscope, 12 -motorized vacuum valve, 13 -carriage adjusting system, 14 -monitor.
the basis for upgrading the flight instrument; a narrow-energy-window mode was introduced, which ensured that unique mass spectra of large dust particles were obtained.

The synthesis of molecules or molecular ions during the expansion and cooling of a impact plasma [37, 38] is of great interest in analyzing the synthesis of organic materials at the early evolutionary stage of the Earth, the falling of meteorites, and hypervelocity collisions of dust particles in molecular, interstellar, and gas-dust clouds because of their similarity.

## 3. DESCRIPTION OF THE EXPERIMENT

We used the LASMA time-of-flight laser mass reflectron shown in Fig. 2 [36, 39-42] as the basic instrument for our laser simulations of an impact. It consists of a laser and an analyzer to determine the masses of the laser-generated ions. We used a Q-switched infrared Nd:YAG-glass laser at $\lambda \sim 1.06 \mu \mathrm{~m}$, which provided a power density on the order of $10^{9}-$ $10^{11} \mathrm{~W} \mathrm{~cm}^{-2}$ in a spot $30-100 \mu \mathrm{~m}$ in diameter with a pulse duration of 5-7 ns. These laser impact parameters corresponded to the impact of a microparticle $5-10 \mu \mathrm{~m}$ in diameter at $V_{\text {sh }} \approx 80 \mathrm{~km} \mathrm{~s}^{-1}$. The plasma ions flew apart in a vacuum without additional particle acceleration in the so-called free-expansion regime. The ions reflected in the reflector field and fell on the detector.

The instrument was axially symmetric: the laser beam, the reflector, the detector, and the target were aligned on the same axis, and the laser radiation was orthogonally brought to the target plane through reflector grids and a central hole in the detector [43, 44]. Since this configuration provided completely symmetric plasma expansion, a high reproducibility of the spectra was achieved. The analytical part of the instrument provided a sensitivity of about 1 ppm for one laser pulse with a mass resolution of 600 at the halfwidth of the mass peak.

We took into account the special role of carbon in the synthesis of organic molecules [6, 7] and its ability to combine into polyatomic structures. Therefore, we used carbon-rich materials as the target, which also increased the yield probability of the synthesized organic molecules.

Specially purified carbon designed for the electrodes of spectroanalytical instruments, in which the impurities did not exceed 0.1 ppm , was used as the target in the first series of experiments. The high purity of the sample was confirmed by measurements for all of the elements except hydrogen, which was detected in the mass spectra. The auxiliary experiments aimed at localizing the source of these ions showed that hydrogen was both in the bulk of the sample and in its surface monomolecular layer. The hydrogen impurity played a positive role.

Singly ionized molecules of methane, acetylene, ethylene, propylene, allene, as well as carbon polymer $\mathrm{C}_{N} \mathrm{H}_{M}$-type structures containing from 1 to 40 carbon atoms and from 1 to 4 hydrogen atoms were detected and identified in the mass spectra obtained on a carbon target and shown in Fig. 3. These spectra were highly reproducible. Subsequently, such hydrocarbon structures and polyatomic molecules were also obtained with other carbon-containing materials: industrial carbon, sinking oil fraction, and bitumen.

To elucidate the role of Si in the synthesis, we carried out experiments on a high-purity Si target under similar input experimental conditions. Our mass spectra showed that Si was also capable of producing a polymer structure, but the maximum number of Si atoms in the chain did not exceed 11.

Of particular interest were the mass spectra obtained for a sinking oil fraction at a power density in the range $5 \times 10^{9}-10^{10} \mathrm{~W} \mathrm{~cm}^{-2}[45]^{1}$ (see Fig. 4). Apart from the mass peaks that correspond to carbon ions with an ionization multiplicity from 1 to 4 , they exhibited the peaks of ions that were identified as multiply ionized hydrocarbons: doubly ionized $\mathrm{CH}_{2}, \mathrm{CH}_{3}, \mathrm{CH}_{4}$; triply ionized $\mathrm{CH}, \mathrm{CH}_{3}, \mathrm{CH}_{4}, \mathrm{CH}_{5}, \mathrm{C}_{2} \mathrm{H}, \mathrm{C}_{2} \mathrm{H}_{3}$; and quadruply ionized $\mathrm{CH}_{4}, \mathrm{C}_{2} \mathrm{H}, \mathrm{C}_{2} \mathrm{H}_{5}, \mathrm{C}_{3} \mathrm{H}_{8}$. It may be assumed that by the time of their detection, ions of this type had been observed in a laser plasma for the first time. The generation of such ions is associated with the processes of charge exchange and stripping, which can proceed in a laser plasma. According to theoretical calculations and experimental results, the lifetime is long enough for these ions to be detected with a time-of-flight mass analyzer [46].

To synthesize more complex organic molecules containing the basic gas-forming elements $\mathrm{H}, \mathrm{C}, \mathrm{N}$, and O , we carried out a series of experiments in which pure inorganic materials containing these elements were mixed with a carbon powder. The $\mathrm{NH}_{4} \mathrm{NO}_{3}, \mathrm{Ni}\left(\mathrm{NO}_{3}\right)_{2}$, $\mathrm{Ti}_{2} \mathrm{O}_{3}$, and $\mathrm{NaNO}_{3}$ materials were used. The main goal of these experiments was to synthesize and detect the organic molecules that could be used in the natural synthesis of amino acids or biopolymers. The results of these measurements are presented in Table 1.

The task proved to be arduous, because the mass peaks of the elements and their isotopes were superimposed on the peaks of the organic materials being studied; thus, for example, the $\mathrm{CN}^{+}$and $\mathrm{HCN}^{+}$mass peaks were superimposed on the $\mathrm{C}_{2} \mathrm{H}_{2}^{+}(m=26)$ and $\mathrm{Al}^{+}$ ( $m=27$ ) peaks. The absence of nitrogen-containing salts and oxides of special purity as well as materials containing the stable $\mathrm{C}^{13}$ and $\mathrm{N}^{15}$ isotopes required to shift the mass peaks of the organic materials made it much more difficult to obtain "pure" peaks. To detect molecular peaks, we examined those areas of the mass
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Fig. 3. The mass spectrum of polyatomic ions for a carbon target.
scale where there were no peaks from the elements or where atypical strong violations of the isotopic ratios were observed. Several such spectra are shown in Fig. 5. In this series of experiments, together with the peaks of the atomic ions of $\mathrm{H}, \mathrm{C}, \mathrm{N}, \mathrm{O}, \mathrm{Na}, \mathrm{Ti}, \mathrm{Ni}$ and the above $\mathrm{C}_{N} \mathrm{H}_{M}^{+}$-type carbon structures, we obtained the mass peaks corresponding to the $\mathrm{NH}_{3}, \mathrm{OH}^{+}$or $\mathrm{NH}^{+}$, $\mathrm{H}_{2} \mathrm{O}^{+}$or $\mathrm{NH}_{4}^{+}, \mathrm{H}_{3} \mathrm{O}^{+}, \mathrm{CO}^{+}, \mathrm{N}_{2}^{+}$molecular ions using the amino acids that were synthesized in the laboratory for the first time [47, 48]. The combination of these materials with hydrocarbons could primarily provide the synthesis of organic materials whose mass peaks were also observed experimentally: $\mathrm{CH}_{2} \mathrm{NH}^{+}(m=29)$, $\mathrm{H}_{2} \mathrm{CO}^{+}(m=30), \mathrm{C}_{2} \mathrm{H}_{2} \mathrm{O}^{+}(m=42), \mathrm{HNCO}^{+}(m=43)$, $\mathrm{NHCHO}^{+}(m=44)$, and $\mathrm{CH}_{2} \mathrm{O}_{2}^{+}(m=46)$. We cannot rule out the possibility that some of these mass peaks also include the $\mathrm{N}_{2} \mathrm{O}^{+}, \mathrm{NO}_{2}^{+}, \mathrm{CO}^{+}$materials of the same mass whose contributions could not be determined here.

To confirm the plasma nature of the polyatomic ions, we carried out an experiment in which a laser acted on a mixture of carbon and silicon powders as well as carbon and tungsten powders. In such a mixture, the synthesis of polyatomic molecules containing Si and C or W and C at the powder mixing stage can be ruled out. We detected the mass peaks of polyatomic ions shown in Fig. 6 that correspond to $\mathrm{Si}_{m}^{+}$up to $m=$ 11 and $\mathrm{Si}_{m} \mathrm{C}_{n}^{+}, \mathrm{Si}_{m} \mathrm{C}_{n} \mathrm{H}_{p}^{+}$, where $m$ was varied from 1 to 7 and $n$ and $p$ were varied from 1 to 3 . Ions WC, $\mathrm{WC}_{2}$, $\mathrm{WC}_{3}$, and $\mathrm{W}_{2} \mathrm{C}$ were also obtained in this series of experiments. The presence of such ions can be explained only by their synthesis in a plasma torch during the plasma expansion and cooling and suggests that organic materials could also be synthesized in processes of this kind.


Fig. 4. The mass spectrum of multiply ionized carbon and hydrocarbon atoms.

The relative yield of the synthesized polyatomic ions was determined from our mass spectra. For light elements (from H to Ca ), it ranged from 0.1 to $1 \%$ of the number of atomic ions.

The yield efficiency of the polyatomic ions for an energy expenditure of about 1 eV was determined from the condition that the energy required for the dissociation and ionization of one atom is $25-30 \mathrm{eV}$. Therefore, for the formation of one molecular ion, $\eta=10^{-3}(30)^{-1}=$ $3 \times 10^{-5}$ molecules will be synthesized for a relative yield of about $0.1 \%$ and an energy expenditure of 1 eV .

The relative yield of (0.1-1)\% must also be retained for the neutral component. The ionization coefficient decreases from $1 \%$ to $0.1 \%$ in a recombining plasma after its cooling and, consequently, the contribution of neutral atoms becomes substantial. The studies carried out in [49] show that the neutral component of the laser plasma has the same nature as the ion component. Therefore, one might expect with a high probability that the molecules synthesized during the plasma expansion in the same ratio are also present in the neutral component of the recombining plasma. This implies that the total number of synthesized molecular ions and neutral molecules will be comparable to the number of atomic ions.

Thus, our laser simulations of a hypervelocity impact showed that organic compounds could be synthesized from inorganic materials. The laser power density for most of the experiments was $10^{9} \mathrm{~W} \mathrm{~cm}{ }^{-2}$ for a laser spot diameter of $30-50 \mu \mathrm{~m}$. According to the similarity criteria, the parameters of the generated plasma were identical to those of the impact plasma at a microparticle velocity of $80 \mathrm{~km} \mathrm{~s}^{-1}$ and a diameter of 5-10 $\mu \mathrm{m}$.

## 4. DISCUSSION

Let us consider the most important results and compare them with the data obtained by other authors.

First, consider the results obtained during the in situ experiment aimed at studying Halley's comet, in which organic molecules were detected with the PUMA instrument [50]. The authors of this paper explain the appearance of molecular ions by the impact absorption of the organic materials frozen on the dust particle surface at the time of their impact on the target. In light of the foregoing, judging by the input experimental conditions, these results can be explained by the synthesis of organic molecules during the hypervelocity impact of a dust particle that contains elements forming organic materials, including those frozen on the particle sur-
face. In this case, the impact synthesis is also suggested by the similarity of the organic materials obtained in [5] and in our study. Therefore, it would be of interest to reconsider, possibly simultaneously, these data because of their great importance, by taking into account the simulation results.

In [51, 52], the laser-produced fullerenes and metallofullerenes were controlled with a mass spectrometer. An important feature of these studies is that the laser acted on a carbon target in two regimes: in the Q-switched regime with $t_{\mathrm{int}} \approx 8 \mathrm{~ns}$ and in the free-generation regime with $t_{\text {int }} \approx 230 \mu \mathrm{~s}$ at a wavelength of $1.06 \mu \mathrm{~m}$. In this case, the laser power density for the three presented typical mass spectra was $10^{5}\left(t_{\text {int }} \approx\right.$ $230 \mu \mathrm{~s}), 5 \times 10^{9}$, and $1.5 \times 10^{10} \mathrm{~W} \mathrm{~cm}^{-2}\left(t_{\text {int }} \approx 8 \mathrm{~ns}\right)$.

According to the results obtained and their interpretation, fullerenes were produced both in the gaseous phase at a low power density of $10^{5} \mathrm{~W} \mathrm{~cm}^{-2}$ and in the plasma phase at a high power density of $1.5 \times 10^{10} \mathrm{~W} \mathrm{~cm}^{-2}$. However, we clearly see from our spectra that the generation of fullerenes is different in nature. In the former case, a low-temperature gas-vapor phase takes place; in the latter case, a powerful plasma torch is undoubtedly generated and fullerenes together with more complex molecular ions are intensely synthesized during the plasma expansion and cooling.

The spectrum taken at a power density of $5 \times$ $10^{9} \mathrm{~W} \mathrm{~cm}^{-2}$ closely matches the spectra presented here both in the structure of the hydrocarbon compounds and in the number of carbon atoms in the polyatomic chains.

The above comparison of the experimental results leads us to conclude that at low power densities and for $t_{\text {int }}>t_{h}$, carbon clusters and polyatomic ions evaporate from the surface and then combine into more complex structures, being in the gas-vapor phase. A qualitative jump occurs when the power density is increased to about $10^{9} \mathrm{~W} \mathrm{~cm}^{-2}$ and for $t_{\mathrm{int}}<t_{h}$, because in this case, after the complete atomization and ionization of the material, its atoms and ions are associated into polyatomic structures during the plasma expansion and cooling.

The most interesting result of [51] is that its authors clearly showed the complication of the molecules with increasing power density. Thus, for example, when the power density was increased from $5 \times 10^{9}$ to $15 \times$ $10^{9} \mathrm{~W} \mathrm{~cm}^{-2}$, the number of carbon atoms in the polymer structures increased from 31 to 300 . A similar effect may also be expected when increasing the spatial size of the impact area.

There are several factors that directly or indirectly confirm the synthesis of molecules in a plasma torch. In particular, the free-expansion experimental configuration rules out the fall of ions on the detector from the peripheral zone of the laser impact, where the power density may be too low for complete atomization but

Table 1. The mass peaks of the experimentally detected polyatomic ions and their interpretation

| 戚 | Atomic ions | Molecule based on |  |  | Name |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | C | N | O |  |
| 12 | C | - |  |  |  |
| 13 | C | CH |  |  |  |
| 14 | N | $\mathrm{CH}_{2}$ |  |  |  |
| 15 | - | $\mathrm{CH}_{3}$ | NH |  |  |
| 16 | O | $\mathrm{CH}_{4}$ | $\mathrm{NH}_{2}$ |  | methane |
| 17 | - | - | $\mathrm{NH}_{3}$ | OH | ammonia |
| 18 | - | - | $\mathrm{NH}_{4}$ | $\mathrm{H}_{2} \mathrm{O}$ |  |
| 19 | F | - |  | $\mathrm{H}_{3} \mathrm{O}$ |  |
| 24 | Mg | $\mathrm{C}_{2}$ |  |  |  |
| 25 | Mg | $\mathrm{C}_{2} \mathrm{H}$ |  |  |  |
| 26 | Mg | $\mathrm{C}_{2} \mathrm{H}_{2}$ | CN ? |  | acetylene |
| 27 | Al | $\mathrm{C}_{2} \mathrm{H}_{3}$ | HCN? |  |  |
| 28 | Si | - | $\mathrm{N}_{2}$ |  |  |
| 29 | Si | - | $\mathrm{CH}_{2} \mathrm{NH}$ |  | carbamide |
| 30 | Si | $\mathrm{CH}_{2} \mathrm{O}$ |  | NO | formaldehyde |
| 34 | S |  | - | $\mathrm{H}_{2} \mathrm{O}_{2}$ |  |
| 36 |  | $\mathrm{C}_{3}$ |  |  |  |
| 37 | Cl | $\mathrm{C}_{3} \mathrm{H}$ |  |  |  |
| 38 | - | $\mathrm{C}_{3} \mathrm{H}_{2}$ |  |  |  |
| 39 | K | $\mathrm{C}_{3} \mathrm{H}_{4}$ |  |  |  |
| 40 | Ca | $\mathrm{C}_{3} \mathrm{H}_{4}$ | $\mathrm{C}_{2} \mathrm{H}_{2} \mathrm{~N}$ ? |  | allene |
| 41 | K | - | $\mathrm{C}_{2} \mathrm{H}_{3} \mathrm{~N}$ |  |  |
| 42 | - |  |  | $\mathrm{C}_{2} \mathrm{H}_{2} \mathrm{O}$ | ketene |
| 43 | - |  | NHCO |  |  |
| 44 | Ca | $\mathrm{C}_{2} \mathrm{H}_{4} \mathrm{O}$ | HNCHO |  | acetaldehyde |
| 46 | Ti | $\mathrm{C}_{2} \mathrm{H}_{6} \mathrm{O}$ | $\mathrm{NO}_{2}$ | $\mathrm{CH}_{2} \mathrm{O}_{2}$ | ethanol/formic acid |
| 48 | Ti | $\mathrm{C}_{4}$ |  |  |  |
| 49 | Ti | $\mathrm{C}_{4} \mathrm{H}$ |  |  |  |
| 50 | V | $\mathrm{C}_{4} \mathrm{H}_{2}$ |  |  |  |
| 51 | V | $\mathrm{C}_{4} \mathrm{H}_{3}$ |  |  |  |
| 60 |  | $\mathrm{C}_{5}$ |  |  | detected |
| 72 |  | $\mathrm{C}_{6}$ |  |  |  |
| 84 |  | $\mathrm{C}_{7}$ |  |  | $\mathrm{C}_{n} \mathrm{H}_{m}$ |
| 96 |  | $\mathrm{C}_{8}$ |  |  | $n$ up to 10 |
| 108 |  | $\mathrm{C}_{9}$ |  |  | $m$ up to 14 |
| 120 |  | $\mathrm{C}_{10}$ |  |  |  |

high enough for the desorption of a small number of clusters or molecular ions. Therefore, we can assume that in the free-expansion regime or in the regime when there is no external, artificially applied accelerating electric field, only completely atomized plasma ions


Fig. 5. The mass spectra for targets containing a mixture of a carbon powder with the various salts and oxides indicated in the spectra.

Amplitude, arb. units.


Fig. 6. The mass spectrum for polyatomic ions of a mechanical mixture of C and Si powders.
from the central hot zone of the plasma formation are involved in the ionization and subsequent acceleration.

An important argument for the plasma synthesis is that the experimentally observed multiply ionized
hydrocarbons cannot be produced in thermal processes during successive ionization. They can be produced only when a multiply ionized carbon atom combines, for example, with neutral hydrogen. This is because the hydrocarbon binding energy $E_{h} \ll E_{\mathrm{C}}^{2+}$, where $E_{\mathrm{C}}^{2+}$ is the carbon double ionization energy, being $\sim 35 \mathrm{eV}$.

However, the experiments with two-component powders most clearly show the plasma nature of the produced molecular ions. In this case, the plasma torch is the most likely area of the combination of the components to form more complex two-component molecules.

Thus, it follows from our results and the results of other authors that laser simulations of hypervelocity impacts allow the impact-plasma processes, including the plasma expansion, to be reproduced, and molecular ions can be synthesized in such a hot, nonequilibrium medium.

## 5. POSSIBLE APPLICATIONS OF THE RESULTS

Below, we use the results of our simulations to consider the two most important processes associated with the synthesis of organic molecules on Earth at the early stage of its formation and in interstellar gas-dust clouds.

Let us first consider the possible abiogenic synthesis of organic compounds on Earth in impacts during meteorite showers. The following two important prebiological processes are of interest in this connection: the formation of biologically important organic compounds from inorganic compounds and elements, for example, amino acids or their precursors; and the formation of short organic polymer chains.

Several physical mechanisms that are moderately simple in initial conditions were devised [6] and realized in laboratory experiments [5, 47, 48] for the former process. For the latter process concerning the formation of polymer chains, only the complex polymerization mechanism of organic compounds on a clay surface is considered [6,53].

The formation of simple organic compounds in an atmosphere containing methane $\left(\mathrm{CH}_{4}\right)$, hydrogen $\left(\mathrm{H}_{2}\right)$, ammonia $\left(\mathrm{NH}_{3}\right)$, and water vapor under solar ultraviolet radiation or under the flux of cosmic rays, including high-energy charged particles, hydrogen and helium atoms, and electrons, were considered among the most probable processes and media in which these compounds could be synthesized on the Earth's surface [5, 53]. The so-called strongly reduced atmosphere [54] was usually considered to produce amino acids on Earth. In this medium, amino acids could also be synthesized through electric discharges, the Earth's radioactivity, and heating of the medium by volcanic activity [55] or impact-wave processes [5, 56-58].

Several early laboratory experiments that simulated the above processes confirm the formation of organic materials [47, 48].

Matsu and Abe [56] investigated the possible effects of a hypervelocity meteorite impact but only for the impact degassing of a planetesimal and the generation of a hot atmosphere. According to the authors of this hypothesis, such a impact-induced atmosphere could contain the CO and $\mathrm{CO}_{2}$ compounds needed for the synthesis of amino acids.

In the experiments described in [59, 60], a gaseous mixture of $\mathrm{CO}, \mathrm{N}_{2}$, and $\mathrm{H}_{2} \mathrm{O}$ was subjected to an arc discharge in a magnetic field. As a result of this discharge, amino acids together with uracil and cytosine were detected in the hydrolysate of the product.

Experiments that simulated the effects of the impact waves generated when meteorites entered the Earth's primordial rarefied atmosphere have been carried out [58]. In these experiments, several amino acids were synthesized from a gaseous mixture of $\mathrm{CH}_{4}, \mathrm{CH}_{6}, \mathrm{HN}_{3}$, and $\mathrm{H}_{2} \mathrm{O}$ under the effect of impact waves in laboratory conditions.

The authors of $[61,62]$ were the first to show that organic materials could be produced when meteorites and rocks were intensely heated and evaporated at temperatures of $3000-4000^{\circ} \mathrm{C}$. In the opinion of the authors, this heating of a material to produce a dense gas-vapor cloud could take place during the fall of a meteorite moving at a velocity of $10-15 \mathrm{~km} / \mathrm{s}$ and could result both in the decomposition of the material into simple compounds and in the synthesis of new compounds when it cooled down. According to [62], under these collision conditions, up to about $30 \%$ of the material of the colliding bodies passes into a gaseous phase. The process considered above may be arbitrarily classified as the synthesis of organic molecules at subcritical impact velocities; it is of interest in its own right.

To determine the possible role of meteorite impacts, let us examine Table 2 [5], which includes data on the energy sources for the chemical evolution at the early stage of the Earth's formation. The last row of the table is entitled "Meteorite impacts," and the presumed flux is estimated to be $\sim 10^{22} \mathrm{eV} \mathrm{m}^{-2}$ year ${ }^{-1}$. If we use the results obtained in this study for the yield energy, about $3 \times 10^{-5}$ molecules $\mathrm{eV}^{-1}$, then $A B \approx 3 \times$ $10^{17}$ molecules $\mathrm{m}^{-2}$ year $^{-1}$. This value is comparable to an analogous value for an X-ray impact and the impact of cosmic rays, which were recognized to be highly efficient energy sources for the formation of organic compounds.

The velocity of the molecular ions synthesized during the laser simulation of a hypervelocity impact is lower than the particle escape velocity from the Earth. Therefore, the molecules synthesized in the plasma of a meteorite impact after its expansion must return to the Earth's surface, settling down and accumulating. In this case, the synthesis proceeds irrespective of the initial

Table 2. Basic energy sources for the chemical evolution of matter at the early formation stage of the Earth's surface

| Energy source | Presumed <br> flux, $A$, <br> $\mathrm{eV} \mathrm{m}^{-2}$ year $^{-1}$ | Clycine <br> yieldenergy, <br> $B^{\mathrm{a}}$, mole- <br> cules $\mathrm{eV}^{-1}$ | $A B$, <br> molecules <br> $\mathrm{m}^{-2}$ year $^{-1}$ |
| :--- | :---: | :---: | :---: |
| Solar radiation |  |  |  |
| total | $6.8 \times 10^{28}$ | $\sim 0$ | - |
| $\lambda<200 \mathrm{~mm}$ | $2.2 \times 10^{25}$ | $\sim 0$ | - |
| $\lambda<150 \mathrm{~mm}$ | $9.1 \times 10^{20}$ | $\sim 0$ | - |
| $\lambda<110 \mathrm{~mm}$ | $4.2 \times 10^{22}$ | $<8 \times 10^{-5^{\mathrm{b}}}$ | $<3 \times 10^{17}$ |
| electric discharge | $1.8 \times 10^{22}$ | $7 \times 10^{-9}$ | $1 \times 10^{10}$ |
|  | $\sim 1.0 \times 10^{24}$ |  | $\sim 7 \times 10^{15}$ |
| Volcanic heat | $3.4 \times 10^{22}$ | $\sim 0$ | - |
| Radioactivity ${ }^{\text {c }}$ | $2.0 \times 10^{23}$ | $\sim 0$ | - |
| Cosmic rays | $2.9 \times 10^{21}$ | $2 \times 10^{-1}$ | $6 \times 10^{17}$ |
| Meteorite impacts | $1.0 \times 10^{22}$ | $3 \times 10^{-5^{\mathrm{s}}}$ | $3 \times 10^{17^{d}}$ |

Note: ${ }^{\text {a }}$ The yield energy for a mixture of CO and $\mathrm{N}_{2}(1: 1)$ as the source material.
${ }^{\mathrm{b}}$ For an X-ray energy of 1.5 keV .
${ }^{\mathrm{c}}$ for the Earth's crust thickness of 0-1.0 km.
${ }^{\mathrm{d}}$ Our results.
parameters of the gaseous medium and irrespective of the presence of an atmosphere and its type.

Thus, the simulations of a hypervelocity impact presented here indicate that organic molecules, in particular, the precursors of amino acids and short polymers could be synthesized on Earth before the appearance of a dense atmosphere under meteorite impacts if the collision velocity exceeds $V_{\mathrm{cr}}$. All elements for the synthesis of organic molecules are assumed to be in the composition of the interacting bodies. This assumption is valid, because $90 \%$ of the meteorites colliding with the Earth are rocky and because there is a high percentage of carbonaceous chondrites among them with all of the necessary materials for the synthesis of organic materials available in their composition.

Let us consider an alternative possibility of the impact synthesis of molecules, including organic molecules in the interstellar medium.

The interstellar gas is mainly composed of hydrogen ( $\sim 70 \%$ ) and helium ( $28 \%$ ) atoms and ions. Atoms and ions of other elements and molecules account for less than $1 \%$ and are mainly contained in dust particles.

In recent years, about a hundred molecules or molecular ions, including organic ones, have been discovered and identified in molecular gas-dust clouds by radioastronomical methods. Organic compounds, among which $\mathrm{HCN}, \mathrm{CH}_{2} \mathrm{NH}$, and $\mathrm{CH}_{3} \mathrm{NH}$ are known as
the source material for the formation of amino acids, dominate in clouds of this type [7].

Two processes are currently believed to be responsible for the formation of molecules: chemical association reactions in a gaseous medium and particle surface reactions in clouds [9].

Dust in interstellar clouds is made up of either small crystals or, possibly, amorphous structures composed of silicate, graphite, and metal oxides about $10^{-2} \mu \mathrm{~m}$ in size-small or large particles up to $1 \mu \mathrm{~m}$ in size produced by the freezing of small $\mathrm{H}_{2} \mathrm{O}, \mathrm{CO}$, and HN particles on the surface. Dust particles emerge mostly in the slowly outflowing atmospheres of red giants. However, there are also other hypotheses about the formation, growth, acceleration, and destruction of dust particles. Thus, for example, dust particles can be accelerated to velocities of about $10^{3} \mathrm{~km} \mathrm{~s}^{-1}$ when they pass through the impact front produced during cloud-cloud collisions or under the radiation pressure of stars [8].

Collisions of dust particles are a major mechanism of their destruction [10], and about $10 \%$ of the dust particles can be destroyed [55] during a hypervelocity impact. However, molecules and polyatomic ions will be synthesized in these processes.

This indirectly follows from the in situ experiment aimed at studying Halley's comet, in which plasma ejections and plasma ion spectra were recorded during the impacts of microparticles $0.01 \mu \mathrm{~m}$ in diameter. The numerical simulations [25-27] of a laboratory dustimpact experiment [11-13] and the laser simulations [3] considered above show that the target material whose mass is a factor of 5-10 [30] larger than the mass of the impinging particle is drawn into the plasma generation and that the synthesized polyatomic ions account for no less than (1-0.1)\% of the total number of atomic ions. This ratio is also valid for neutral atoms whose number is larger by a factor of approximately 100 than the number of ions. It thus follows that the absolute yield of the molecules and molecular ions in hypervelocity collisions of dust particles can be significant and play an important role in this process, although its probability is low.

Using laser simulations, we can show that when a dust particle $0.01 \mu \mathrm{~m}$ in diameter collides with a submicron particle, the number of molecules and molecular ions with a mean mass of about 20 amu is approximately equal to $10^{3}$. Estimates indicate that in this time, i.e., in the particle collision time, on the order of $5 \times$ $10^{6}$ hydrogen molecules can be produced on the particle surface via the sticking of hydrogen ions. However, the number of organic molecules formed via the sticking of atoms to dust particles will be three to four orders of magnitude smaller, because the abundance of such elements as $\mathrm{C}, \mathrm{N}, \mathrm{O}, \mathrm{S}$, and P is three to four orders of magnitude lower than that of hydrogen, and these elements are concentrated mainly in dust particles.

Thus, the formation of organic molecules in collisions of dust particles about $0.01 \mu \mathrm{~m}$ in diameter will be comparable to or higher in efficiency than the universally accepted formation of molecules via the sticking of atoms to dust particles. As the particle diameter increases, the yield of the molecules also increases. Consequently, the synthesis of organic molecules in impact processes in the interstellar medium can play an important role and be more efficient than the processes suggested previously [9].

Returning to the laboratory simulations, it should be noted that we compared the chemical composition of the polyatomic ions produced in our simulations with that of the molecules and polyatomic ions detected in interstellar gas-dust clouds. We considered only molecules containing $\mathrm{C}, \mathrm{N}, \mathrm{O}, \mathrm{H}$, and Si . About $45 \%$ of the molecular ions considered above that were produced in the laboratory experiments were also observed in the form of ions and molecules in molecular clouds [63].

The experimental results presented above and their analysis lead us to make the following assumptions. First, the material from which the planets were formed could initially be enriched in the organic molecules synthesized through hypervelocity collisions. It may well be that the Solar system was also formed from matter enriched in organic material.

Second, organic materials could also be intensely synthesized in hypervelocity impacts on Earth at the early stage of its evolution and be accumulated on the surface, being shielded from the decomposition under radiation by the layer of rock ejected from an impact crater. Consequently, the synthesis of organic materials could begin much earlier, even before the appearance of a dense atmosphere and liquid water.

With the appearance of an atmosphere and water, the abundance of the organic materials in the surface layer could play a crucial role in the origin of life on Earth and its evolution.

Currently, an important and independent experimental confirmation of the concept of molecular synthesis in the plasma generated during a hypervelocity impact in the direct dust particle acceleration experiments presented here has been found. After the above results of our laser simulations of impact processes and their interpretation were reported at the European Geophysical Society 27th General Assembly [64], we simultaneously analyzed and compared our results with the results of laboratory calibrations of the onboard dust-impact mass spectrometer. This instrument is designed to study the chemical composition of micrometeorites [65] and was developed at the MaxPlanck Institute for future space missions. The mass spectra of the dust-impact experiments revealed hitherto noninterpreted mass peaks of the rhodium carbide dimer obtained during the impact of a carbon-containing microparticle moving at a velocity of about $16 \mathrm{~km} \mathrm{~s}^{-1}$ on a target of pure rhodium. These spectra also exhibited the mass peaks of rhodium, carbon, and carbon clusters
up to $\mathrm{C}_{16}$. The relative yield of the dimer was no less than $10 \%$. The only plausible explanation for the presence of a mass peak of such a compound in the spectra related to the synthesis of the dimer in plasma during a hypervelocity impact was offered.

Analysis of published papers suggests that no experimental or theoretical studies of the synthesis of organic materials in the plasma of a hypervelocity impact had been carried out previously. Such studies have been performed only in terms of laser simulations of this process in $[3,64,66]$ and here. Nor have we found any numerical simulations devoted to this problem. Therefore, the results presented should facilitate the study of the molecular synthesis, both in laser plasma and in the plasma generated in impact processes, as a possible and efficient natural source for the synthesis of molecules, including organic materials and polymers, at the early stage of the Earth's formation and in interstellar clouds during hypervelocity impacts.
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#### Abstract

The problem on magnetohydrodynamic (MHD) flow of a solitary vortex across a magnetic field in a volume confined by rigid walls is solved numerically for large Reynolds numbers (including magnetic Reynolds numbers) and small Alfven-Mach numbers $M_{A}$. In this case, the MHD problem is reduced to that of twodimensional hydrodynamic turbulence. It is shown that sound is not generated by a turbulent medium for small values of $M_{A}$; consequently, this kinetic energy dissipation channel is closed in this case. Calculations show that, in contrast to 3D turbulence, kinetic energy dissipation for 2D turbulence occurs, as expected, over time periods on the order of $L^{2} / v$ ( $L$ is the characteristic size of the system and $v$ is the kinematic viscosity). In our calculations with numerical viscosity $\mathrm{v} \sim v \Delta x$ ( $\Delta x$ is the unit cell size), this corresponds to time values on the order of $\sim(L / \Delta x)(L / v)$. In the kinetic energy spectra for a turbulent flow in a bounded region in the inertial interval (lying between the energy-carrying and viscosity regions), the values of $E(k)$ decrease with increasing wave numbers $k$ at a higher rate than in proportion to $k^{-3}$. The volume distribution of vorticity becomes narrower with time (the characteristic values of curlv decrease) and is blurred; for large time periods, the distribution approximately retains its shape as well as asymmetry with respect to positive and negative values, which is associated with the asymmetry of the initial conditions. © 2003 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

Two-dimensional magnetohydrodynamic (MHD) flows of plasma across a magnetic field play a significant role in many dynamic plasma systems with a magnetized plasma. By way of an example, we can consider a magnetic compression (MAGO) system [1-3] providing an approach to controlled nuclear fusion, which consists of two stages.

1. First, a magnetized hot plasma suitable for subsequent compression (with an azimuth magnetic field of about 0.1 MG , a concentration on the order of $10^{18} \mathrm{~cm}^{-3}$, a temperature of about 300 eV , and a low impurity concentration since impurities may increase radiative loss) is created in compartment 2 of a special toroidal MAGO chamber consisting of two compartments connected through a narrow annular nozzle (Fig. 1).
2. Then the plasma is compressed with the help of high-power magnetic drivers (such as magnetic explosion generators) quasiadiabatically (at rates on the order of $1 \mathrm{~cm} / \mu \mathrm{s}$ ) to parameters corresponding to the Lawson criterion.

At both stages, the plasma flow occurs in the $r z$ plane perpendicular to the azimuth magnetic field.

Plasma is heated at the first stage when it is expelled by a magnetic piston from compartment $l$ to compart-
ment 2. The initially cold plasma in the nozzle region is accelerated to supersonic velocities (exceeding the Alfven velocity) and is heated during deceleration in collisionless shock waves formed at the nozzle exit [4] and as a result of anomalous viscous heating in nearelectrode layers [5]. In this way, the magnetic energy of the plasma is transformed into kinetic and then thermal energy. After the passage of the plasma to the second compartment and leveling out of the total pressure in the two compartment, a comparatively calm plasma with $\beta \approx 1$ ( $\beta$ is the ratio of the thermal pressure to the


Fig. 1. Schematic diagram of a MAGO plasma chamber: B is the magnetic field, 1 and 2 are compartments, 3 is the annular nozzle, and 4 is the magnetic piston.
magnetic pressure) and with essentially subsonic velocities is formed in compartment 2.

It is this plasma that is intended for compression in a quasispherical or cylindrical manner by moving the walls to the second compartment of the chamber (e.g., by displacing the cylindrical outer wall of the chamber shown in Fig. 1 in the inward direction along the radius). In spite of comparatively low velocities of the plasma and the small value of its kinetic energy as compared to the magnetic energy, these velocities are still higher than the compression velocities; such a motion of the plasma is interesting in several aspects. First, the plasma flow may affect the convective cooling of the plasma, carrying heat from hot plasma regions to cold walls. Second, the flowing plasma can be contaminated by impurities washed away from the walls. This erosion of the wall material may become especially strong when the plasma is compressed for initiating thermonuclear fusion [1-3] since the substance of the walls in this case is obviously in the plasma state and is easily miscible with the hydrogen plasma. Consequently, it is important to know the evolution of the hydrodynamic flow after the plasma heating stage and the lifetime of this flow.

Classical transport coefficients of a hot magnetized plasma [6] such as viscosity and magnetic diffusion coefficients are small due to magnetization. For this reason plasma flows are characterized by large Reynolds numbers and magnetic Reynolds numbers and become turbulent, as is almost always the case with large Reynolds numbers. Since the plasma flow across the magnetic field occurs at moderate Alfven-Mach numbers $M_{A}$, MHD instabilities also develop across the magnetic field [7] and the arising turbulence is twodimensional by nature [8]. In direct 2D MHD computations (see, for example, $[2,9]$ ) made in a specific special geometry with specific boundary and initial conditions taking into account the rich variety of physical effects, it is difficult to obtain answers to fundamental questions concerning the relaxation of a 2D flow. This is due to the fact that (i) we have to single out phenomena of interest against the background of all other factors and (ii) the inclusion of all factors inevitably lowers the computational potential used to study the 2 D flow as well as phenomena directly related to the flow. Consequently, it is expedient to consider separately a 2 D turbulent MHD flow without taking into account insignificant phenomena in this flow. Since the MHD problem is reduced in this case to the problem of 2D hydrodynamic turbulence, its main features can be analyzed both in the MHD formulation and in the 2D hydrodynamic formulation.

Following [10], we carry out the numerical simulation of flows in a bounded region for large Reynolds numbers to determine the parameters of these flows and the kinetic energy dissipation rates. In our computa-
tions, possible dissipation mechanisms are viscosity ${ }^{1}$ associated with the difference scheme and generation of sound with its subsequent nonlinear damping in shock waves.

If the generation of sound were possible, it could be an important channel of kinetic energy dissipation for a 2D turbulent flow since other mechanisms are slow in this case in view of the smallness of transport coefficients (viscosity and magnetic diffusion) and since the energy loss rate due to generation of sound (see [11] and Section 2) should be determined only by Mach numbers $M$ (which are smaller than unity for real flows after the heating stage in the MAGO chamber, but not too small, $M \approx 0.4$ ). In order to explore the possibility of generation of acoustic waves by turbulence in a bounded volume for small Mach numbers $M$ (we denote by $M$ the total Mach number, which virtually coincides with $M_{A}$ in our computations), it is sufficient to analyze this possibility in a simplified formulation (for a 1D problem) in which a turbulent flow plays the role of the driving force producing compressions and expansions in the volume. The results of this investigation are described in Section 2.

The relaxation of a 2D flow is investigated for the evolution of a solitary circular vortex in a square box. Since the initial conditions have to be "forgotten" to a certain extent in the course of flow evolution, these conditions are not very significant for determining parameters appearing at late stages of turbulence (e.g., the exponent of the energy spectrum in the inertial interval). It would be interesting, however, to establish the characteristic times of a transition to turbulence (the order of magnitude of these time intervals have to be independent of the initial conditions and the shape of the region in question) and their ratio to the times of kinetic energy decay due to viscosity.

## 2. GENERATION OF SOUND BY TURBULENCE IN A BOUNDED REGION

A possible channel for kinetic energy dissipation in turbulent flow is the generation of acoustic waves (or magnetoacoustic waves in the MHD case) and their subsequent shock-wave damping. The theory of sound generation by turbulence occupying a finite volume in an unbounded medium was developed by Lighthill [7]. This theory is applicable when the size of the medium is large with characteristic acoustic wavelengths excited in a turbulent flow. If turbulence occupies a volume with a characteristic size $L$ and characteristic velocities are $v$, the characteristic wavelengths are on the order of $c L / v(c$ is the velocity of sound, $c \gg v)$ are

[^8]much larger than the sizes of the volume occupied by turbulence. In this case, the Lighthill theory is inapplicable, and the question arises whether or not acoustic waves are generated and what the intensity of these waves is. In other words, will turbulent motion be dissipated along this channel and what will the rate of this dissipation be?

Since the scale of pressure pulsations in a turbulent flow is on the order of $\rho v^{2}$, we can answer these questions by considering a 1 D flow excited by such pulsations of pressure in the region with a size on the order of $L$ with a characteristic pulsation time on the order of $L / \mathrm{v}$. Since $\mathrm{v} \ll c$, such pulsations lead to plasma displacements on the order of $(\mathrm{v} / c)^{2} L$ with characteristic velocities on the order of $(v / c)^{2} v$. For this reason, we analyze the flow bounded by a rigid wall on one side and with a piston performing preset oscillations with an amplitude on the order of $(\mathrm{v} / c)^{2} L$ and a characteristic times of about $L / v$ on the other side. We sought the answers to the following questions: will shock waves be excited in the region for small values of $v$ and will the piston perform work on the average? To make the motion of the piston smooth at the initial instant, the equation of motion was chosen in the form of the sum of two sine functions,

$$
\begin{equation*}
x=L\left(\frac{v}{c}\right)^{2}\left(0.55 \sin \frac{2 \pi t}{1.1 T}-0.45 \sin \frac{2 \pi t}{0.9 T}\right), \tag{1}
\end{equation*}
$$

where $T=2 L / v$. For obtaining reliable computation results, we took a large number of meshes over a large time period on the order of 200T.

Figure 2 shows the velocity profiles obtained in computations with Mach numbers $M \equiv v / c=0.5$ and $M=0.33$ at instant $t=1000 \mathrm{~L} / \mathrm{c}$. These profiles are typical of both computations and show that shock waves are formed in the region for $M=0.5$ and are not formed for $M=0.33$. Computations show that shock waves are formed in the region for $M \geq 0.5$ and the piston performs work on the average, while no shock waves are formed for $M \leq 0.33$ and the piston does zero work on the average. Thus, we can conclude that in the case of 2D turbulence, when a small fraction of energy is contained in a small-scale region (in the 2D turbulence spectrum, $E(k)$ values for large wave numbers $k$ decrease faster than $k^{-3}$; see below), this dissipation channel does not exist for small Mach numbers.

For 3D turbulence in a bounded region, this dissipation channel still exists due to a noticeable fraction of energy in the short-wave spectral region, although it is strongly suppressed for small values of $M$. Indeed, the characteristic frequencies of pulsations in turbulence are on the order of $k \mathrm{v}$. Consequently in the case of 3D turbulence, when $E(k) \sim k^{-5 / 3}$ for large values of $k$ and, accordingly, the velocities $v_{k} \sim v(k L)^{-1 / 3}$, the frequencies increase with $k$ and the applicability condition $k v_{k} \sim c / L$ for the Lighthill theory holds for large values of $k$. Since the amount of energy emitted in the form of


Fig. 2. Velocity profiles $u$ in the gas created by the piston oscillating according to law (1) for Mach numbers $M \equiv$ $v / c=0.5(1)$ and $0.33(2)$ at instant $t=1000 L / c$.
sound per unit mass of a turbulent medium per unit time is given by

$$
\varepsilon_{s} \sim \frac{v^{8}}{c^{5} L}
$$

the same estimate will be valid in the range of application of the theory upon the substitution $v \longrightarrow v_{k}, L \longrightarrow 1 / k$; this gives the following estimate for a bounded volume:

$$
\varepsilon_{s} \sim \frac{V^{10.5}}{c^{7.5} L}
$$

Thus, the intensity of sound generation by a 3D turbulent medium is additionally suppressed in a bounded medium by a factor of $(\mathrm{v} / \mathrm{c})^{2.5}$ as compared to that in an unbounded medium.

## 3. 2D COMPUTATION OF RELAXATION OF A VORTEX FLOW

### 3.1. Formulation of the Problem

In order to find the characteristics of 2D flows in a bounded region, we considered the evolution of a circular vortex in a square region. We assumed that an azimuth velocity depending on the radius according to the law ${ }^{2}$

$$
v_{\varphi}=\left\{\begin{array}{l}
r, \quad 0<r<1,  \tag{2}\\
2-r, \quad 1<r<2, \\
0, \quad 2<r,
\end{array}\right.
$$

${ }^{2}$ It should be noted that, in accordance with MHD analysis, 2D flows emerging in the MAGO system at the stage following dynamic heating are quite complex and turbulent from the very outset; for this reason, the evolution of such flows does not contain the stage of instability development, which is typical of a flow with initial conditions (2). However, the general properties of a developed 2D turbulent flow, which are independent of the initial conditions, must be applicable to 2D MAGO flows also.


Fig. 3. Time dependence of quantity $E t^{2}$ for computations made on a $100 \times 100$ grid (energy is measured in units of its initial value).
is set at the initial instant in the region $-3<x<3$, $-3<y<3$ with constant density and velocity of sound. The velocity of sound $c$ was assumed to be equal to 2.5 since the initial Mach number in these computations can be set at $M=0.4$. Such a velocity distribution is unstable [7] for $1<r<2$ and its 2D evolution will lead to turbulence. The boundaries of the region were assumed to be rigid and perfectly slipping.

In a purely hydrodynamic formulation, the problem is invariant to rotations through an angle of $\pi / 2$ and computations could be made only for a quarter of the region. However, the computations were made in the MHD formulation in the $r z$ geometry with azimuth magnetic field; a 2D flow was simulated by moving the region to a large but finite radius (the ratio of the radius to the region size was equal to 10). This led to perturbations breaking the symmetry of the problem so that the computations were made in the entire region.

Computations were based on a 2D MHD code in the ideal formulation, i.e., with a magnetic field frozen into the substance. The equations of ideal magnetohydrodynamics [12] were integrated using a rectangular Euler (i.e., fixed spatial) grid and an explicit conservative difference scheme of the second order of accuracy with respect to space and time. The spatial approximation of convective terms had the first order of accuracy. The main dissipative process in calculations was the viscosity associated with the difference scheme and being on the order of $v \sim v \Delta x$ ( $\Delta x$ is the spatial mesh spacing of the grid). However, the origin of this viscosity is insignificant for determining the turbulent flow parameters on large and intermediate scales (on energy-carrying and inertial intervals of wave vectors) for small viscosity values. It is important that viscosity is significant on small scales and ensures a certain level of kinetic energy dissipation.

In our computations, the velocity of sound at the initial instant was assumed to be a purely Alfven velocity. Subsequently, the internal energy and the total velocity
of sound increased to a certain extent due to kinetic energy dissipation. However, this increase was insignificant since we considered practically incompressible liquids (for $M=0.4$, the kinetic energy in the region was about $2 \%$ of the magnetic energy).

Comparing computations with different numbers of meshes, we can determine the characteristic Reynolds number of the flow under investigation. For the computation in question with a number of meshes equal to $400 \times 400$, the Reynolds number defined as

$$
\operatorname{Re} \approx \frac{2 v}{L d \ln E / d t}
$$

( $v$ is the mean square velocity in the region; for the region in question, we assume that $L=3$ and $d \ln E / d t$ is the decrement of kinetic energy damping) amounts approximately to 300 .

### 3.2. Results of Computation

Since the energy damping in our case was determined by computational viscosity on the order of $v \sim$ $v \Delta x$, the kinetic energy $E$ for large time periods, for which the characteristic sizes of the flow are determined by the region size $L$, have to decrease in accordance with the equation

$$
\begin{equation*}
\frac{d E}{d t} \approx E \frac{v}{L^{2}} \approx E \frac{v \Delta x}{L^{2}} . \tag{3}
\end{equation*}
$$

Since $E \propto v^{2}$, it follows from Eq. (3) that the velocity decreases as $v \propto L^{2} / \Delta x t$ and the energy, accordingly, decreases as $E \propto 1 / t^{2}$ for large time intervals. In order to verify this, calculations were made on a relatively coarse $100 \times 100$ grid up to large values of time. The time dependence of the quantity $E t^{2}$ used in this computation is shown in Fig. 3 (energy is measured in units of its initial value, and time is measured in units of the ratio of the unit size to the unit velocity). It can be seen that the energy corresponding to large values of time indeed decreases as $1 / t^{2}$.

Figure 4 shows the $|v|$ isolines of the flow calculated on a $400 \times 400$ grid at time instants $t=0$ (initial instant) and $t=30,200$, and 500. It can be seen from Fig. 4 that the pattern of the flow acquires a complex form typical of turbulence upon the development of instability.

Figure 5 shows the time dependence of the kinetic energy

$$
E=\frac{1}{2} \int v^{2} d x d y
$$

the enstrophy

$$
H=\frac{1}{2} \int(\operatorname{curl} \mathbf{v})^{2} d x d y
$$



Fig. 4. Isolines of velocity modulus at instants $t=0$ (a), 30 (b), 200 (c), and 500 (d).
and the angular momentum

$$
M=\int v_{\varphi} r d x d y
$$

of the region (radius $r$ and azimuth velocity $v_{\varphi}$ are measured from the center of the region). It can be seen that the energy decreases over quite long periods of time determined by the computational viscosity; the energy decay time in the system is on the order of $L^{2} / v$ and is proportional to the Reynolds number. This result was obtained for the flows computed on all grids considered by us $(100 \times 100,200 \times 200$, and $400 \times 400)$ and is quite obvious. Small short-period oscillations of kinetic energy are associated with the propagation of acoustic (magnetoacoustic) waves excited for these Mach numbers and do not lead to kinetic energy dissipation (see Section 2).

While using the obtained result on slow damping of 2 D turbulence, which is determined, in contrast to 3D turbulence, by the Reynolds numbers, it is important to describe correctly the physical mechanisms leading to dissipation in plasma flows in a magnetic field (for the MAGO system). Such mechanisms include the longitudinal physical viscosity [6], which may be mainly determined (in the case of a magnetized plasma) by the
establishing of equilibrium between the longitudinal and transverse degrees of freedom of ions, and strongly magnetized shear viscosity [6]. In many cases, physical viscosity was disregarded in computations made for an MAGO system (see, for example, [2, 9]); nevertheless, these computations led to rapid attenuation of the flow. This apparently indicates considerable numerical computational errors in the description of the plasma at the stage following dynamic heating.


Fig. 5. Time dependences of $H$ (1), $E$ (2), and $M$ (3). All the quantities are measured in units of their initial values.


Fig. 6. Spectra of 2D turbulence kinetic energy in a bounded region at instants $t=0(1), 50(2), 300(3)$, and 500 (4).

It can be seen from Fig. 5 that the enstrophy decreases slightly faster than energy, which points to a certain increase in the characteristic scales of the flow. The presence of the enstrophy flux in addition to a decrease in the energy could lead to the dependence $E(k) \propto k^{-3}[8]$ for the kinetic energy spectrum in the range of large wave numbers in a certain time interval. However, this rearrangement of characteristic scales of the flow occurs for considerably decreasing kinetic energy in view of insufficiently large Reynolds numbers. For this reason, the above dependence actually is not observed for the energy spectrum (see below). The drop in the initial enstrophy and the dependence $E(k) \propto$ $k^{-3}$ for the energy spectrum could probably be obtained in a certain time interval on the curves describing the time dependence of enstrophy on simulating a flow with large values of Re, e.g., using a finer grid.

Since the system geometry is not invariant to rotations through an arbitrary angle, the angular momentum in the system is not conserved (see Fig. 5). The angular momentum remains virtually unchanged for small time intervals, indicating an increase in the vortex size since the kinetic energy decreases on the corresponding time interval. With increasing time, the angular momentum experiences more significant changes associated with interaction with the walls. The turbulization of the flow and the formation of other large vortices even led to sign reversal for the angular momentum in calculations with different initial conditions [10]. In the case considered here, angular momentum performs irregular oscillations with a large period, preserving approximately its characteristic value in spite of the fact that the kinetic energy decreases by more than half during the computation time.

The kinetic energy spectra of the flow in question calculated on a $400 \times 400$ grid at different instants are shown in Fig. 6. Since we study the flow in a bounded
square box, the expansion of the velocity field into the spectrum was carried out using the formulas

$$
\begin{aligned}
& \mathrm{v}_{x}=\sum_{m=1, n=0}^{N} a_{m n}^{x} \sin \frac{m \pi x}{L} \cos \frac{n \pi y}{L}, \\
& \mathrm{v}_{y}=\sum_{m=0, n=1}^{N} a_{m n}^{y} \cos \frac{m \pi x}{L} \sin \frac{n \pi y}{L}, \\
& k^{2}=\frac{\left(m^{2}+n^{2}\right) \pi^{2}}{L^{2}}, \\
& E(k) d k=\sum_{m, n \neq 0}\left[\left(a_{m n}^{x}\right)^{2}+\left(a_{m n}^{y}\right)^{2}\right] \\
& \quad+2 \sum_{m}\left[\left(a_{m 0}^{x}\right)^{2}+\left(a_{0 n}^{y}\right)^{2}\right] .
\end{aligned}
$$

Here, $N$ is the number of meshes in a certain direction in the grid, $x$ and $y$ are measured from the boundaries of the region, and summation in the last formula is carried out over the values of $m$ and $n$ falling in the given interval of $d k$ values. The total energy in Fig. 6 is measured in its initial value. Energy values $E(k)$ are given only for $k<50$ since the effect of the finite number of meshes in the grid starts manifesting itself and the error in the evaluation of Fourier integrals increases (this can be judged from the behavior of the spectrum calculated for $k \approx 50$, especially for $t=500$, when small oscillations appear on the curves).

At the initial instant, for large values of $k$, the energy decreases in proportion to $k^{-4}$ and exhibits oscillations associated with singularities of function $v_{\varphi}(r)$ defined by formula (2). As turbulence develops, the curve describing the energy spectrum on the segment corresponding to the inertial interval (approximately from $k \approx 3$ to $k \approx 15$ ) preserves a practically constant slope corresponding to the dependence $E(k) \propto k^{-n}$, where $n=$ $4.2 \pm 0.4$ for different instants. Thus, the slope of the curve describing the spectrum is slightly larger than that required for a direct enstrophy flux towards smaller scales (which requires the $k^{-3}$ dependence [8]). Figure 6 also shows that the energy condensation predicted for bounded regions [8] is observed for small values of $k$ : the energy spectrum is narrowed with time and energy values decrease quite sharply for large values of $k$; the main fraction of energy is concentrated in harmonics with minimum possible wave numbers in a bounded system.

We have analyzed the flow in the region with ideal slippery walls. However, the behavior of the energy spectrum in the case of 2D turbulence for large values of wave vectors $k$ should also be preserved for a flow in the region with zero velocity at the boundaries (adhe-


Fig. 7. Evolution of volume distribution of vorticity for consecutive time intervals $t=0$ (a), 50 (b), 200 (c), and 500 (d).
sion condition) in view of the absence of energy transfer to the region of large $k$. Attenuation of the hydrodynamic flow in the 2D case occurs over time periods on the order of $L^{2} / v$. The drag forces emerging in a flow through a tube or during streamlining of bodies have to be of the same order of magnitude as for a laminar flow and have to differ from the drag forces in the latter flow with arbitrarily large Reynolds numbers only in a constant factor.

It should also be noted that heat transfer processes and mixing of substances with 2D turbulence differ from those in the case of 3D turbulence. In the 2D case, when $E(k)$ decreases in the inertial region faster than according to the $k^{-3}$ law, the relative velocity $v$ of two particles separated by a small distance $\lambda$ from each other is determined by large scales of the flow and is proportional to this distance:

$$
v \propto v_{0} \frac{\lambda}{L},
$$

where $\mathrm{v}_{0}$ and $L$ are the characteristic velocity and spatial scale of the flow. Consequently, the time variation of this distance follows the law $\lambda_{1} \exp \left(v_{0} t / L\right)\left(\lambda_{1}\right.$ is the initial spacing). Thus, the time required for the particles to move apart to a large distance $\lambda_{2}$ is a logarithmic function of the initial spacing,
in contrast to 3D turbulence, for which even two infinitely close particles in the inertial region move apart over a finite time interval to a finite distance [11]. Thus, heat transfer and mixing in the 2D case are slightly retarded as compared with time $t \sim L / v_{0}$ of these processes typical of the 3D case (if we take the main scale $L$ of the flow for $\lambda_{2}$ and the viscous scale for $\lambda_{1}$, which is equal to $\lambda_{1} \sim \sqrt{L V / V_{0}}$ in the 2D case, the retardation
factor is $\ln \sqrt{\operatorname{Re}}$ ). Accordingly, temperature pulsation in the 2D case (as well as pulsations in the concentrations of substances being mixed) also differ from the pulsations in the 3D case; repeating the derivation of distribution of these pulsations [11], we find that the pulsations in the inertial region have to be distributed in the 2 D case in proportion to $\ln \lambda$; i.e., they have to be almost independent of the spacing between particles, while these pulsations in the 3D case are proportional to $\lambda^{1 / 3}$.

As applied to flows of a magnetized plasma, this should result in less uniform distributions of impurities and temperature in the plasma as compared to the 3D case, which must be taken into account in the description of plasma radiation by impurities and plasma cooling. For example, the model of homogeneous mixing used for describing 3D flows may be inapplicable in the 2D case.

For a 2D flow of an ideal fluid, the vorticity

$$
(\operatorname{curlv})_{z}=-\frac{\partial v_{x}}{\partial y}+\frac{\partial v_{y}}{\partial x}
$$

have to be conserved in each Lagrangian part of the liquid by virtue of the Thomson theorem [11]. However, the vorticity of each particle in a 2D turbulent flow changes since in this case enstrophy cascades towards large wave numbers take place, and the enstrophy in the entire region decreases even when the kinetic energy is conserved. It is interesting to analyze this phenomenon together with the evolution of the volume distribution of vorticity.

For conducted computations, we obtained the volume distribution of vorticity $W$ (curl), where curl $\equiv$ (curlv) $)_{z}$; i.e., $W$ is the fraction of the total volume $d V / V$, in which the value of the curl lies in a preset interval $d$ curl so that

$$
W=\frac{d V}{V d \operatorname{curl}}
$$

Figure 7 illustrates the evolution of this distribution for time instants $t=0,50,200$, and 500 .

It can be seen from Fig. 7 that the distribution becomes narrower with time. First, at $t<50$, the distribution exhibits a certain diffusion both for positive and negative values. The valleys between the initial peaks, which correspond to the region of increasing velocity in Fig. 4a for a positive value of the curl, to the region of decreasing velocity for its negative value, and to the region of stationary region for zero curl, are blurred. Then the peaks for negative and positive values of vorticity disappear, and only a single peak remains in the vicinity of zero. For large values of time, the vorticity distribution preserves its shape with a peak for small negative values, a wing rapidly decreasing towards negative values, and a wing decreasing slowly towards positive values. However, the ratio of the widths of these wings changes with time as $t$ varies from 200 to 500 . This is probably associated with the fact that time intervals $t=200-500$ are not large enough for attaining a steady state of 2D turbulence. A comparison of curves 1 and 2 in Fig. 5 shows that the ratio of quantities $H$ and $E$ still varies in this temporal range. It should be noted that the asymmetry in the vorticity distribution, which stems from the initial conditions, is preserved. Thus, the initial conditions of the problem are not "forgotten" completely, which is also confirmed by the angular momentum dynamics (see Fig. 5). This quantity preserves its sign despite considerable oscillations (under other initial conditions, the angular momentum preserved its sign on the average over a large time period [10]).

## 4. CONCLUSIONS

Let us formulate the general conclusions concerning 2 D turbulence in a bounded region.

1. In the case of 2D turbulence in a bounded region for small Mach numbers $M$, turbulence does not gener-
ate sound; consequently, this dissipation channel is closed completely for small $M$.
2. The results of 2D computations should be applied with care to 3D turbulent flows in view of considerable difference in the properties of 2D and 3D turbulent flows. In 3D flows, kinetic energy attenuation, heat transfer, and mixing of substances may occur at much higher rates than in the 2D case. For example, the kinetic energy attenuation for a flow in a bounded region in the 3 D case have to occur over time periods on the order of $\alpha L / v$, where $\alpha$ is a small factor characterizing the intensity of turbulent pulsations, while analogous time periods in 2D calculations are on the order of $L^{2} / v$.
3. The turbulence energy spectrum for large periods of time becomes narrower, indicating energy condensation for small $k$. For large values of $k$, the energy slopes more rapidly with increasing $k$ than by the $k^{-3}$ law.
4. The volume distribution of vorticity for large time periods approximately preserves its shape and exhibits asymmetry relative to positive and negative values due to asymmetry in the initial conditions. In this sense, the initial conditions of the problem are not "forgotten" completely.

In addition, the following conclusions can be drawn, which are essential for description of 2D turbulent flows of a magnetized plasma across the magnetic field in regions bounded by material walls (e.g., for an MAGO system).
(1) Since the time of 2D turbulence energy dissipation is not associated with energy transfer on a small scale, it is necessary for calculating plasma flows in a magnetic field to correctly describe the physical mechanisms leading to dissipation (longitudinal physical viscosity [6], which can mainly be determined in the case of a magnetized plasma by establishing equilibrium between the longitudinal and transverse degrees of freedom of ions, and strongly magnetized shear viscosity [6]).
(2) The distributions of impurities and temperature of the plasma may be less uniform as compared to the 3D case, which may be important for describing the radiation of plasma by impurities and its cooling.
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#### Abstract

We have studied the behavior of the thermal expansion coefficient $\alpha(T)$ (in a zero magnetic field and at $H \approx 4 \mathrm{~T})$, the heat capacity $C(T)$, and the thermal conductivity $\mathrm{\kappa}(T)$ of magnesium boride $\left(\mathrm{MgB}_{2}\right)$ in the vicinity of $T_{\mathrm{c}}$ and at lower temperatures. It was established that $\mathrm{MgB}_{2}$, like oxide-based high-temperature superconductors, exhibits a negative thermal expansion coefficient at low temperatures. The anomaly of $\alpha(T)$ in $\mathrm{MgB}_{2}$ is significantly affected by the magnetic field. It was established that, in addition to the well-known superconducting transition at $T_{\mathrm{c}} \approx 40 \mathrm{~K}, \mathrm{MgB}_{2}$ exhibits an anomalous behavior of both heat capacity and thermal conductivity in the region of $T \approx 10-12 \mathrm{~K}$. The anomalies of $C(T)$ and $\mathrm{\kappa}(T)$ take place in the same temperature interval where the thermal expansion coefficient of $\mathrm{MgB}_{2}$ becomes negative. The low-temperature anomalies are related to the presence of a second group of charge carriers in $\mathrm{MgB}_{2}$ and to an increase in the density of the Bose condensate corresponding to these carriers at $T_{\mathrm{c} 2} \approx 10-12 \mathrm{~K}$. © 2003 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The unexpected high-temperature superconductivity recently reported by Nagamatsu et al. [1] for the well-known compound magnesium boride $\left(\mathrm{MgB}_{2}\right)$ has stimulated extensive investigation into the properties of this substance. Presently, a considerable number of papers devoted to $\mathrm{MgB}_{2}$ can be found in the literature [2]. The interest in this compound is related to a high critical temperature ( $T_{\mathrm{c}} \approx 40 \mathrm{~K}$ ) in combination with relatively simple structure, high conductivity, and large critical fields and currents (including those in strong magnetic fields). The critical current densities observed in $\mathrm{MgB}_{2}$ already exceed $10^{7} \mathrm{~A} / \mathrm{cm}^{2}$ at a critical fields of up to 40 T [2]. Magnesium boride, in contrast to cuprate high-temperature superconductors (HTSCs), exhibits less anisotropic properties. Possessing large coherence length (correlation length), this material is very attractive for HTSC electronics.

In the present-day stage of research in the field, it is important to establish whether the critical temperature of superconductors of this class can be increased further. In order to elucidate this question, it is necessary to understand whether $\mathrm{MgB}_{2}$ belongs to the traditional superconductors described by the Bardeen-CooperSchrieffer (BCS) theory or this compound is close to oxide HTSCs. However, the results of investigations
reported so far provide no unambiguous answer concerning the nature of superconductivity in $\mathrm{MgB}_{2}$.

Indeed, the critical temperature of $\mathrm{MgB}_{2}$ is close to a limiting value predicted by the BCS theory, or even exceeds this estimate, which can be considered as indicative of an unusual mechanism of superconductivity in this compound. On the other hand, a high carrier density ( $N \approx 1.5 \times 10^{23} \mathrm{~cm}^{-3}$ [3]) can be treated as evidence in favor of the usual superconductivity, since the characteristic carrier density in oxide HTSCs is $N \approx$ $(3-5) \times 10^{21} \mathrm{~cm}^{-3}$. However, the energy band structure calculations performed for $\mathrm{MgB}_{2}$ showed that the observed carrier density is due to the presence of two groups of carriers [4] related to different regions of the Fermi surface (formed by different electron states of boron). If the quasi-two-dimensional $p_{x y}$ states of boron with a carrier density $N_{x y} \leq 10^{22} \mathrm{~cm}^{-3}$ play the same role as do the quasi- two-dimensional states of oxygen in the $\mathrm{CuO}_{2}$ planes of cuprate HTSCs, then it is probable that the superconductivity observed in $\mathrm{MgB}_{2}$ at $T \approx 40 \mathrm{~K}$ is caused by only one of these groups. Both the results of theoretical calculations [5, 6] and the experimental data for heat capacity [7-13] and thermal conductivity [12-15] point to the possibility that two superconducting gaps may exist in $\mathrm{MgB}_{2}$. One of these gaps corresponds to $T_{\mathrm{c}} \approx 40 \mathrm{~K}$ and the other (also arising at $T \approx 40 \mathrm{~K}$ ) corre-
sponds to $T_{\mathrm{c} 2} \approx 10-12 \mathrm{~K}$, where it exhibits a sharp growth. However, the final judgment requires additional experiments.

As is known, oxide HTSCs exhibit several characteristic anomalies in their thermal properties. In particular, the thermal expansion of high-quality samples of such HTSCs shows an anomaly in the form of negative thermal expansion coefficient $\alpha(T)$ at low temperatures [16]. In addition, the temperature variation of $\alpha$ in this region is significantly affected by the applied magnetic field [17]. No such anomalies are observed in usual superconductors. However, our recent preliminary results [18] showed that analogous low-temperature anomalies take place in $\mathrm{MgB}_{2}$ as well. Thus, it is still difficult to unambiguously classify $\mathrm{MgB}_{2}$ as a usual superconductor.

In this study, the behavior of the thermal expansion coefficient $\alpha(T)$, the heat capacity $C(T)$, and the thermal conductivity $\kappa(T)$ of $\mathrm{MgB}_{2}$ was studied in the vicinity of $T_{\mathrm{c}}$ and at lower temperatures. In addition, we studied the effect of an external magnetic field ( $H \approx 4 \mathrm{~T}$ ) on the behavior of $\alpha(T)$. It was established that all three thermal characteristics-heat capacity, thermal conductivity, and thermal expansion-exhibit an anomalous lowtemperature behavior (in the region of $T \approx 10-13 \mathrm{~K}$ ). The anomalies of $C(T)$ and $\kappa(T)$ take place in the same temperature interval where the thermal expansion coefficient of $\mathrm{MgB}_{2}$ becomes negative.

## 2. EXPERIMENTAL METHODS

The thermal expansion of samples was studied by dilatometry. The relative sample length variation, $\Delta L / L$ ( $L$ is the sample length), was determined with the aid of a strain gauge possessing a sensitivity of about $10^{-7}$ [19]. The magnetic field was generated by a superconducting solenoid and applied to the samples in the direction of straining. The dilatometer was calibrated by measuring temperature dependences of the thermal expansion of rare earth oxides.

The temperature variation of heat capacity and thermal conductivity was studied by modulation calorimetry [20,21] at a continuous temperature sweep rate of about $1 \mathrm{~K} / \mathrm{min}$ and a temperature modulation frequency of 20 Hz , or (for checking) under quasiisothermal conditions at various modulation frequencies in the interval from 0.05 to 160 Hz . The amplitude of the thermal flux modulation was $0.1,0.45$, and 0.7 mW at temperatures within 5-10, $10-20$, and $20-50 \mathrm{~K}$, respectively. The amplitude of the corresponding sample temperature oscillations ranged within 0.002 to 0.07 K . The modulated thermal flux $P(T)=P_{0} \cos \omega t$ supplied to one side of a disk sample induced decaying temperature waves $T(t)=\operatorname{Re}\left[T_{0} \exp (i \omega t \pm k z]\right.$. The heat capacity and thermal conductivity of the sample were determined from the results of measurements of the amplitudes ( $T_{01}, T_{02}$ )
and phases $\left(\varphi_{1}, \varphi_{2}\right)$ of the sample temperature oscillations $T_{01} \sin \left(\omega t+\varphi_{1}\right)$ and $T_{02} \sin \left(\omega t+\varphi_{2}\right)$ on both sides of the disk. The temperature dependences of the heat capacity and thermal conductivity of the sample were monitored with a temperature resolution of 0.01 K . The method of two-channel modulation calorimetry is described in more detail in [20, 21].

## 3. SAMPLES

The samples were prepared by hot pressing from the initial $\mathrm{MgB}_{2}$ powder synthesized via a reaction of metallic magnesium with boron. The process was conducted under standard conditions ( $950-1000^{\circ} \mathrm{C}, 4 \mathrm{~h}$, atmospheric pressure) and yielded a homogeneous target material. The disk samples were hot pressed at 50 kbar and $950-1000^{\circ} \mathrm{C}$. Variation of the pressure during sintering led to $3 \%$ changes in the sample density. According to X-ray diffraction data, the density of samples synthesized at a maximum pressure amounted to $97-98 \%$ of the ideal value.

The X-ray diffraction patterns of synthesized $\mathrm{MgB}_{2}$ samples obtained on a DRON-4 diffractometer coincided with the reference patterns [2]. In addition, the quality of samples was checked by measurements of the electrical and magnetic properties, which also corresponded to standard values [2]. The Meissner effect exceeded $44 \%$. The measurements of thermal expansion, heat capacity, and thermal conductivity were performed on disk samples with a diameter of $2.8-3.2 \mathrm{~mm}$ a height of $1-5 \mathrm{~mm}$.

## 4. EXPERIMENTAL RESULTS

Figure 1a presents the plot of $\Delta L / L$ versus temperature for $\mathrm{Mg}_{2} \mathrm{~B}$ in the absence of an applied magnetic field ( $H=0$ ). For comparison, Fig. 1b shows analogous experimental data for $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7-x}$ [22], $\mathrm{Bi}_{2} \mathrm{Sr}_{2} \mathrm{CaCu}_{2} \mathrm{O}_{8}$ [23], $\mathrm{La}_{2-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4}(x=0.1)$ [24], and $\mathrm{Ba}_{1-x} \mathrm{~K}_{x} \mathrm{BiO}_{3}$ ( $x=0.13$ ) [24]. A decrease in the lattice parameters with increasing temperature (in the low-temperature range) was also reported for $\mathrm{YBa}_{2} \mathrm{Cu}_{4} \mathrm{O}_{8}$ [25]. In $\mathrm{MgB}_{2}$, the $\Delta L / L$ value is negative in the temperature interval $7 \mathrm{~K} \leq T \leq 16.5 \mathrm{~K}$. Thus, the thermal expansion coefficient $\alpha=(1 / L) d L / d T$ of $\mathrm{MgB}_{2}$ is negative for $T=$ $7-11 \mathrm{~K}$. As can be seen from Fig. 1b, the oxide HTSCs also exhibit regions of negative thermal expansion $\alpha(T)$. Therefore, $\mathrm{MgB}_{2}$ shows the same anomalous low-temperature behavior $(\alpha<0)$ as the oxide HTSCs studied in [22-24] (Fig. 1b).

Figure 2a shows the influence of a magnetic field ( $H=36 \mathrm{kOe}$ ) on the temperature dependence of $\Delta L / L$ in $\mathrm{MgB}_{2}$. For comparison, Fig. 2 b illustrates the effects of magnetic field on the thermal expansion of $\mathrm{Ba}_{0.6} \mathrm{~K}_{0.4} \mathrm{BiO}_{3}$ and $\mathrm{La}_{1.9} \mathrm{Sr}_{0.1} \mathrm{CuO}_{4}$ [24]. As can be seen, application of the magnetic field ( $H \approx 40 \mathrm{kOe}$ ) produces


Fig. 1. Temperature dependence of the linear thermal expansion coefficient $\Delta L / L$ in $\mathrm{MgB}_{2}$ (a) in comparison with analogous data for other HTSC systems (b): (1) $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7-x}$ ( $b$ is the lattice parameter along the $b$ axis [22]); (2) $\mathrm{Bi}_{2} \mathrm{Sr}_{2} \mathrm{CaCu}_{2} \mathrm{O}_{8}$ ( $c$ is the lattice parameter along the $c$ axis; $c_{0}$ and $c_{300}$ are the $c$ values at $T=0$ and 300 K , respectively [23]); (3) $\mathrm{La}_{2}{ }_{-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4}$ ( $x=0.1$; $a b$ is the plane [17]); (4) $\mathrm{Ba}_{1-x} \mathrm{~K}_{x} \mathrm{BiO}_{3}(x=0.13 ; \alpha$ is the thermal expansion coefficient [17]).
an anomalous action upon $\alpha(T)$ in these oxide HTSCs at low temperatures.

Figure 3 shows the plots of $\Delta L / L$ versus $H$ for $\mathrm{MgB}_{2}$ measured at various temperatures. As can be seen, the curve observed at $T=12.1 \mathrm{~K}$ (i.e., in the region of $T \leq$ 16.5 K , where $\Delta L / L$ is negative) is qualitatively different from the curves measured at $T>16.5$ (only three plots for $T=18.8,28.2$, and 37.5 K are presented, for example). The behavior of $\Delta L / L$ observed at $T>16.5 \mathrm{~K}$ can be explained by the magnetostriction effect; on the contrary, the sign of $\Delta L / L$ at $T=12.1 \mathrm{~K}$ is opposite and
magnetostriction cannot account for the observed variation of $\Delta L / L$. In $\mathrm{Ba}_{0.66} \mathrm{~K}_{0.34} \mathrm{BiO}_{3}$, magnetostriction was reported [26] to decrease $\Delta L / L$ with increasing $H$ (up to 5 T ) at low temperatures. We have also observed such dependences for $\mathrm{MgB}_{2}$ at $T>16.5 \mathrm{~K}$. Therefore, in addition to magnetostriction, a stronger opposite effect similar to that in oxide HTSCs is operative in $\mathrm{MgB}_{2}$ at $T<16.5 \mathrm{~K}$.

At still higher temperatures, the curves of $\alpha(T)$ and $\alpha(H)$ in $\mathrm{MgB}_{2}$ resemble the temperature dependences observed in usual metals. Similar behavior was



Fig. 3. Plots of the linear thermal expansion $\Delta L / L$ versus $H$ for $\mathrm{MgB}_{2}$ measured at various temperatures. Bars indicate the experimental uncertainty. Arrows indicate the direction of variation of the magnetic field strength in the course of measurements.
properties of $\mathrm{MgB}_{2}$ at $T \approx 10-12 \mathrm{~K}$, including the heat capacity $C(T)$, the thermal conductivity $\kappa(T)$, and the thermal expansion coefficient $\alpha(T)$ [18].

## 5. DISCUSSION

1. The heat capacity jump $\Delta C$ is usually estimated in the presence of a strong magnetic field breaking the
superconducting state. Under these conditions, the entropy, free energy, and the superconducting transition parameters (e.g., within the framework of the BCS theory [7]) can be evaluated as well. However, for estimating only $\Delta C$, we can use a difference between the experimental $C(T)$ values and the low-temperature heat capacity interpolation, provided that the maximum of $\Delta C$ at $T<T_{\mathrm{c}}$ still occurs close to $T_{\mathrm{c}}$ and the interpolation formula for $T>T_{\mathrm{c}}$ is fitted to experiment in the vicinity of $T_{\mathrm{c}}$. In our case, there was a good agreement between the interpolation using the extended Debye model $C / T=\gamma+\beta_{2} T^{2}+\beta_{4} T^{4}$ and the experimental data for $\mathrm{MgB}_{2}$ in the temperature interval $40 \mathrm{~K}<T<50 \mathrm{~K}$.

However, the difference between the above interpolation and that based on a simpler expression $C / T=\gamma+$ $\beta_{2} T^{2}$ in the region of the heat capacity jump was as small as $1-1.5 \%$, and at higher temperatures this difference was negligibly small. Figure 8 demonstrates how the interpolation curve $C / T=4.394+1.065 \times 10^{-2} T^{2}$ with the coefficients determined by least squares fits to the experimental data for $\mathrm{MgB}_{2}$ sample 1 at $40 \mathrm{~K} \leq T \leq$ 45 K . The applicability of such simple interpolation formulas to description of the experimental data is related to the fact that the temperature in the interpolation region $(T \approx 40 \mathrm{~K})$ is much smaller than the Debye temperature for $\mathrm{MgB}_{2}(\Theta \approx 900-1000 \mathrm{~K}[7-11])$. This simple interpolation is reliable only within a rather narrow temperature interval of $\Delta T \approx 15-20 \mathrm{~K}$ [7-11].

Insets 1 in Figs. 4 and 5 show the heat capacity jumps $\Delta C / T$ determined by subtracting interpolated values from the experimental data in the regions of $T_{\mathrm{c}}$ for $\mathrm{MgB}_{2}$ samples 1 and 2, respectively. As can be seen, the transition to a superconducting state in both samples begins at $T \approx 40 \mathrm{~K}$. Therefore, the critical temperature determined at the onset of the heat capacity jump


Fig. 4. The temperature dependence of the heat capacity of $\mathrm{MgB}_{2}$ plotted as $C / T$ versus $T$ (sample 1). The insets show the heat capacity jumps at (1) $T_{\mathrm{c}}$ and (2) $T \approx 10 \mathrm{~K}$.


Fig. 5. The temperature dependence of the heat capacity of $\mathrm{MgB}_{2}$ (sample 2). The insets are as in Fig. 4.


Fig. 6. The temperature dependence of the thermal conductivity of $\mathrm{MgB}_{2}$ (sample 1) measured in the temperature interval from 5 to 45 K . Dashed line is drawn for contrasting the feature observed at the superconducting transition temperature $T_{\mathrm{c}}$.
is $T_{\mathrm{c}} \approx 40 \mathrm{~K}$. The peaks of the heat capacity jumps occur rather close to a boundary of the interpolation region ( $T \approx 40 \mathrm{~K}$ ), which justifies applicability of the aforemen-
tioned simple interpolation (Debye formula) for estimation of the $\Delta C$ jump in the vicinity of $T_{\mathrm{c}}$. For the $\mathrm{MgB}_{2}$ samples studied, we obtained $\Delta C \approx 145-152 \mathrm{~mJ} /(\mathrm{K} \mathrm{mol})$. Although these estimates are somewhat greater than the other published values [7-12], the general agreement is quite satisfactory.

The second anomaly on the $C(T) / T$ curves was observed for both $\mathrm{MgB}_{2}$ samples in the region of $T \approx$ $10-15 \mathrm{~K}$. The $C(T) / T$ curve at temperatures above this anomaly is well approximated by the Debye formula. As can be seen from the differential heat capacities plotted in the insets in Figs. 4 and 5, determined by subtracting interpolated values from the experimental data in the regions of anomalies, both samples exhibit additional heat capacity jumps $\Delta C_{2}$. The peaks of these features are observed at $T \approx 10-12 \mathrm{~K}$. This behavior is indicative of a phase transition taking place in $\mathrm{MgB}_{2}$ at $T=T_{\mathrm{c} 2} \approx 10-12 \mathrm{~K}$.

There is a certain theoretical basis [4-6] to believe that this temperature corresponds to a sharp growth in the second (smaller) superconducting gap corresponding to the second group of charge carriers mentioned above. Below the temperature corresponding to the peak of this anomaly, the experimental heat capacity exhibits a sharp decrease similar to that observed in usual superconductors in the course of the superconducting transition. According to our estimates, $\Delta C_{2} \approx$ $3.2 \mathrm{~mJ} /(\mathrm{K} \mathrm{mol})$ for sample 1 , and $\Delta C_{2} \approx 7.6 \mathrm{~mJ} /(\mathrm{K} \mathrm{mol})$ for sample 2. It should be noted that the number of experimental points obtained in this temperature inter-


Fig. 7. The low-temperature anomaly in the thermal conductivity of $\mathrm{MgB}_{2}$ at $T \approx 10-12$ as observed for samples (a) 1 and (b) 2 . Dashed curves show result of interpolation according to the Debye model.


Fig. 8. The plot of $C / T$ versus $T^{2}$ demonstrating how the interpolation curve $C / T=4.394+1.065 \times 10^{-2} T^{2}$ (solid line) with the coefficients determined by least squares fits to the experimental data (black squares) for $\mathrm{MgB}_{2}$ (sample 1) at $40 \mathrm{~K}<T<45 \mathrm{~K}$.
val for sample 1 was relatively small, so that the above $\Delta C_{2}$ value can be considered as a lower limit.

In our previous measurements of the heat capacity of $\mathrm{MgB}_{2}$ [7-12], the second (low-temperature) feature on the $C(T)$ curve was not as clearly revealed. Nevertheless, Golubov et al. [6] showed that the theory based on a two-band model (with different superconducting gaps on $\pi$ and $\sigma$ sheets of the Fermi surface) provides for a better agreement with those experiments than does the single-band theory. Estimates show that the second (smaller) gap must correspond to the critical temperature $T_{\mathrm{c} 2}$. Our new results that clearly reveal the second feature in $C(T)$ at $T \approx 10-12$ fully confirm this hypothesis.
2. In this study, we have observed anomalies in the heat capacity $C(T)$, the thermal conductivity $\kappa(T)$, and the thermal expansion coefficient $\alpha(T)$ of $\mathrm{MgB}_{2}$ in the region of $T \approx 10-12 \mathrm{~K}$. Since this coincidence can hardly be accidental, there must be a certain common reason accounting for the anomalous behavior of three different quantities in this temperature interval. We believe that the temperature $T \approx 10-12 \mathrm{~K}$ corresponds to a sharp increase in the small superconducting gap corresponding to the second group of charge carriers. In this case, the anomaly in $C(T)$ is obvious. An increase in the thermal conductivity $\kappa(T)$ in the vicinity of a superconducting transition was also frequently observed in various alloys and compounds [27] and attrib-
uted to a decrease in the phonon scattering on electrons or holes upon their pairing.

As can be seen from Fig. 6, a small increase in $\kappa(T)$ on the background of generally decreasing thermal conductivity is also manifested at $T \approx 38-40 \mathrm{~K}$, that is, in the region of the main critical temperature $T_{\mathrm{c}}$. Since the concentration of "frozen" charge carriers responsible for this transition $\left(N \leq 10^{22} \mathrm{~cm}^{-3}\right)$ is significantly smaller than the total carrier density $\left(N \approx 1.5 \times 10^{23} \mathrm{~cm}^{-3}[3]\right)$, we may expect a significantly more pronounced effect in the region of the second transition at $T \approx 10-12 \mathrm{~K}$, where the main body of charge carriers is subject to pairing.
3. The above approach to interpretation of the experimental data, based on the notion about two superconducting gaps corresponding to two groups of charge carriers, allows us to estimate the values of coefficient $\gamma$ for each group. The value of $\gamma$ determined from the temperature dependence of the heat capacity at $T>T_{\text {c }}$ is essentially a sum of the values for each group of charge carriers: $\gamma=\gamma_{1}+\gamma_{2}$, where $\gamma_{1}$ refers to the first group (determining the behavior at $T_{\mathrm{c}} \approx 40 \mathrm{~K}$ ) and $\gamma_{2}$ refers to the second group related to the anomaly at $T_{\mathrm{c} 2} \approx 10-12 \mathrm{~K}$. It was found that $\gamma=4.39 \mathrm{~mJ} /\left(\mathrm{K}^{2} \mathrm{~mol}\right)$ for sample 1 and $3.99 \mathrm{~mJ} /\left(\mathrm{K}^{2} \mathrm{~mol}\right)$ for sample 2.

Assuming that the contribution due to the electron heat capacity of the first group at temperature below 15 K is negligibly small (as evidenced by a nearly linear plot of $C / T$ versus $T^{2}$ in this region above the second anomaly), we can independently estimate the $\gamma_{1}$ and $\gamma_{2}$ values. This yields $\gamma_{1}=1.48 \mathrm{~mJ} /\left(\mathrm{K}^{2} \mathrm{~mol}\right)$ for sample 1 and $1.44 \mathrm{~mJ} /\left(\mathrm{K}^{2} \mathrm{~mol}\right)$ for sample 2 ; and $\gamma_{2}=2.91 \mathrm{~mJ} /\left(\mathrm{K}^{2} \mathrm{~mol}\right)$ for sample 1 and $2.55 \mathrm{~mJ} /\left(\mathrm{K}^{2} \mathrm{~mol}\right)$ for sample 2 . Thus, according to our experimental data for $\mathrm{MgB}_{2}$, the average coefficients are $\gamma_{1}=1.4-1.5 \mathrm{~mJ} /\left(\mathrm{K}^{2} \mathrm{~mol}\right)$ and $\gamma_{2}=$ $2.55-2.9 \mathrm{~mJ} /\left(\mathrm{K}^{2} \mathrm{~mol}\right)$. Since $\gamma$ is proportional to the electron density of states (DOS) on the Fermi level, the ratio $\gamma_{2} / \gamma_{1} \approx 2$ characterizes the DOS ratio for the two groups of charge carriers in $\mathrm{MgB}_{2}$.
4. We can also estimate the ratio of the heat capacity jump at $T_{\mathrm{c}}$ to the $\gamma$ value. According to the BCS theory, $\Delta C / \gamma T_{\mathrm{c}}=1.43$. Taking this value for $\Delta C / T_{\mathrm{c}}$ at the peak maximum (Figs. 4 and 5), we obtain $\Delta C / \gamma_{1} T_{c} \approx 2.89$ and 2.57 for samples 1 and 2, respectively. These values are indicative of a strong coupling in the first group of carriers (with lower density) in $\mathrm{MgB}_{2}$. This conclusion agrees with the results of calculations [28] performed using a model of two groups of carriers, where it was demonstrated that the electron-phonon interaction in $\mathrm{MgB}_{2}$ is not weak. For the second (low-temperature) transition, the $\Delta C_{2} / \gamma_{2} T_{\mathrm{c} 2}$ ratio determined directly from Figs. 4 and 5 does not exceed 0.3. Such a small value of this ratio may indicate that the superconducting gap appears only on some parts of the Fermi surface corresponding to the second group of charge carriers.

## 6. CONCLUSIONS

We have experimentally established that $\mathrm{MgB}_{2}$, like oxide-based high-temperature superconductors, exhibits a negative thermal expansion coefficient at low temperatures. The anomaly in the thermal expansion is significantly affected by the magnetic field. An anomalous behavior was also observed for the heat capacity and the thermal conductivity of $\mathrm{MgB}_{2}$ in the region of $T \approx$ $10-12 \mathrm{~K}$. Thus, the anomalies of the three quantities take place in the same temperature interval. These lowtemperature anomalies are explained by the presence of a second group of charge carriers and by an increase in the density of the Bose condensate corresponding to these carriers at $T_{\mathrm{c} 2} \approx 10-12 \mathrm{~K}$. This conclusion is consistent with the results of investigations of the other properties of $\mathrm{MgB}_{2}$.
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#### Abstract

The hypothesis concerning the existence of singular points on the imaginary time axis for a correlation function of a system with the dipole-dipole interaction of nuclear spins of a crystal is verified. Within the framework of the self-consistent fluctuating field theory taking into account the principal corrections related to the correlation of local fields, a result for this coordinate is obtained in terms of the ratios of lattice sums. Experimental values of this coordinate are calculated from the wings of the nuclear magnetic resonance absorption spectrum of a $\mathrm{BaF}_{2}$ crystal for the magnetic field directions along the three crystallographic axes. Good agreement of the theoretical and experimental results justifies this hypothesis. © 2003 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

Nuclear magnetic systems of crystals are convenient objects for studying nonequilibrium statistical physics of many-particle systems. The point is that, first, the exact form of the interaction (dipole-dipole) is known; second, the magnetic system is well isolated from the lattice; and third, one can control the system state with the help of a resonant radio-frequency field and observe it using nuclear magnetic resonance (NMR) methods. An important characteristic of these systems is the rate of attaining equilibrium between the subsystems in the presence of a large mismatch of resonant frequencies determined by the wings of the spectra of the correlation functions. This fact stimulated the study of such systems. In a number of experimental studies, it was found that the frequency dependence of the wings of the spectra can be described by a simple exponential function (see, e.g., [1-3] and the analysis of other experiments in [4]) instead of the expected Gaussian function [5]. The peculiarity of this shape of the spectrum wing is that the corresponding correlation function must have a singular point on the imaginary time axis. In turn, this may indicate a new type of collective effects in such systems. Unfortunately, low accuracy of the registration of a weak signal on the spectrum wing makes the interpretation of its shape ambiguous.

Theoretical investigations [6] confirmed the possibility of the existence of singular points on the imaginary time axis for correlation functions of rigid spin lattices at high temperatures, at least for lattices of large dimension $d$. The divergence of the form of the spec-
trum wing from the Gauss distribution is caused by the time fluctuations of the local magnetic field on the spin due to the flips of the neighboring spins creating this field. In turn, these flips are caused by the internal interaction between the spins (dipole-dipole or exchange interaction). The coordinate of a singular point can be easily calculated [6-9] in the approximation of a selfconsistent fluctuating local field for lattices of large dimension, i.e., in the case when the correlation of local fields can be neglected. The problem on the variation of this coordinate with decreasing space dimension remains so far unsolved.

In our earlier publications [10, 11], we found the first terms of the expansion in the inverse dimensionality of space for the coordinate of a singular point of the autocorrelation function (ACF) of the Heisenberg model with an isotropic interaction of nearest neighbors. The experimental data [1-3] were obtained for nuclear magnetic systems of crystals with the dipoledipole interaction. This interaction is characterized by the anisotropy and necessitates the inclusion of distant neighbors. Both these factors are taken into account in this paper when determining the coordinate of a singular point.

In the approximation of a self-consistent fluctuating field described in Section 2, a simple nonlinear equation for the ACF taking into account the axial symmetry of the dipole-dipole interaction in the spin space is written out the coordinate of a singular point of the solution to this equation is determined, and a formula for the variation of this coordinate with a small variation in the coefficients of the power series in the time
for the ACF is derived. In Section 3, we calculate the first corrections to the singular point coordinate due to the local field correlation arising when the space dimension is decreased. In Section 4, theoretical results are compared with experimental data.

## 2. EQUATIONS <br> FOR AUTOCORRELATION FUNCTIONS

We consider a system of nuclear magnetic moments with spin $I=1 / 2$ that form a perfect lattice of dimension $d$. The spin dynamics in a strong constant magnetic field is determined by the secular part of the dipoledipole interaction with the Hamiltonian [5]

$$
\begin{equation*}
\mathscr{H}=\sum_{i \neq j} b_{i j}\left[I_{i}^{z} I_{j}^{z}-\frac{1}{2}\left(I_{i}^{x} I_{j}^{x}+I_{i}^{y} I_{j}^{y}\right)\right] \tag{1}
\end{equation*}
$$

where

$$
b_{i j}=\frac{\gamma^{2} \hbar\left(1-3 \cos ^{2} \theta_{i j}\right)}{2 r_{i j}^{3}}
$$

$\theta_{i j}$ is angle between the internuclear vector $\mathbf{r}_{i j}$ and the constant magnetic field, and $I_{i}^{\alpha}$ is the $\alpha$ component ( $\alpha=x, y, z$ ) of the vector spin operator at the $i$ th site. For a high temperature, the time-dependent correlation functions of two spins located at the $i$ th and $j$ th lattice sites are defined by the expression [5]

$$
\begin{equation*}
\Gamma_{\alpha i j}(t)=\frac{\operatorname{Tr}\left\{\exp (i \mathscr{H} t) I_{i}^{\alpha} \exp (-i \mathscr{H}) I_{j}^{\alpha}\right\}}{\operatorname{Tr}\left\{\left(I_{i}^{\alpha}\right)^{2}\right\}} \tag{2}
\end{equation*}
$$

We obtain the cross correlation function for $i \neq j$ and the autocorrelation function for $i=j$. By virtue of the translation symmetry of the lattice, we omit subscript $i i$ on the ACF. Taking into account the axial symmetry of the Hamiltonian with respect to spin components, we use the notation $\Gamma_{x}(t)=\Gamma_{y}(t)=X(t)$. Autocorrelation functions (2) can be expanded into power series,

$$
\begin{equation*}
\Gamma_{\alpha}(t)=\sum_{n=0}^{\infty} \frac{(-1)^{n} M_{2 n \alpha} t^{2 n}}{(2 n)!} \tag{3}
\end{equation*}
$$

where the $n$th coefficient of the expansion is determined via the $2 n$-fold commutator

$$
\begin{equation*}
M_{2 n \alpha}=\frac{\operatorname{Tr}\left\{\left[\mathcal{H}, \ldots\left[\mathscr{H}, I_{i}^{\alpha}\right] \ldots\right] I_{i}^{\alpha}\right\}}{\operatorname{Tr}\left\{\left(I_{i}^{\alpha}\right)^{2}\right\}} \tag{4}
\end{equation*}
$$

It is known [5] that $M_{2 n \alpha}$ is the $2 n$-order moment of the spectral density of the corresponding ACF.

Up to now, exact equations for ACFs have not been obtained because of the complexity of description of a
many-particle system with strong interactions. Many approximate versions of the equations have been proposed. In particular, the following system of nonlinear integral equations for ACF was derived in $[12,13]$ :

$$
\begin{equation*}
\frac{d}{d t} \Gamma_{\alpha}(t)=-\int_{0}^{t} G_{\alpha}\left(t-t_{1}\right) \Gamma_{\alpha}\left(t_{1}\right) d t \tag{5}
\end{equation*}
$$

The kernels of these equations are represented in the form of a series in irreducible dressed skeleton diagrams with an increasing number of vertices. Each term of the series can be expressed in terms of the multiple time integral of the product of functions $\Gamma_{x}(t)$ and $\Gamma_{z}(t)$. All contributions corresponding to the diagrams with two and four vertices are determined.

System of equations (5) has been investigated in [6] in the approximation of lattices of an infinite dimension that corresponds to the approximation of a self-consistent fluctuating local field. In this limit, the equations for ACF correspond to the averaged precession of the magnetic moment in a three-dimensional Gaussian random local field whose correlation functions are expressed via the spin ACFs as

$$
\begin{equation*}
\left\langle\omega_{\alpha}(t) \omega_{\alpha}(0)\right\rangle=\left\langle\omega_{\alpha}^{2}\right\rangle \Gamma_{\alpha}(t) \tag{6}
\end{equation*}
$$

where

$$
\left\langle\omega_{x}^{2}\right\rangle=\left\langle\omega_{y}^{2}\right\rangle=\frac{S_{1}}{4}, \quad\left\langle\omega_{z}^{1}\right\rangle=S_{1}, \quad S_{1}=\sum_{j} b_{i j}^{2}
$$

For series $G_{\alpha 0}(t)$, majorizing series are found and the existence of singular points of the ACFs on the imaginary time axis is established. In the neighborhood of the nearest singular point with coordinate $\tau_{0}$, the principal part has the form

$$
\begin{equation*}
\Gamma_{\alpha}(t) \approx A_{\alpha}\left(\tau_{0}+i t\right)^{-2} \tag{7}
\end{equation*}
$$

The coordinate of the singular point estimated by the spectral moments on the order from two to ten is

$$
\begin{equation*}
\tau_{0}=\frac{2.77}{M_{2 x}^{1 / 2}} \tag{8}
\end{equation*}
$$

where $M_{2 x}=5 S_{1} / 4$ is the second moment of the spectrum of function $\Gamma_{x}(t)$.

If the space has a finite dimension, in the series for the kernel, one should take into account the additional terms

$$
\delta G_{\alpha}(t)=G_{\alpha}(t)-G_{\alpha 0}(t)
$$

that contain coupling loops and multiple interactions of neighboring spins. These corrections reflecting the cor-
relation of the local fields vanish in the limit as $d \longrightarrow$ $\infty$. It is natural to expect that, if the dimension of the space is sufficiently large, the relative variations of moments $M_{2 n \alpha}$ of the ACFs and the coordinates of the singular point $\tau_{c}$ with additional terms taken into account are small (on the order of $\varepsilon \sim 1 / d$ ); i.e.,

$$
M_{2 n \alpha}=M_{2 n \alpha}^{(0)}-\varepsilon M_{2 n \alpha}^{(1)}+\ldots, \quad \tau_{c}=\tau_{0}+\varepsilon \delta \tau_{c}+\ldots
$$

The coordinate $\tau_{c}$ of the singular point (equal to the convergence radius of the power series in time) can be determined as the limit of the ratio between the moments,

$$
\begin{gathered}
\tau_{c}^{2}=\lim _{n \rightarrow \infty} \frac{M_{2(n-1) \alpha}}{M_{2 n \alpha}} 2 n(n-1) \\
=\tau_{0}^{2} \lim _{n \rightarrow \infty} \frac{1-\varepsilon M_{2(n-1) \alpha}^{(1)} / M_{2(n-1) \alpha}^{(0)}+\ldots}{1-\varepsilon M_{2 n \alpha}^{(1)} / M_{2 n \alpha}^{(0)}+\ldots},
\end{gathered}
$$

which gives

$$
\begin{equation*}
2 \frac{\delta \tau_{c}}{\tau_{0}}=\lim _{n \rightarrow \infty}\left(\frac{M_{2 n \alpha}^{(1)}}{M_{2 n \alpha}^{(0)}}-\frac{M_{2(n-1) \alpha}^{(1)}}{M_{2(n-1) \alpha}^{(0)}}\right) . \tag{9}
\end{equation*}
$$

Due to the complexity of series $G_{\alpha 0}(t)$, even the first corrections $M_{2 n}^{(1)}$ (linear in $\varepsilon$ ) can hardly be found. Therefore, to estimate $\delta \tau_{c}$, we take the approximate version of the equation for $\Gamma_{\alpha}(t)$ that allows one to determine high-order moments. In the case of dipoledipole interaction (1), as a result of the efforts of many authors $[3,4,8,9,14-18]$, it has been established that a good approximation is obtained if the (longitudinal) interaction between the $z$ components of the spin is fully taken into account and the $x x$ and $y y$ (transverse) interactions are taken into account to the minimal required extent. For the ACF of the $x$ component of the spin, we take the Anderson-Weiss equation [19] describing the spin precession in a Gaussian longitudinal field, renormalize this field to ensure the correct value of the second moment $M_{2 x}$, and determine its correlation function (6) via the ACF of the $z$ component of the spin $[4,8.9]$ :

$$
\begin{equation*}
X(t)=\exp \left\{\int_{0}^{t t_{1}} \Gamma_{z}\left(t_{2}\right) d t_{1} d t_{2}\right\} . \tag{10}
\end{equation*}
$$

Here and below, in the formulas we pass to the imaginary dimensionless time $t \longrightarrow \operatorname{it}\left(5 S_{1} / 4\right)^{-1 / 2}$, preserving its previous notation. After this substitution, the argument of the exponential function in expression (10) becomes positive and the coefficient $M_{2 x}$ of the integral
becomes equal to unity. For the ACF of the $z$ component, we use the equation

$$
\begin{equation*}
\Gamma_{z}(t)=1+\frac{2}{5} \iint_{0}^{t t_{1}} X^{2}\left(t_{2}\right) d t_{1} d t_{2} . \tag{11}
\end{equation*}
$$

It will be shown below that, for the location of the singular point on the imaginary time axis, this equation gives an insignificant difference as compared with the equation used before $[4,8,9]$,

$$
\begin{equation*}
\Gamma_{z}(t)=1+\frac{2}{5} \iint_{0}^{t t_{1}} X^{2}\left(t_{2}\right) \Gamma_{z}\left(t_{1}-t_{2}\right) d t_{1} d t_{2}, \tag{12}
\end{equation*}
$$

but simplifies the calculations.
Since the kernel of Eq. (11) is $X^{2}(t)$, we denote the latter by $Y(t)$ and obtain, using formula (10), the differential equation

$$
\begin{gather*}
\frac{d}{d t} Y(t)=2 Y(t) \int_{0}^{t} \Gamma_{z}\left(t_{1}\right) d t_{1}  \tag{13}\\
=2 Y(t)\left\{t+\frac{2}{5} \iint_{0}^{t} \int_{0}^{t t_{1}} \int_{0} Y\left(t_{3}\right) d t_{1} d t_{2} d t_{3}\right\} .
\end{gather*}
$$

Substituting $Y(t)$ in the form of the series

$$
\begin{equation*}
Y(t)=\sum_{n=0}^{\infty} t^{2 n} Y_{2 n} \tag{14}
\end{equation*}
$$

into Eq. (13) and equating the coefficients of the same powers of time, we obtain the recurrence equation

$$
\begin{equation*}
Y_{2 n}=\frac{1}{n} Y_{2 n-2}+\frac{2}{5 n} \sum_{k=0}^{n-2} \frac{Y_{2 k} Y_{2(n-k-2)}}{(2 k+1)(2 k+2)(2 k+3)} \tag{15}
\end{equation*}
$$

The coordinate of the singular point (equal to the convergence radius of series (14)) can be determined (taking into account the order of pole (7)) as the limit of the ratio

$$
\begin{equation*}
\tau_{0}^{2}=\lim _{n \rightarrow \infty} \frac{Y_{2 n-2}(2 n+2)(2 n+3)}{Y_{2 n}(2 n-1) 2 n} . \tag{16}
\end{equation*}
$$

Solving recurrence equation (15) and using formula (16), we find

$$
\tau_{0}=\frac{2.69}{M_{2 x}^{1 / 2}},
$$

whereas, using Eq. (12) with the convolution, we obtain

$$
\tau_{0}=\frac{2.68}{M_{2 x}^{1 / 2}}
$$

Both these values differ from a more precise value (8) by $3 \%$. This difference exerts no substantial influence on the values of corrections $\delta \tau_{c}$; therefore, for the calculation of these corrections, we will use the simplest equation.

## 3. CALCULATION OF THE CORRECTIONS <br> TO THE COORDINATE OF THE SINGULAR POINT OF THE CORRELATION FUNCTION

Let us consider function $\Gamma_{x}(t)$ as the generating function of the lattice patterns formed by bonds $b_{i j}$. This can be justified by the structure of expression (4) for moments, where each commutator with $\mathscr{H}$ adds a bond $b_{i j}$ to the constructed pattern. In more detail, the rules of constructing the patterns are considered in $[6,10,11]$. The solution to the system of equations (10) and (11) of the zeroth-order approximation is the generating function of the root trees constructed from the double bonds. On these trees, the double bonds caused by the $z z$ interactions ( $z$ fields in Eq. (10)) alternate with the bonds caused by the $x x$ and $y y$ interactions (the variations of $z$ fields described by Eq. (11)). An arbitrary number of branches which have no intersections can emerge from any node of this tree. This can hold as $d \longrightarrow \infty$. When constructing the patterns on finite-dimensional lattices, there is a probability that the branches intersect either directly near the node from which they emerge, which results in a multiple interaction of the neighbors, or near a far node, forming a loop of bonds. For a tree with such a fragment, the weighting factor obtained during the construction of the tree by calculating the initial multiple commutators (4) does not coincide with the factor obtained in the case of intersection due to the mechanical overlap of branches constructed independently by Eqs. (10) and (11) and located on a real lattice. Therefore, the latter should be eliminated and replaced by trees with a correct weight.

To theoretically estimate the variation of the coordinate of the singular point of the ACF caused by the described variations of the moments, we consider the dimension $d$ of the space as a variable. If $d$ is taken sufficiently large, then the intersection probability is low and we can consider only the simplest intersections, namely, the quadruple interaction of neighbors and loops in the form of a triangle formed by four bonds. Such contributions are contained even in the fourth moment of the ACF. The intersections in which more bonds are involved give a higher order of smallness in $1 / d[9,10]$. In the case of the dipole-dipole interaction
and $d=3$, their smallness is confirmed by the ratio of the values of the lattice sums [2, 20, 21].

### 3.1. Quadruple Interaction of Neighbors

As is shown in [3], in the case when the number of neighbors is not very large, to improve the accuracy of the main approximate equation, one should replace the Anderson-Weiss function (10) by the product

$$
\begin{gather*}
P_{i}(t)=\prod_{j} F_{i j}(t),  \tag{17}\\
F_{i j}(t)=1+\frac{b_{i j}^{2}}{S_{1}} \int_{0}^{t t_{1}} \int_{i j}\left(t_{2}\right) \Gamma_{z j / i}\left(t_{1}-t_{2}\right) d t_{1} d t_{2}, \tag{18}
\end{gather*}
$$

where $\Gamma_{z j / i}(t)$ is the ACF of $z$ component of the $j$ th spin disregarding the interaction with the $i$ th spin on which the field is considered,

$$
\begin{gather*}
\Gamma_{z j / i}(t)=1+\frac{2}{5} \sum_{k \neq i, j} \frac{b_{j k}^{2}}{S_{1}} \\
\times \int_{0}^{t t_{1}} \int_{0}^{P_{j}\left(t_{2}\right) P_{k}\left(t_{2}\right)} \Gamma_{i j}\left(t_{2}\right) F_{j k}^{2}\left(t_{2}\right)  \tag{19}\\
\Gamma_{z j / i}\left(t_{1}-t_{2}\right) d t_{1} d t_{2} .
\end{gather*}
$$

In addition, recurrence of the interaction of the $j$ th and $k$ th spins is excluded in the kernel of this integral equation.

We differentiate the square of function $P_{i j}(t)$ (17) with respect to time:

$$
\begin{equation*}
\frac{d}{d t} P_{i}^{2}(t)=2 P_{i}^{2}(t) \sum_{j \neq i} \frac{1}{F_{i j}(t)} \frac{d}{d t} F_{i j}(t) \tag{20}
\end{equation*}
$$

Taking into account relations (17)-(20), one can easily verify that, neglecting the contribution of separate interaction $b_{i j}^{2}$ in comparison with sum $S_{1}$, we return to the equation of zeroth-order approximation (13). To within the first correction from these contributions, we find that

$$
Y(t)=P_{i}^{2}(t)=Y_{0}(t)-\frac{S_{2}}{S_{1}^{2}} Y_{1}(t)
$$

Here,

$$
S_{2}=\sum_{j} b_{i j}^{4}
$$

and $Y_{1}(t)$ is the solution to the equation

$$
\begin{gather*}
\frac{d}{d t} Y_{1}(t)=2 Y_{1}(t) \int_{0}^{t} \Gamma_{z}\left(t_{1}\right) d t_{1}+\frac{4}{5} Y_{0}(t) \iint_{0}^{t} \iint_{0}^{t_{1} t_{2}} Y_{1}\left(t_{3}\right) d t_{1} d t_{2} d t_{3}+C \frac{d Y_{0}(t)}{d t} \int_{0}^{t t_{1}} \int_{0}^{t t_{z}} \Gamma_{z}\left(t_{2}\right) d t_{1} d t_{2} \\
+\frac{4}{5} D Y_{0}(t) \iint_{0}^{t t_{2}} \int_{0}^{t} Y_{0}\left(t_{3}\right) d t_{1} d t_{2} d t_{3}+\frac{8}{5} A Y_{0}(t) \iiint_{0}^{t t_{1} t_{2}} \int_{0}^{t_{3}} Y_{0}\left(t_{3}\right) d t_{1} d t_{2} d t_{3} \iint_{0}^{t_{1}} \Gamma_{z}\left(t_{5}\right) d t_{4} d t_{5}  \tag{21}\\
-2 B Y_{0}(t) \int_{0}^{t} \Gamma_{z}\left(t-t_{1}\right) d t_{1} \int_{0}^{t_{1} t_{2}} \int_{0} \Gamma_{z}\left(t_{3}\right) d t_{2} d t_{3}
\end{gather*}
$$

where $\Gamma_{z}(t)$ is determined via $Y_{0}(t)$ with the help of Eq. (11). The coefficients $A, B, C$, and $D$ are introduced into Eq. (21) in order to separate the contributions of different kinds. For $A=3 / 2, C=1, D=1$, and $B=0$, we obtain the contribution corresponding to the exclusion of the quadruple interaction of neighbors due to the intersection of the tree branches emerging from the same node. For $A=0, C=0, D=0$, and $B=1$, we obtain the contribution of the quadruple interaction with the correct weight, which, therefore, appears with the opposite sign. This contribution stems from the second iteration in Eq. (18).

### 3.2. Triangle Composed of Four Bonds

There are two reasons for the formation of the simplest triangle-like loops: first, the contribution of the cross correlation function $\Gamma_{z j k}(t)$ to the correlator of the local field on the separated spin in expressions (10) and (17) and, second, the result of the simultaneous action of the field of the third spin on the two spins bonded by the transverse (flip-flop) interaction in the kernels of integral equations (11) and (19) for $\Gamma_{z}(t)$. In the oneloop approximation, we obtain

$$
Y(t)=Y_{0}(t)-\frac{S_{3}}{S_{1}^{2}} Y_{1}(t)
$$

where

$$
S_{3}=\sum_{i, j} b_{i j}^{2} b_{i k} b_{j k}
$$

$Y_{0}(t)$ is the zeroth-order approximation (13), and, for the first-order correction $Y_{1}(t)$, we obtain equations of the form (21) with the following values of the parameters: $A=1, B=0, C=0$, and $D=1$.

The structure of Eq. (21) becomes clear when interpreted in terms of generating functions of root trees having an embedded fragment with a branch intersection. The summands on the right-hand side with coefficients $A, B, C$, and $D$ represent the contribution of the corresponding fragment with the intersection joined to the tree root. If, however, the intersection occurs at a far node of the tree, then the necessary chain of bonds from the root to the fragment is composed via iterations with the help of the first two terms on the right-hand side of the equation. Recall that we operate in the approximation linear in intersections; i.e., we assume that there is at most one intersection on the tree. By virtue of this assumption and the translation invariance of the lattice sites, the form of the expression for the fragment is independent of its location in the tree. However, its contribution to $Y_{1}(t)$ obviously depends on the length of the chain leading to this site.

### 3.3. Calculation of Corrections

Substituting series (14) for functions $Y_{0}(t)$ and $Y_{1}(t)$ into Eq. (21), we obtain the following recurrence equation for coefficients $Y_{2 n}^{(1)}$ of function $Y_{1}(t)$ :

$$
\begin{align*}
& Y_{2 n}^{(1)}=\frac{1}{n} Y_{2 n-2}^{(1)}+\frac{2}{5 n} \sum_{k=0}^{n-2} \frac{Y_{2 k}^{(0)} Y_{2(n-k-2)}^{(1)}+Y_{2 k}^{(1)} Y_{2(n-k-2)}^{(0)}}{(2 k+1)(2 k+2)(2 k+3)}+D\left(Y_{2 n}^{(0)}-\frac{1}{n} Y_{2 n-2}^{(0)}\right)+\frac{C}{2}\left(1-\frac{1}{n}\right) Y_{2 n-2}^{(0)} \\
& +\frac{C}{5 n} \sum_{k=0}^{n-2} \frac{2(n-k-2) Y_{2 k}^{(0)} Y_{2(n-k-2)}^{(0)}}{(2 k+1)(2 k+2)(2 k+3)(2 k+4)}+\frac{2 A}{5 n} \sum_{k=0}^{n-3} \frac{Y_{2 k}^{(0)} Y_{2(n-k-3)}^{(0)}}{(2 k+3)(2 k+4)(2 k+5)}  \tag{22}\\
& +\frac{8 A}{25 n} \sum_{k=0}^{n-4 n-k-4} \sum_{p=0} \frac{Y_{2 p}^{(0)} Y_{2 k}^{(0)} Y_{2(n-k-p-4)}^{(0)}}{(2 p+1)(2 p+2)(2 p+3)(2 p+4)(2 k+2 p+5)(2 k+2 p+6)(2 k+2 p+7)}
\end{align*}
$$

$$
-\frac{B}{6 n} Y_{2 n-4}^{(0)}-\frac{4 B}{5 n} \sum_{k=0}^{n-3} \frac{(2 k)!}{(2 k+5)!} Y_{2 k}^{(0)} Y_{2(n-k-3)}^{(0)}-\frac{4 B}{25 n} \sum_{k=0}^{n-4} \sum_{p=0}^{k} \frac{(2 k-2 p)!(2 p)!}{(2 k+7)!} Y_{2 p}^{(0)} Y_{2(k-p)}^{(0)} Y_{2(n-k-4)}^{(0)}
$$

Using this equation, we determine coefficients $Y_{2 n}^{(1)}$ for different contributions; then, by formula (9), we find the corresponding corrections to the coordinate of the singular point. The correction corresponding to the exclusion of the forbidden quadruple interaction of neighbors $(A=3 / 2, B=0, C=1, D=1)$ is equal to

$$
\begin{equation*}
\frac{S_{2}}{S_{1}^{2}} \frac{\delta \tau_{c}}{\tau_{0}}=1.507 \frac{S_{2}}{S_{1}^{2}} \tag{23}
\end{equation*}
$$

the correction corresponding to the addition of the allowed quadruple interaction of neighbors $(A=0, B=$ $1, C=0, D=0)$ is

$$
\begin{equation*}
\frac{S_{2}}{S_{1}^{2}} \frac{\delta \tau_{c}}{\tau_{0}}=-0.124 \frac{S_{2}}{S_{1}^{2}} \tag{24}
\end{equation*}
$$

and the correction corresponding to the inclusion of correlation of fields in the form of a triangle composed of four bonds $(A=1, B=0, C=0, D=1)$ is

$$
\begin{equation*}
\frac{S_{3}}{S_{1}^{2}} \frac{\delta \tau_{c}}{\tau_{0}}=0.55 \frac{S_{3}}{S_{1}^{2}} . \tag{25}
\end{equation*}
$$

## 4. COMPARISON WITH EXPERIMENT

In a neighborhood of the nearest singular point, principal part (7) determines the wing of the ACF spectrum,

$$
\begin{equation*}
g(\omega) \approx A_{\alpha}|\omega| \exp \left(-|\omega| \tau_{c}\right) \tag{26}
\end{equation*}
$$

Moreover, since the singularities of all time correlation functions of the spin system under consideration must be located at the same point, the argument of the exponential function in formula (26) is the same (including the NMR absorption spectrum, i.e., the Fourier transform of the correlation function of the total spin of the system [5]).

The wing of the NMR absorption spectrum was experimentally investigated in [3] for a single crystal of $\mathrm{BaF}_{2}$ with a magnetic field directed along the crystallographic axes [111], [110], and [100]. The frequency dependence of the spectrum for detuning from the spectrum center exceeding $2.2 \sqrt{M_{2}}$ (for [100], even $2.1 \sqrt{M_{2}}$ ), where $M_{2}=9 S_{1} / 4$, is well described by exponential function (26) (this is justified by the fact that the experimental points shown in Fig. 3 in [3] in the semilogarithmic coordinates lie on a straight line). The values of argument $\tau_{e}$ of the exponential function in formula (26), at which the best agreement with the experiment is achieved in the detuning interval from $2.2 \sqrt{M_{2}}$
to $3 \sqrt{M_{2}}$, are given in the table in the form of the ratio to the limiting theoretical value of $\tau_{0}(8)$. The mean square error increases from $0.5 \%$ in orientation [111] to $2 \%$ in orientation [100] due to a decrease of the signal-to-noise ratio with increasing NMR line width. However, the actual accuracy of determining $\tau_{e}$ is lower, first, because of the systematic distortions in the wing introduced by the spectrometer, and second, since the simple dependence (26) is attained in the limit as $\omega \longrightarrow$ $\infty$, i.e., in the spectral region that is inaccessible because of the noise. As the center of the spectrum is approached, the deviation of its shape from dependence (26) becomes noticeable.

Let us return to theoretical results. Collecting corrections (23)-(25), we obtain

$$
\begin{equation*}
\frac{\tau_{c}}{\tau_{0}}=1+1.38 \frac{S_{2}}{S_{1}^{2}}+0.55 \frac{S_{3}}{S_{1}^{2}} \tag{27}
\end{equation*}
$$

Substituting the values of the lattice sums for a simple cubic lattice from [2], we find the values of this ratio for the three main orientations of the magnetic field which are presented in the table. It is difficult to estimate the accuracy of these values, because expansion (27) is asymptotic in $1 / d$. We estimate the error caused by the replacement of complete equation (5) with simplified equations (10) and (11), as well as the error in determining the convergence radius of the series by its coefficients, in the range of $2-3 \%$.

The results presented in the table show good agreement between the theoretical and experimental values of the coordinates of singular points of the correlation functions for all three orientations of the field. It should be emphasized that the orientation dependence of the second moment, which is the frequency scale of the spectrum, does not affect the ratios presented in the table. Their values depend not on the mean square of local fields, but on the extent of correlation of these fields, which is expressed in formula (27) in terms of the ratio of different lattice sums. On the one hand, the coincidence of two independent estimates for the coordinate shows that the errors whose values were difficult

The ratios of the experimental $\tau_{e}$ and theoretical $\tau_{c}$ values of coordinates of the singular points of the correlation functions to limiting value $\tau_{0}(8)$ for three directions of the magnetic field

| Field direction | $\tau_{e} / \tau_{0}$ | $\tau_{c} / \tau_{0}$ |
| :---: | :---: | :---: |
| $[111]$ | 1.10 | 1.14 |
| $[110]$ | 1.24 | 1.25 |
| $[100]$ | 1.33 | 1.34 |

to estimate are small. On the other hand, the values of the coordinate ratios obtained may indicate that, with the decrease in the space dimension from $d=\infty$ to $d=3$, the singular point moves but does not go to infinity. A final conclusion can be made after increasing the accuracy of theoretical calculations and experimental measurements.

Note in conclusion that result (27) can be applied to experiments performed on other crystals and for other field orientations after substituting the corresponding values of the lattice sums.
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#### Abstract

The dynamics of magnetic nanoclusters (or molecules) with a large spin in a magnetic field whose strength varies in proportion to time is analyzed. Such a field breaks the symmetry relative to rotations through $2 \pi$, as well as clockwise and counterclockwise rotations, and induces a number of new coherent quantum effects in the spin dynamics, such as the formation of a band energy spectrum with continuous spin states or the emergence of "Bloch" oscillations in spin precession and interband Zener tunneling. Bloch oscillations are manifested in experiment as equidistant identical jumps on the magnetization curve. The interband Zener tunneling gives rise to additional jumps and peaks on the susceptibility of the system. © 2003 MAIK "Nauka/Interperiodica".


1. The interest in problems related to the dynamics of spin systems has received considerable impetus in recent years $[1-11]$. This is mainly due to the recent discovery of macroscopic quantum tunneling of magnetization and molecular bistability and quantum hysteresis, as well as a new type of magnetic oscillations associated with the Berry phase. These mesoscopic effects were discovered in so-called systems with a giant spin and in systems of magnetic $\mathrm{Mn}_{12}$ and $\mathrm{Fe}_{8}$ nanoclusters with the ground-state spin equal to 10 . The problems are related to the macroscopic quantum coherence, quantum measurements in spin systems, and the mechanisms of destruction of quantum correlations due to the interaction with the environment, especially upon a transition from quantum objects to macroscopic objects. These problems are of practical interest for magnetic nanoelectronics (spintronics) and quantum informatics. Such nanoclusters with a giant spin may be used as bistable elements for future-generation magnetic storage devices. These nanoclusters are also of interest to specialists in quantum computers for possible implementation of cubits [12-14].

This study is aimed at analysis of the dynamics of an anisotropic quantum system with a large spin, placed in a magnetic field that increases (decreases) with time. Such a field generates a torque acting on the spin and inducing its precession, thus revealing new features in the dynamics of the spin system. Here, we develop the ideas formulated by one of the authors for magnetic clusters [15, 16], metal rings and ring-shaped molecules [17].
2. Let us consider a quantum-mechanical system (ion, molecule, cluster, etc.) experiencing the action of
a magnetic field that increases (decreases) at a constant rate. We write the Hamiltonian of the system in the form

$$
\begin{equation*}
H=g \mu_{B} \mathbf{J} \cdot \mathbf{B}(t)+V_{C F}, \tag{1}
\end{equation*}
$$

where $g$ is the Lande factor, $\mu_{B}$ is the Bohr magneton, and $V_{C F}$ is the crystal field operator. We assume that the total angular momentum $J \gtrdot 1$; consequently, we will describe the dynamics of this system using a semiclassical approximation. We also assume that $g=2$. The crystal field $V_{C F}=V_{C F}^{1}+V_{C F}^{2}$, where $V_{C F}^{1}$ is a field with easy-plane symmetry, while $V_{C F}^{2}$ creates anisotropy in the easy plane. Here $\left|V_{C F}^{2}\right| \ll\left|V_{C F}^{1}\right|$. We also assume that the Cartesian $z$ axis is perpendicular to the easy plane and coincides in direction with the magnetic field vector $\mathbf{B}$.
3. In order to describe the spin dynamics, we will use the coherent quantum states $|\theta, \varphi\rangle$ [18], where $\theta$ and $\varphi$ are the polar and azimuth angles of the angular momentum. We write the Lagrangian of the system in the form

$$
\begin{equation*}
L=\frac{M}{\gamma}(1-\cos \theta) \dot{\varphi}-U_{a}(\theta, \varphi)+M B(t) \cos \theta \tag{2}
\end{equation*}
$$

where $M$ is the magnetic moment of a particle and $\gamma=$ $e / m c$. Formula (2) can be derived from Hamiltonian (1) by using the standard technique of coherent quantum states. The first term in Eq. (2), which is known as the Wess-Zumino term, reflects the nonorthogonality of coherent states at different instants; the second term is the anisotropy energy, while the last term is just the

Zeeman energy. In the simplest case (which, however, is sufficient for clarifying the basic aspects of the problem), the (orthorhombic) anisotropy energy can be chosen in the form

$$
\begin{gather*}
U_{a}(\theta, \varphi)=-K_{1} \sin ^{2} \theta-K_{2} \sin ^{2} \theta \cos 2 \varphi,  \tag{3}\\
0<K_{2} \ll K_{1} .
\end{gather*}
$$

We will also consider other types of anisotropy, viz., the tetragonal anisotropy

$$
\begin{align*}
U_{a}(\theta, \varphi)=- & K_{1} \sin ^{2} \theta-K_{2} \sin ^{4} \theta-K_{3} \sin ^{6} \theta \\
& -K_{4} \sin ^{4} \theta \cos 4 \varphi \tag{4}
\end{align*}
$$

and the hexagonal anisotropy

$$
\begin{align*}
U_{a}(\theta, \varphi)= & -K_{1} \sin ^{2} \theta-K_{2} \sin ^{4} \theta-K_{3} \sin ^{6} \theta  \tag{5}\\
& -K_{4} \sin ^{6} \theta \cos 6 \varphi
\end{align*}
$$

The anisotropy constants $K_{i}$ are chosen so that they ensure easy-plane anisotropy.
4. The partition function of a quantum system can be represented as a functional integral in the Euclidean space $(\tau=i t)$,

$$
\begin{equation*}
Z=\int \exp \left(\frac{1}{\hbar} \int_{0}^{\hbar \beta} L(\theta, \varphi) d \tau\right) D \cos \theta D \varphi \tag{6}
\end{equation*}
$$

Here, $\beta=1 / k_{B} T, \theta=\theta(\tau)$ and $\varphi=\varphi(\tau)$. Since $K_{2} \ll K_{1}$, we assume that $\theta-\pi / 2 \ll 1$ in moderate magnetic fields. In this case, expression (6) for the partition function can easily be integrated with respect to variable $\theta$. The computational procedure is as follows. The action

$$
S=\int_{0}^{\hbar \beta} L(\theta, \varphi) d \tau
$$

attains its minimal value if

$$
\begin{equation*}
\cos \theta \approx \frac{M}{2 K_{1}}\left(B-\frac{i \dot{\varphi}}{\gamma}\right) . \tag{7}
\end{equation*}
$$

Substituting expression (7) into (6), expanding the action into a series in the vicinity of the minimum to within the second-order terms, and evaluating the Gaussian integral appearing in this case, we obtain

$$
\begin{equation*}
Z=\int \exp \left(\frac{1}{\hbar} \int_{0}^{\hbar \beta} L_{\mathrm{eff}}(\varphi) d \tau\right) D \varphi \tag{8}
\end{equation*}
$$

Here, we have omitted the insignificant preexponential factor to simplify the notation.

The effective Lagrangian appearing in expression (8) can be written to within the total time derivative in the form

$$
\begin{gather*}
L_{\mathrm{eff}}=\frac{I \dot{\varphi}^{2}}{2}-U_{a}(\varphi)+\gamma I \dot{B} \varphi,  \tag{9}\\
U_{a}(\varphi)=-K_{2} \cos 2 \varphi .
\end{gather*}
$$

Here, we have introduced the notation $I=M^{2} / 2 K_{1} \gamma^{2}$ for the effective moment of inertia of the particle. Analogous formulas are valid for tetragonal (4) and hexagonal (5) anisotropy. Constant $K_{4}$ plays the role of quantity $K_{2}$. Anisotropy constants $K_{2}$ and $K_{3}$ lead to insignificant redefinition of quantity $K_{1}$ in Eq. (9). In the subsequent analysis, we will not explicitly indicate these distinctions while writing all the formulas for the simplest case (3) unless this leads to misunderstanding.

It should be emphasized that variable $\varphi$ is defined here not on the set $S^{1}(0 \leq \varphi \leq 2 \pi)$ as is usually done in the theory of angular momentum, but on the set $\mathbb{R}^{1}$ of all real numbers. In the given problem, the latter set is a trivial fibration of space $S^{1}$, playing the role of the basis of space $\mathbb{R}^{1}$. This is due to the fact that the presence of field $B_{z}(t)=a t$ breaks the system symmetry relative to the transformation $\varphi \longrightarrow \varphi+2 \pi n$, where $n$ is an integer. Indeed, this symmetry breaking is obvious since the magnetic field $B_{z}(t)$ varying with time generates a steady-state vortex electric field $E_{\varphi}=-\dot{B} R / 2 \pi c$, where $R$ is the radius of the circle of rotation. Consequently, rotations $\varphi \longrightarrow \varphi+2 \pi n$, as well as clockwise and counterclockwise rotations, are nonequivalent.

Systems with a potential energy of the "washboard" type,

$$
U(x)=U_{0}(x)+c x
$$

where $U_{0}(x)$ is a periodic function and $c$ is a certain constant (the potential energy appearing in expression (9) is precisely of this type), were analyzed earlier. An electron moving in a crystal in a constant external electric field [19-21] or a Josephson junction carrying a direct current possesses [22-24] energy of this form. For this reason, we can expect that the spin dynamics will exhibit some properties similar to those of the abovementioned systems. The formation of the band energy spectrum, Bloch oscillations, and the interband Zener tunnel effects are examples of such characteristic features.
5. We can proceed to analysis of quantum effects in the same way as it was done by Anderson [25]. We will treat the macroscopic generalized coordinate and momentum of the system as operators. The generalized momentum corresponding to coordinate $\varphi$ is given by

$$
P_{\varphi}=\frac{\partial L}{\partial \dot{\varphi}}=I(\dot{\varphi}-\gamma B) .
$$

This expression should be supplemented with an arbitrary constant $\alpha$ since Lagrangian (9) is defined to within the total derivative $\alpha \dot{\varphi}$. In quantum mechanics, constant $\alpha$ is defined in terms of the Berry phase [5, 26]. For our purposes (in particular, for considering Bloch oscillations in spin precession), it is sufficient to analyze the case of an integral spin, i.e., to set $\alpha=0$ [26]. Then the system Hamiltonian can be written in the form

$$
\begin{equation*}
H=\frac{1}{2 I}\left(P_{\varphi}+\gamma I B\right)^{2}+U_{a}(\varphi), \tag{10}
\end{equation*}
$$

where $P_{\varphi}=-i \hbar \partial / \partial \varphi$. The gauge transformation $\psi \longrightarrow$ $\psi \exp (i \gamma I B \varphi / \hbar)$ leads to the Schrödinger equation of the type

$$
\begin{equation*}
i \hbar \frac{\partial \psi}{\partial t}=H \psi, \quad H=\frac{P_{\varphi}^{2}}{2 I}+U_{a}(\varphi)-\gamma I \dot{B} \varphi . \tag{11}
\end{equation*}
$$

It is useful to consider precession for $U_{a}(\varphi)=U_{0}=$ const. In this case, Eq. (11) can be written in the form

$$
\begin{equation*}
\left[\frac{d^{2}}{d \varphi^{2}}+\frac{2 I}{\hbar^{2}} \gamma I \dot{B} \varphi+\frac{2 I}{\hbar^{2}}\left(E-U_{0}\right)\right] \psi(\varphi)=0 . \tag{12}
\end{equation*}
$$

Point $\varphi_{T}=\left(U_{0}-E\right) / \gamma I \dot{B}$ is a classical turning point. Precession takes place for $\varphi \geq \varphi_{T}$, while for $\varphi<\varphi_{T}$ it is impossible from the classical point of view.

Introducing for convenience a new dimensionless variable

$$
\xi=\frac{\varphi-\varphi_{T}}{l_{0}}, \quad l_{0}=\left(\frac{\hbar^{2}}{2 I^{2} \gamma \dot{B}}\right)^{1 / 3},
$$

we can write Eq. (12) in the form

$$
\left(\frac{d^{2}}{d \xi^{2}}+\xi\right) \bar{\psi}(\xi)=0
$$

Here, $\bar{\psi}(\xi)=\psi\left(\varphi_{T}+l_{0} \xi\right)$. The solution to this equation has the form

$$
\begin{equation*}
\bar{\psi}(\xi)=N \mathrm{Ai}(-\xi), \quad N=\left(\frac{2 I^{1 / 2}}{(\gamma \dot{B})^{1 / 2} \hbar^{2}}\right)^{1 / 3}, \tag{13}
\end{equation*}
$$

where $\operatorname{Ai}(x)$ is the Airy function. In the region $\varphi \geq \varphi_{T}$, the wave function oscillates at a frequency increasing with $\varphi$. In this case, the energy of the spin increases continuously under the action of the torque. For $\left|\varphi-\varphi_{T}\right| \gg l_{0}$, function (13) asymptotically approaches the function

$$
\psi(\varphi)=N\left(\frac{l_{0}}{\varphi-\varphi_{T}}\right)^{1 / 4} \sin \left[\frac{2}{3}\left(\frac{\varphi-\varphi_{T}}{l_{0}}\right)^{3 / 2}+\frac{\pi}{4}\right],
$$

which readily leads to the following expression for the
period of precession:

$$
\Delta \varphi=\frac{2 \pi \hbar}{I \sqrt{2 \gamma \dot{B}\left(\varphi-\varphi_{T}\right)}} .
$$

6. In order to analyze the spin dynamics in the general case, we first consider the properties of Hamiltonian (11) for $\dot{B}=0$. Before passing to an analysis of the equation with $U_{a}(\varphi) \neq$ const, we consider the boundary conditions to this equation, i.e., the behavior of function $\psi(\varphi)$ upon a change in $\varphi$ by $2 \pi$. The eigenstates of Hamiltonian (11) are the Bloch functions

$$
\begin{equation*}
\psi_{n}(\varphi+\pi)=e^{i \pi m} \psi_{n}(\varphi), \tag{14}
\end{equation*}
$$

where $m$ is an arbitrary real number $\left(m \in \mathbb{R}^{1}\right)$ and $n$ is the energy band number. In analogy with the term "charge states" used for characterizing such states in the theory of the Josephson effect, we can introduce the term "continuous spin states." Parameter $m$ in this case can be naturally referred to as quasispin (cf. the quasimomentum of a band electron). It is also interesting to compare these excitations with anions [27].

It is well known in quantum mechanics that the projection of the spin moment onto a preferred direction is quantized. Quantized spin states are defined in space $S^{1}$ ( $0 \leq \varphi<2 \pi$ ); the spin moment quantization is naturally related to the symmetry of the quantum problem to the rotation of the coordinate system through angle $2 \pi$ around the $z$ axis or, in other words, with the boundary conditions $\psi(\varphi+2 \pi)= \pm \psi(\varphi)$. On the other hand, as noted above and as follows directly from the form of Hamiltonian (11), the symmetry relative to the shift $\varphi \longrightarrow \varphi+2 \pi$ is broken in the field $B_{z}(t)=a t$; consequently, the boundary conditions $\psi(\varphi+2 \pi)= \pm \psi(\varphi)$ are violated together with the standard quantization of the spin moment. Indeed, the states described by the wave functions $\psi(\varphi)$ and $\psi(\varphi+2 \pi)$ are physically distinguishable since the spin gains energy from the torque over the precession period. It was noted above that this requires the use of an expanded (many-sheeted or foliated) space $\mathbb{R}^{1}(-\infty<\varphi<\infty)$ for describing the spin dynamics.

A similar situation is realized in a Josephson junction and in a quantum dot under the Coulomb blocking conditions, where the phase of the wave function plays the role of angle $\varphi$ and the charge or number of particles plays the role of the spin component $S_{z}$. This question is considered in detail in [28].

Let $U_{a}(\varphi)=-K_{2} \cos 2 \varphi$, where $K_{2}$ is a constant. Then Schrödinger equation (11) is reduced to the Mathew equation; the theory of the latter equation implies [29] that the energy spectrum of Hamiltonian (10) has a band structure. This means that eigenvalues $E_{n}(m)$ are functions defined in the corresponding Brillouin zones. For $K_{2} \approx 0$, the band structure corresponds to the free electron approximation, $E_{n}(m)=\hbar^{2} m^{2} / 2 I$, with forbidden bands at the boundaries of the Brillouin zones
$\left(m_{B}= \pm 1, \pm 2, \ldots\right)$, which are narrow to the extent that the value of $K_{2}$ differs from zero.

The wave function can be represented in the form $\psi(\varphi)=u(\varphi) \exp (-i E t / \hbar)$. In this case, Schrödinger equation (11) for Hamiltonian (10) can be written in the form (Mathew equation)

$$
\begin{equation*}
u^{\prime \prime}+\left(\mu^{2}-2 b^{2} \cos 2 \tilde{\varphi}\right) u=0 \tag{15}
\end{equation*}
$$

where $\mu^{2}=2 I E / \hbar^{2}$ and $b^{2}=I K_{2} / \hbar^{2}$. Here, we have used a new variable $\tilde{\varphi}=\varphi+\pi / 2$. The tilde will be omitted below. The form of the spectrum in the lowest band for $|m| \ll 1$ can be described by the formula $E_{0}(m)=$ $\hbar^{2} m^{2} / 2 I$; for $|m| \approx 1$, we have

$$
\begin{equation*}
E_{0}(m)=\frac{\hbar^{2}}{2 I}\left\{1-\sqrt{(|m|-1)^{2}+\left(\frac{I K_{2}}{2 \hbar^{2}}\right)^{2}}\right\}^{2} \tag{16}
\end{equation*}
$$

The width of the allowed band with number $n(n=0$ corresponds to the principal band) is defined as

$$
\begin{equation*}
\Delta E_{n}=\frac{\hbar^{2}}{I}\left(n+\frac{1}{2}\right) \tag{17}
\end{equation*}
$$

Forbidden bandwidths decrease rapidly (for $K_{2} \ll K_{1}$ ) upon an increase in the band number:

$$
\begin{equation*}
\delta E_{n, n+1}=K_{2}\left(\frac{K_{2} / K_{1}}{n+1}\right)^{n} \tag{18}
\end{equation*}
$$

In particular, it can easily be seen that the width of the first forbidden band is equal to $K_{2}$. Equations (16)-(18) define the energy spectrum of Hamiltonian (10) quite accurately.
7. Let us now consider the effects emerging in magnetic field $B_{z}(t)$. The last term $\gamma I \dot{B} \varphi$ in Eq. (11) plays the same role as the energy $e E x$ of a Bloch electron in an external electric field.

Let us consider the dynamics of momentum $p_{\varphi}$ in the case when the magnetic field varies adiabatically slowly $\left(|\gamma I \dot{B}| \ll K_{2}\right)$. It is convenient to use, instead of $\dot{B}$, the quantity $j_{m}=\dot{B} / 4 \pi$, which can be referred to as "magnetic current" since quantity $j_{m}$ generates a timeindependent vortex electric field in the same way as the electric current generates a magnetic field. In order to describe the spin dynamics under the action of magnetic current $j_{m}=\dot{B} / 4 \pi$, we consider a wave packet consisting of Bloch functions (14). Let us suppose that $\bar{m}=\langle m\rangle$ and $\bar{\varphi}=\langle\varphi\rangle$ are the mean values of quasispin and the coordinate of the packet center, and the values of $\Delta m$ and $\Delta \varphi(\Delta m \Delta \varphi \sim 1)$ specify the corresponding indeterminacies. Under the action of magnetic current $j_{m}$, the wave packet formed at instant $t=0$ is displaced to the boundary of the (e.g., right) Brillouin zone, is reflected from it, and the group velocity reverses its sign. Then the packet propagates to the left
boundary of the Brillouin zone, is reflected from it, and so on. In this case, the dispersion $\Delta m$ and the packet width $\Delta \varphi$ change periodically. This process is known as Bloch oscillations. Mathematically, this process is described by the following equations for mean values $\bar{m}$ and $\bar{\varphi}$ :

$$
\begin{equation*}
\dot{\bar{m}}=\frac{\gamma I \dot{B}}{\hbar}, \quad \dot{\bar{\varphi}}=\frac{1}{\hbar} \frac{d E_{n}(\bar{m})}{d \bar{m}} \tag{19}
\end{equation*}
$$

In this (adiabatic) process, the system remains in a state with a preset $n$ and the observed physical quantities (e.g., magnetic moment) are oscillating functions of time with frequency,

$$
\begin{equation*}
f_{B l}=\frac{\gamma I}{2 \hbar} \frac{B_{1}}{\tau} . \tag{20}
\end{equation*}
$$

If the external field has a harmonic component in addition to the linear term, i.e.,

$$
B(t)=\frac{B_{1}}{\tau} t+B_{2} \sin (2 \pi f t)
$$

resonances at frequencies $f=r f_{B l}$ are possible, where $r$ is a rational number (Stark resonances).
8. An increase in the magnetic current $\left(|\gamma I \dot{B}| \geq K_{2}\right)$ gives rise to the Zener tunnel effect [30, 31]. The essence of the effect is that the system overcomes the potential barrier separating two neighboring bands of allowed energy values under the action of magnetic current $j_{m}$. Let us determine the probability of this process.

The energy spectrum of Hamiltonian (11) for each fixed value of $\varphi$ and for moderate rates of magnetic field variation is defined, to a fairly high degree of accuracy, by the relation

$$
\begin{equation*}
E_{n}(m, \varphi)=E_{n}(m)-\gamma I \dot{B} \varphi \tag{21}
\end{equation*}
$$

where $E_{n}(m)$ is the energy spectrum of Hamiltonian (11) for zero magnetic current (see item 6). Since we can determine the "local" value of quasispin $m=m(\varphi)$ for each $\varphi$, we obtain, in accordance with the well-known Bloch theorem [32], the following expression for eigenstates instead of relation (14):

$$
\begin{equation*}
\psi_{n}(\varphi)=\exp \left(i \int_{\varphi_{0}}^{\varphi} m(\xi) d \xi\right) u_{n}(\varphi) \tag{22}
\end{equation*}
$$

here, $u_{n}(\varphi+\pi)=u_{n}(\varphi)$. In the limits of the first forbidden band, we have

$$
\begin{equation*}
m(\varphi)=1+i \beta(\varphi) \tag{23}
\end{equation*}
$$

where $\beta(\varphi)$ is a certain real-valued function that must be determined. Assuming that function $u_{n}(\varphi)$ varies insignificantly as compared to the exponential function
under condition (23), we can obviously write the tunneling probability in the form

$$
\begin{equation*}
P=\exp \left(-2 \int_{\varphi_{1}}^{\varphi_{2}}|\beta(\xi)| d \xi\right), \tag{24}
\end{equation*}
$$

where $\beta\left(\varphi_{1}\right)=\beta\left(\varphi_{2}\right)=0$. Carrying out elementary transformations, we obtain from Eqs. (16), (21), and (23)

$$
\beta(\varphi)=\frac{I}{\hbar^{2}} \sqrt{\frac{K_{2}^{2}}{4}-(\gamma I \dot{B} \varphi)^{2}}
$$

using relation (24), we obtain

$$
\begin{equation*}
P=\exp \left(-\frac{\pi}{8} \frac{K_{2}^{2}}{\mu_{B} \hbar \dot{B}}\right) \tag{25}
\end{equation*}
$$

The tunneling probability per unit time amounts to

$$
\begin{equation*}
P_{t}=f_{B l} \exp \left(-\frac{\pi}{8} \frac{K_{2}^{2}}{\mu_{B} \hbar \dot{B}}\right), \quad f_{B l}=\frac{\gamma I}{2 \hbar} \frac{B_{1}}{\tau} . \tag{26}
\end{equation*}
$$

The formulas derived above can easily be generalized to the case of a Zener transition between adjacent excited bands with numbers $n$ and $n+1$ (the quantity $K_{2}$ in this case has the meaning of the width $\delta E_{n, n+1}$ of the corresponding forbidden band (18). For small values of the anisotropy constant $K_{2}$, the tunneling probabilities are practically equal to unity even for small values of $n$, which indicates the existence of free precession.
9. Let us now consider the behavior of the average magnetic moment of the spin system in question. Its component along the $z$ axis is given by (7):

$$
M_{z}=M \cos \theta \approx M\left(\frac{\pi}{2}-\theta\right)=\frac{M^{2}}{2 K_{1}}\left(B_{z}-\frac{\dot{\varphi}}{\gamma}\right) .
$$

Averaging with the appropriate wave function, we obtain

$$
\begin{equation*}
\left\langle M_{z}\right\rangle=\chi_{\perp}\left(B_{z}-\frac{\langle\dot{\varphi}\rangle}{\gamma}\right), \tag{27}
\end{equation*}
$$

where $\chi_{\perp}=M^{2} / 2 K_{1}$.
Let us first consider the limiting case of free precession, $K_{2}=0$. In the simplest case (3), Eqs. (19) give $\langle\dot{\varphi}\rangle=\gamma\left[B_{z}(t)+c\right]$, where $c$ is a constant determined by the initial conditions. Substituting this expression into Eq. (27), we obtain $\left\langle M_{z}\right\rangle=-\chi_{\perp} c=$ const. Thus, a distinguishing feature of free precession is that the accelerated spin precession under the action of an increasing (decreasing) magnetic field screens the contribution
from the paramagnetic susceptibility of an ion $\left(\chi_{\perp} B_{z}\right)$ so that the average magnetic moment is independent of the field.

The situation changes significantly in the case of Bloch oscillations. The $\left\langle M_{z}\right\rangle\left(B_{z}\right)$ dependence is the sum of "conventional" linear dependence ( $\chi_{\perp} B_{z}$ ) and periodic curve with a period of $\Delta B=\dot{B} / f_{B l}=2 b, b=\hbar / \gamma I$. Magnetization experiences jumps by $\Delta M_{z}=2 g \mu_{B}$ for applied field values $B_{z}=b+k \Delta B, k \in N$. Thus, the curve describing the $\left\langle M_{z}\right\rangle\left(B_{z}\right)$ dependence resembles a ladder. For $K_{2}=0$, the shape of the steps is strictly rectangular. If, however, $K_{2} \neq 0$, the front edges of the steps are slightly blurred, but their height and position remain unchanged.

In the general case, the $\left\langle M_{z}\right\rangle\left(B_{z}\right)$ dependence exhibits typical features of both limiting processes. Indeed, it was shown above (18) that for $K_{2} / K_{1} \ll 1$, the forbidden bandwidth is a rapidly decreasing function of the band number. Consequently, in the first approximation (which will be referred to as a one-band approximation), we can neglect Bloch oscillations in the first excited and next bands. This means that precession under the action of field $B_{z}(t)$ can be regarded as free in all bands except the principal band. On the whole, precession can be visualized as follows. A wave packet that formed at the initial instant is slightly blurred as it reaches the boundary of the Brillouin zone, is partly reflected from it, and partly tunnels into the next band, in which it precesses freely.

As a result of tunneling of the wave packet to the next energy bands, the magnetization jump $\Delta M_{z}$ becomes a function of the jump number $k$ and is defined as

$$
\Delta M_{z}=2 g \mu_{B}(1-p)^{k-1}
$$

where $p$ is the probability of a tunnel transition from the principal energy band to the first excited band. This probability is defined by formula (25).

In the two-band approximation, we take into account Bloch oscillations occurring in the first excited band. Their influence on the shape of the magnetization curve is manifested in the formation of additional jumps at instants when the applied magnetic field assumes values of $B_{z}=k \Delta B, k \in \mathbb{N}$. The magnitudes of the main and additional jumps are mixed up in view of the possibility of a tunnel transition from the first excited energy band back to the principal band; as a result, the general formula for the height of the magnetization steps is extremely cumbersome. On a qualitative level, we can state that the heights of the main jumps decrease with increasing jump number (however, the rate of this decrease is lower than in the oneband approximation), while the heights of additional jumps increase during the few first Bloch periods and


Fig. 1. Magnetization curve and magnetic susceptibility peaks as functions of the field for orthorhombic anisotropy, $K_{2} / K_{1}=0.01$, for (a) $B_{1} / \tau=0.5 \times 10^{11} \mathrm{Oe} / \mathrm{s}$ (the Zener tunneling probability is negligibly low); (b) $B_{1} / \tau=1.5 \times 10^{11} \mathrm{Oe} / \mathrm{s}$ (the Zener tunneling in the system leads to hysteresis, but the spin precesses freely in the excited energy bands), and (c) $B_{1} / \tau=2.0 \times 10^{11} \mathrm{Oe} / \mathrm{s}$ (peak heights are reduced by half; Bloch oscillations take place not only in the principal band but also in the first excited energy band).
start decreasing only after attainment of a certain maximal value.

Figures 1 and 2 show the dependences of magnetization and susceptibility on the external magnetic field for various types of anisotropy and various rates of magnetic field variation. The field increases linearly with time from zero to a certain value during seven and a half Bloch periods and then decreases at the same rate back to zero. In calculations, one must be sure that the condition $\theta-\pi / 2 \ll 1$ (see item 4 ) is not violated. This is possible only for a large (not less than ten) value of the spin moment of a nanocluster. The magnetization is recalculated per cluster and is measured in units of Bohr magneton. The magnetic field itself is measured in units of increment $\Delta B$ over a Bloch period. The calculations are carried out in the framework of the oneband model taking into account the Zener tunneling whose intensity increases with the rate of variation of the magnetic field. The susceptibility peaks for the
reverse direction of the magnetic field are inverted in the figure for convenience and better visualization.

An important distinguishing feature of free precession for systems with tetragonal or hexagonal anisotropy is that accelerated spin precession under the action of an increasing (decreasing) magnetic field screens the contribution of the paramagnetic susceptibility of an ion ( $\chi_{\perp} B_{z}$ ) incompletely, which is manifested in the absence of horizontal segments on the magnetization curve (see item 10 below).

The results obtained in the framework of the twoband model are shown in Fig. 1c. It is assumed that the magnetic field increases linearly with time from zero to a certain value during five Bloch periods and then decreases back to zero at the same rate.

All of the above-mentioned features in the behavior of the spin system in question are reflected in the figures and can easily be observed.
10. Finally, we will make a number of important remarks concerning the above features of systems of large-spin particles with tetragonal (4) or hexagonal (5) anisotropy.

In these cases (for which the potential energy is $U_{a t}(\varphi)=-K_{4} \cos 4 \varphi_{t}$ or $\left.U_{a h}(\varphi)=-K_{4} \cos 6 \varphi_{h}\right)$, Schrödinger equation (11) can be written in a form coinciding with Eq. (15) if we introduce the notation

$$
\mu_{t}^{2}=\frac{I E_{t}}{2 \hbar^{2}}, \quad b_{t}^{2}=\frac{I K_{4}}{4 \hbar^{2}}, \quad \tilde{\varphi}=2 \varphi_{t}+\frac{\pi}{2}=\varphi+\frac{\pi}{2}
$$

and

$$
\mu_{h}^{2}=\frac{2 I E_{h}}{9 \hbar^{2}}, \quad b_{h}^{2}=\frac{I K_{4}}{9 \hbar^{2}}, \quad \tilde{\varphi}=3 \varphi_{h}+\frac{\pi}{2}=\varphi+\frac{\pi}{2} .
$$

Indices " t " and " h " are used to distinguish between the quantities pertaining to tetragonal and hexagonal anisotropy from those corresponding to the simplest case and bearing no special index. A comparison of the parameters introduced above with parameters $\mu$ and $b$ from Eq. (15) for identical values of constants $K_{1}$ enables us to draw the following conclusions.

1. The energy spectrum of the system with tetragonal and hexagonal anisotropy has the form $E_{n t}(m)=$ $4 E_{n}(m)$ and $E_{n h}(m)=9 E_{n}(m)$, respectively. Here, $E_{n}(m)$ corresponds to the simplest case (3).
2. The width of the first forbidden band is $K_{4}$.
3. The frequency of Bloch oscillations is defined by formula (20) as before.
4. The horizontal segments on the magnetization curve typical of the simplest case disappear.

Let us consider statement 4 in greater detail. Since the procedure for evaluation of integral (6) remains unchanged upon a transition to another type of anisotropy, relation (7) holds; consequently, in the case of tetragonal (hexagonal) anisotropy, expression (27) for the average magnetic moment component along the $z$ axis remains in force. Since $\varphi_{t}=\varphi / 2$ and $\varphi_{h}=\varphi / 3$, we have

$$
\begin{equation*}
M_{t}(B)=\frac{\chi_{\perp}}{2} B+M(B) \tag{28}
\end{equation*}
$$

and

$$
\begin{equation*}
M_{h}(B)=\frac{2 \chi_{\perp}}{3} B+M(B), \tag{29}
\end{equation*}
$$

where $M(B)$ is the magnetization of a system whose anisotropy energy has the simplest form. The above statement obviously follows from formulas (28) and (29).
11. Let us obtain some numerical estimates. For spin $S=10 \hbar, K_{1} \approx 10 \mathrm{~cm}^{-1}$, and $B_{1} / \tau \approx 10^{10} \mathrm{Oe} / \mathrm{s}$, the frequency of Bloch oscillations is $f_{B l} \approx 10^{7} \mathrm{~Hz}$. As the rate of magnetic field buildup increases to values of $B_{1} / \tau \sim$ $\left(10^{11}-10^{12}\right) \mathrm{Oe} / \mathrm{s}$, the Zener tunnel effect becomes appreciable if we set $K_{2} / K_{1} \approx 10^{-2}$.


Fig. 2. Magnetization curve for tetragonal anisotropy, $K_{4} / K_{1}=0.01, B_{1} / \tau=1.5 \times 10^{11} \mathrm{Oe} / \mathrm{s}$. Bloch oscillations take place in the principal energy band. The Zener tunneling occurring in the system leads to hysteresis.

The above analysis was carried out for zero temperature. However, thermal fluctuations (at $T \neq 0$ ), as well as the interaction with dissipative environment, suppress the coherent quantum effects in question and require special treatment. Here, we only indicate the applicability limits of the approximation $T=0: T \ll K_{1}$ and $t_{s} \gg 1 / f_{B l}$, where $t_{s}$ is the spin relaxation time. For $K_{1} \approx 10 \mathrm{~cm}^{-1}$ and $B_{1} / \tau \approx 10^{10} \mathrm{Oe} / \mathrm{s}$, we obtain $T \ll 2 K$ and $t_{s} \geqslant 10^{-7} \mathrm{~s}$. These limits appear as easily attainable in contemporary low-temperature experiments.

Thus, we have proved that a magnetic field increasing (decreasing) with time induces new coherent quantum effects in the dynamics of an anisotropic spin system. These effects include the formation of the band energy spectrum with continuous spin states, quasiBloch oscillations, and interband Zener tunneling, which are manifested in the form of magnetization jumps and susceptibility peaks in the spin system under investigation.
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#### Abstract

The anomalous behavior of the isochoric heat capacity of a mixture of methane, pentane and heptane is studied experimentally in the vicinity of the liquid-vapor critical point in the cases when (a) the critical temperature $T_{C}$ approaches the tricritical point $T_{T C P}$ and (b) the critical temperature approaches the upper critical end point $T_{U}$. It is shown that in all cases, the singular part of the heat capacity of the mixture has the form $C_{\text {sing }}=A|\tau|^{-\alpha}$, where $\tau=\left(T-T_{c}\right) / T_{c}$ and $\alpha \approx 0.11$. When $T_{c} \longrightarrow T_{U}$, amplitude $A$ of the heat capacity anomaly is found to be approximately constant. At the same time, the amplitude of the anomaly tends to zero in the vicinity of the tricritical point: $A \propto\left|\tau_{c}\right|^{\varepsilon}$, where $\tau_{c}=\left(T_{c}-T_{T C P}\right) / T_{T C P}$ and $\varepsilon=1.6-1.7$. The inevitable vanishing of this mode of the heat capacity anomaly leads to a negative value of the critical index $\tilde{\alpha}$ characterizing the heat capacity anomaly at the tricritical point, while the tricritical point theory and the isomorphism hypothesis predict $\tilde{\alpha}=0.5$. © 2003 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The variety of phase behavior of solutions makes it possible to use them for studying anomalous properties of substances in the vicinity of various singular points. It was shown in our recent publication [1] that the threephase equilibrium of the methane + heptane mixture makes it possible to measure heat capacity in the vicinity of the vapor-liquid critical point at a constant value of chemical potential of the impurity and to verify the isomorphism hypothesis experimentally. This study is devoted to experimental investigation of the heat capacity behavior in the vicinity of the liquid-vapor critical point for ternary carbon-containing mixtures in situations when this critical point approaches either the tricritical point or upper critical end point. It should be emphasized that we are speaking here and below of changes in the heat capacity in the vicinity of liquidvapor critical points in the presence of a noncritical liquid phase enriched with heavy components.

It is well known [2] that high-molecular hydrocarbons of the $\mathrm{C}_{n} \mathrm{H}_{2 n+2}$ series are poorly soluble in methane. This leads to the emergence of three-phase equilibrium lines bounded by the upper and lower critical end points and to discontinuities on the curves describing how the critical parameters of mixtures of methane with saturated hydrocarbons (starting with hexane) depend on the concentration of the heavy component (Fig. 1). At the upper critical end point ( $U$ ), one of the liquid phases and the gaseous phase become identical;
at the lower critical end point ( $L$ ), the two liquid phases become identical. Apart from the upper and lower critical end points attained simultaneously with the disappearance of the noncritical phase, there are curves containing the upper and lower critical points in the system, which are attained in the presence of a noncritical phase. Figure 2 shows a typical phase diagram with the upper liquid-vapor critical point in the presence of a liquid noncritical phase.


Fig. 1. Schematic phase diagram of a binary mixture with a three-phase equilibrium curve. Solid curves 1 and 2 correspond to coexistence of pure components; $C P_{1}$ and $C P_{2}$ are liquid-vapor critical point for pure components; dashed curves correspond to critical points of a binary mixture; accordingly, $U$ and $L$ are the upper and lower critical end points; solid curve 3 corresponds to the liquid-liquid-vapor three-phase equilibrium.


Fig. 2. Phase diagram for a ternary mixture of methane + 0.034 of a molar fraction of (pentane +0.43 of a molar fraction of heptane). The experimental points connected by the dashed curve describe the boundary of the two-phase equilibrium region. The solid curve describes three-phase equilibrium; the asterisk marks the upper critical point.

The three-phase equilibrium curve for the methane + heptane mixture studied by us earlier starts from the heptane-enriched phase crystallization curve; for this reason, the lower critical end point is unattainable in this case. The experimentally observed temperature interval of coexistence of three phases in this mixture is equal to 23 K . The temperature interval between the upper $\left(T_{U}\right)$ and lower $\left(T_{L}\right)$ critical end points in the methane + hexane mixture is $\Delta T_{U L}=T_{U}-T_{L}=13.45 \mathrm{~K}$ [3]. In the methane + pentane system, there is no three-phase equilibrium at all; for this reason, the curve of critical points is continuous. Thus, the temperature interval $\Delta T_{U L}$ of three-phase equilibrium for binary mixtures of methane with normal alkanes is obviously the smaller, the lower the molecular mass of the heavy component. An admixture with a molecular mass such that $\Delta T_{U L}=0$ could exist in principle. At such a point, all three phases are critical and the point is called the tricritical point. In binary mixtures for which the molecular mass of impurities varies discretely, a tricritical point could be realized only by chance. However, a continuous variation of the molecular mass of the heavy component can be easily achieved for ternary mixtures.

We introduce the total molecular concentration $X$ of high-molecular impurities and concentration $Z$ of the heaviest component in the mixture:

$$
X=\frac{n_{2}+n_{3}}{n_{1}+n_{2}+n_{3}}, \quad Z=\frac{n_{3}}{n_{2}+n_{3}}
$$

Here, $n_{1}, n_{2}, n_{3}$ are the numbers of moles of the solution components in the increasing order of their molecular mass. The effective molecular mass of the heavy impurity is

$$
M_{\mathrm{eff}}(Z)=(1-Z) M_{2}+Z M_{3},
$$

where $M_{2}$ and $M_{3}$ are the molecular masses of the lighter and the heavier components. A decrease in $Z$ reduces the effective molecular mass of the impurity, and the system may be quite close to the tricritical point for a reasonable fixed value of $X$. On the other hand, a decrease in $X$ for a fixed $Z$ brings the liquid-vapor critical point to the upper critical end point. This study is aimed at analysis of the behavior of heat capacity in these two cases.

The object of investigations was a ternary mixture of methane $+X$ molar fractions of (pentane $+Z$ molar fractions of heptane). Such a choice of the mixture was dictated by the fact that a decrease of concentration $Z$ from unity to zero continuously transforms the system from the methane + heptane binary mixture with a discontinuous critical locus to a methane + pentane binary mixture with a continuous critical locus. We studied the phase behavior and the isochoric heat capacity of the mixture in the following two cases:
(i) the total concentration $X$ of heavy impurities is fixed, while the heptane concentration $Z$ is varied: $X=$ $0.0345 ; Z=1.0,0.65,0.43,0.05,0.019$, and 0.0 molar fraction of heptane;
(ii) the heptane concentration $Z$ is fixed, while the total concentration $X$ of heavy impurities is varied: $Z=$ $0.43 ; X=0.0546,0.0345,0.0195$, and 0.0099 molar fraction of the solution.

In case (i), the choice of concentration $X=0.0345$ of a molar fraction is dictated by the previously established fact [4] that the behavior of the isochoric heat capacity $C_{\rho, X}$ of a binary mixture of methane +0.0345 of a molar fraction of pentane is completely similar to the behavior of heat capacity $C_{P, X}$ at the tricritical point of a ${ }^{3} \mathrm{He}-{ }^{4} \mathrm{He}$ mixture [5]. This led to the conclusion that the critical point of the liquid-vapor mixture methane +0.0345 of a molar fraction of pentane is close to the tricritical point. In this sense, a decrease in the heptane concentration $Z$ in a ternary mixture of methane + 0.0345 of a molar fraction of (pentane $+Z$ molar fractions of heptane) is a way for studying the dependence of the heat capacity anomaly on the proximity to the tricritical point.

In the case (ii), the choice of the fixed value of the heptane concentration $Z=0.43$ of a molar fraction is determined by the fact that a three-phase equilibrium region necessarily exists in such a ternary mixture. A decrease in concentration $X$ is a way for studying the dependence of heat capacity anomaly on the proximity to the upper critical end point.

## 2. EXPERIMENT

An analysis of the phase behavior and isochoric heat capacity of hydrocarbon mixtures was carried out on a precision adiabatic scanning calorimeter with a cell volume of $14.9 \mathrm{~cm}^{3}$. The cell is connected to a strain gauge intended for measuring pressure and to the filling system through a thin capillary. The mixture with the required composition was prepared directly in the measuring cell. The filling system and the cell were preliminarily evacuated, after which the cell was filled with a solution of heavy components (pentane $+Z$ molar fractions of heptane) with a preset $Z$, which was prepared in a separate vessel. Then the required amount of methane was added. The concentration and density of the mixture were determined by weighing. The procedure of filling was normally carried out at a cell temperature of 170-180 K.

The schematic of the calorimeter is described in [6]. In order to maintain adiabatic conditions, the cell is surrounded by two copper screens whose temperature strictly "followed" the cell temperature. Heat transfer through the capillary was prevented by connecting it to a copper ring via a heat pipeline in the immediate vicinity of the cell; the ring temperature was maintained at the level of the cell temperature. The temperature of the upper part of the capillary was kept approximately 1 K higher to prevent condensation of the mixture in it. The temperature was measured with a platinum thermometer with a nominal resistance of $100 \Omega$, which was placed in a pocket in the cell. The mixture was stirred with a magnetic agitator driven by a solenoid with a period of 10 s . The process of measuring the enthalpy (amount of heat supplied to the cell) described in [7] was executed and controlled by a computer system. In addition to the enthalpy, we measured the temperature and pressure in the cell. The heat capacity was calculated by numerical differentiation of the enthalpy with respect to temperature.

Figure 2 shows a typical phase diagram for the ternary hydrocarbon mixture studied by us ( $X=0.0345$ and $Z=0.43$ of a molar fraction). Experimental points connected by the dashed curve form the boundary of the two-phase state region. The region of three-phase equilibrium in the studied mixtures turned out to be very narrow and appears in the figure as a solid line terminating at the upper critical point (asterisk in Fig. 2). We did not investigate the neighborhood of the lower critical point; for this reason, we assume that the temperature interval $\Delta T_{3 \mathrm{ph}}$ in which three-phase equilibrium exists coincides with the temperature interval of three-phase equilibrium on the isochore corresponding to the upper critical point. It will be proved below that the values of $\Delta T_{U L}$ and $\Delta T_{3 \mathrm{ph}}$ in the vicinity of the tricritical point are approximately proportional to each other.

Figure 3 shows the temperature dependences of heat capacity on different isochores for the same mixture as in Fig. 2. The jumps on the curves in Fig. 3 correspond


Fig. 3. Temperature dependences of the heat capacity for a mixture of methane +0.034 of a molar fraction of (pentane + 0.43 of a molar fraction of heptane) for various mean densities of the mixture in the cell: $\rho=0.328$ (1), 0.300 (2), 0.284 (3), 0.238 (4), and $0.2074 \mathrm{~g} / \mathrm{cm}^{3} \approx \rho_{c}$ (5).
to phase transitions in the mixture. It can be seen from the figure that, at a high density (curve 1 ), the mixture passes directly from the two-phase to the one-phase state upon heating. As the density decreases, there appears a temperature region in which three phases coexist (curves 2-5). The transitions from the twophase to the three-phase state correspond to separation of the phase enriched with the light component into liquid and vapor. Further heating leads first to a transition of the system from the three-phase to the two-phase state and then to the one-phase state (on isochores 4 and 5 , transitions from the two-phase to the one-phase state lie beyond the temperature interval presented in the figure). The critical isochore (curve 5) exhibits an infinite increase in the heat capacity of the phase enriched with the light component when the temperature approaches the value corresponding to the liquid-vapor critical point. This heat capacity anomaly is due to the fact that the liquid-vapor critical point in this case is realized in the presence of the third (noncritical) phase, ensuring the constancy of chemical potentials of heavy impurities in critical phases [1]. In accordance with the isomorphism hypothesis, the type of the heat capacity anomaly $C_{\rho, \mu_{2}, \mu_{3}}$ at constant values of the chemical potentials of impurity components at the liquid-vapor critical point of the mixture coincides with the type of the heat capacity anomaly $C_{\rho}$ in the vicinity of the liq-uid-vapor critical point of one-component liquids. In all the mixtures under study, we observe precisely this behavior of heat capacity. Experimental investigation


Fig. 4. Temperature dependence of the derivative $(\partial P / \partial T)_{\rho, X}$ on isochores close to the critical isochore for a mixture of methane +0.034 of a molar fraction of (pentane + 0.43 of a molar fraction of heptane): $\rho_{1}=0.2155, \rho_{2}=$ $0.2074 \approx \rho_{c}$, and $\rho_{3}=0.1893 \mathrm{~g} / \mathrm{cm}^{3}$.
of the evolution of this critical anomaly in two cases indicated at the end of Section 1 constitute the main goal of this study.

An important aspect in the experiment was the determination of critical density for each of the mix-


Fig. 5. Curves describing the temperature dependence of heat capacity on critical isochores for a mixture of methane +0.034 of a molar fraction of (pentane $+Z$ molar fractions of heptane) for $Z=1.0(1), 0.65$ (2), 0.43 (3), 0.05 (4), and 0.019 of a molar fraction of heptane (5).
tures in question. In our opinion, the most precise method of determining the critical density is that based on measuring the jumps on the derivative $(\partial P / \partial T)_{p, X}$ on the liquid-vapor transition line for various isochores. The main point of the method is that this jump vanishes on the critical isochore and has different signs for $\rho>$ $\rho_{c}$ and $\rho<\rho_{c}$. Consequently, the critical density $\rho_{c}$ can be determined to a high degree of accuracy from the extrapolation to zero value of the jumps on the derivative dependence on the density. Figure 4 shows the temperature dependences of derivatives $(\partial P / \partial T)_{p, X}$ for a mixture of the same composition as in Figs. 2 and 3 on three different isochores. The vanishing of the derivative jump on the middle curve implies that the corresponding isochore is critical.

## 3. EXPERIMENTAL DATA PROCESSING

Figures 5 and 6 show the result of heat capacity measurements on critical isochores for cases (i) and (ii) (see the Introduction). It can be seen that the behavior of heat capacity is different. In case (i), the amplitude of the heat capacity anomaly decreases with $Z$ (Fig. 5) and vanishes completely for $Z=0.019$ of a molar fraction of heptane. In case (ii), a decrease in the total concentration $X$ of heavy components does not affect the amplitude of the heat capacity anomaly (Fig. 6).

Quantitative analysis was carried out using the following procedure. Considering that enthalpy $H$ is the quantity measured directly in experiment, we com-


Fig. 6. Curves describing the temperature dependence of heat capacity on critical isochores for a mixture of methane $+X$ molar fractions of (pentane +0.43 of a molar fraction of heptane) for $X=0.056$ (1), 0.034 (2), 0.0195 (3), and 0.0098 of a molar fraction of the solution (4).
pared the actually measure enthalpy with the expression derived from its definition by the formula

$$
\begin{equation*}
H=\int_{\tau_{0}}^{\tau} C_{\rho, X} d \tau \tag{1}
\end{equation*}
$$

where the integration limits $\tau_{0}=\left(T_{0}-T_{c}\right) / T_{c}$ and $\tau=(T-$ $\left.T_{c}\right) / T_{c}$ correspond to the temperature interval of experimental data processing and the isochoric heat capacity $C_{\rho, X}$ has the form

$$
\begin{align*}
C_{\rho, X} & =A^{ \pm}|\tau|^{-\alpha}+B^{ \pm}|\tau|^{-\alpha+\Delta}  \tag{2}\\
& +C_{0}^{ \pm}+C_{1} \tau+C_{2} \tau^{2} .
\end{align*}
$$

Superscripts + and - in this expression indicate the heat capacity branches for $T>T_{c}$ and $T<T_{c}$, respectively. The second term is a nonasymptotic Wegner correction with a fixed value of the critical index $\Delta=0.5$. The last three terms describe the regular part of the heat capacity with identical coefficients for $T>T_{c}$ and $T<T_{c}$ in the linear and quadratic terms. The values of the critical index $\alpha$ determined by the least-squares method proved to be close to the theoretical value $\alpha=0.11$ in all cases studied. In the subsequent comparison of the critical heat capacity amplitudes $A^{ \pm}$in mixtures with different compositions, the value of $\alpha$ was fixed and set equal to 0.11 . Tables 1 and 2 show the values of coefficients in Eq. (2) for heat capacity, which were obtained from the experimental data processing using model (1) for both cases studied here.

In case (i), the temperature interval of the observed three-phase region decreases with heptane concentration $Z$ in the solution; for $Z=Z^{*} \approx 0.019$ of a molar fraction ( $T^{*}=204.46 \mathrm{~K}$ ), the three-phase equilibrium region vanishes. Strictly speaking, point $Z^{*}$ corresponds to the upper critical end point for the methane + 0.0345 (pentane +0.019 heptane) mixture. It can be


Fig. 7. Dependence of the three-phase equilibrium region width $\Delta T_{3 \text { ph }}$ on concentration $Z$ of heptane in the mixture methane +0.034 of a molar fraction of (pentane +Z molar fractions of heptane). The solid curve corresponds to the dependence $\Delta T_{3 \mathrm{ph}}=41(Z-0.019)^{3 / 2}$.
shown, however, that this critical point is close to the tricritical point. Figure 7 shows the experimental dependence of the three-phase equilibrium region width $\Delta T_{3 \text { ph }}$ on $Z$. The solid curve in this figure corresponds to the theoretical dependence of values of $\Delta T_{U L}$ on the closeness to the tricritical point [8]:

$$
\Delta T_{U L} \propto\left(Z-Z_{T C P}\right)^{3 / 2}
$$

The closeness of our experimental results to this theoretical dependence indicates that the upper critical end

Table 1. Values of critical temperature and heat capacity coefficients on critical isochores in Eq. (2) for a ternary mixture of methane +0.034 of a molar fraction of (pentane $+Z$ molar fractions of heptane) for various $Z$

| $A^{-}$ | $A^{+}$ | $T_{\text {c }}$ | $B^{-}$ | $B^{+}$ | $C_{0}^{-}$ | $C_{0}^{+}$ | $C_{1}$ | $C_{2}$ | $A^{-} / A^{+}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $Z_{1}=1$ |  |  |  |  |  |  |  |  |  |
| 56.3 | 28.0 | 192.932 | -6.07 | 0 | 15.5 | 0 | 47.8 | -269 | 2.01 |
| $\pm 0.4$ | $\pm 0.1$ | $\pm 0.001$ | $\pm 1.2$ |  | $\pm 0.9$ |  | $\pm 0.9$ | $\pm 16$ | $\pm 0.1$ |
| $Z_{2}=0.65$ |  |  |  |  |  |  |  |  |  |
| 39.1 | 19.7 | 195.026 | -8 | -25 | 37.3 | 14.7 | 68.7 | -200 | 1.98 |
| $\pm 6.7$ | $\pm 3.7$ | $\pm 0.028$ | $\pm 25$ | $\pm 15$ | $\pm 14$ | $\pm 8$ | $\pm 3.8$ | $\pm 120$ | $\pm 0.5$ |
| $Z_{3}=0.43$ |  |  |  |  |  |  |  |  |  |
| 29.6 | 14.3 | 196.802 | -21.5 | -31.4 | 63 | 31.0 | 85.2 | -224 | 2.07 |
| $\pm 1.1$ | $\pm 0.8$ | $\pm 0.007$ | $\pm 4$ | $\pm 3.5$ | $\pm 3$ | $\pm 2$ | $\pm 8$ | $\pm 28$ | $\pm 0.13$ |

Note: The heat capacity of the mixture for $Z=0.056$ was not considered since the critical anomaly region was found to be narrow.

Table 2. Values of critical temperature and heat capacity coefficients on critical isochores in Eq. (2) for a ternary mixture of methane $+X$ molar fraction of (pentane +0.43 of a molar fraction of heptane) for various $X$

| $A^{-}$ | $A^{+}$ | $T_{\text {c }}$ | $B^{-}$ | $B^{+}$ | $C_{0}^{-}$ | $C_{0}^{+}$ | $C_{1}$ | $C_{2}$ | $A^{-} / A^{+}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $X_{1}=0.056$ |  |  |  |  |  |  |  |  |  |
| 26.5 | 12.2 | 196.991 | -32.5 | -27 | 60.3 | 33.8 | 43.5 | 88 | 2.17 |
| $\pm 0.7$ | $\pm 0.5$ | $\pm 0.005$ | $\pm 2.2$ | $\pm 2$ | $\pm 1.5$ | $\pm 1.2$ | $\pm 1.5$ | $\pm 12$ | $\pm 0.1$ |
| $X_{2}=0.034$ |  |  |  |  |  |  |  |  |  |
| 29.6 | 14.3 | 196.802 | -21.5 | -31.4 | 63 | 31.0 | 85.2 | -224 | 2.07 |
| $\pm 1.1$ | $\pm 0.8$ | $\pm 0.007$ | $\pm 4$ | $\pm 3.5$ | $\pm 3$ | $\pm 2$ | $\pm 8$ | $\pm 28$ | $\pm 0.13$ |
| $X_{3}=0.195$ |  |  |  |  |  |  |  |  |  |
| 29.3 | 14.7 | 196.385 | 0 | -39 | 56.8 | 27.5 | 126.0 | -228 | 1.99 |
| $\pm 1.5$ | $\pm 1.5$ | $\pm 0.005$ |  | $\pm 8$ | $\pm 3.5$ | $\pm 3.5$ | $\pm 22$ | $\pm 150$ | $\pm 0.14$ |
| $X_{4}=0.098$ |  |  |  |  |  |  |  |  |  |
| 23.4 | 12.4 | 195.467 | 24.4 | -63 | 67.5 | 34.8 | 130.0 | 0 | 1.89 |
| $\pm 2.2$ | $\pm 1.3$ | $\pm 0.007$ | $\pm 10$ | $\pm 5$ | $\pm 5$ | $\pm 5$ |  |  | $\pm 0.26$ |

point in this case is indeed close to the tricritical point. This also means that the values of $\Delta T_{3 \text { ph }}$ and $\Delta T_{U L}$ are approximately proportional. Consequently, the fact that the heat capacity anomaly amplitudes $A^{ \pm}$decrease as the system approaches the tricritical point (see Table 1) can be regarded as established.

In case (ii), the temperature interval of the observed three-phase region tends to zero upon a decrease in the total concentration $X$ of heavy components. The mixture approaches the upper critical end point.

The extrapolation of experimental data to zero temperature interval of the three-phase region gives the concentration value $X=\tilde{X} \approx 0.0075$ of a molar fraction ( $T_{c}=\tilde{T} \approx 194.87 \mathrm{~K}$ ); in this case, the critical heat capacity amplitudes remain practically unchanged (see Table 2 and Fig. 6). It should be noted that the effective molecular mass of the mixture pentane +0.43 of a molar fraction of heptane is equal approximately to 86 , i.e., close to the molecular mass of hexane. On the other hand, it is known that the temperature corresponding to the upper critical end point of the methane + hexane mixture is 195.9 K [3]. The closeness of the temperature corresponding to the upper critical end point determined by us for a ternary mixture and the corresponding temperature in the methane + hexane system indicates that the position of these points is mainly determined by the effective molecular mass of the impurity components.

Tables 1 and 2 show that the amplitude ratio of the heat capacity anomaly below and above the critical point (which is a universal quantity) is close to 2 . The theoretical values of this quantity obtained by different authors are slightly different and vary from 1.92
(numerical count based on the three-dimensional Ising model) [9] to 2.08 ( $\varepsilon$ expansion) [10].

## 4. DISCUSSION

In the field variables, the role of the thermodynamic potential density of the system is played by pressure. The expression for the pressure differential for a ternary mixture has the form

$$
\begin{equation*}
d P=s d T+\rho d \mu_{1}+\rho x_{2} d \tilde{\mu}_{2}+\rho x_{3} \tilde{\mu}_{3} \tag{3}
\end{equation*}
$$

Here, $s$ is the entropy per unit volume of the system; $\rho$ is the molar density; $x_{2}$ and $x_{3}$ are the molar concentrations of pentane and heptane, respectively; and $\tilde{\mu}_{2}=$ $\mu_{2}-\mu_{1}, \tilde{\mu}_{3}=\mu_{3}-\mu_{1}$, where $\mu_{1}, \mu_{2}$, and $\mu_{3}$ are the chemical potentials of methane, pentane, and heptane, respectively. Passing from variables $x_{2}$ and $x_{3}$ to $X$ and $Z$, we obtain

$$
\begin{equation*}
d P=s d T+\rho d \mu_{1}+\rho X d \nu_{2}+\rho X Z d \nu_{3} \tag{4}
\end{equation*}
$$

where $v_{2}=\tilde{\mu}_{2}$ and $v_{3}=\mu_{3}-\mu_{2}$. We define the variables as

$$
\begin{gather*}
\tau\left(\mathrm{v}_{2}, \mathrm{v}_{3}\right)=\frac{T-T_{c}\left(\mathrm{v}_{2}, \mathrm{v}_{3}\right)}{T_{c}\left(\mathrm{v}_{2}, \mathrm{v}_{3}\right)}  \tag{5}\\
\tau_{c}=\frac{T_{c}\left(\mathrm{v}_{2}, \mathrm{v}_{3}\right)-T_{T C P}}{T_{T C P}}
\end{gather*}
$$

The first of these variables determines the closeness of the solution to the upper critical point $T_{c}$, while the second variable determines the closeness of the upper critical point to the tricritical point $T_{T C P}$.

In the framework of the scaling hypothesis, the singular part of the thermodynamic potential density in the
vicinity of the tricritical point can be written in the form [11]

$$
\begin{gather*}
P_{\text {sing }}=\left|\tau\left(v_{2}, v_{3}\right)\right|^{2-\tilde{\alpha}} f(Y) \ldots, \\
Y=\frac{\left|\tau_{c}\right|}{\left|\tau\left(v_{2}, v_{3}\right)\right|^{\varphi}} \ldots, \tag{6}
\end{gather*}
$$

where $f(Y)$ is a universal function of the dimensionless argument $Y$ and $\varphi$ is the so-called crossover index. It should be noted that the singular part of the thermodynamic potential in relation (6) is written in variables of temperature and reduced chemical potentials of the impurity components. In this sense, $P_{\text {sing }}$ is the isomorphic thermodynamic potential [12]. In accordance with the tricritical point theory and the isomorphism hypothesis, we could expect that the critical index $\tilde{\alpha}$ is close to 0.5 . It will be shown below that, even qualitatively, such a value of critical index $\tilde{\alpha}$ contradicts the observed vanishing of the amplitudes of heat capacity anomaly as the upper critical point approaches the tricritical point. For this reason, we assume that the critical index $\tilde{\alpha}$ is as yet unknown and we will try to estimate its value from our experimental data.

In the vicinity of the upper critical point, $\tau_{c}=$ const and $\tau\left(v_{2}, v_{3}\right)$ tends to zero. The dimensionless parameter $Y$ in this case is much larger than unity. It was noted above that we measured the heat capacity in the vicinity of the upper critical point in the presence of a noncritical phase, which ensures the constancy of the chemical potentials of impurity components in critical phases. The quantity being measured in such experiments is the isomorphic heat capacity $C_{\rho, v_{2}, v_{3}}$; in accordance with the isomorphism hypothesis, the type of heat capacity anomaly is the same as for one-component liquids. For this reason, the singular part of the thermodynamic potential density (pressure in our case) in the vicinity of the critical point must have the form

$$
\begin{equation*}
P_{\text {sing }} \propto\left|\tau\left(v_{2}, v_{3}\right)\right|^{2-\alpha} \tag{7}
\end{equation*}
$$

where $\alpha=0.11$. It can easily be seen from Eqs. (6) and (7) that, in the limit $Y \longrightarrow \infty$, function $f(Y)$ is given by

$$
\begin{equation*}
\lim _{Y \rightarrow \infty} f(Y)=\operatorname{const} Y^{(-\tilde{\alpha}+\alpha) / \varphi} \tag{8}
\end{equation*}
$$

This leads to the following expression for the singular part of pressure:

$$
\begin{equation*}
P_{\text {sing }}=\text { const }\left|\tau_{c}\right|^{(-\tilde{\alpha}+\alpha) / \varphi}\left|\tau\left(v_{2}, v_{3}\right)\right|^{2-\alpha} \tag{9}
\end{equation*}
$$

It follows hence that the heat capacity is given by

$$
\begin{equation*}
C \propto\left|\tau_{c}\right|^{(-\tilde{\alpha}+\alpha) / \varphi}\left|\tau\left(v_{2}, v_{3}\right)\right|^{-\alpha} \tag{10}
\end{equation*}
$$

and the critical amplitude has the form

$$
\begin{equation*}
A \propto\left|\tau_{c}\right|^{-(\tilde{\alpha}+\alpha) / \varphi} \tag{11}
\end{equation*}
$$

Table 3. Values of the critical index $\tilde{\alpha}=\alpha-\varepsilon \varphi$ in Eq. (6), calculated from the ratio of the critical heat capacity amplitudes for a mixture of methane +0.034 of a molar fraction of (pentane $+Z$ molar fractions of heptane) for various $Z(\alpha=0.11$, $\varphi=0.5$ )

| $\tau_{\mathrm{c} 1}=0.05642$ | $\tau_{\mathrm{c} 2}=0.04614$ | $\tau_{\mathrm{c} 3}=0.03745$ |
| :--- | :--- | :--- |
| $A_{1}^{-} / A_{2}^{-}=1.45$ | $A_{2}^{-} / A_{3}^{-}=1.32$ | $A_{1}^{-} / A_{3}^{-}=1.90$ |
| $A_{1}^{+} / A_{2}^{+}=1.42$ | $A_{2}^{+} / A_{3}^{+}=1.38$ | $A_{1}^{+} / A_{3}^{+}=1.96$ |
| $\tau_{\mathrm{c} 1} / \tau_{\mathrm{c} 2}=1.223$ | $\tau_{\mathrm{c} 2} / \tau_{\mathrm{c} 3}=1.232$ | $\tau_{\mathrm{c} 1} / \tau_{\mathrm{c} 3}=1.506$ |
| $e_{12}^{-}=1.84$ | $e_{23}^{-}=1.33$ | $e_{13}^{-}=1.57$ |
| $e_{12}^{+}=1.74$ | $e_{23}^{+}=1.54$ | $e_{13}^{+}=1.64$ |
| $\tilde{\alpha}_{12}^{-}=-0.81 ;$ | $\tilde{\alpha}_{23}^{-}=-0.56 ;$ | $\tilde{\alpha}_{13}^{-}=-0.67 ;$ |
| $\tilde{\alpha}_{12}^{+}=-0.76$ | $\tilde{\alpha}_{23}^{+}=-0.66$ | $\tilde{\alpha}_{13}^{+}=-0.71$ |

When the critical point approaches the tricritical point, i.e., for $\tau_{c} \longrightarrow 0$, the experimentally observed decrease in the amplitude of the heat capacity anomaly indicates that $(-\tilde{\alpha}+\alpha) / \varphi>0$.

As the critical point approaches the upper critical end point, i.e., for $\tau_{c} \longrightarrow\left(T_{U}-T_{T C P}\right) / T_{T C P}=$ const, we have the following expression for the heat capacity amplitude:

$$
\begin{equation*}
A \propto\left(\frac{T_{U}-T_{T C P}}{T_{T C P}}\right)^{(-\tilde{\alpha}+\alpha) / \varphi}=\mathrm{const} . \tag{12}
\end{equation*}
$$

Let us estimate the value of the critical index $\tilde{\alpha}$ in expressions (6)-(12). Knowing the values of heat capacity amplitudes $A_{i}^{ \pm}$for mixtures with a fixed value of concentration $X$ and various values of $Z=Z_{i}(i=1,2$, 3 in Table 1) and the corresponding values of

$$
\tau_{c i}=\frac{T_{c i}-T_{T C P}}{T_{T C P}}
$$

we can determine the exponent $\varepsilon=(-\tilde{\alpha}+\alpha) / \varphi$ in expressions (8)-(12):

$$
\begin{equation*}
\varepsilon_{i j}^{ \pm}=\frac{\ln \left(A_{i}^{ \pm} / A_{j}^{ \pm}\right)}{\ln \left(\tau_{c i} / \tau_{c j}\right)} \tag{13}
\end{equation*}
$$

Table 3 contains the values of the quantities appearing in formula (13) and the critical index $\varepsilon$ determined from this expression. In determining the values of $\tau_{c i}$, we adopted the critical temperature $T^{*}=204.46 \mathrm{~K}$ corresponding to $Z^{*}=0.019$ as the tricritical temperature $T_{T C P}$. It is for this value of $Z^{*}$ that the region of threephase equilibrium disappears. Setting $\varphi=0.5$ in accordance with the classical tricritical point theory, we find
that $\tilde{\alpha}=\alpha-\varepsilon \varphi$ lies in the interval $-0.81 \leq \tilde{\alpha} \leq-0.56$. Another value of $\tilde{\alpha}$ can be obtained if we assume that the crossover index $\varphi$ differs from 0.5 . The values of critical indices $\varepsilon$ and $\tilde{\alpha}$ given in Table 3 are only estimates of these quantities. It is obvious, however, that the critical index $\tilde{\alpha}$ is rather close to the heat capacity index $\tilde{\alpha}=-1$ completely renormalized in the vicinity of the tricritical point. This value of $\tilde{\alpha}$ can be obtained by setting $\varphi \approx 0.65$. It should be emphasized that the critical index $\tilde{\alpha}$ cannot in principle be equal to 0.5 in accordance with our experimental data.

Note that the form of renormalization of the critical heat capacity anomaly observed in [5] for ${ }^{3} \mathrm{He}-{ }^{4} \mathrm{He}$ mixtures also indicates that the amplitude of the isomorphic heat capacity anomaly on the $\lambda$ line decreases as the system approaches the tricritical point; accordingly, the heat capacity at a constant chemical potential of ${ }^{3} \mathrm{He}$ at the tricritical point proper is found to be finite.

If we assume that the isomorphism hypothesis holds at the tricritical point, the above analysis of the experimental data shows that the fixation of the chemical potential of impurity components is insufficient for the behavior of the heat capacity at the tricritical point to be isomorphic to the behavior of the heat capacity of onecomponent systems in the vicinity of their tricritical points. The choice of the field variables in the vicinity of the tricritical point, for which isomorphism takes place, remains dubious.

## ACKNOWLEDGMENTS

This study was supported by the international oil-and-gas company Schlumberger Oilfield Services.

## REFERENCES

1. V. P. Voronov and E. E. Gorodetskii, Pis'ma Zh. Éksp. Teor. Fiz. 72, 740 (2000) [JETP Lett. 72, 516 (2000)].
2. E. Fernandez-Fassnacht, A. G. Williamson, A. Sivaraman, et al., J. Chem. Phys. 66, 4133 (1987).
3. Y.-N. Lin, R. J. J. Chappeler, and R. Kobayashi, J. Chem. Eng. Data 22, 402 (1973).
4. V. P. Voronov, M. Yu. Belyakov, E. E. Gorodetskii, et al., Transp. Porous Media 52, 123 (2003).
5. T. A. Alvesalo, P. M. Bergland, S. T. Islander, et al., Phys. Rev. A 4, 2354 (1971).
6. L. V. Entov, V. A. Levchenko, and V. P. Voronov, Int. J. Thermophys. 14, 221 (1993).
7. V. P. Voronov, Zh. Éksp. Teor. Fiz. 118, 163 (2000) [JETP 91, 144 (2000)].
8. L. Greek, C. M. Knobler, and R. L. Scott, J. Chem. Phys. 74, 3489 (1981).
9. A. J. Liu and M. E. Fisher, Physica A (Amsterdam) 156, 35 (1989).
10. C. Berviller, Phys. Rev. B 14, 4964 (1976).
11. R. B. Griffiths, Phys. Rev. Lett. 24, 715 (1970); Phys. Rev. B 7, 545 (1973).
12. M. E. Fisher, Phys. Rev. 176, 257 (1968).

Translated by N. Wadhwa


[^0]:    ${ }^{\text {II }}$ This article was submitted by the authors in English.

[^1]:    ${ }^{1}$ A $7 D$ universe with a global monopole with a hedgehog configuration of scalar fields only in three extra dimensions was recently considered in [13]. Our approach is different. We consider a hedgehog configuration in all $D-1$ space dimensions of $D$-dimensional space-time.

[^2]:    ${ }^{2}$ This is the only important qualitative difference between the general case $d \geq 3$ and the particular case $d=2$ considered in [1].

[^3]:    ${ }^{4}$ This article was submitted by the author in English.

[^4]:    ${ }^{\text {I }}$ This article was submitted by the authors in English.

[^5]:    ${ }^{1}$ Atomic units are used in this paper, with $m$ and $e$ being the electron mass and charge.

[^6]:    ${ }^{\text {II }}$ This article was submitted by the author in English.

[^7]:    ${ }^{1}$ The spectra were taken back in 1990 and included in the 1992 report.

[^8]:    ${ }^{1}$ For a magnetized plasma with $(\omega \tau)_{i} \gg 1$, energy dissipation due to viscosity is stronger than ohmic dissipation by a factor $m_{i} / m_{e}$ (for small $M_{A}$, the relative contribution of ohmic dissipation is even smaller). However, the specific mechanism of dissipation (when it is small and is manifested more strongly on a short scale) is immaterial for general properties of a turbulent flow.

