
  

Acoustical Physics, Vol. 46, No. 5, 2000, pp. 505–510. Translated from Akusticheski

 

œ

 

 Zhurnal, Vol. 46, No. 5, 2000, pp. 581–587.
Original Russian Text Copyright © 2000 by Andreeva, Galybin, Tarasov.

                
Vertical Structure of the Acoustic Characteristics
of Deep Scattering Layers in the Ocean

I. B. Andreeva, N. N. Galybin, and L. L. Tarasov
Andreev Acoustics Institute, Russian Academy of Sciences, ul. Shvernika 4, Moscow, 117036 Russia

e-mail: bvp@akin.ru
Received December 27, 1999

Abstract—Quantitative data on the vertical structure of the acoustic characteristics of deep scattering layers in
the ocean are obtained for the first time from multiple full-scale measurements. The measurement procedure
used to obtain the acoustic data for thousands of geographic points of the World Ocean in the frequency range
from 3 to 20 kHz is briefly described. A simplified model of the vertical structure under study is suggested in
the form of several scattering sheets that are split in depth. The parameters of the model are the depths of the
sheets, the contribution of every sheet to the total column strength, and the mean backscattering coefficient cor-
responding to every sheet. The model is illustrated by the description of the daytime structure along five sections
in the Atlantic Ocean; the lengths of these sections measure up to several thousand kilometers. The parameters
of the model are shown to depend on the oceanic conditions and the sounding frequencies. The latter is evidence
that, depending on frequency, the scattering is governed by different populations of the scattering layer inhab-
itants differently responding to variations in hydrology. In particular, for sections crossing powerful currents,
the changes in the vertical structure and the variations the model parameters essentially depend on the frequency
of sound. © 2000 MAIK “Nauka/Interperiodica”.
The properties of acoustic inhomogeneities of bio-
logical nature in the bulk of ocean waters continue to
attract the interest of researchers (see, e.g., [1]). The
horizontally extended accumulations of small living
creatures called deep scattering layers (DSL) represent
one of the most widespread type of inhomogeneities.
They were investigated in many papers; however, this
phenomenon is far from being exhaustively understood
today. In particular, the vertical structure of the acoustic
characteristics of DSL and its dependence on various
factors are poorly known.

In a deep ocean, the scattering layers are character-
ized by a fairly complicated structure in the vertical
direction. This structure depends on the ocean area and
the hydrological and biological features characteristic
of this area. The acoustical structure of DSL is poorly
understood; at least, as far as we know, there is no
exhaustive consideration of this problem in the litera-
ture. The features of this structure are known only qual-
itatively; namely, by daytime, the scattering layers
descend to depths of hundreds of meters, and, by night-
time, they rise closer to the surface. This phenomenon
is called diurnal vertical migrations of DSL. It is known
to be less pronounced in polar regions where other tem-
poral scales govern the daytime duration. The vast
majority of researchers who carried out acoustic mea-
surements published only the results concerning the
total column strength at a given point in the ocean and
give no information on the interval of depths where the
scattering occurs.
1063-7710/00/4605- $20.00 © 20505
This paper describes our data (obtained during the
expeditions organized by the Andreev Acoustics Insti-
tute, Russian Academy of Sciences) on the vertical
structure of the acoustic characteristics of DSL for a
number of areas of the Atlantic ocean. The data include
the depth-dependent coefficient of volume backscatter-
ing m and the column strength M, which is the integral of
m over the depth z. The information was obtained in day-
time for sounding frequencies from 3 to 20 kHz. The
experimental records are stored in the Andreev Acous-
tics Institute’s database on the acoustic properties of
DSL [2].

During these expeditions of the Andreev Acoustics
Institute, we used several procedures for studying the
vertical structure of DSL. On the one hand, these pro-
cedures differ in their errors and the reliability of the
results, and, on the other hand, they are of different
complexity and require different time for carrying out
the full-scale measurements. The most reliable data
were obtained either by sounding the scattering accu-
mulations with directional multifrequency cw/pulsed
lowered systems of transmission and reception or by
alternative acoustic sounding of these accumulations
with explosive sound sources from above and from
below. The first procedure requires the vessel to be
equipped with complicated stationary equipment. Both
these procedures are time-consuming; the measure-
ments at a single point can take several hours. Some
results obtained with the second procedure are pub-
lished in [3] and demonstrate the unique potentiality of
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the procedure for describing the acoustic structure of
DSL during both daytime and night.

The well known procedure using explosions of
small charges in the upper water layer as the sound
source (see, e.g., [4]) offers a “prompt” method for
determining the acoustic characteristics of DSL. This is
not a precision procedure; however, it appears simple
and convenient for sounding the DSL in a wide range
of frequencies and allows one to estimate the funda-
mental characteristics of DSL, including their vertical
structure. We obtained the data given below according
to this very procedure.

We used a small trinitrotoluene charge (0.2 kg),
which was detonated in water near the surface, and a
broadband omnidirectional receiver located near the
charge to record the pressure p of the scattered signal as
a function of time t. Within the first 0.2–0.3 s after the
explosion, the signal scattered by the surface could pre-
vail; however, later, the sound scattering in the water
bulk predominated. The surface scattering determined
the skip depth of about 150–200 m and provided no
reliable information on the vertical structure of DSL
during hours of darkness. The signal processing started
from six 1/3-octave filters in the range from 3 to
20 kHz. In every frequency band, the dependence p(t)
was squared and detected. At this point, we introduced
corrections for the sound divergence and absorption
during the propagation, as well as the factors describing
the energy characteristics of the source and the receiver,
to calculate the column strength M as a function of
time t. Then, we recalculated the function M(t) for
every frequency into M(z) assuming that the accumula-
tion of scatterers is a plane-layered one. The total column
strength is determined as M0 = M(zmax), where zmax is the
maximum depth of DSL recorded in the experiment.

At this point, the standard processing of experimen-
tal records is usually terminated (see, e.g., [5]); how-
ever, we were able to advance the processing. In princi-
ple, one can find the volume backscattering coefficient
as a function of depth m(z) by differentiating the mea-
sured function M(z) with respect to z. In our processing,
we used a simplified procedure for calculating the
derivative. Namely, we approximated the curve M(z)
by several intersecting straight-line segments whose
slopes were considered, to a certain scale, as the mean
values of m over the approximation intervals (between
the points of intersection). The number of segments and
their slopes were chosen so as to (i) reflect the behavior
of M(z) as accurately as possible and (ii) to ensure that
the average values of m in adjacent intervals differ by
no less than 5 dB and exceed the threshold values. The
choice of the number of segments (usually three seg-
ments or less) was the task of the operator, and this fact
introduced an arbitrary element in the processing.

We considered the intervals of depths selected
according to the above procedure as separate sheets of
the deep scattering layer, and the whole set of these
sheets as the model of the DSL vertical structure. The
sheets were numbered. For every ith sheet, we calcu-
lated the depths of its upper and lower boundaries, the
backscattering coefficient m determined as the mean
value of the backscattering coefficient between the
upper and lower boundaries, and the percentage ∆Mi
corresponding to the contribution of the sheet to the
total column strength M0 of the layer. These character-
istics were considered as the parameters of the DSL
model. The sheets of the DSL model could either con-
tact the adjacent sheets or be separated from them by
layers of clean water. We considered the clean water
layer as significant when its width exceeded 20 m. For
a narrower clean water layer, the sheets were combined
in the course of processing. The data given below for M
and m are measured in decibels relative to unity and to
1 m–1, respectively.

Each experiment consisted of 5–12 explosions fol-
lowing one after another every 3–5 min with subse-
quent averaging of the measured results. In a single
experiment, the scatter in the measured column
strength and scattering coefficient did not exceed 1.0–
1.5 dB, from one explosion to another; the correspond-
ing scatter in the depths of the sheet boundaries was
below 10–15 m. Such a scatter can be considered as
characteristic of random errors inherent in the measure-
ment procedure. For different experiments separated in
time by several hours or days, the scattering in the
experimental data was more significant; however, this
scatter characterizes the instability of the phenomenon
rather than the measurement error. All experiments
were carried out with the drifting vessel, which did not
allow one to reliably distinguish between the spatial
and temporal variability of the results.

Figure 1 shows the map with sections 1–5 along
which the acoustic characteristics described in this
paper were measured. The measurements were carried
out from 1960 to 1974 aboard the research vessels Petr
Lebedev and Mikhail Lomonosov.

Figure 2 shows the model of the vertical acoustic
structure of DSL typical of a deep ocean and obtained
from the data measured along section 1. The depths of
the boundaries of the model sheets are slightly
smoothed along the section. The curves correspond to
frequencies 5 and 20 kHz characteristic of DSL. For
these frequencies, scatterers of different types predom-
inate in DSL. At a frequency of 5 kHz (and near this fre-
quency), the resonance or nearly resonance scattering
on swim bladders of fishes predominates. At a rela-
tively high frequency of 20 kHz, the tissues of various
creatures with size of several centimeters and greater
play the predominant role in the scattering [3]. For fre-
quencies below 5 kHz, the level of scattering in DSL
sharply decreases, and, for frequencies above 20 kHz,
the results loose reliability because of the strong
absorption of the signal in the course of its propagation.

In the eastern part of the section, the model of the
DSL structure shows three scattering sheets for both
frequencies. The middle sheet (1) produces the major
ACOUSTICAL PHYSICS      Vol. 46      No. 5      2000
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portion of the scattered field; the inequality ∆M1 ≥ ∆M2 +
∆M3 (the substripts correspond to the sheet numbers)
holds along the entire section, and the magnitude of m1
exceeds both m2 and m3. We will call such a sheet the
principal sheet of the model, and sheets 2 and 3 the
upper and lower sheets, respectively.

At a frequency of 5 kHz, only two sheets occurred in
the western part of the section. The principal sheet (1) is
extended from 700 to 1100 m, its percentage in the col-
umn strength ∆M1 is about 90%, and the coefficient m1
is about –75 dB. The thickness of the sheet gradually
decreases in the eastern direction, and the sheet itself
raises toward the surface. In the eastern part of the sec-
tion, especially in the region of mixture of the Atlantic
and Mediterranean waters, the depth of this sheet was
very unstable and disorderly varied by hundreds of
meters within several hours. The scattering coefficient
m1 of the principal sheet showed a stable tendency
toward increasing in the Eastern direction; however, its
magnitude randomly varied along the section by sev-
eral decibels.

Above the principal sheet, a thinner and weaker
upper sheet 2 was observed at many points of the sec-
tion, and it was adjacent to the principal sheet. Sheet 2
is characterized by ∆M2 below 5–10% and the coeffi-
cient m2 by 5–8 dB less than the corresponding coeffi-
cient of the principal sheet. At lower frequencies, the
lower sheet 3 of the DSL model occurred only in the
eastern half of the section. Its bottom boundary was as
deep as 1000–1200 m and over. Despite the fact that the
scattering coefficient m3 was appreciably less than the
corresponding coefficient of the principal sheet, the
sheet 3 substantially contributed to the total column
strength. This contribution was as high as nearly 50%
for longitudes between 30° W and 40° W and exceeded
25% for other longitudes.
ACOUSTICAL PHYSICS      Vol. 46      No. 5      2000
At a frequency of 20 kHz, the pattern of the scatterer
stratification was different. In this case, the model is
composed of three sheets occupying the depth interval
from 300 to 1000 m, and this pattern holds within the
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Fig. 1. Location and numbers of the sections along which
the vertical structure of the acoustic characteristics of DSL
is described. The dots on the map correspond to the mea-
surement sites.
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whole section. The principal and upper sheets are adja-
cent to one another, and the lower sheet is separated
from the principal sheet by a 100-m-thick layer of
“clean” water. The principal sheet contribution to the
column strength ∆M1 is about 80% at the ends of the
section and decreases to 55–60% in the middle. This
effect occurs mainly due to an increase in the scattering
intensity of the lower sheet 3 where ∆M3 in the middle
of the section was as high as 40% and even greater. The
contribution of the upper sheet ∆M2 was everywhere
below several percent. The scattering coefficients mi of
all the sheets decreased from the west to east; in the
principal sheet, this coefficient decreased from –73 to
–80 dB, and in the upper and lower sheets, it decreased
from approximately –83 to –88 dB.

A simpler structure of DSL was recorded in the
Northern Atlantic, on section 2 passing along the lati-
tude 55° N and crossing the North Atlantic Current.
Here, the DSL structure can be described by a single-
sheet model with the sheet thickness of about 200 m.
The pattern holds for all frequencies and along the
whole section. Due to this fact, we omit the sheet thick-
ness and show only the depth of the upper boundary of
the sheet (see Fig. 3). This depth and the scattering
coefficient m appreciably depend on both the frequency
and the position of the measurement point on the sec-
tion. For all frequencies, the depth of the sheet
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Fig. 3. Depth of the upper boundary and the mean scattering
coefficient m of the principal scattering sheet along section 2.
The hatched region shows the position of the channel of the
North Atlantic Current.
decreases from west to east, and the low-frequency
scatterers occur deeper than the high-frequency ones.
In the stream and near the stream, the difference
between these depths was about 200 m. At the eastern
end of the section, the coefficient m averaged over the
thickness of the sheet was very low and measured from
–85 to –90 dB; in the current zone, it increased to about
–70 dB, and at the western end of the section, it again
decreased for lower frequencies and increased at a fre-
quency of 20 kHz. This is evidence that there are differ-
ences in the behavior of the inhabitants of DSL of dif-
ferent acoustic types.

The next section for which we describe the vertical
acoustic structure of DSL is section 3 passing in the
Southern Hemisphere, from the equatorial zone to the
southwest (see map in Fig. 1). The beginning of this
section corresponds to tropical waters, which are rela-
tively rich in the biological sense, and its end falls on
the biologically poor region of anticyclone circulation.
This fact correlates with the general variation of the
DSL intensity along the section, which was most pro-
nounced for lower frequencies. Two series of measure-
ments were carried out along this section (February
1961 and September 1963). Only slight systematic dif-
ferences were found between these series, although the
scatter of data measured in each of the series was quite
appreciable (especially for higher frequencies).

For a frequency of 5 kHz, the three-sheet model can
be used to describe the vertical DSL structure along the
entire section. The principal (middle) sheet 1 was usu-
ally characterized by ∆M1 ≅  80–90%, the thickness
about 200 m, and the coefficient m1 showing a general
decrease in the southern direction despite its chaotic
variations from –75 to –85 dB. From north to south, the
principal sheet gradually descended, and the depth of
its upper boundary increased from 450 to 600 m. A thin
upper sheet 2 about 50 m thick occurred much higher,
at depths of about 300 m. The parameters characteristic
of this sheet at the frequency 5 kHz are as follows: ∆M2
about 10% and m from –85 to –90 dB. In the low-fre-
quency range, the lower sheet 3 was could be detected
only for a relatively small number of points lying on the
southern half of the section. This sheet was almost
everywhere adjacent to the principal sheet, and its
lower boundary was as deep as 1200–1300 m; at a fre-
quency of 5 kHz, its contribution to the total column
strength was about 25% despite the small scattering
coefficient m3. This model failed only for the southern
end point of the section. At a frequency of 5 kHz, this
point is characterized by the existence of two principal
sheets with approximately equal values of ∆M about
40–50% and the scattering coefficients about –77 dB,
but essentially different depths: 500–700 m and 1100–
1300 m. The interval between these sheets is filled with
a weakly scattering medium characterized by m ≤ 90 dB
and ∆M of several percent. Generally, this interval of
depths should be identified as an additional sheet of the
model. The occurrence of the second, strongly scatter-
ing sheet at greater depths resulted in an increase in the
ACOUSTICAL PHYSICS      Vol. 46      No. 5      2000
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total column strength at this point by more then 10 dB. It
is quite probable that more accurate measurement pro-
cedures (such as the above-mentioned procedure of
deep-water sounding) can provide an opportunity for
detecting the deeper, strongly scattering sheet for other
points of the section.

For the frequencies 10 and 20 kHz, the pattern of the
vertical structure of DSL along section 3 showed a still
lesser stability, but allowed a description in terms of the
three-sheet model. Independently of the season, the
upper boundary of the principal sheet was located at a
depth of about 400 m in the northern part of the section
and gradually descended in the southern direction to a
depth of 500 m in February, and to a depth of 650 m in
September. In line with this process, the thickness of
the principal sheet decreased from 200 to ~100 m. The
percentage of the column strength ∆M1 disorderly var-
ied along the section from 95 to 70% showing a ten-
dency of decreasing toward the south. The scattering
coefficient m1 also showed random variations from one
measuring point to another in every expedition; the
interval of variations was from –65 to –80 dB. For
higher frequencies, the weaker upper and lower sheets
were recorded irregularly. The upper sheet was adja-
cent to the principal sheet, its contribution to the col-
umn strength was only several percent, and its thick-
ness measured tens of meters. The lower sheet extended
to a depth of 1000 m and over, but was recorded for not
all points of the section (more often, in September); it
is characterized by a relatively high value of ∆M—up to
30% for the southern part of the section. It should be
admitted that, for higher frequencies, the quantitative
information on the weakly scattering sheets along this
section is fairly contradictory and hardly can provide
reliable data.

Consider now the sections crossing the channel of
the Southern Equatorial Current. We have the results
for two sections of this kind (sections 4 and 5 in Fig. 1).
These results show that the vertical structure of DSL
drastically changes in the zone of the current.

The western equatorial section 4 passed near the
South America. To avoid coastal effects, the section
was made not strictly along the meridian. The section
starts at 2° N, i.e., in the northern part of the Equatorial
Current channel. The scattering region was not clearly
defined here and extended from 300–400 to 800 m for
higher frequencies, and even to 1200 m for lower fre-
quencies. The sheet structure was formed closer to the
equator and was especially prominent for frequencies 5
and 20 kHz.

At the frequency 5 kHz, the two-sheet model is
characteristic of section 4. Near the equator, the princi-
pal sheet occupies the depths between 630 and 750 m
and is characterized by ∆M1 ≅  90% and the scattering
coefficient m1 ≅  –50 dB. In the southern part of the sec-
tion, the sheet descended to depths 800–900 m, its ∆M1
decreased to 60–70%, and its scattering coefficient
m1 decreased to –60 dB. The upper sheet 2 was not
adjacent to the principal sheet and occupied the depths
ACOUSTICAL PHYSICS      Vol. 46      No. 5      2000
between 200 and 400 m along the whole section. Near
the equator, its contribution to the column strength
was small, and its scattering coefficient m2 was about
–65 dB. In the southern part of the section, its scattering
level increased, and the value of ∆M2 was as high as
30 to 40%.

At a frequency of 20 kHz, only one sheet was
clearly defined over most of the section. It occupied
depths between 300 and 800 m in the northern part of
the section, and depths between 250 and 450 m to the
South from the equator. The mean scattering coefficient
m of this sheet was –65 dB. For intermediate frequen-
cies, the scatterer stratification pattern was less pro-
nounced and randomly varied from point to point.

The eastern equatorial section 5 passed along the
meridian 15° W. The acoustic structure of DSL along
this section is given in Fig. 4.

For the frequencies 3–10 kHz, the principal sheet 1
(its percentage ranges from 70 to 90% of the total col-
umn strength M0 along the whole section) abruptly
changed its depth in the region of the stream. To the
north of the equator, it occupied relatively small depths
between 250 and 400 m, and, to the South, it descended
to depths between 500 and 700 m. For these low fre-
quencies, we were able to distinguish the weaker scat-
tering sheets 2 and 3 separated from the principal sheet
by intervals of clean water. The upper sheet 2 occurred
only to the south of the stream channel, and the lower
sheet 3 was observed only to the north of it. Their per-
centages ∆M were about several percent. In the north-
ern part of the section, another scattering sheet was
sometimes discernible between the depths 1200 and
1300 m in addition to sheet 3 (this sheet is not shown in
Fig. 4). The sheets 2 and 3 occupy the depths as though
they were respective continuation of the principal
sheet 1 in the southern and northern parts of the section.
This behavior is evidence in favor of the fact that only
a portion of sea inhabitants changed their depth as they
passed across the Equatorial Current. Additionally,
Fig. 4 shows the scattering coefficient m1 measured in
the principal sheet along section 5. At a frequency of
5 kHz, it was maximal (about –50 dB) near the equator
and gradually decreased to –70 dB in the northern
direction and to –80 dB to the south.

For frequencies between 15 and 20 kHz, the princi-
pal scatterers are the tissues of the DSL inhabitants.
Correspondingly, the vertical structure of DSL and its
variations along section 5 drastically changed. The
most common pattern consisted of a single scattering
sheet with a thickness of about 200 m. Its upper bound-
ary was near the depth 200 m in the middle of the sec-
tion and descended to about 350 m toward the section
ends. The scattering coefficient m of this sheet
decreased, on average, from –60 dB in the northern part
of the section to –90 dB in the southern part. However,
this regularity was violated near the equator by a nar-
row local peak of about 20 dB in magnitude. Besides,
weakly scattering lower sheets were recorded between
the depths 900 and 1000 m at two or three points of the
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Fig. 4. Model of the vertical structure and the scattering coefficient m1 of DSL along section 5 crossing the Equatorial Current at 15° W
(for the frequencies 3–10 and 15–20 kHz).
southern part of section 5 for the frequencies 15–20 kHz.
Their percentages ∆M were low; however, they showed
some increase in the southern part of the section, which
seems characteristic of the Southern Atlantic.

To conclude, we summarize the results described
above.

Multiple data of full-scale measurements of the ver-
tical structure of the acoustic characteristics of DSL in
the frequency range from 3 to 20 kHz are described for
the first time. A simplified model of this vertical struc-
ture is suggested. As a rule, the model consists of sev-
eral scattering sheets lying at different depths and
described by different numerical values of the scatter-
ing characteristics. The parameters of the model are
shown to depend on oceanic conditions and sounding
frequencies.

The model is illustrated by the description of the
vertical structure along five sections in various areas of
the Atlantic Ocean; the lengths of these sections reach
several hundreds and even thousands of kilometers. It is
noted that the construction of more accurate models of
the vertical structure of DSL requires the use of more
sophisticated procedures of full-scale measurements.
These procedures are mentioned in the paper; however,
they are not widely used for a variety of reasons.
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Abstract—A pitch extraction method is considered that employs a decision function whose maximum is
greater than the possible spurious maxima of the analyzed signal on the pitch period. Smoothing by a wavelet
window is proposed as a preprocessing procedure for the telephone signal. Experiments have shown that the
proposed pitch extraction method is advantageous in almost all situations except for the case of the undistorted
signal, where the LLK method proved to be the best one. © 2000 MAIK “Nauka/Interperiodica”.
Extracting the pitch, which is one of the basic
speech parameters, presents severe difficulties, because
(i) the speech signal is nonstationary, (ii) it contains
intervals with increasing and decreasing energy, and
(iii) the signal waveform within the pitch period may
change, including the possibility of appearance of spu-
rious maxima, whose magnitude is greater than that of
the main lobe corresponding to the moment of the
speech excitation [1]. In addition, when the speech sig-
nal is recorded, transmitted through a communication
link, and reproduced, it can experience various distor-
tions. Among these are the nonlinear clipping and fre-
quency distortions such as, for example, the suppres-
sion of the frequency spectrum near the pitch in the
telephone channel. The pitch extraction algorithms are
a substantial part of the speech identification and com-
pression systems; they require a considerable amount
of computations and time for signal processing.

The top–down identification model [2] suggests a
hierarchical search beginning with the upper hierarchy
levels toward the lower ones. For example, the order
may be as follows: sentence, syntagma, word, and syl-
lable. In the framework of this approach, first, the fea-
tures of the speech signal that indicate the end of one
information event and the beginning of the next infor-
mation event are found. Only after that are the charac-
teristic features of the signal within the selected interval
analyzed. In other words, the top–down identification
requires signal analysis methods that find the unit
events belonging to one hierarchy level. The selected
unit events can be regarded as marks of the information
boundaries. The introduction of the boundaries divides
a continuous information-carrying signal into discrete
information units. This approach reconciles the contra-
diction between the continuous nature of the informa-
tion-carrying signal and the discrete nature of the trans-
mitted information [3].
1063-7710/00/4605- $20.00 © 20511
Two important features of the top–down identifica-
tion follow from these circumstances:

(1) The boundaries between the information units
should be marked somehow in the information-carry-
ing signal. In the speech message, its natural properties,
for example, pauses in breath between sentences, may
be used as these marks, as well as artificial changes in
the signal parameters introduced at the boundaries
between the information units, for example, at junc-
tures between sentences and sintagmas.

(2) The boundaries of information messages can be
found without analyzing the signal within these bound-
aries only if the identification system generates a cer-
tain hypothetical template determined by the expected
information unit. This hypothetical template was called
the GS signal [3]. It limits the search for the boundary
to the search for the place or feature of its expected
location without considering the signal behavior within
the boundaries.

In our earlier paper [4], the hyperbolic secant func-
tion was chosen as the GS signal for the pitch extrac-
tion. A flowchart of the GS pitch extraction algorithm
is shown in Fig. 1; a time diagram illustrating its oper-
ation is given in Fig. 2.

The GS method constructs the pitch trajectory by
placing marks at the maxima of the main lobes that cor-
respond to possible moments of excitation of the
speech tract (referred to as the main lobes henceforth).
The time of the generation onset of the new main lobe
is assumed to correspond to the time when the signal
exceeds the decision function G(n) generated by the
algorithm. A significant particularity of the proposed
algorithm is the presence of the counter generation pro-
cess in the search for a solution under the condition that
the decision function must be greater than the possible
maxima on the pitch period. As G(n), one can use an
approximation of the  function by the expo-
nent K1exp(– |K2x |). Here, K1 and K2 are the factors,

x( )sech
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which are modified in the course of running the algo-
rithm. The modification of K1 and K2 adapts the decision
function G(n) to the duration of the current pitch period.

The preprocessing subjects the signal to a nonlinear
transformation and filtering in order to make the pitch
extraction more reliable. The type of preprocessing
depends on the quality of the input signal and on the
applied pitch extraction method; it will be addressed
below, after the description of the pitch extraction algo-
rithm.

For the preprocessed signal, the logarithm of its pos-
itive values is calculated. This operation allows one to
represent G(n) as a linear function of time, which sig-
nificantly simplifies the following adaptation process.
It also favors the amplitude signal normalization.

1

2

3

4

5

6

7

8
9

10

11

12

1314

Yes
No

Yes

No

s(n)

sf (n)

Preprocessing

p(n) = log(sf > 0)

Find the
maximum of p(n)

T0 : = Tocp

Estimate íbl

Estimate the maximum
of the decreasing

signal Gmax

Estimate the slope
of the decreasing

signal G(n)

Generate
the decreasing

signal G(n)

G(n) > p(n)
Find the maximum

of p(n)

Place a new
mark Mk+1

T0 = T0
kT0 = T0

k–1

Estimate the new
pitch period
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Fig. 1. Flowchart of the GS pitch extraction algorithm.

T0min
k 1– T0

k T0max
k 1–≤ ≤
In Fig. 2, Tbl is the duration of the time interval
where the decision function increases and, therefore,
where taking a decision on whether a new excitation is
present is blocked:

(1)

Here, Q < 1 is the factor, which determines the fraction
of the current period corresponding to the blocking. Ini-
tially, T0 is taken as the expected mean duration of the
speaker’s pitch. At the subsequent stages, T0 is modi-
fied.

The blocking is terminated at the time Bk; at this

point, the decision function attains its maximum 
calculated as

(2)

where Ak is the maximal logarithm of the signal corre-
sponding to the mark Mk , and D is the magnitude of the

increment of  above Ak, which is determined from

the statistics of the speech signal so as to make 
higher than the amplitude of the possible spurious max-
ima on the pitch period in order to reliably extract the
beginning of the subsequent pitch period.

The slope of the increasing part of the decision func-
tion G(n) is

(3)

The slope of the decreasing part of G(n) can be found
from Rk:

(4)

where As is the asymmetry factor determined from the
speech statistics. The decreasing part of G(n) is gener-
ated according to the formula

(5)

When G(n) becomes less than the signal logarithm,
the main lobe of the next pitch period is assumed to be
found, after which the search for the maximum of this
lobe is started. The location of the maximum is marked
by Mk + 1, and the duration of the current pitch period is
calculated as

(6)

If  remains within admissible boundaries, i.e., if

(7)

where δt is the admissible difference in the durations of
two sequential pitch periods, T0 min = 2.0 ms, and T0 max =

Tbl QT0.=

Gmax
k

Gmax
k

Ak D,+=

Gmax
k

Gmax
k

Rk D Tbl
k .⁄=

Lk Rk As,=

Gk n( ) Gmax
k Lk n Bk–( ).–=

T0
k Mk 1+ Mk.–=

T0
k

1 δt–( )T0
k 1–

T0
k 1 δt+( )T0

k 1–≤ ≤

T0  min T 0 
k

 T 0  max , ≤ ≤                                                      
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20 ms, then, T0 in formula (1) is replaced by . Oth-
erwise, T0 remains the same as at the preceding stage of
the algorithm.

As follows from the description of the GS pitch
extraction algorithm, the signal behavior within the
pitch period does not significantly affect the results of
the pitch extraction. However, the method places cer-
tain requirements on the shape of the main lobe on the
pitch period: (i) the main lobe amplitude must exceed
the function G(n) at the moment of the expected excita-
tion of the speech tract and (ii) the shape of the main
lobe near its maximum must be smooth and free from
spurious maxima on its leading edge and at its top.
These requirements imposed on the shape of the main
lobe determine the type of preprocessing performed at
the initial stage of the GS algorithm.

For extracting the pitch of the undistorted signal
whose spectrum contains the fundamental harmonic, it
is sufficient to apply an eighth-order Butterworth filter
with the cutoff frequency fc = 1500 Hz [5]. This cutoff
frequency provides a time resolution of about 0.7-ms
[6] and a constant group delay in the frequency band
near the pitch. On the other hand, at fc = 1500 Hz, the
effect of the third formant (and the higher formants),
which produces spurious local maxima in the main
lobe, is suppressed. When processing noisy signals
with the signal-to-noise ratio (SNR) from 0 to 10 dB,
we decreased the cutoff frequency of the low-pass filter
(LPF) to 800 Hz.

Figure 3a shows an oscillogram of the sentence Ne
vidali my takogo nevoda pronounced by a male speaker
(VBG). A standard pitch contour manually plotted by
the oscillogram is shown in Fig. 3b; its marks are
placed at the moments when the main excitation lobe
crosses the zero level. Figure 3c shows the pitch con-
tour obtained by the GS method. Note that the GS
method correctly processed the regions with rapid vari-
ations in the pitch trajectory at the voice/unvoice and
unvoice/voice junctures and at the short vowel a posi-
tioned between two occlusive consonants t and k in the
word takogo.

Figure 3d shows the original signal (Fig. 3a) con-
taminated with white noise with SNR = 0 dB. The pitch
contour obtained by the GS method for the noisy signal
is shown in Fig. 3e. The comparison with the template
contour (Fig. 3b) shows that, at this SNR, the pitch-
extraction quality is satisfactory. Figure 3f shows the
signal illustrated in Fig. 3a clipped at ±1 quantization
step, and Fig. 3g presents the respective pitch contour
extracted by the GS method. The comparison of Figs. 3g
and 3b shows that the pitch contour extracted by the GS
method from the clipped signal is in sufficiently good
agreement with the true pitch contour.

In the case of a signal limited to the telephone chan-
nel passband (300–3300 Hz), which is referred to as the

T0
k
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telephone signal henceforth, the low-pass filtering fails
to provide the signal quality required for the reliable
pitch extraction. A half-wave rectification does not
improve the situation significantly, because the ampli-
tude of the reconstructed harmonic is small [1]. An
enhancement of the pitch by narrowing the LPF’s pass-
band is impossible because of the low time resolution
of such a filter. Furthermore, the LPF implementation
as the Butterworth filter does not allow one to adapt it
to the pitch period when the algorithm operates in real
time.

In the case of our concern, the time-resolution of a
filter with a low cutoff frequency can be improved with
the use of the wavelet window [7] in the form of a bell-
shaped pulse [6]

(8)

where c and σ are the window parameters. The wave-
let window determined by formula (8) is illustrated in
Fig. 4. Filtering (smoothing) by the wavelet window
w(t) is performed as a convolution of the detected tele-
phone signal with the filter impulse response w(t). The
impulse response w(t) (8) is symmetric about the ori-
gin; therefore, this filter has a linear phase character-
istic.

Figure 5a presents an oscillogram of the segment
ogo of the sentence Ne vidali my takogo nevoda (an
undistorted signal, a VGB speaker). Figure 5b shows an
oscillogram of the same segment obtained from the
telephone signal. The comparison of Figs. 5a and 5b
shows that, in the telephone channel, information about
the pitch is lost to a considerable extent. This is espe-
cially noticeable at junctures between high- and low-

w t( ) 1 c2t2–( )e σ2
t
2– ,=
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Fig. 2. Time diagram illustrating the pitch extraction by the
GS method.
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Fig. 3. Examples illustrating the GS method: (a) oscillogram of the sentence Ne vidali my takogo nevoda pronounced by a male
speaker (VBG); (b) template pitch contour plotted manually; (c) pitch contour of the original signal obtained by the GS method;
(d) original signal contaminated with white noise with SNR = 0 dB; (e) pitch contour obtained by the GS method for a noisy signal;
(f) original signal clipped at ±1 quantization step; and (g) pitch contour of the clipped signal obtained by the GS method.

0

energy intervals. This effect can be attributed to over-
lapping in the telephone channel. Smoothing the tele-
phone signal by the wavelet window with c = 3.2 × 2F0
(see Appendix) restores the information about the pitch
on the stationary intervals (Fig. 5c). However, at junc-

t1 t2

Æ Æ ∆t

1.0

0

w(t)

t

Fig. 4. Wavelet window.
tures of the segments og and go, one can notice distor-
tions. Though the information about the intensity ratio
at the vowel–consonant junctures is useful for the
speech perception [8], in our case, it is superfluous and
hampers the pitch extraction.

Consider the telephone signal clipped to ±1 quanti-
zation step and preprocessed by smoothing with the
wavelet window illustrated in Fig. 5d. The figure shows
that this preprocessing provides a satisfactory quality
of the pitch-information recovery.

We experimentally compared the pitch-extraction
accuracy by the GS method with the standard pitch-
extraction methods used in the SIS system [9]: the peak
method (PIC), the cepstral method (CEP), the autocor-
relation method (AC), the Rabiner–Gold method (RG),
the filtering method (FIL), and the LLK method. As the
original speech signals, we used the sentence Ne vidali
my takogo nevoda pronounced by three male and three
ACOUSTICAL PHYSICS      Vol. 46      No. 5      2000



PITCH EXTRACTION USING A GENERATED DECISION FUNCTION 515
1207

13130 13292

Ç:10t_240.smw FOP:10000δµ  LEN:1301

(d)
905
603
301

0
–301
–603
–905

13454 13616 13778 13940 14102 14264 14426

3 4 5 6 7 8 9 10 11 12 13 14 1615 17 18 19 20

199

13130 13292

Ç:240nv10t.smw FOP:10000δµ  LEN:1301

(c)149
99
49
0

–49
–99

–149
13454 13616 13778 13940 14102 14264 14426

s(n) = 238 n = 14393
3 4 5 6 7 8 9 10 11 12 13 14 1615 17 18 19 20

282

13130 13292

Ç:vbgnv100.tif FOP:10000δµ LEN:1301

(b)212
141

70
0

–70
–141
–212

13454 13616 13778 13940 14102 14264 14426

s(n) = 263 n = 14395
3 4 5 6 7 8 9 10 11 12 13 14 1615 17 18 19 20

438

13130 13292

A:vbgnv100.dat FOP:10000δµ LEN:1301

(a)350
262
175
87
0

–87
–175

13454 13616 13778 13940 14102 14264 14426

4 5 6 7 8 9 10 11 12 13 14 1615 17 19 19203 

Fig. 5. Examples of smoothing the signal by the wavelet window. The segment ogo of the sentence Ne vidali my takogo nevoda
pronounced by a VGB speaker: (a) original undistorted signal; (b) signal limited to the telephone channel passband; (c) telephone
signal smoothed by the wavelet window; (d) clipped telephone signal after smoothing by the wavelet window.
female speakers. The original signals were sampled at
a rate of 10 kHz and quantized by a 12-bit analog-to-
digital converter. The noisy signals were produced by
adding the white noise with SNR = 5 dB. The telephone
signals were obtained by applying the original signals
to a 16-order bandpass (300–3300 Hz) Butterworth fil-
ter. The telephone signals were preprocessed using the
wavelet window.
ACOUSTICAL PHYSICS      Vol. 46      No. 5      2000
The oscillograms of the original signals were used
to manually construct the trajectories of the instanta-
neous pitch periods. Simultaneously, the original sig-
nals were segmented into voiced and unvoiced inter-
vals. In order to estimate the quality of the integral pitch
extraction methods, the template trajectory of the
instantaneous pitch periods was smoothed by the mov-
ing-average method. When the difference between the
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Generalized error of pitch extraction methods in percent

Signal type
Method

GS PIC CEP AC RG FIL LLK

Original signal 2.32 3.38 5.08 2.80 2.89 3.76 2.28

Noisy signal with SNR = 5 dB 6.25 9.44 9.10 10.06 8.79 9.75 15.00

Telephone signal 2.76 4.77 5.35 6.97 4.11 5.19 5.45
estimated and template trajectories was less than 5%, it
was ignored; differences from 5 to 15% and those
higher than 15% were classified as the small and the
large ones, respectively. Errors in making the decision
unvoiced when the signal in the template contour is
classified as a voiced one are called the v/uv errors.
Errors in making the decision voiced when the signal in
the template contour is classified as an unvoiced one are
called the uv/v errors. The percentages of the v/uv and
uv/v errors were calculated relative to the total speech
duration; the percentages of the large and small errors
were calculated relative to the vocalized part of the
speech.

The pitch-extractor performance was integrally
estimated by the norm of the multidimensional error
vector:

(9)

where δv/uv , δuv/v , δg , and δsm are the relative v/uv, uv/v,
large, and small errors in percent, respectively; wv/uv ,
wuv/v , wg , and wsm are the weighting factors, which
were assumed to be equal to 1.0. The results of our tests
averaged over all speakers and all pairwise compari-
sons between the methods are summarized in the table.
A more detailed description of this experiment and the
justification of the chosen pitch-extractor performance
criterion is given in [10]. The table shows that the GS
method was preferable in all cases except for the origi-
nal signal, where the LLK method gave slightly better
results.

APPENDIX

ESTIMATION OF THE WAVELET
WINDOW PARAMETERS

One of the requirements imposed on the wavelet
window is that its mean over an infinite interval, i.e., the
integral over –∞ < t < +∞, be equal to zero [11].
According to formula (8), we use the wavelet window

(A1)

s
1
4
--- wv /uvδv /uv

2 wuv /vδuv /v
2+(=

+ wgδg
2 wsmδsm

2+ )1/2
,

w t( ) 1 c2t2–( )e σ2
t
2– .=
As a result of the preliminary experiments, we
found that the wavelet function w(t) satisfies the uncer-
tainty relation [6]

, (A2)
where ∆t is the time resolution of the window defined as
the width of the main lobe at the zero level (see Fig. 4)
and ∆ω is the frequency resolution defined as the upper
frequency of the window spectrum at –40 dB below the
maximum. In order to meet the requirement that the
second harmonic must be filtered out, we specify ∆ω as

(A3)

where F0 is the pitch cyclic frequency. Setting w(t)
equal to zero, we find from formula (A1) that

(A4)

The requirement that the mean of the window function

be zero gives dt = 0, where w(t) is defined by

formula (A1). Since dx =  and dx =

 [12], we obtain

(A5)

By solving equations (A2)–(A5) simultaneously, c and
σ can be expressed in terms of F0:

(A6)

Using expressions (A3), one can represent c and σ as a
function of ∆ω.

The spectrum of this window is calculated as the

Fourier transform W(jω) = e–jωtdt, where w(t) is

given by formula (A1). By virtue of formula (A5) [12],
we obtain

(A7)
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where x = ω/(2σ) is the normalized angular frequency.
The spectrum is a purely real one, because w(t) is an
even function of time. The spectrum calculated from
formula (A7) is plotted in Fig. A1. This figure shows
that the smoothing of a signal by the window w(t) can
be regarded as the filtering by a bandpass finite
impulse-response filter.
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Abstract—An experimental evaluation of the space resolution of a prototype ultrasonic imaging camera with
an immersion acoustic lens is performed. It is shown that the measured parameters agree well with the theoret-
ical calculations. The measurements of the level of internal noise and the absolute sensitivity of the imaging
camera are performed; the sensitivity is found to be 0.008 Pa/Hz1/2. © 2000 MAIK “Nauka/Interperiodica”.
The physical-mathematical model of an acoustic
immersion lens for obtaining acoustic images was
described in [1]. On the basis of this model, it is possi-
ble for a given numerical aperture to optimize a number
of important parameters of the lens design, such as the
angle of view, the angle resolution over the field of
view, the side field level, the irregularity of the ampli-
tude distribution in the image plane, and some other
parameters. Since in the suggested model some
assumptions were made (the transverse waves, the scat-
tering by the lens walls, and other factors of the lens
defocusing were not taken into account), it is of interest
to compare the results of modeling with experimental
measurements. For this purpose, a series of experi-
ments were performed in a hydroacoustic tank with a
prototype ultrasonic imaging camera [2] (Fig. 1).

First we recall the principle of its operation. Two
acoustic radiators “illuminate” a given area. Acoustic
waves reflected from an object fall on an acoustic lens
that forms the image of the input pressure field distribu-
tion on a multielement piezoelectric matrix, which, in
its turn, is a target of a Unikon beam-switching tube.
This input pressure field distribution is actually the acous-
tic image of the object. Under the action of this field, a
space distribution of the electric potential is formed on
the piezoelectric matrix, which is read out line-by-line
from the matrix elements (91 rows and 75 columns) by an
electron beam sweep system. The beam current creates
a voltage across the input resistance of the videoampli-
fier, which results in conversion of a two-dimensional
potential field (the pressure field) into a one-dimen-
sional voltage function of time. Thus, the total time sig-
nal consists of 75 × 91 separate signals, or samplings,
and the duration of each sampling equals the time of the
beam travel across the matrix element.

Further, this signal, after amplification, is detected,
filtered, and fed to a 12-bit A/D converter. Synchro-
1063-7710/00/4605- $20.00 © 20518
nously with the sweep, the computer forms a matrix of
intensity values (75 × 91), which actually is the image
on the monitor screen. A single act of the matrix read-
out makes a single frame. The software permits one to
combine (average) as many as 128 frames.

DETERMINATION OF THE DISTANCE
FOR THE BEST FOCUSING

AND THE MAXIMAL RESOLUTION

The acoustic lens of our ultrasonic imaging camera
provides no adjustment for sharpness. Hence, the
sharpest image is formed only at a certain distance from
the object. It should be noted that, when the lens works
within the Fresnel zone, the small wave dimension of
the lens and its relatively “long focal length” give rise
to a pulse response of the lens that is rather extended in
the depth of the field (see [1]); i.e., the observed sharp-

Fig. 1. Photograph of the ultrasonic imaging camera.
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ness of the image will seem identical for the object dis-
placements toward the lens and away from it. However,
there is an optimal distance that provides the best
focusing.

This distance was determined by measuring the
angular width of the spatial pulse response to a signal
of a point source (a hydrophone) as a function of the
distance to the lens along the optical axis. The angular
dimension of the hydrophone is much less than the cal-
culated angular resolution of the imaging camera. A
typical pulse characteristic obtained by averaging over
128 frames and its cross section are shown in Fig. 2. In
this figure, the coordinate axes show not the numbers of
rows and columns, but the corresponding values in
degrees within the angle of view of the lens.

The angular width of the response was chosen as the
criterion for determining the distance of the best focus-
ing. The distance at which this width is minimal will be
the best. Calculations [1] show that, for a lens of diam-
eter 180 mm, the distance providing the best focusing
is 1.4 m with an angular resolution of 1.5°. The graph
in Fig. 3 illustrates the results of the experimental mea-
surements. The vertical segments show the confidence
intervals. As is seen from the graph, the agreement
between the calculated data for a distance of 1.4 m and
the experiment is quite satisfactory.

The angular dimension of the pulse characteristic
not completely determines the resolution of the lens,
because it works in the Fresnel zone, and the quality of
focusing is the same only at paraxial angles. So it was
necessary to complement the experiment with direct
measurements over the whole angle of view. For this
purpose, at a distance of 1.4 m from the lens, two point
hydrophones were installed with some shifts relative to
the horizontal axis, and the lens responses were mea-
sured similarly to the measurements of the pulse
response.

For a hydrophone spacing of 5 cm, which corre-
sponds to an angular separation of 5°, the lines of equal
level of the measured pulse response are shown in Fig. 4.
Then, the camera was rotated in the horizontal plane
through the angles ±5° and ±10° relative to the direc-
tion to the hydrophones, and the measurements were
repeated. The angular resolution, according to the Ray-
leigh criterion, was about 2° (by the level –3 dB), which
is somewhat greater than the calculated angular resolu-
tion (Fig. 5). The same measurements were carried out
in the vertical plane and with point reflectors repre-
sented by metal balls of small diameter. The results
practically coincided with those of the previous mea-
surements with hydrophones.

Some disagreement between the calculated and
measured values can be explained by the fact that the
resolution was calculated only for the lens, whereas the
experimental images were the result of the operation of
the whole system with certain inevitable instrumntation
loss.
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MEASUREMENT OF THE ABSOLUTE 
SENSITIVITY OF THE IMAGING CAMERA

WITH AN ACOUSTIC LENS

This series of experiments was aimed at determin-
ing the absolute sensitivity of the imaging camera. The
noise of the imaging camera is only of instrumentation
nature and is caused by the noise of the wideband input

–5 0 5 deg

Fig. 2. Averaged two-dimensional pulse characteristic.
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Fig. 3. Angular width of the pulse characteristic as a func-
tion of distance to the lens.
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amplifier and the shot noise of Unikon. The thermal
noise of the piezoelectric matrix and the surrounding
medium can be neglected in this case. Due to internal
noise, even in the absence of the external signal, a
“psuedoimage” of noise is formed as a sample of the
amplitudes of the detected narrow-band noise of the
amplifier (Fig. 6). To determine the absolute sensitivity
of the imaging camera, it is necessary to recalculate this
noise to the input aperture in pressure units by assum-
ing that the internal noise of the imaging camera is
absent, and the noise is coming from the outer space.
This means that referencing to the absolute value of the
acoustic pressure should be performed in a hydroacous-
tic tank.
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Fig. 5. Cross sections of the imaging camera responses to a
pair of sources in the operating field of view.
When a reference signal is generated by a hydro-
phone, it adds linearly with the noise at the input of the
amplifier, and, after transformation (amplification,
detection, and filtering), the image of the signal appears
as a peak on the background of a noise pedestal in a sin-
gle frame. Due to random imposition of noise on the
signal, its maximum value will fluctuate and migrate
over the matrix in the area close to the maximum in a
single frame. The position of the maximum of the aver-
aged pulse characteristic (Fig. 2) can be considered as
the position of the maximum of the signal that would
occur in the total absence of noise. After determining
the numbers of the row and column for the position of
the maximum in this case, one can use them for taking
random sample values of amplitudes in a digital matrix
for this point from a set of single frames of the signal–
noise mixture.

Since the signal is sinusoidal and noise is a narrow-
band one, the distribution of the probability density of
the sample values of amplitudes from the mixture is
described by a generalized Rayleigh distribution,
because the detection of the signal–noise mixture is
carried out by a linear amplitude detector:

where X is a random sample value, σ2 is the variance of
the narrow-band noise, A is the amplitude of the sinu-
soidal signal, and I0 is the modified Bessel function of
zeroth order.

Here, the unknown parameters are A and σ. We seek
their estimates by the maximum likelihood method.
The one-dimensional likelihood function has the form

,

and its logarithm can be written as

Taking a derivative of the logarithm with respect to
A and equating it to zero, we obtain the likelihood equa-
tion for A:

where I1 is a modified Bessel function of the first order.
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Fig. 6. Two-dimensional distribution of noise over the receiver matrix for a frame duration of 50 ms.
It is easy to see that, for many-dimensional sam-
pling of volume n, the likelihood equation can be writ-
ten as

For AXn/σ2 ≥ 2, we have the ratio I1/I0 ≈ 1; then, we
obtain

Thus, the estimate A =  is simply a sample
mean m1.

Now, we take a derivative of the logarithm with
respect to σ and obtain the likelihood equation for the
variance for an n-dimensional sampling:

Substituting A for the estimate , we obtain the

estimate for the variance  = M2/2 equal to half the
central sample moment of the second order.

It is also easy to find the Rao-Cramer boundaries for
the estimates of the variance and amplitude:

.

The procedure of the experimental measurements
was as follows. A point source (a transmitting hydro-
phone) was installed at a distance of 1.4 m from the
imaging camera along the optical axis. Immediately
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before the lens, near its center, a calibrated hydrophone
was placed for measuring the absolute value of the
pressure generated by the source at the lens aperture.

In the experiments, we recorded 128 single frames
of signal–noise mixture on a PC’s hard disc. Then, we
determined the coordinates of the maximum of the
pulse characteristic on the digital matrix. Those were
the 39th row and the 45th column. At this point, out of
a total of 1128 frames, we chose 128 “instantaneous”
values Xn, which formed the sample statistics. Since we
used a 12-bit A/D converter, the sample data in decimal
code should lie within 0 to 4095. The sample mean m1

was equal to 1735, the standard deviation Ã  was
equal to 297, Xmin = 891, and Xmax = 2554.

Using the above formulas, we found that  = 1735
and  = 211. Consequently, the signal-to-noise ratio in

the experiment was N = /  = 8.2. However, since the
noise at the input of aperture was actually absent, the

value of  corresponded to the pressure measured by
the reference hydrophone. It was equal to 16.5 Pa.
Hence, the effective value of noise reduced to the input
aperture was equal to 16.5 / 8.2 = 2 Pa.

The absolute sensitivity of the imaging camera can
be considered as the value of the signal for which the
signal-to-noise ratio equals unity, i.e., 2 Pa. Since the
effective bandwidth of the input and video amplifiers is
70 kHz, the normalization to a bandwidth of 1 Hz gives
a value of the absolute sensitivity of 0.008 Pa/Hz1/2.
Note that this measured sensitivity value correlates well
with theoretical calculations [1].

CONCLUSIONS

The experimental measurements showed that the
procedure suggested in [1] for calculating the parame-
ters of acoustic lenses describes with reasonable accu-

M2

Â
σ̂

Â σ̂
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racy the main features of the experimental acoustic
images formed by the ultrasonic imaging camera. The
experimentally measured value of the angular resolu-
tion over the field of view of the imaging camera was
1.8°, while the calculated value was equal to 1.5°. Since
the calculated value refers only to the lens and the mea-
sured value refers to the whole system, the difference of
17% between the estimates can be considered as a mea-
sure of technical losses.

The sensitivity of the ultrasonic imaging camera
proved to be fairly high for this kind of hydroacoustic
instruments, and it only slightly differs from the sensi-
tivity of experimental imaging cameras with matrix
receivers and electronic readout that are made as single
LSI circuits [3]. However, the latter cannot compete
with the developed prototype imaging camera in speed
of operation and cost.
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Abstract—A concept of a scanning acoustic microscope with a harmonic sounding signal for measuring the
parameters of local homogeneous regions of flat samples is proposed. The distinctive feature of the device is
the utilization of the Doppler effect that occurs in the sounding wave reflected from the sample surface when
the sample is uniformly moved relative to the focusing ultrasonic transducer of the microscope. It is theoreti-
cally demonstrated that the spectrum of the received signal is determined by the product of the reflection coef-
ficient and the transfer function of the transducer. The errors of the measurement technique are considered, and
the sources of signal distortions are analyzed. High sensitivity of the measurement results to the errors of the
scanning system is demonstrated. The developed measuring microscope is described, in which an acoustic
interferometer is used to provide the necessary precision of the scanning coordinate measurement. The micro-
scope transfer function is measured for the frequency of the sounding signal 65 MHz, and the values of density
and bulk wave velocities are determined for a homogeneous sample by the measured phase of the reflection
coefficient using the technique of nonlinear estimation of parameters. With fused quartz used as an example, it
is shown that the measurement error is 7.2% for density and 2.3 and 0.7% for the velocities of longitudinal and
transverse waves, respectively. In addition, the velocity of a leaky surface wave (SAW) is determined by two
methods. One method is based on measuring the position of the inflexion point for the experimental phase of
the reflection coefficient, and the other is based on calculating the SAW velocity corresponding to the measured
values of density and bulk wave velocities. The errors of these methods are found to be equal to 0.42 and 0.17%,
respectively. © 2000 MAIK “Nauka/Interperiodica”.
Scanning acoustic microscopy [1] provides an
opportunity not only to visualize with high resolution
the spatial distribution of structural inhomogeneities in
an object, but also to conduct the measurements of the
acoustic parameters of its local regions. One of the
measuring techniques is the so-called V(z) method [2,
3], where the output signal of the acoustic focusing
transducer V is recorded as a function of the sample dis-
placement z along the axis of the lens, perpendicularly
to the sample surface. As a rule, the shape of the curves
V(z) strongly depends on the acoustic parameters of the
local region under investigation. A technique for mea-
suring the velocity and damping of leaky surface acous-
tic waves (SAW) on the basis of analyzing the period
and amplitude of the characteristic oscillations of the
absolute value |V(z)| is widely known [4, 5].

At the same time as it was shown by Hildebrand
et al. [6] and Liang et al. [7], the spectral analysis of the
complex function V(z) provides an opportunity to
reconstruct the reflection coefficient R(θ) of a plane
sound wave as a function of its angle of incidence θ
upon the surface under investigation. This method is
potentially more informative, but it requires measuring
not only the amplitude but also the phase of the pulsed
signal V. The reflection coefficient can also be mea-
sured using the technique suggested by Nakaso et al.
1063-7710/00/4605- $20.00 © 20523
[8]. In this case, the spatial spectrum of the wave
reflected from the sample is analyzed by a receiver,
which can be oriented at various angles and has a high
angular selectivity. However, in the case of such a con-
figuration of the measuring system, it is impossible to
conduct an analysis for small angles of incidence.

Usually, it is easy enough to estimate the velocity of
a leaky surface wave according to the measured reflec-
tion coefficients, because, in the case of the critical
angle of its excitation, the phase of the reflection coef-
ficient has a sharp peak. At the same time, the measure-
ment results turn out to be distorted because of many
unavoidable factors, such as noise or a limited interval
of signal detection. Thus, a correct determination of the
velocity of a surface wave, as well as other acoustic
parameters, from experimental data is an important
problem.

This paper considers a Doppler acoustic microscope
with a harmonic sounding signal. The results obtained
by determining the parameters of an isotropic sample
(the density and the velocities of bulk and surface
waves) with the use of this microscope are presented.

The relative motion of the sample along the acoustic
axis of the lens in the measuring Doppler acoustic
microscope is conducted with a constant velocity [9].
000 MAIK “Nauka/Interperiodica”
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Because of the Doppler effect, a plane ultrasonic wave
reflected from the moving surface of the sample expe-
riences a frequency shift ωd with respect to the sound-
ing signal frequency ω0. The value of the motion veloc-
ity v0, which can be realized in the device in practice,
is much smaller than the velocity of ultrasonic waves in
an immersion medium C. Therefore, we consider only
the first-order approximation with the parameter v0/C
for the Doppler frequency:

(1)

Here, kz = k0cosθ is the component of the wave vector
k0 = ω0/C along the z-axis of the lens. The presence of
this frequency shift allows one to use a harmonic signal
as a sounding one [10] and to receive the reflected sig-
nal by processing in the frequency domain rather than
in the time domain.

In order to develop a theoretical model for an acous-
tic microscope using the Doppler effect for signal for-
mation, let us consider the scheme of the measuring
system (Fig. 1). The plane z = 0 coincides with the sam-
ple plane, and the focal plane of the acoustic lens is per-
pendicular to the z-axis. The position of the lens focus
is determined by the coordinates x = y = 0. Let us
assume that the lens forms the field h1(x, y, t) in the
focal plane. The space-time expansion of this field into
the spectrum of plane waves is determined by the Fou-
rier transform:

(2)

ωd 2kzv 0.=

H1 kx ky ω, ,( ) F h1 x y t, ,( )[ ]=

=  h1 x y t, ,( ) i ωt kxx– kyy–( ){ }exp xd yd t.d∫∫
∞–

∞

∫

Sample x

y z

V0

Focal

Transducer
V(t)

θ

Fig. 1. Schematic representation of the acoustic system of
the microscope.

plane
This wave propagates to the surface of the sample
positioned at a distance z from the focal plane; then, it
is reflected from the liquid–solid interface and returns
to the focal plane after reflection. The space-time spec-
trum of the returned wave in the focal plane can be rep-
resented in the form

(3)

Here, R(kx , ky , ω) is the reflection coefficient and
exp(–2ikzz) is the phase shift acquired by space-time
spectral components in the course of the propagation to
the sample and back [11]. Correspondingly, the field
distribution u(x, y, t) in the focal plane can be repre-
sented by the inverse Fourier transform.

Let this field be detected by a receiving acoustic sys-
tem with the space-time pulsed response h2(x, y, t). In
this case, we can represent the input signal of the
receiving system as a function of its position (xp , yp) in
the focal plane of the transmitting lens, the sample dis-
placement z from the focal plane, and time t in the form
of the convolution

(4)

On the basis of the convolution theorem, the output
signal can be written in the form

(5)

Here, we introduced the notation H2(kx, ky, ω) for
the transfer function of the receiving system analo-
gously to expression (2). The transmitting acoustic
system in the measuring system under consideration
is at the same time the receiving system. Therefore,
their independent motion is impossible, and it is nec-
essary to take xp = yp = 0.

The reflection coefficient for homogeneous and iso-
tropic samples is axially symmetric and, therefore, can
be expressed by the function R(kz, ω). In this case, by
changing over from the coordinates (kx, ky) to the coor-
dinates (kz, ϕ), expression (5) can be represented, cor-
rect to an insignificant constant factor, in the form

(6)

U kx ky ω, ,( )
=  H1 kx ky ω, ,( )R kx ky ω, ,( ) 2ikzz–( ).exp

V xp yp z t, , ,( )

=  u x y t1, ,( )h2 xp x– yp y– t t1–, ,( ) xd yd t1.d∫
∞–

∞

∫∫

V xp yp z t, , ,( )

=  F 1– H1H2R kx ky ω, ,( ) 2ikzz–( )exp[ ] .

V z t,( )

=  H0 kz ω,( )R kz ω,( ) i 2kzz ωt+( )–{ }exp kzd ω.d∫
∞–

∞

∫
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Here, the generalized transfer function of the micro-
scope is determined by the expression

(7)

To study anisotropic samples, the common practice
is to use a cylindrical acoustic lens [5]. The aperture
(transfer) function of such a system can be approxi-
mately represented by the expression

(8)

Here, δ() is the delta-function, and the angle ϕ0 deter-
mines the orientation of the cylindrical lens in the focal
plane. It is easy to demonstrate that the output signal of
the microscope in the case of an anisotropic sample is
also described by expression (6), the reflection coeffi-
cient being measured in the direction determined by the
orientation of the cylindrical lens R(kz, ω) = R(kz, ϕ0, ω),
and the generalized transfer function being equal to

(9)

Both considered examples of acoustic lens systems
can be used in a Doppler microscope with a harmonic
sounding signal. In the case of utilization of a harmonic
sounding signal with the frequency ω0, the generalized
transfer function is determined by the expression

(10)

Let the lens motion be governed by the law z = v0t.
In this case, with the change of variables according to
expression (1), formula (6) is recast in the form

(11)

and, if we ignore an insignificant constant factor, the
spectrum of this output signal can be represented as

(12)

Thus, the spectral density of the received Doppler
signal is determined by the product of the reflection
coefficient and the generalized transfer function of the
acoustic system. From the qualitative point of view, this
relationship is grounded on the fact that different com-
ponents of the angular spectrum of the ultrasonic wave
acquire different frequency shifts as a result of the
reflection from a moving surface. The values of the fre-
quency shifts depend on the angle of propagation of the
considered components of the angular spectrum, which
determines the possibility of separating their responses
in the resulting output signal.
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Now let us consider the influence of the characteris-
tic instrumental errors inherent in all modifications of
measuring microscopes upon a reconstructed spectrum.
For this purpose, we represent the output signal as a
function of the sample displacement z:

(13)

Here, we used the notation k = 2kz (for short).
The signal detected in the experiment differs from

signal (13) obtained from the theoretical model. It is
evident that noise of radioelectronic origin is present in
the real signal, and the result of measurements is
affected by the parameters of the immersion medium,
which may vary, e.g., with temperature. The received
signal is also distorted because of the inaccuracy of the
scanning mechanical system, manifests itself as errors
in the measurement of the z coordinate and in the incli-
nation of the acoustic axis of the transducer in the
course of motion. Moreover, it is possible to measure
the signal only for a finite interval of displacements z,
while the theoretical signal is unbounded in its duration
because of the finiteness of its spectrum.

Let the displacement of the acoustic system be mea-
sured with an error, and the direction of motion slightly
deviate from the normal to the surface of the flat sam-
ple. It is natural to assume that a linear error is small as
compared to the focal length, and the constant and vari-
able components of the angular error are small as com-
pared to the aperture angle. In addition, let the general-
ized transfer function of the system be a smooth func-
tion. This allows us to ignore its variation within the
limits of the angular aperture, because of the inclination
of the acoustic system in the course of motion.

Thus, the imperfection of the scanning system can
be expressed by the error of measurement of the scan-
ning coordinate z0 + ε(z), which has a constant and a
variable parts. Then, the measured signal VR(z) can be
represented in the form

(14)

In this expression, the gate function is p(z) = 0 for |z| >
D/2, where D is the gate width equal to the length of the
interval of signal detection. The spectrum of the mea-
sured signal has the form

(15)

V z( ) F 1– S0 k( )[ ]=

=  H0 k( )R k( ) ikz–( )exp k.d

∞–

∞

∫

V R z( ) p z( ) S0 k( ) ik z z0 ε z( )+ +( )–{ }exp k.d

∞–

∞

∫=

SR k( ) F V R z( )[ ] S0 l( ) ilz0–( )A l k,( )exp l,d

∞–

∞

∫= =

A l k,( ) p z( ) ilε z( )–( ) i k l–( )z( )expexp z.d

∞–

∞

∫=



526 BOGACHENKOV et al.
This result shows that the experimental spectrum is
determined by the superposition of the ideal spectrum
and the instrument function A. If there is no error in the
measuring system ε(z) = 0, the instrument function
becomes a space-invariant function

(16)

Then, the resulting spectrum is determined by the con-
volution

(17)

The angular resolution of the technique or, in other
words, the width ∆k of the instrument function A, is
determined mainly by the width D of the gate function
∆k ~ 1/D. The gate functions used in spectral analysis
(for example, the Hamming function) insignificantly
degrade the resolution in comparison with a rectangular
function, but they suppress to a considerable extent the
parasitic oscillations in the regions of sharp variations
of the spectrum SR(k). Typical kinds of spectrum dis-
tortions because of the finiteness of the interval of sig-
nal detection were considered, in particular, by Liang
et al. [7], Bogachenkov, and Titov [10].

The phase factor exp(–ikz0) expresses mainly the
error in the determination of the position of the focal
plane. Usually, the value of z0 does not exceed several
ultrasonic wavelengths in the immersion liquid λ, and,
therefore, the period 1/z0 of the function exp(–ikz0) far
exceeds the width ∆k of the instrument function A0.
Thus, a slowly varying phase factor is present in the
experimental spectrum. This factor must be taken into
account when interpreting the experimental results.

If the errors of the mechanical system are nonnegli-
gible, ε(z) ≠ 0, we can assume that the gate function p(z)
in expression (15) is modulated by an additional phase
factor exp{–ilε(z)}. The effect of this modulation upon
the instrument function consists in its broadening and
rise of numerous powerful sidelobes. If the value of the
error becomes comparable with the wavelength λ, then
the level of such distortions becomes unacceptable.
This conclusion is confirmed by the results of numeri-
cal simulations and by experimental data. Hence, it is
necessary to require the following:

(18)

In the previously developed Doppler microscope
with a harmonic sounding signal of frequency 300 MHz,
in order to provide the necessary precision of measure-
ment of the scanning coordinate, a laser interferometer
was used [10]. The microscope described in this paper
employs an acoustic interferometer.

The focusing transducer of the microscope and the
acoustic interferometer formed by a flat transducer
were positioned close to each other and excited by har-
monic signals with the frequency ω0/2π = 65 MHz. The
output voltages of the transducers, which corresponded
to the waves reflected from the sample, were subjected
to A/D conversion (after radio-wave processing), and

A l k,( ) F p z( )[ ] A0 l k–( ).= =

SR k( ) S0 k( ) ikz0–( )exp{ }  * A0 k( ).=

ε z( ) ! λ .
their further processing was conducted in digital form.
The maximal value of the signal-to-noise ratio was no
less than 30 dB. The acoustic lens had a focusing dis-
tance of 2.7 mm and a aperture half-angle of 40°, while
the diameter of the transducer interferometer was equal
to 2 mm. The motion of the acoustic element with
respect to the sample was performed by an electromag-
netic scanning system with an elastic suspension utiliz-
ing membranes. The motion velocity was maintained
approximately equal to v0 = 6.2 mm/s by controlling
the scanner with the use of a velocity feedback, and
the length of the interval of signal detection was D =
1.85 mm.

The interferometer signal is formed on account of
the reflection of a quasi-plane ultrasonic wave from the
surface of the moving sample. Since the focused and
plane waves are transmitted through the same liquid
cell and reflected from the same surface, the result of
measurement proves to be more resistant to vibrations
and changes in sound velocity in the immersion
medium as compared to the previous scheme of the
device. The inherent error of the interferometer caused
by the diffraction effects can be determined according
to Lependin [15]. The numerical estimates of distor-
tions of the phase of the interferometer signal, which
were made for specific parameters of the measurement
system, show that the diffraction component of the
error does not exceed 0.01λ = 0.23 µm. The Abbe error
due to the deviation of the motion from a rectilinear one
in the case of the misalignment of the acoustic axes of
the interferometer and the lens turns out to be more sig-
nificant [16]. This component of the error is equal to
Lsin(δθ), where L = 5 mm is the distance between the
aforementioned axes and δθ is the variation of the
angular position of the sample in the course of the sig-
nal recording. The value of δθ = 2 × 10–4 rad was mea-
sured by the deviation of a laser beam reflected from a
mirror moving together with the sample. Thus, the error
in the measurement of the scanning coordinate is
approximately 1 µm, which meets condition (18).

Processing of the received signals consisted of the
following steps. The phase of the interferometric sig-
nal, which reflected the real law of the mechanical
scanner motion z = z(t), was measured by a complex
demodulation [14]. In order to compensate the incon-
stancy of the velocity, the signal of the focusing trans-
ducer V was determined at the instants tn = tinv(δzn),
where tinv is the function inverse to the function z(t), δz
is the interval of discretization in the coordinate z, and
n is an integer. The digital signal Vn corrected in such a
way was subjected to the spectral analysis. On the basis
of expressions (12) and (1), the spectral density of this
signal was represented as a function of the angle S(θ) =
H0(θ)R(θ) and used for measuring the transfer function
of the microscope and the acoustic parameters of the
samples.

The transfer function of the system can be measured
by studying a material, whose reflection coefficient is
ACOUSTICAL PHYSICS      Vol. 46      No. 5      2000
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Fig. 2. The magnitude |V(z)| and phase arg(V(z)) of the signal measured for lead and the magnitude |HR(θ)| and phase arg(HR(θ)) of
the transfer function of the microscope.
constant within the aperture angle of the lens system.
Lead was used as such a reference material. It has a low
velocity of longitudinal waves CL = 2200 m/s and a
high density ρ = 11.2 g/cm3. Water at a temperature of
21°C was the immersion medium. The sound velocity
in it was C = 1485 m/s.

The reflection coefficient of a plane wave incident
from a liquid upon a homogeneous isotropic solid half-
space can be calculated according to the formula [12]

(19)

where ZL = ρCL/cosθL, ZT = ρCT/cosθT, and ZL =
ρ0C/cosθ are the impedances, ρ0 is the liquid density,
and the propagation angles θL and θT of longitudinal
and transverse waves in the solid satisfy the relation-
ships sinθL = CLsinθ/C and sinθT = CTsinθ/C.

The critical angle of a longitudinal wave for the
lead–water pair is equal to θ1 = arcsin(C/CL) = 42.5°,
which exceeds the aperture angle of the acoustic lens.
As follows from formula (19), the absolute value of the
reflection coefficient for the angles θ < θ1 by virtue of
strong mismatch of impedances is approximately equal
to 0.9, and its phase is exactly equal to zero. Thus, the
signal spectrum (Fig. 2) measured for lead can be
treated as the experimental transfer function of the
measuring system HR(k) = HR(θ).

The signal for quartz (Fig. 3) has characteristic
oscillations within the interval of negative values of z,
in contrast to the signal for lead. As it was noted above,
such oscillations in the functions V(z) occur when the
excitation of leaky surface waves takes place. In this
case, the phase of the reflection coefficient and, there-
fore, the phase of the signal spectrum, experience a

R θ( )
ZL 2θTcos

2
ZT 2θTsin

2
Z–+

ZL 2θTcos
2

ZT 2θTsin
2

Z+ +
-------------------------------------------------------------------,=
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jump by a value somewhat less than 2π in the region of
the critical angle of SAW excitation θR.

The velocity of a leaky surface wave CR1 was mea-
sured by the obtained dependences. Preliminarily, the
phase of the reflection coefficient arg(RR(θ)) was esti-
mated in the region of the critical angle as the differ-
ence between the phases of the measured signal and the
transfer function: arg(S(θ)) – arg(HR(θ)). After that, we
determined the position θR of the maximum of the
derivative of the phase of reflection coefficient, and the
velocity was calculated by the formula CR1 = C/sin(θR).
The results of the measurements are given in the table.

From the theoretical point of view, the velocity of a
leaky surface wave is determined by the positions of the
poles and zeros of the reflection coefficient [12], and
the technique used above is approximate. The results of
numerical simulations show that such an approxima-
tion is fairly accurate. For example, for fused quartz,
the velocity calculated by the point of inflexion of the
phase is higher than the theoretical value by 2 m/s.

The phases of the reflection coefficient measured in
the region of the critical Rayleigh angle (Fig. 4) were
also used for a nonlinear evaluation of the parameters
of the studied object: the density ρ and the velocities of
longitudinal and transverse waves CL and CT . The solu-
tion was sought in the form of the vector (ρ, CL, CT) that
minimizes the objective function equal to the sum of
the squares of deviations of the experimental data and
the values of a model function. As the model func-
tion, we used the phase of the reflection coefficient
arg{R(θ)} calculated according to formula (19), and the
initial approximation was selected in the form of the
vector (ρ = 3 g/cm3, CL = 2CR1, CT = CR1), where CR1 is
the previously measured value of the velocity of a leaky
SAW. The calculations were conducted with the help of
the MATLAB software package. In particular, the “cur-
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Fig. 3. The magnitude |V(z)| and phase arg(V(z)) of the signal measured for fused quartz and the magnitude |S(θ)| and phase arg(S(θ))
of its spectrum.
vefit” function realizing the Lewenberg–Marquardt
minimization algorithm was used [13].

The processing results given in the table demon-
strate that the best relative error (0.7%) is attained for
the velocity of transverse waves. This effect can be eas-
ily explained, since there is a strong coupling between
the velocity of a transverse wave and the velocity of
Rayleigh waves (0.87 < CR/CT < 0.95), and the velocity
of a surface wave can be measured to a relatively high
accuracy. The measured density value (ρ = 2.07 g/cm3)
is somewhat below the real one, which can be explained
as follows. The result of measuring the phase of the
reflection coefficient is smoothed out on account of the
convolution with the instrument function, and a more
smooth behavior of the phase of the reflection coeffi-
cient corresponds to a material with a lower density.
This means that, in order to increase the precision of
measurements, it is desirable to perform the deconvolu-
tion of the experimental spectrum or to smooth out the
model reflection coefficient in the course of fitting.

The values obtained for the density and the veloci-
ties of bulk waves were used, in turn, for the determina-
tion of the velocity of a leaky SAW. The reflection coef-
ficient was calculated by the reconstructed parameters
(ρ, CL, CT), its pole and zero in the region of the Ray-
leigh angle were determined, and the velocity of a leaky
wave CR2 was calculated by the real part of these singu-
larities. As one can see from the table, the relative error
of measurement for this technique is 0.17%, which is
noticeably less than the error of measurement by the
point of inflexion of the phase (0.42%). Apparently, the
measuring result of CR2 is more stable, because, in the
process of the determination of the parameters (ρ, CL,
CT), the selection of the best approximation for the
measured phase of the reflection coefficient is per-
formed, and the full information is used rather than the
data on a local interval.

The main results of this study are as follows. An
acoustic microscope with a harmonic sounding signal
was designed. This microscope is intended for measur-
ing the acoustic parameters of the homogeneous isotro-
pic regions of flat samples. The theoretical analysis of
the error inherent in the technique demonstrated high
sensitivity of measurement results to the errors of the
Results of measurements for fused quartz

Parameter Measured value, 〈C〉 Variance, σ Relative error,
3σ/〈C〉 , % Known value [1]

CR1, m/s 3437 4.8 0.42 3429.1*

ρ, g/cm3 2.07 0.05 7.2 2.2

CL1, m/s 5898 45 2.3 5970

CT, m/s 3779.5 9.2 0.7 3765

CR2, m/s 3432.7 2.0 0.17 3429.1*

* Calculated for the known parameters and the temperature of water 21°C.
ACOUSTICAL PHYSICS      Vol. 46      No. 5      2000
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scanning system. Therefore, an acoustic interferometer
is utilized in this device for detecting the displacement
of the sample plane. An algorithm for the determination
of the sample parameters, namely, the density and
velocities of longitudinal and transverse waves and
leaky surface waves, by the measured phase of the
reflection coefficient is developed. Using fused quartz
as an example, it was demonstrated that the measure-
ment error is 7.2% for the density and 2.3 and 0.7% for
the velocities of longitudinal and transverse waves,
respectively. The error in the determination of the
velocity of a leaky SAW by calculating the singularity
of the reflection coefficient corresponding to the mea-
sured values of density and bulk wave velocities is
equal to 0.17%, which is much better than the error in
the direct determination of the SAW velocity by the
phase of the measured reflection coefficient (0.42%).

–4

0.38 0.42

arg(S), rad

θ, rad

–5

–3

–2

–1

0

0.40 0.44 0.46 0.48 0.50 0.52
–6

Fig. 4. Phase of the reflection coefficient for fused quartz:
the dots show the results of measurements, and the solid line
corresponds to the results of calculation for the determined
parameters (ρ, CL, CT).
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Abstract—An acoustical method is proposed for the determination of the elastic and piezoelectric constants of
crystals of classes 6mm and 4mm. The method is based on the technique developed for orthorhombic crystals
of class mm2 and described in the previous paper [9]. Only three samples are required for the determination of
all elastic and piezoelectric constants of crystals belonging to the two symmetry classes of interest; for the crys-
tals of class 6mm, only two samples are necessary. The proposed method can be used only when the signs of
the piezoelectric constants are known beforehand. Knowing the sign of electrostriction for the crystals under
study, the relative signs of the piezoelectric constants can be uniquely determined in accordance with the data
reported earlier [10]. This approach allows one to extend the method used in the previous paper [9] to crystals
of classes 6mm and 4mm. © 2000 MAIK “Nauka/Interperiodica”.
Permanent interest in the determination of the elas-
tic and piezoelectric constants of crystals is driven by
the fact that, along with the density and permittivity,
these constants are the fundamental parameters of a
material. For much-studied crystals, these constants are
refined [1], and for new materials, they are determined
for the first time [2]. In most cases, the piezoelectric
constants are measured by the resonance method [1–3].
However, this method has some disadvantages and is
not always applicable. Therefore, a search for new
methods of measuring the piezoelectric constants is
currently in progress [4–7]. Recently, an acoustical
method for the determination of these constants was
proposed by the author of this paper [8, 9]. In the cited

papers, the elastic  and piezoelectric empq constants
were determined for a variety of crystals (of classes 23,

m, 422, m, 622, and mm2), and requirements to
the accuracy of the phase velocity measurements (δV ~
1 m/s) and the sample orientation (δϕ ~ 20') were spec-
ified for the case K2 ~ 0.01 in order to determine empq

with an accuracy of ~10%. The requirements imposed
on the sample and transducer dimensions and on the
sound wavelength are as follows [8]: the selected
dimensions should provide such conditions that the
phase velocity of a plane wave propagating in the
sample is equal to that observed in an unbounded
crystal. In this paper, we consider the crystals of sym-
metry classes 6mm and 4mm.

As in the previous publications, we assume that the
density ρ of the samples and their permittivity compo-

cijkl
E

43 42
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nents  are known. For simplification, we will drop

the superscripts marking the quantities  and  (E
indicates that the measurements were taken in a con-
stant electric field, and ξ denotes the measurements

taken at constant strains). Thus, we have cijkl ≡  and

εmn ≡ .

The determination of the elastic and piezoelectric
constants of crystals by the acoustical method is based

on the measurements of the phase velocities  of
elastic waves and was described in detail in the previ-
ous papers [8, 9]. (The bracketed subscripts marking
the velocity V are the direction cosines (or their multi-
ples) of the wave normal n, and the bracketed super-
scripts are those of the displacement u.)

Crystals of classes 6mm and 4mm have a higher
symmetry than orthorhombic crystals of class mm2 for
which the determination of the elastic and piezoelectric
constants is described in [9]. In crystals of the two sym-
metry classes under study, the crystal axis X2 is equiva-
lent to the crystal axis X1, and, hence, these crystals
have c11 = c22, c13 = c23, c44 = c55, e31 = e32, e15 = e24, and
ε11 = ε22. These relations have some consequences for
the measurement technique. On the one hand, they
allow one (taking into account the equivalence of the X1-
and X2-axes) either to noticeably reduce the number of
measurements or to increase the accuracy in the deter-
mination of the constants of interest by performing the
necessary measurements along both axes. On the other

εmn
ξ

cijkl
E εmn

ξ

cijkl
E

εmn
ξ

V n1n2n3[ ]
u1u2u3[ ]
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hand, they make it impossible to determine the constant
e33 and, hence, the constant c13. In the cited paper [9], it
was assumed that the signs of the piezoelectric con-
stants were unknown, which made the procedure of
their determination much more complicated and
restricted the variety of the crystals under investigation
to the mm2 class for which e31 ≠ e32 and e15 ≠ e24. These
inequalities are necessary for an unambiguous determi-
nation of e33. Therefore, the measuring technique
described in [9] cannot be applied to the crystals of
classes 6mm and 4mm studied in this paper. However,
this difficulty can be overcome, if the signs of the
piezoelectric constants are known in advance. Then, in
most cases, the ambiguity in the determination of the
piezoelectric constants is automatically eliminated. For
example, if we know that e15 > 0, the sign of the square

root e15 = ±  will be uniquely defined.

For the determination of all elastic and piezoelectric
constants of crystals belonging to the 6mm and 4mm
classes, three samples are necessary:

sample 1 is oriented strictly along the crystal axes
X1, X2, and X3;

sample 2 is rotated about the X3 axis through the
angle α = 45°;

sample 3 is rotated about the X2 (or X1) axis through
the angle ϕ . 25°–30°.

For crystals of class 6mm, only two samples,
namely, samples 1 and 3, are required.

The measurements on sample 1 provide the con-

stants c11 = c22, , c44 = c55,  = , c66, and  =

, where

The relationships between these constants and the

velocities  are shown in the table. (The sign of

the piezoelectric constant e15 = ±  will be deter-
mined below.)

The elastic constant c12 is determined from the

measurements of the velocities  and  on
sample 2, i.e., the measurements of the velocities of
elastic waves propagating in the [110] direction and
polarized in the X1X2 plane. The formula for calculating
the constant c12 has the form

(1)

which is obtained from the expression for c12 from [9].
For crystals of class 6mm, the elastic constant c66 in

not an independent one: c66 = 0.5(c11 – c12). Therefore,
the elastic constant c12 can be determined without using
sample 2:

(2)

e15
2

c33
D c44

D c55
D e15

2

e24
2

c33
D c33 e33

2 /ε33, c55
D+ c55 e15

2 /ε11.+= =

V n1n2n3[ ]
u1u2u3[ ]

e15
2

V 110[ ]
110[ ] V 110[ ]

110[ ]

c12 ρ V 110[ ]
110[ ]( )2

V 110[ ]
110[ ]( )

2
–[ ] c66,–=

c12 c11 2c66.–=
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On sample 2, it is advisable also to measure the velocity

, i.e., the velocity of a shear wave propagating in
the [110] direction and polarized along the X3 axis.
Knowing this velocity, it is possible to refine the value

of :

(3)

(see [9] with allowance for the symmetry of the crystals
under study).

The unknown constants c13, e31, and e33 are deter-
mined from the measurements on sample 3. For this
purpose, it is necessary to measure the velocities of the
elastic waves polarized in the X1X3 plane (the quasi-lon-
gitudinal and quasi-transverse waves) in two orthogo-
nal directions, i.e., the velocities

Here, the bracketed superscripts, 1 and 2, correspond
to the quasi-longitudinal and quasi-transverse waves,
respectively. These data are sufficient for the determi-
nation of e31, e33, and c13. The calculation is performed
according to the scheme described in [9]. However, in
this scheme, it is necessary to introduce some changes
related to taking into account the specific signs of the
sought-for piezoelectric constants.

In the recent publication [10], it was shown that the
relative signs of the piezoelectric constants of crystals
belonging to the classes 6mm, 4mm, and mm2 are not
arbitrary but are determined by the sign of electrostric-
tion of these crystals. Specifically, the results reported
in [10] offer the following conclusions:

1. For all piezoelectric crystals, the signs of all like
piezoelectric constants (dmij, emij, gmij, and hmij) that are
used with differently selected sets of independent vari-
ables should be identical; i.e., the signs of d33 and e33
coincide. For crystals of symmetry classes under study,
it is generally agreed [11] that d33 > 0 and, hence, e33 > 0.

2. When the choice of independent variables is
made, the relative signs of the piezoelectric constants of
crystals belonging to the classes 6mm, 4mm, and mm2
depend on the type of electrostriction of each specific
crystal:

(a) crystals with positive electrostriction have

e33 > 0,  e31 < 0,  e32 < 0,  e15 > 0,  e24 > 0;

V 110[ ]
001[ ]

e15
2

e15
2 ε11 ρ V 110[ ]

001[ ]( )2
c55–[ ]=

V n10n3[ ]
1[ ] , V n10n3[ ]

2[ ] , V n30n1[ ]
1[ ] , and V n30n1[ ]

2[ ] .

Table
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D

/ρ=
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(b) crystals with negative electrostriction have

e33 > 0,  e31 < 0,  e32 < 0,  e15 < 0,  e24 < 0.

With allowance for the given signs of the piezoelec-
tric constants, their determination is performed as fol-
lows.

I. Determination of e15(e24). Since the experiment

provides the value of , we obtain e15 = ± . The
sign of the square root is selected automatically:

1. For crystals with positive electrostriction, we
have

2. For crystals with negative electrostriction, we
have

II. Determination of e31(e32). For all crystals of
symmetry classes under study (with both positive and
negative electrostriction), we have e31 < 0. Therefore,
the right-hand side of expression (4) from paper [9],

must be negative. However, the sign of e15 depends on
the sign of electrostriction. Then:

1. For crystals with positive electrostriction, we
have

(a) if m > , the sign of the square root is uniquely
determined:

(b) if m < , the ambiguity remains. However, in
the following calculations, it is eliminated, as was
shown in [9].

2. For crystals with negative electrostriction, we
have

The solution will be physically meaningful when m >

 and the minus sign is taken before the square root.
Thus, in this case, the constant e31 is unambiguously
determined:

III. Determination of e33. The piezoelectric con-
stant e33 is determined by expression (4) from [9]:

(4)

e15
2 e15

2

e15 + … .=

e15 …–  .=

e31 e15– m,±=

e31 e15– m;±=

e15
2

e31 e15– m;–=

e15
2

e31 e15 m.±=

e15
2

e31 e15 m.–=

e33

ε33

ε11
------e15 1 1

ε11k

ε33e15
2

-------------–± .=
For all crystals under study, e33 > 0. However, the
crystals with positive and negative electrostriction
should be treated in different ways.

1. Crystals with positive electrostriction.

We note that the quantity k involved in the radicand
in expression (4) can be both positive and negative.

(a) The case k > 0.

Solution (4) has a physical meaning only when the
condition

is fulfilled. (If this is not the case, one can conclude that
the accuracy of the measurements is low.) With this
condition being satisfied, the radicand in expression (4)
is less than unity. Then, we have

and the expression enclosed in the square brackets in
(4) is positive, no matter what the sign of the square
root. Thus, both solutions are physically meaningful,
and the ambiguity in the determination of e33 persists.

(b) The case k < 0.

When k < 0, the radicand is greater than unity; i.e.,

and, since e33 > 0, the only possible sign in (4) is the
plus sign. Then, for k < 0, we obtain

.

2. Crystals with negative electrostriction.

Crystals with negative electrostriction have e15 < 0,
and expression (4) takes the form

.

Since e33 > 0, the expression enclosed in the square
brackets must be negative, so that the radicand is posi-
tive and greater than unity, and the square root should
be taken with the minus sign. Hence, the quantity k
should be negative. The positive values of this quantity,
k > 0, mean that the measurement errors are too large.

ε11k

ε33e15
2

------------- 1<

1
ε11k

ε33e15
2

-------------– 1,<

1
ε11 k

ε33e15
2

-------------+ 1,>

e33

ε33

ε11
------e15 1 1

ε11 k
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Thus, for crystals with negative electrostriction, the
constant e33 is unambiguously determined:

.

From the above consideration, it follows that, in most
cases, for crystals of classes 6mm and 4mm, the piezo-
electric constants e31(e32), e33, and e15(e24) are unambig-
uously determined, provided that their signs are known
beforehand. The only exclusion is the determination of
e33 when

It is only in this case that the constant e33 cannot be
uniquely determined.

Thus, from the measurements on sample 3, we deter-

mine the constants e31 and e33. Then, knowing , we
calculate c33. Using expression (7) from [9], we deter-
mine c13. Hence, the method proposed in [9] allows one
to determine all elastic and piezoelectric constants for
crystals of symmetry classes 6mm and 4mm.

e33
ε33

ε11
------– e15 1 1

ε11 k

ε33e15
2

-------------+–=

m e15
2 , k 0 and

ε11k

ε33e15
2

------------- 1.<><

c33
D
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Abstract—Experimental and numerical studies of the effect of surface and internal tides on 315-Hz sound
waves propagating along fixed paths, 260 m to 23 km in lengths, oriented across the shelf of the Sea of Japan,
are discussed. The measurements are performed using self-contained radio-hydroacoustic receiving stations,
which are equipped with hydrophones and scalar-vector receivers, and two vertical acoustic-hydrophysical
measuring systems. For the sound signals propagating along the longer paths, the intensity fluctuations are
shown to loose their linear relation to the tide-caused changes in the waveguide parameters because of the
refraction by the sound speed inhomogeneities induced by different hydrodynamic processes. However, it is
established that the phase variations can serve as quantitative indicators of the integral changes in the waveguide
parameters. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Nowadays, to monitor hydrophysical processes over
sea areas, “translucence” acoustic methods based on
sounding the water medium by continuous or pulsed
signals are thought to be the most promising ones [1].
Sound waves are refracted and scattered by the spatial
inhomogeneities of the sound speed field, which are
produced by both front and vortex structures, as well as
by the seasonal pycnocline perturbed by the wave of
internal tide and short internal waves (IW) propagating
along it. All these phenomena affect the propagation of
sound waves. The problem is to obtain information on
this effect.

In the late 1960s, American scientists arranged an
acoustic path across the Florida Strait, between Miami
and Bimini [2]. Long-term observations showed that
the variations in the parameters of the sound signal
(especially, the signal phase) were governed by
changes that occurred in the Gulf Stream due to the
effect of tides. The tidal effects are natural harmonic
sources of periodic perturbations for hydrophysical
fields, these perturbations affect the sound propagation
in the water layer. Their periodicity considerably sim-
plifies the selection of these effects from the back-
ground variations in the parameters for the sound field
that propagates in an irregular acoustic waveguide, e.g.,
in the shelf zone of a tidal sea.

In this paper, we consider the effect of the surface
tide and tide-caused perturbations on the low-fre-
quency sound field for the shelf of the Sea of Japan. The
study is based on the analysis of in-sea measurements
1063-7710/00/4605- $20.00 © 20534
carried out on fixed paths, 260 m and 23 km in length,
oriented across the shelf. We also use data of numerical
experiments that allow one to study the effects of the
surface and internal tides in a “pure” form in the frame-
work of the mode approach. By comparing the data of
acoustic measurements performed on the same paths in
different hydrological conditions, we managed to quan-
titatively estimate the effects of the surface tide and the
displacement of the temperature front extending along
the shelf and to extract the variations that occur in the
parameters of the acoustic field due to the internal tide
waves propagating over the seasonal pycnocline.

EXPERIMENTAL SITE AND NUMERICAL 
MODELING

Figure 1 shows the map of the region where the
experiments were carried out. The points of sound
transmission and reception and the propagation paths
are indicated in the map. The experimental site area is
nearly free of ice all over the year: in winter, ice is only
formed in the coastal zone and in harbors. In these
regions, because of cooling (down to –1.8°C) and con-
vective mixing, relatively “heavy” water is formed that
moves along the sloping sea floor to the shelf edge. At
the same time, the warm water (0.5°C) of the Sea of
Japan advects into the shelf zone. The seasonal ther-
mocline starts to form in April, and, in July, the gradi-
ents of temperature (∆T) and salinity (∆S) in the ther-
mocline can reach 0.9°C/m and 0.08 ‰/m, respec-
tively. In August, because of south and south-east
000 MAIK “Nauka/Interperiodica”



 

ACOU

       

EFFECT OF TIDE ON THE SOUND PROPAGATION IN THE SHELF ZONE 535

                                    
p.1

p.2

p.3

p.4
200

300

1000

50

Gamov
peninsula

26

31

38

43
54

62

58
68

72
68

74

86

112
p.5

135

98

101

42°40′

42°30′

42°20′

131°15′131°00′

Fig. 1. Map of the experimental site with the indicated locations of measuring instruments and propagation paths.
winds, the seasonal thermocline is expelled from the
shallow-water part of the shelf. For instance, on August
24, 1997, 1.5 km ashore, the following values were
obtained: ∆T = 0.15°C/m, ∆S = 0.01 ‰/m, and, on
August 26, 1998, the thermocline was resting on the sea
floor at a depth of 65 m, 9 km ashore. In autumn, north
and northwest winds carry warm surface water to the
sea, and the thermocline is again formed in the coastal
region because of the income of relatively cold (2.5°C)
and salty (34.2‰) water into the shallow-water part of
the shelf. Within this season, the thermocline with ∆T ≈
1°C/m can extend from the shelf edge to the coastal
zone; in this case, it serves as the upper boundary of the
near-bottom sound channel and is perturbed by the
internal tide wave and shorter IW [3]. The autumn ther-
mocline differs from the spring-summer one in the
thickness of its upper layer, but again becomes closer to
the sea surface under the influence of the autumn–win-
ter monsoon and due to the cooling of surface waters.

Before discussing the data of in-sea measurements,
let us consider the theoretical estimates characterizing
STICAL PHYSICS      Vol. 46      No. 5      2000
the effect of surface and internal tides on the propaga-
tion of sound waves with a frequency of 315 Hz along
the path crossing the shelf. The internal tide wave is
generated by tidal currents near the shelf edge and
propagates over the inclined bottom toward the coast in
the form of a free internal wave. This wave is affected
by many hydrophysical phenomena that can vary even
within several ours, e.g., because of changes in the
velocities and directions of wind-induced currents.
Therefore, the internal tide waves measured in the shal-
low-water part of the shelf loose the periodicity of the
surface tide. The measurements showed that, when the
thermocline extends from the shelf edge to the coastal
zone, two internal tide waves can simultaneously prop-
agate over it. Numerical modeling of the sound propa-
gation was performed for two spatial positions of the
thermocline. The propagating sound waves were mod-
eled by normal waves in the adiabatic approximation
with the use of the MOATL computer code [4]. This
code allows one to compute the propagation loss for a
waveguide with a range-dependent sound speed profile
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Fig. 2. (a) Profile of the 10-km fraction of the modeled acoustic path. The calculated propagation loss for the 315-Hz sound signals:
the solid curve corresponds to the unperturbed waveguide; (b) the dotted curve corresponds to the water surface elevated by 20 cm
over the entire path with the thermocline position being unchanged (see the solid curve in Fig. 2a); (c) the dashed curve is for the
waveguide perturbed by the internal tide wave (see the dashed curve in Fig. 2a). Notation: S is the sound source, C1 = 1510 m/s,
C2 = 1470 m/s, C3 linearly varies with depth from 1600 to 1900 m/s within the fluid bottom layer.
in view of the actual geometry of the sea floor. With
each change in the sound speed profile or bottom geom-
etry, the mode parameters were recalculated, and the
attenuation coefficient of each mode was integrated
over the range. In the case at hand, seven modes propa-
gated. The bottom was modeled as a two-layer fluid.
Within the upper layer, the sound speed changed lin-
early in depth, from 1600 to 1900 m/s. The thickness of
this layer changed along the 20-km propagation path,
from 80 m at its beginning to 1 m at its end. The lower
layer was modeled by a homogeneous halfspace with
the sound speed 2500 m/s. For the two layers, absorp-
tion coefficients of 0.7 and 0.11 dB/km and densities of
1.029 and 1.758 g/cm3 were respectively specified. The
amplitude of the surface waves was 0.2 m. The bottom
profile and the sound speed distribution are shown in
ACOUSTICAL PHYSICS      Vol. 46      No. 5      2000
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Fig. 2a for the 10-km fragment of the path. The plots
I(r) shown in Fig. 2b correspond to the propagation loss
for the signal with a frequency of 315 Hz, generated
by a point source located at p.1 (see Fig. 1) at a depth
of 25 m. The sound receivers were 1 m above the bot-
tom surface. The solid curves in Fig. 2 correspond to
the unperturbed two-layer water waveguide with sound
speeds of 1510 and 1470 m/s. The changes in the
waveguide parameters produced by the internal tide
were modeled by the 0.2-m elevation of the water sur-
face along the entire path, with no changes in the ther-
mocline position. The plot I(r) (the dotted curve in
Fig. 2b) corresponds to such a model. The perturbation
of the waveguide by the internal tide is shown by the
dashed curve in Fig. 2a. The plots I(r) in Fig. 2c illus-
trate the changes in the spatial distribution of the sound
field for the near-bottom layer. These changes are
induced by an internal tide wave with the parameters
observed in the in-sea experiment. Figure 2 shows that,
at the specified sound frequency, the surface tide affects
the propagation to a much lesser extent than the wave
of the internal tide.

RESULTS OF MEASUREMENTS

Figure 3 illustrates the in-sea measured variations in
intensity I and phase ϕ for tonal sound signals of fre-
quency 315 Hz. These data were obtained for different
seasons on fixed paths oriented across the shelf. A tonal
signal of 315 Hz (TON-315) generated by the G3-122
high-precision oscillator (with a frequency instability
below ±3 × 10–8 × f0 for 16 h of continuous operation)
was transmitted at a depth of 25 m from p.1 (a sea depth
of 26 m). At points p.3–p.5, the signal was received by
the self-contained bottom-moored radio-hydroacoustic
buoys. At p.2, the combined receiver (CR) of the OTK-
LIK-91D digital self-contained radio-hydroacoustic
station was used [5]. The CR measures three orthogo-
nal components (Vx , Vy , Vz) of the particle velocity V
and the sound pressure P. Here, for both V and P, we
refer to the quantities I and ϕ as the intensity and phase
of the sound field, respectively, with indication of the
transducer used in the measurement. Now, let us con-
sider the technique used in the numerical evaluation of
these quantities in more detail.

The data that continuously arrive from the measuring
devices (including the reference emitted signal) are dig-
itized. The obtained digital sequences are fed into the
computer as synchronous trains containing 4096 values
each. Then, upon Hamming weighting, the fast Fourier
transform (FFT) is used to compute the amplitude spec-
tra. The spectral values are stored within the prelimi-
narily chosen narrow frequency bands that contain the
frequencies of the transmitted acoustic signals. We
study the characteristics of the harmonic signals by
using the periodograms calculated by a standard FFT
algorithm from the realizations that are finite in time:
T = N/fd, where N is the realization length and fd is the
ACOUSTICAL PHYSICS      Vol. 46      No. 5      2000
digitizing frequency. This procedure calls for addi-
tional explanations.

If the measuring time of the function x(t) =
Acos(2πf0t) is limited by the interval –T/2 ≤ t ≤ T/2,
the contraction of x(t) into this interval, which is
denoted by xT(t), can be written in the form xT(t) =
x(t)u(t), where u(t) = 1 for –T/2 ≤ t ≤ T/2 and u(t) = 0
for other t [6]. With XT( f ) representing the Fourier
transform (FT) of the function xT(t), we obtain XT( f) =

. This expres-

sion is associated with the convolution of two delta-
functions with the function (sinx)/x, the latter being
governed by the finite length of the interval. The max-
ima of XT(f) correspond to the frequencies ±f0, and,

because  = T, they are equal to AT/2, the

power spectral density SxT(f0) = T–1 ( f0) = A2T/4
depending on T. Actually, we use the FT that is deter-
mined for a finite interval of discrete values of time.
Therefore, when f0 = n/(NT) (i.e., when x(t) produces an
integer number of cycles), we have SxT( f0) = A2T/4 at
f0 = ±n, and it equals to zero at f0 ≠ ±n. Otherwise, the
function (sinx)/x will again appear, but, in any case, the
integration of SxT( f) will lead to the rms value of the
cosinusoid that is equal to A2/2. Calculating the FT is
equivalent to approximating the function by a linear
combination of sines and cosines (matching). Because
of discontinuities, such a matching procedure is known
to lead to oscillations of the form (sinx)/x—the Gibbs
effect. If the discontinuities, namely, the beginning and
the end of the realization, are “rounded off,” the error in
matching will decrease. We do so by using the Ham-
ming weighting function. Therefore, we assume that
the leak of the signal energy from the spectral window
∆f ≅  T –1 is negligibly small.

The main hydrodynamic sources of the fluctuations
of I and ϕ are relatively slow. So we believe that, from
the periodogram value G(k) (0 ≤ k ≤ 2047) correspond-
ing to the interval ∆f = 1/T (T = 4096/fd ≈ 3–4 s) that
contains the emitted frequency f0, the intensity of the
received signal can be determined as follows: I = A2 =
2aT –1G(k), where a is a factor that compensates for the
decrease in the variance, which is caused by weighting
the data in the time domain. Below, this value will be
called the intensity value of the measured signal (with
reference to the type of the used transducer). Because
only variations in I are of interest for us, it is advanta-
geous to consider the values of I(t) expressed in dB rel-
ative to the level of a digit of the A/D converter. Syn-
chronously with the received sound signals, the refer-
ence (emitted) signal was entered into the computer,
and, by using the co-spectrum (with averaging in a
band), the phase differences ∆ϕ between the measured
and the reference signals were computed. The functions
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Fig. 3. (a) Intensity and phase variations for 315-Hz sound signals received by bottom-moored hydrophones of anchored radio-
hydroacoustic buoys in February and May, 1995. (b) Synchronous measurements (September, 1992) by the scalar-vector receiver
(plots Vx , Vy , Vz , and P) at the point p.3 (see Fig. 1) and by the bottom-moored hydrophones of the buoys at the points p.4 and p.5
(plots T.4 and T.5, respectively).
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∆ϕ(t) and ϕ(t) differ by a constant value, but their vari-
ations (the object of our study) must be the same. Thus,
we analyze the variations of ∆ϕ, but attribute them to
the phase with the notation ϕ(t). The values of ϕ(t) were
calculated with the use of the arctangent function,
which is known to be determined within the interval
from –90° to 90°. Therefore, to obtain a continuous
sequence of ϕ(t), the following algorithm was applied:

ϕi =  + ∆ϕi; ϕi + 1 =  + ∆ϕi + 1, where ∆ϕi + 1 =

∆ϕi when ² ≤ 90°, and, when  –

 > 90°, we have ∆ϕi + 1 = ∆ϕi + 180°, and ∆ϕi + 1 =

∆ϕi – 180° for  –  < –90°.

Thus, as a result of the preprocessing of the experi-
mentally measured sound signals, we obtain synchro-
nous sequences of the values of I (in dB) and ϕ (in deg)
at equal time intervals ∆t. If failures in the radio-telem-
etry channels occur or the devices are temporally
switched, the sequences of I(t) and ϕ(t) were addition-
ally corrected. For instance, the time intervals within
which no measurements were carried out were filled
with the appropriate number of I(t) and ϕ(t) values that
were obtained by a linear interpolation. Such a proce-
dure is most critical for the sequences of ϕ(t). Each ana-
lyzed value of ϕ(t) is a mean phase of the sound field at
the reception point within a single realization 3 to 4 s
long. In view of the fact that the hydrodynamic phe-
nomena produce relatively slow variations of ϕ(t), we
assume that, for the time interval ∆t ≅  8–12 s, the proba-
bility for the difference ∆ϕi = |ϕi – ϕi – 1| to exceed a
value of 60° is extremely small. However, in the exper-
imental data, such deviations do exist (though they are
rare). In such cases, the data on ϕ were corrected by
adding (subtracting) a value of ∆ϕi to (from) all subse-
quent values of ϕi . Thus, as a result of the correction,
false phase jumps were eliminated from the many-
hour-long sequences of the ϕ(t) values.

In Fig. 3, the plots of I(t) and ϕ(t) are presented for
the data obtained on the propagation paths p.1–p.3
(February 10–12, 1995), p.1–p.4 (May 6–7, 1995),
p.1–p.5 and p.1–p.4 (September 11–14, 1992), along
with the theoretical estimates. The presented data show
a strong influence of the thermocline perturbed by the
internal tide wave on the sound propagation in the shal-
low sea. According to the hydrological data, the water
was inhomogeneous in its temperature along the path
p.1–p.3. A front can be even noticed that is caused by
the motion of relatively cold and “heavy” water from
the shallow coastal part of the shelf toward the shelf
edge and by the advection of the warmer water of the Sea
of Japan into the shelf zone. In the plot of I(t) (Fig. 3a,
February), drops in the signal level by 10 to 15 dB
occur with a periodicity of 7–9 h. In other seasons, the
fadings are observed much more frequently. The irregu-
lar semidiurnal tide causes changes by a value of ≤30 cm
in the sea level. At the same time, the phenomena of
inshore and ashore currents, both wind driven and
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caused by nonlinear surface waves, noticeably affect
the surface displacements. The plots of ϕ(t), which cor-
respond to the winter and spring measurements, exhibit
no variations with periods of the semidiurnal tide. On
the other hand, they are well pronounced in the plots of
ϕ(t) corresponding to the synchronous measurements
carried out on the paths p.1–p.4 and p.1–p.5 in Septem-
ber 1992. This fact is presumably associated with the
attenuation of the higher acoustic modes that propagate
in the shallow-water waveguide. In this case, several
lower modes interfere at the reception point, and,
because of the close values of their phase velocities,
considerable changes in their propagation are required
to produce changes in the amplitude of the total
received signal. The bottom relief and the acoustic
properties of the bottom material remain unchanged,
but the thickness of the water layer varies with the
period of the semidiurnal tide. However, according to
the curves ϕ(t) (February, May), the aforementioned
phenomena affect the sound field much weaker than the
space-time variations of the temperature fronts. During
the May experiment [7], the seasonal thermocline
began to form at the depth 5–10 m with ∆T ≈ 0.3°C/m
at the transmission point, and at the depth 12–18 m with
∆T ≈ 0.5°C/m at the reception point. The profiles T(z)
measured from the anchored research vessel at a point
with the sea depth 48 m exhibited a change of 1–2°C in
the water temperature within the near-surface water
layer. Hence, similarly to the winter conditions, the
temperature field was inhomogeneous along the path,
but this time the inhomogeneity was caused by a faster
water warming in the shallow-water part of the shelf.
The decrease in the mean period of the variations of I
can be explained by the sound refraction and scattering
by the IW-produced spatial inhomogeneities of the
sound speed field. In these processes, the acoustic
energy flows from lower modes to higher ones, thereby
compensating for the decay of the higher modes in the
course of their propagation. The latter phenomenon
may have a resonant nature [8].

Figure 3b shows the plots of ϕ(t) and I(t) for the
sound signals received in September, 1992 [5], at a dis-
tance of 3.7 km from the sound source at the point p.2
with the use of the CR (curves Vx , Vy , Vz , and P). For
the signals observed at p.4 and p.5 (plots T.4 and T.5),
the fluctuations of I(t) and ϕ(t) are relatively stationary
and stable. On the other hand, the plots obtained at p.2
exhibit a high variability of the fluctuations in time. The
Vx-sensor of the CP was oriented approximately per-
pendicularly to the path. Therefore, the sound signal
received by it was significantly affected by the sound
signals that arrived at the reception point (p.2) after
their reflection from bottom areas whose insonification
strongly depended on the thermocline depth. This is a
possible explanation for the considerable variations of
I(t) (up to 30 dB, plot Vx in Fig. 3b, September 13) mea-
sured by the Vx-sensor. The observed phase changes in
the CR-received signals confirm this hypothesis.
Before noon of September 12, the phase ϕ(t) of the sig-
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Fig. 4. Variations of the water temperature T(t) and the IW profile ηIW along with the intensity and phase fluctuations (I(t) and ϕ(t))
for 315-Hz sound signals according to the measurements on a fixed acoustic-hydrophysical path in 1997.
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nals received by the CR was relatively stable. After that,
because of the change in the mean water temperature
and the vertical displacements of the thermocline, the
signal phase significantly varies, and the curve ϕ(t)
obtained with the Vx-sensor is similar to the IW profile
that is typical for this region. Such IW follow the intru-
sion of cold water into shallow-water areas [9]—the
“boras” with subsequent oscillations superimposed on
longer IW. The phase variations at the Vz-sensor, which
reach a value of 4000°, confirm the significant changes
in the vertical structure of the sound speed field along
the experimental path. The phase variations of the sig-
nal received by the P-sensor did not exceed 1500°
within three days, and no pronounced tide-induced
oscillations are observed in the phase plot.

The following conclusions can be drawn from the
performed experiments. The fluctuations of I of the
low-frequency sound signals that propagate across the
shelf along the longer paths lose their linear relation to
the regular changes in the waveguide properties, which
are induced by the tide-forming forces. This loss is
caused by the sound refraction by the sound speed
inhomogeneities that are generated by various hydro-
dynamic processes. In contrast to the intensity, the
phase variations do not saturate [5, 7] and can serve as
a quantitative indicator of integral changes in the water
layer of the acoustic waveguide. According to Fig. 3a,
in winter and spring seasons, the effect of the surface
tide is insignificant for the site at hand in comparison
with the variations produced by the moving front for-
mations. In autumn, the phase ϕ(t) is governed by the
wave of the internal tide, whose period does not always
correspond to that of the surface tide because of the
details of its propagation over the inclined bottom [10].
Figure 3 shows that the variations in ϕ observed in the
winter, spring, and autumn experiments reached 1500°,
2600°, and 5000°, respectively. The relative stability
(“saturation”) of the intensity fluctuations observed
with the Vz-sensor of the CR, 3.7 km away from the
source, is explained by the selectivity of this sensor to
the sound energy carried by steep rays or higher modes
of the sound field, the parameters of these rays strongly
depending on the acoustic inhomogeneities of the water
layer and the sea floor.

In 1997, a fixed acoustic-hydrophysical path was
arranged on the site [11] with a sound source installed
50 m from the steep coast, at a point with the 26-m sea
depth. Two vertical acoustic-hydrophysical measuring
systems, MOLLYUSK-96 (M-96) and MOLLYUSK-97
(M-97) [12], were used. These systems synchronously
measured the following parameters: the sound pressure
within the frequency band 20–600 Hz, at eight horizons
(hydrophones P.1, …, P.8, which were vertically sepa-
rated by ∆z = 4.5 m); the water temperature (T) at eight
(M-97, ∆z = 4.5 m) and five (M-96, ∆z = 4 m) horizons;
and the mean temperature variations of water layers
covered by seven (M-97) distributed temperature sen-
sors (DTS), each 4.5 m long, and by two (M-96) DTS,
ACOUSTICAL PHYSICS      Vol. 46      No. 5      2000
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20 m in length. The M-96 system was moored at 260 m
from the source, at the point p.1.1 (with a sea depth of
38 m); the M-97 system was 420 m away from the
source, at the point p.1.2 (a sea depth of 40 m). In Fig. 4,
the variations of the water temperature are plotted for
p.1.2, as measured by the sensors DTS.1, …, DTS.7 of
the M-97 system. The figure also shows the IW profiles
ηIW for p.1.2 and p.1.1 and the plots of I(t) and ϕ(t) for
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Ĝ

the TON-315 sound signal measured by the hydro-
phones of the M-96 and M-97 systems.

The plots T(t) illustrate changes in the vertical tem-
perature structure that are caused by the internal tide
wave and the short-period IW. According to the plot of
ηIW obtained from the temperature measurements at
p.1.2 with the point and distributed temperature sensors
of the M-97 system (see Fig. 4b), the height of the inter-
nal tide wave reaches 14 m in autumn. In combination
with the IW, this wave generates in-phase vertical dis-
placements of water particles within a 27-m thick layer.
The plots I(t) exhibit variations that correlate with the
IW passing over the path. The effect of internal tide can
be noticed from the plots of ϕ(t). The tide-periodicity
phase variations of the sound signals propagating along
the 250-m path did not exceed 30° for the winter mea-
surements [7].

By the end of August, 1998, in the shallow-water
part of the hydrophysical site, the 40-m thick layer was
nearly homogeneous in temperature (see Fig. 5b).
Therefore, the variations of I(t) of the TON-315 sig-
nal, which were measured by the M-96 system on the
260-m-long path and presented in Fig. 5c, are mainly
caused by the tidal oscillations of the sea level—the
plot ζ(t) in Fig. 5a. Figure 5b shows the variations of the
water temperature T(t) measured at three horizons with
the point transducers of the M-96 system. The figure
also shows the IW profile ηIW(t) corresponding to the
variations of the mean temperature in the water layer
covered by the 20-m DTS. Figure 5 shows that, for the
ACOUSTICAL PHYSICS      Vol. 46      No. 5      2000
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environment at hand, the variations in I correlate with
the surface tide better than with the changes in the
water temperature.

EFFECT OF TIDE ON THE FREQUENCY 
INTERFERENCE STRUCTURE

OF THE SOUND FIELD

Experiments [13] showed a possibility of diagnos-
tics the surface tide by measuring the frequency shifts
in the interference structure of a broadband sound field
propagating in a shallow sea. For a waveguide of the
depth H0, an algorithm is proposed to estimate the fre-
quency shift δf of the extrema in the frequency interfer-
ence structure of the sound field under the influence of
tidal variations of the surface level ∆H:

On our experimental site, the height of the irregular
semidiurnal surface tide was ∆H ≈ 0.21 m. Hence,
according to this formula, for the sound frequency f =
315 Hz and the mean waveguide depth H0 = 38 m, we
have δf = –3.5 Hz.

Figure 6 shows the sonogram of the power spec-

trum, (ω, t), for the frequency-modulated signal
propagating along the 260-m path. The sound field was
received by a hydrophone of the M-96 system at a

depth of 28.5 m. The sound power spectrum (ω) is
estimated with a frequency resolution of 0.02 Hz. In
this experiment, because of the specific environmental
conditions in the coastal shelf zone, the internal tide
wave and the IW were weak. Therefore, the shifts of the
minima in the frequency interference structure of the
sound field (with a nearly semidiurnal period) are
caused by the surface tide. In Fig. 6, the times and
heights are indicated for low and high waters (LW and
HW) on the site; the values were taken from the Tide

δ f
2 f∆H

H0
--------------.–≈

Ĝ

Ĝ
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Guide. The shift δf ≈ 3 Hz of the minimum agrees well
with that estimated by the aforementioned algorithm.
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Abstract—Original experimental data are analyzed on the low-frequency sound attenuation in the Mediterra-
nean, Black, and Baltic Seas, Sea of Japan, and the north-western region of the Pacific Ocean. In these regions,
waters significantly differ in their temperatures and salinities. The analysis is aimed at obtaining an expression
for calculating the low-frequency absorption coefficient in sea water. The analysis uses the previously published
data on the measured (by the temperature discontinuity method) low-frequency relaxation times associated with
boron present in sea water. The dependence of the absorption on the pH value (which was revealed in the 1970s)
and the experimental data on sound absorption at frequencies higher than 5–10 kHz are also taken into account.
As a result of the analysis based on the assumption that low-frequency relaxation takes place, an expression is
proposed that relates the low-frequency absorption to the temperature, salinity, and pH value and equally well
describes the experimental frequency dependences of attenuation for the four regions at hand (except for the
Baltic Sea). Increased attenuation coefficients are noticed for shallow seas and deep-water regions where waters
are influenced by intense currents, strait zones, and zones of mixing waters of different origin, i.e., for the ocean
areas where, in addition to the attenuation, sound scattering by inhomogeneities of the marine medium and
sound energy leakage into the sea floor are significant. © 2000 MAIK “Nauka/Interperiodica”.
One of the main medium parameters that govern the
sound field intensity is the sound absorption coefficient.
This parameter quantitatively estimates the portion of
acoustic energy that changes to heat in the course of
sound propagation. The sea water is a complex electro-
lyte in which periodic pressure variation leads to peri-
odic (somewhat shifted in phase) variations in its ionic
composition. To describe sound absorption in such a
medium, in addition to the shear viscosity, one should
take into account the volume viscosity that has a relax-
ation nature and leads to a specific frequency depen-
dence of the absorption coefficient.

At high frequencies (higher than 10 kHz), the range
dependence of the sound-field level is almost com-
pletely governed by the geometric spread (in view of
the refraction phenomena) and by the sound absorption
in the medium. At low frequencies, in addition to
absorption, the sound scattering by the medium inho-
mogeneities may sometimes be important. To charac-
terize the total losses, the sound attenuation was deter-
mined as the exponential component of the sound field
level decay, which must be added to the geometric
spread to obtain the experimentally observed range
dependence of the sound field. The concept of attenua-
tion was used by experimentalists, even when the
nature of decay was not clear. The problem of separate
components of attenuation had been solved as their
physical mechanisms had been determined.
1063-7710/00/4605- $20.00 © 0544
In the experimental studies of low-frequency (below
5 kHz) sound attenuation in the ocean, the sound field
decay was commonly measured in the underwater
sound channel (USC), with the sound source and
receiver located near the channel axis. The attenuation
coefficient was determined by the offset of the experi-
mental decay from the cylindrical law. At frequencies of
1–5 kHz, at which a propagation path of 100–150 km in
length is sufficient, such an approach is quite reason-
able. In this case, except for the regions of mixing
waters of different origin, one can treat the sea medium
as horizontally layered and the sound field level as
cylindrically decaying with distance.

At frequencies of 0.5–1.0 kHz, path lengths of 500–
1000 km or more are required to estimate the attenua-
tion coefficient, and the problem becomes more com-
plicated. For such path lengths, the sea medium can
hardly be considered a horizontally layered one. The
profiles c(z) considerably vary along the path, which
leads to a geometric spread of the sound field that dif-
fers from the cylindrical one. Sometimes, the difference
reaches 7–12 dB at a 1000-km range [1]. This differ-
ence is caused by the redistribution of the acoustic
energy in depth and is unrelated to the sound absorp-
tion. In this case, the aforementioned difference can be
considered as a systematic error in the attenuation esti-
mates. However, it is not easy to eliminate this error. It
seems that the correction can be achieved by computing
2000 MAIK “Nauka/Interperiodica”
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the sound field in view of the medium changes along
the path with subsequent calculation of the attenuation
coefficient from the deviation of the experimental
decay curve from the calculated law rather than the
cylindrical one. Unfortunately, an experimentalist often
possesses insufficient information on the spatial vari-
ability of the sound speed field, especially for the time
of the experiment. On a 1000-km path, five to seven
sound speed profiles are typically measured prior to
and after the acoustic experiment. From such data, one
gets nothing but the extent of the variability of c(z)
along the path and the character of possible deviations
of the actual geometric spread of the sound field from
the cylindrical law.

To correct the aforementioned systematic error in
estimating the attenuation coefficient (β), some experi-
mentalists use the “differential” method. This method
implies that wide-band acoustic signals are emitted,
e.g., explosion-generated ones. With the differential
technique, the offset from the cylindrical law is elimi-
nated by considering the decays of the sound field lev-
els at different frequencies, these decays being normal-
ized to that at some “reference” frequency f0. Then, the
“excess” is calculated for the attenuation coefficients at
different frequencies over that at the reference one.
Obtaining the absolute values of the attenuation coeffi-
cient is possible if its frequency dependence is assumed
to be monotonic, with β tending to zero at f = 0. This
method has been used by Sheehy and Halley [2], Vadov
[3], and other researchers.

With the progress in the experimental studies of
sound attenuation in a marine medium, the sound fre-
quencies had become lower, laboratory measurements
have been replaced by in-sea ones, and physical expla-
nations have been repeatedly sought for the “excess”
values of the attenuation (absorption) coefficient, as
compared with those extrapolated from higher frequen-
cies. Thus, in the 1930s and 1940s, the main problem
was to explain the attenuation coefficients measured in
fresh water, which were three times higher than those
yielded by the Kirchhoff–Stokes calculations. This
problem was solved by considering the structural relax-
ation of water molecules (with the relaxation frequen-
cies 1010–1011 Hz) and introducing the concept of vol-
ume viscosity [4]. At frequencies lower than 1 MHz,
the fresh-water sound absorption is proportional to the
squared frequency, and the factor of proportionality can
be expressed as

K = 1.42 × 10–8 × 101240/T dB/km kHz2, (1)

where T is the absolute temperature (in ä).
In the late 1940s to early 1950s, the problem was to

explain the 10-times excess in the sea-water sound
attenuation over the fresh-water one at frequencies
about 100 kHz. The reason for this excess was found,
and a theory was developed for the relaxation of the dis-
sociation degree of the magnesium sulfate [5, 6]. As a
ACOUSTICAL PHYSICS      Vol. 46      No. 5      2000
result of laboratory studies carried out at the Acoustics
Institute, Academy of Sciences of the USSR, in the late
1950s to early 1960s, with the use of the experimental
data published by that time, an expression was pro-
posed for describing the sound absorption in the sea
water at frequencies from 5 to 10 kHz:

(2)

where the parameters of the relaxation absorption
caused by the magnesium sulfate are defined as

The second term on the right-hand side of expression (2)
describes the fresh-water absorption, the factor K is
defined by expression (1), and S is the sea-water salin-
ity (‰).

In the 1960s and 1970s, the excess sound attenua-
tion in the marine medium at low frequencies (below 3–
5 kHz) initiated theoretical consideration and thorough
analysis of a number of physical processes that could
be potentially responsible for the observed phenome-
non. In this connection, the following hypotheses were
discussed in the literature: sound scattering by thermal
inhomogeneities or marine organisms, “imperfections”
of the underwater sound channel, additional attenuation
due to nonlinear effects (in the case of explosion-gen-
erated sound signals), and low-frequency relaxation
processes associated with the eddy viscosity or with
structural rearrangement of water molecules, with
beryllium sulfate, etc.

The most correct explanation for the observed
sound attenuation proved to be the low-frequency
relaxation associated with the boron present in the sea
water. This hypothesis was proposed in 1972–1974.
The main argument in its favor was, and still remains,
the data of the measurements of the relaxation time,
which were carried out with the method of temperature
discontinuity for sea waters with and without boron [7].
Unfortunately, no other data have been obtained to con-
firm the hypothesis, although some investigators tried
to apply the laboratory-measured sea-water absorption
coefficients at frequencies higher than 6–10 kHz to the
problem [8]. As the reliable experimental data on the
attenuation coefficients at 0.2–5 kHz, only those
obtained by in-sea measurements in the underwater
sound channel should be considered.

In the late 1970s to early 1980s, for calculating the
low-frequency sound absorption in the ocean, expres-
sions were recommended (see, e.g., [9, 10]) that allowed
for the relaxation processes. These expressions often
yielded good agreement with the experimental data for
some ocean regions but failed to do so for others.
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Table 1

Region North-western Pacific Mediterranean Black Sea Sea of Japan Baltic Sea

USC axis depth 50–100 m 150–250 m 40–60 m 120–180 m 40–50 m

t° near USC axis 1–2°C 12.5–13°C 8.5–9°C 0.5–1°C 4–5°C

S‰ near USC axis 33–33.5‰ 38–39‰ 18–20‰ 34–34.5‰ 6–10‰

pH near USC axis 8.1–8.25 8.0–8.17 8.15–8.25 8.1–8.25 7.8–8.0

pHeff 8.2 8.1 8.17 8.22 7.85
In this paper, in view of the hypothesis of boron-
associated relaxation absorption, we analyze the exper-
imental data obtained in five ocean regions that widely
differ in water temperature and salinity. As such “refer-
ence” regions, we chose the north-western (deep-
water) region of the Pacific Ocean, the Mediterranean,
Black, and Baltic Seas, and the Sea of Japan. Some
characteristics of these regions are summarized in
Table 1.

For all these regions, a shallow USC is typical (50–
250 m) with high variations in the salinity (6–39‰) and
temperature (0.5–13°C) of waters. The Baltic Sea is the
only shallow-water region. The regions are well inves-
tigated: representative data on sound attenuation at fre-
quencies of 0.2–5 kHz had been obtained for all of
them.

As an example, the experimental data for three of
these regions are presented in Figs. 1a–1c. For each
chosen region, the frequency dependence of the attenu-
ation coefficient in the frequency band 0.2–5 kHz can
be described well by both the power law β = pf n and
expression (2) complemented with the function

(3)

that corresponds to a low-frequency relaxation process
with the appropriate parameters AB and frB. In analyzing
the experimental data for these regions, one can neglect
the dependence of the absorption on the hydrostatic
pressure because of the shallow position of the USC.
The values of the factor p and the exponent n, along
with the parameters AB and frB, specified by us for each
chosen region are presented in Table 2. Many research-
ers attribute different values of the parameters AB and
frB to different ocean regions without any rigorous jus-
tification of their choice. We used the method of least
squares to choose the parameters of the relaxation
curves for individual sets of experimental data.

As a preliminary step, we analyzed the “sharpness”
of the minimum for the sum of squared deviations of

∆β
AB f

f / f rB f rB/ f+
---------------------------------=
Fig. 1. Experimental data on the low-frequency sound attenuation in (a) the Black Sea, (b) the Mediterranean Sea, and (c) the Sea
of Japan, which significantly differ in water temperature and salinity: (– – – – –) frequency dependence approximated by the relax-
ation curve; (— · — · — · —) attenuation approximated by the power law; (— — —) frequency dependence of the absorption asso-
ciated with the relaxation of the degree of dissociation of magnesium sulfate.
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Table 2.  Characteristics of the low-frequency attenuation (from experimental data)

Region North-western Pacific Mediterranean Black Sea Sea of Japan Baltic Sea

p, dB/km kHzn 0.0275 0.071 0.035 0.04 0.04

n 1.35 1.1 1.25 1.28 0.65

frB, kHz 0.844 1.230 0.640–0.683 0.848 0.290

AB, dB/km kHz 0.044 0.147 0.06 0.058 0.120

AB/S 0.00132 0.00382 0.00316 0.00169 0.015

AB/S10(0.78pH–5) 0.000053 0.000184 0.000133 0.000065 0.00123
the experimental values of β from the calculated ones
and estimated the variability of the parameter AB for the
approximating relaxation curve as a function of the
compulsorily chosen value of frB. For the Mediterra-
nean Sea, for instance, variations of ±30% in the values
of frB led to as small as ±3–6% changes in the optimized
parameter AB. If the experimental values of β are used
to determine the parameters of the relaxation curve, the
reliability of the estimate obtained for AB becomes sig-
nificantly higher than that for the relaxation frequency
frB. In view of the fact that the dependences of the relax-
ation frequency on temperature and boron concentra-
tion had been specially studied [7], we decided to use
the data obtained by the temperature discontinuity
method to choose the parameters of the relaxation
curve describing the frequency dependence of the
attenuation and to estimate the frequency frB. At the
same time, the data of the experiments on long-range
sound propagation in the USC were used to estimate
the parameter AB.

In accordance with the relaxation times measured
with the use of the method of temperature discontinuity
[7], the relaxation frequency of the process that is prob-
ably responsible for the low-frequency sound absorp-
tion depends on the sea-water temperature and the
boron concentration and does not depend on the pH
value.

Boron is one of the main salt components of sea
water; the ratio of its concentration to the chlorine con-
tent or salinity of the water varies within ±10% in the
entire ocean. For the chosen regions, at depths close to
the USC axis, the ratio of the concentration of boron to
that of chlorine is 0.23–0.24 (B mg/kg to Cl‰). The
Black Sea water is the exception: here, this ratio
reaches a value of 0.25–0.27. With the relaxation times
measured by the temperature discontinuity method at
two temperatures (9.7°C and 25.5°C) and three salini-
ties of the standard sea water (35, 17.5 , and 7‰,
respectively), one can obtain the expression relating the
relaxation frequency to temperature and salinity of the
sea water:

(4)

Figure 2 shows the results of these measurements
and their approximations as functions of temperature

f rB 37.9S
0.8

e
1800/T–
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and salinity. The curves shown in this figure were used
to obtain expression (4). We preferred to use the exper-
imental data for estimating the salinity dependence of
the relaxation frequency, although some theoretical
considerations [11] lead to the dependence frB ~ S0.5.

According to the expressions obtained for the
north-western region of the Pacific Ocean (t = 1–2°C,
S = 33–33.5‰), the Mediterranean Sea (t = 13°C, S =
38–39‰), the Black Sea (t = 8.5–9°C, S = 18–20‰), the
Sea of Japan (t = 0.5–1°C, S = 34–34.5‰), and the Bal-
tic Sea (t = 4–5°C, S = 6–12‰), we specified the values
of the relaxation frequency that are summarized in
Table 2. For the same regions, the values of the param-
eter AB of the approximating dependence (3) are also
presented, these values being obtained from the exper-
imental values of β by the method of least squares, in
view of the specified values of frB.

The dotted curves in Figs. 1a–1c shows the relax-
ation frequency dependences of the attenuation, which
are obtained with these parameters for the Sea of Japan
and the Black and Mediterranean Seas. One can see that
these parameters provide an adequate description of the
experimental data on attenuation.

The figures also show the empirical power-law
dependence proposed for estimating the attenuation in
these regions (the dash-and-dot curve). It reasonably
agrees with both the relaxation frequency dependence
and the experimental attenuation data. Thus, from the
viewpoint of reliability in describing the frequency
dependence of sound attenuation for the aforemen-
tioned regions, both expressions, namely, the relaxation
and power-law ones, are equivalent. However, the
relaxation expression pretends to be associated with
specific physical processes responsible for the attenua-
tion.

A similar agreement between the experimental data
and the curve calculated with allowance for the param-
eters frB and AB is obtained both for the Baltic Sea and
for the north-western region of the Pacific Ocean (these
data are not presented in the figures).

To find the expressions that equally well describe
the attenuation in all chosen regions, let us try to find
the most probable functional relations of the attenua-
tion coefficients to the parameters of the sea water.
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In theoretical and experimental studies of the relax-
ation absorption in water solutions of electrolytes, it
was established that the parameter A is proportional to
the concentration. One can expect the same relation to
be valid for the low-frequency relaxation caused by the
boron–borate complexes present in the sea water.

The values of the parameter AB normalized to salin-
ity are presented in Table 2. These normalized values
show that the Baltic Sea drops out of the set of other
regions at hand. Actually, the value of AB/S determined
for the Baltic Sea is by a factor of 5–10 higher than
those for other regions. A probable explanation for this
phenomenon is the small sea depth leading to a signifi-
cant leakage of the propagating acoustic energy into the
sea floor, in spite of the fully developed sound channel.

Some researchers mentioned the twofold difference
in the attenuation data for the Atlantic [12] and Pacific
[13] Oceans. With reference to data from the US
National Oceanographic Center [11], noticeably differ-
ent median values of 8.09 and 7.67 for the pH value
were reported for these two oceans. On this basis, a
hypothesis was advanced that the parameter AB could
depend on the pH value. To explain the observed differ-
ence for the Atlantic and Pacific Oceans, the following
relation [14] was proposed:

AB ≈ 10(0.78pH – 5).

3.3 3.4 3.5
0.5

1.0

2.0

(1/T) × 103

frB, kHz

(b)

0.1 0.2 0.5 1.0
0.2

0.5

1.0

2.0

S/35

(a)

Fig. 2. Boron-associated relaxation frequency measured by
the temperature discontinuity method [7]: (a) versus the sea-
water salinity and (b) versus the reciprocal sea-water tem-
perature.
This relation was commonly used with the pH value
taken at the USC axis. However, the pH value is usually
characterized by a strong depth dependence; for
instance, in the Black Sea, its variations with depth are
as high as 0.8. Such variations lead to threefold to four-
fold changes in the parameter AB (and hence, in the
absorption coefficient ∆β). When using the archive
data, one should also remember that different publica-
tions report pH values normalized to the atmospheric
pressure and a temperatures of 0°C (pHB) or 18°C
(pHB). The values of these two types may differ by 0.2–
0.3. Below, we will drop the subscript B implying that
pH means pHB. In addition, to take into account the pH
value, one should use its efficient value averaged over
the ray (over the entire ray cycle) that passes through
different ocean layers. In the first approximation, such
a value, pHeff, can be determined from the relation

where the integration is performed along the ray and L
is the length of the full ray cycle.

For the northwestern Pacific Ocean, Mediterranean
and Black Seas, and the Sea of Japan where the exper-
iments were carried out, we used the archive data on the
depth dependence of pH. With these data, the values of
pHeff were calculated for different “water” rays, in view
of the c(z) profiles measured in the experiments.

The values of pHeff ranged from 0.06 (in the Medi-
terranean Sea) to 0.4 (in the Black Sea). When only the
initial one third of the total angular range of water rays
is taken into consideration (this part of the range cov-
ering the main energy-significant rays), pHeff varies
within 0.04–0.07 for all four regions at hand, and the
pH-associated changes in the attenuation coefficient
are within 10–15%.

The values of pHeff refined in this way are shown in
Table 1. In view of the variations in the pH values
reported in different publications for the same region,
one can note an acceptable agreement of the values of
pHeff with those of pH at the channel axis.

As the next stage, with the improved pH values, the
dependence of low-frequency attenuation on the pH
value was considered. In Table 2, the values of AB/S ×
10(0.78pH – 5) are presented for all five regions. A trend
can be noticed in the changes of these values from one
region to another: being nearly close for the Sea of
Japan and the Pacific Ocean (where the water tempera-
tures are almost equal at the channel axes), the values
increase as the water temperature increases. A similar
temperature dependence of the parameter A (although a
less strong one) was observed in the experiments at fre-
quencies of several tens to several hundreds kilohertz.

Figure 3 shows the values of AB/S × 10(0.78pH – 5) for
four deep-water regions versus the reciprocal absolute
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L
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temperature (1/T). From the slope of the regression line
for the experimental points, one can easily determine
the best form for the temperature dependence of AB:

AB/S × 10(0.78pH – 5) = 1.65 × 10(9 – 3696/T).

Thus, by adopting the proposed form of temperature
dependence of AB, we can match the experimental data
on the sound attenuation for the four deep-water
regions that widely differ in their water temperature
and salinity.

Finally, the expression for the low-frequency
absorption, which results from the performed analysis
of the experimental data, can be written as

(5)

where f is the frequency (kHz), K = 1.42 × 10–8 ×
101240/T (dB/km kHz2),

S is the salinity (‰), T is the temperature (ä), and pH
is the effective pH value.

The first term on the right-hand side of expression (5)
characterizes the relaxation absorption associated with
boron, the second one stands for the relaxation absorp-
tion associated with magnesium sulfate, and the third
one determines the fresh-water absorption.

The low-frequency expression obtained above was
tested by the experimental data [9] for the Atlantic and
Pacific Oceans, the Gulf of Aden, and the Mediterra-
nean Sea. Table 3 summarizes the values of tempera-
ture, salinity, and parameter AB estimated by Mellen
and Browning, as well as the values of AB calculated by
the above formulas. The pH values were determined
according to our consideration. They somewhat differ
from those proposed by Shulkin and Marsh [10]. Thus,
for the Mediterranean Sea, the value presented in
Table 1 was specified. For the Pacific Ocean, we used
the value 8.1 corresponding to depths of 50–80 m at
which the USC axis was located in one of the Lovett’s
experiments [13]. For the Gulf of Aden, the calcula-
tions were carried out with two pH values: 7.82 taken
from Shulkin and Marsh [10] and 7.7 which signifi-
cantly reduces the difference in the calculated and
experimental values of AB .

The calculated values of AB agree well with experi-
mental data for the four regions, except for the Atlantic
Ocean, where the experiment was carried out on the
Eleuthera—Bermuda path that crossed a large area of
the Antilles Stream. The latter fact seems to be the
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---------------------------------

AMgSO4
f

f / f rMgSO4
f rMgSO4

/ f+
--------------------------------------------------- K f

2
,+ +=

f rMgSO4
1.125 10
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AB 1.65S 10× 4 0.78pH 3696–+( )
 dB/km kHz,=
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cause of the increased values of the attenuation coeffi-
cient.

It would be naive to think that the experimental data
for all ocean regions could be explained in terms of the
low-frequency attenuation associated with boron
present in the sea water. Indeed, regions where the low-
frequency attenuation is noticeably higher than that
predicted by the aforementioned relations do exist in
the ocean. Such regions include the deep-water areas
that are close to intense sea currents, front zones, and
zones of active mixing of waters that differ in tempera-
ture and salinity. The deep-water part of the Sea of
Okhotsk (near the Kuril Straits) [15] and the Greenland
Sea (the region of mixing of Polar and Atlantic waters)
[3] are examples. In such regions, the sound attenuation
is governed by both absorption and scattering by ther-
mal inhomogeneities of the marine medium in the form
of thin-layered structures. As we have already seen,
shallow-water seas should also be attributed to such
regions: in these seas, sound energy leaks into the sea
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3.0

1/T × 103

[AB/S × 10(0.78pH – 5)] × 104, dB/km kHz ‰

Fig. 3. Temperature dependence of the parameter AB/S ×
10(0.78pH – 5) describing the low-frequency relaxation
absorption according to the experimental data obtained for
the Black and Mediterranean Seas, the Sea of Japan, and the
north-western region of the Pacific Ocean. Two parameter
values are shown for the Black Sea: (s) for the actual
water salinity and (d) for the salinity corrected to the
boron concentration corresponding to the ratio B (mg/kg):
Cl (‰) = 0.24.

Table 3

Region

Te
m

pe
-

ra
tu

re
, °

C

Sa
lin

ity
,

 ‰

pH

A
B
, d

B
/k

m
 k

H
z

(e
xp

er
im

en
t)

A
B
, k

m
 k

H
z

(c
al

cu
la

tio
n)

Atlantic 4 35 8.09 0.110 0.055
Pacific 4 34 8.1 0.055 0.054
Gulf of Aden 15 36 7.8 (7.7) 0.078 0.110 (0.09)
Mediterranean 13 38 8.1 0.150 0.158
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floor even in the presence of a fully developed USC (as
in the Baltic Sea).
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Abstract—Numerical simulation and comparative analysis of acoustic fields formed by two-dimensional
phased arrays designed for ultrasonic surgery are conducted for the case of scanning by several focuses (in
particular, by nine focuses arranged in a line and also by an array of nine focuses forming a 3 × 3 square
grid). Calculations are performed for arrays with elements positioned at the surface both regularly (in square,
ring, or hexagonal patterns) and randomly. Criteria for evaluating the “quality” of the intensity distributions
in the field formed by the array in the case of scanning by several focuses are proposed. The quality of the
intensity distributions for arrays containing 255 and 256 elements 5 mm in diameter arranged in regular pat-
terns on the array’s surface (in square, ring, or hexagonal patterns) is inferior to that for arrays containing
256 randomly positioned elements. Among the regular arrays, the highest quality of intensity distributions is
obtained for ring arrays, and the lowest quality is obtained for arrays with elements arranged in square or
hexagonal patterns. The irregularity in the element positioning the array’s surface improves the quality of
intensity distributions by reducing the secondary intensity peaks in the field formed by the array and, prima-
rily, in the focal plane. © 2000 MAIK “Nauka/Interperiodica”.
The ability of ultrasonic phased arrays to synthesize
several focuses in preset areas [1–9] determines the
considerable interest in their possible application in
surgery and, especially, when the object to be destroyed
is some deep-seated tissue of relatively large volume.
The application of arrays provides an opportunity to
considerably reduce the duration of such a procedure as
compared to the utilization of simpler focusing systems
forming a single focus at a fixed focal distance [5]. Wan
et al. [6] theoretically studied several possible tech-
niques for obtaining a large area of ultrasonic energy
concentration in tissues with the help of phased arrays:
(1) successive scanning of the whole volume of a tissue
to be destroyed by a single focus; (2) scanning by a
“grid” of several focuses; and (3) simultaneous forma-
tion of numerous focuses in a tissue (without scanning)
within the coordinates of the area of the tissue to be
destroyed. Considering all distinctive features of these
approaches, one can see that they are united by a single
“side effect,” namely, by the possibility of overheating
the tissues outside the preset area of operation because
of the appearance of secondary intensity peaks. This
problem and ways to minimize the overheating of tis-
sues in the path of ultrasound propagation to the area
intended for the treatment were discussed by many
researchers [3–8].
1063-7710/00/4605- $20.00 © 20551
In our previous paper [10], we conducted a numeri-
cal simulation and comparative analysis of the acoustic
fields formed by two-dimensional phased arrays for the
case of scanning by a single focus with the help of an
array shaped as a part of a spherical shell. Calculations
were conducted for arrays with elements positioned on
the surface both regularly (in square, ring, or hexagonal
patterns) and randomly. Criteria for the evaluation of
the “quality” of intensity distributions in the field
formed by an array in the case of the motion of a single
focus were proposed. Considering the arrays studied by
us [10], the best distribution quality evaluated accord-
ing to the criterion of existence of secondary intensity
peaks in the generated field was obtained for the array
of 256 elements 5 mm in diameter, which were ran-
domly positioned the array’s surface. The quality of the
intensity distributions for the arrays of 255, 256, and
1024 elements positioned regularly the array’s surface
(in square, ring, or hexagonal patterns) was inferior to
that obtained for the arrays with randomly positioned
elements. It was demonstrated that the irregularity in
element positioning considerably improved the quality
of the intensity distributions as a result of the reduction
of the level of secondary intensity peaks in the field
formed by the array.
000 MAIK “Nauka/Interperiodica”
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It was interesting to determine to which extent the
utilization of phased arrays with irregular positioning
of elements on the surface can be advantageous when
the array is used for the formation of and scanning by
several focuses. In this paper, we conduct numerical
simulation and comparative analysis of the “quality” of
the acoustic fields formed by arrays with random and
regular distributions of elements over their surfaces
shaped as parts of spheres for the case of scanning by
several focuses.

The technique described in our previous paper [10]
was used for calculating the acoustic fields formed by
two-dimensional phased arrays in the case of succes-
sive displacements of a single focus over a preset vol-
ume. In the case of the formation and motion of several
focuses, this method was modified as follows. The
complex particle velocity un at the nth element of the
total set of N elements was determined using the tech-
nique developed by Ebbini and Cain [2]. The values of
un are connected with the complex sound pressure pm in
each of M test points by a matrix equation

u = H* t (HH*t)–1p,

where u = [u1, u2, …, un, … uN]t, p = [p1, p2, …, pm, …
pM]t, and H is the matrix of M × N elements. The ele-
ments of the matrix hmn = exp(–jkrmn)/rmn were used,
where rmn is the distance from the mth test point to the
center of the nth element of the array; H* t is the matrix
conjugate to H, the index t denoting transposition of the
matrix. In this study, M test points (corresponding to
localizations of focuses) were positioned in the same
focal plane at equal distances from each other in a pat-

tern that had the form of a grid of  ×  elements.
In order to determine un (n = 1, 2, …, N), it is necessary
to select the phases and amplitudes of the sound pres-
sure at the test points pm (m = 1, 2, …, M). The ampli-
tudes were assumed equal for simplicity of calculation.
The method of selection of the phases at the test points
is considered below.

As in our previous paper [10], we assume that ultra-
sound propagates through a biological tissue with the
density 1000 kg m–3, the sound velocity 1500 m s–1, and
the attenuation coefficient 10 Np m–1 MHz–1. The fre-
quency of ultrasound is 1.5 MHz in all cases. Calcula-
tions are conducted for arrays with surfaces shaped as
parts of spherical shells with a curvature radii equal to
120 mm. The diameters of all arrays are identical and
equal to 110 mm. All arrays consist of disk-shaped ele-
ments with a diameters of 5 mm. The intensity distribu-
tions in the field formed by four types of arrays are
compared:

(1) An array of 256 elements positioned the surface
in a quasi-random way (a true random distribution was
modified in such a way that the minimum distance
between the centers of elements was 5.5 mm). The dis-

M M
tance between the centers of the most distant elements
is 100 mm:

(2) An array of 256 elements positioned or the sur-
face regularly, in square patterns. The minimum dis-
tance between the centers of elements is 5.5 mm.

(3) An array of 255 elements positioned on the sur-
face regularly, in hexagonal patterns. The minimum
distance between the centers of elements is 5.5 mm.

(4) A regular array of 255 elements consisting of a
central element and nine concentric rings with the radii
from 5.5 to 49.5 mm (with a step of 5.5 mm). The rings
consist of 5, 11, 17, 23, 28, 33, 40, 46, and 51 elements,
respectively. The distance between the centers of ele-
ments is 6 mm.

Sketches of these arrays were given in our previous
paper [10]. The computing facilities were also
described therein.

Since the volume irradiated by ultrasound in prac-
tice can be significantly greater than the volume of a
single focus, the necessity to form and move several
focuses arises. Naturally, in this case, the time-average
value of intensity in the region along the path of ultra-
sound to the desired region of action (we will call it a
“prefocal” region) can far exceed that in the case of a
single movement of a single focus. Correspondingly,
the possible criteria for evaluating the quality of inten-
sity distributions in the case of formation and move-
ment of several focuses will be inevitably less strict as
compared to the criteria used by us for the case of a sin-
gle movement of a single focus [10].

We used the following considerations in the process
of selecting these criteria. First, we assumed that the
values of ultrasonic intensity in the prefocal region are
much less than the values of the cavitation threshold in
tissues. (It is known that at frequencies 1–1.5 MHz, the
cavitation threshold in tissues under the action of
focused ultrasound corresponds to an intensity of
approximately 1000–1500 W cm2 [11, 12].) In other
words, we assumed that the mechanism of possible
destruction in the prefocal region (if such destruction
occurs) is of purely thermal origin. It is known that the
threshold thermal dose necessary for the thermal necro-
sis of tissues is equivalent to a rise in temperature of up
to 53.5°C in 10 s or up to 56.8°C in 1 s [5]. The maxi-
mum temperature Tmax attainable in ultrasonic surgery
is 80–90°C [5, 8]. Thus, in terms of the temperature
increase ∆T with respect to 37°C, thermal necrosis of
tissues can be attained in the interval from approxi-
mately 0.4∆Tmax to 1.0∆Tmax, where ∆Tmax is the maxi-
mal temperature increase (≈43–53°C). If the ultrasonic
action does not last too long (about several seconds),
then, we can ignore the heat conductivity of tissues and
the withdrawal of heat through blood flow and assume
that ∆T and the intensity I are linearly related. In this
case, it is possible to propose to a first approximation
ACOUSTICAL PHYSICS      Vol. 46      No. 5      2000
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the following criteria for evaluating the quality of inten-
sity distributions in the field created by an array in the
case of the formation and scanning by several focuses.
Quality I: the intensity in the secondary peaks is less
than 30% of that at the center of the focus Imax; quality
II: the intensity in the secondary peaks lies within the
range 0.3Imax < I ≤ 0.4Imax; quality III: the intensity in the
secondary peaks is I > 0.4Imax. It is evident that the risk
of thermal necrosis in the prefocal region must be small
for quality I and considerable for quality III. These cri-
teria can be considered as excessively strict, because
the effect of tissue cooling in the case of utilization of
several exposures to ultrasound is not taken into
account.

Numerical simulation was conducted for two meth-
ods of formation of several focuses: (1) a single focus
moved in one plane in short time periods (afterwards,
the obtained “line” consisting of several focuses can be
moved in the scanning mode); (2) formation of a grid
consisting of several focuses, which can also be moved
over a preset volume. Two-dimensional contour distri-
butions in the prefocal region and focal plane were used
for the qualitative analysis of the intensity distributions.
The plots given below present nine contours, which
correspond to intensity values from 10 to 90% for Imax
at a step of 10% Imax.

The ultrasonic intensity distribution that corre-
sponds to the first method is given in Fig. 1 for the case
of nine focuses positioned along a straight line with a
distance of 3 mm between their centers. The coordi-
nates of the focuses were z = 110 mm, x = 0 mm, y =
–12, –9, –6, –3, 0, 3, 6, 9, and 12 mm, where z is the
coordinate in the direction of the acoustic axis of the
array, and x and Û are the coordinates in the directions
perpendicular to the array axis. The results for an array
of 256 elements randomly positioned on the surface are
given in the left part of the figure (Figs. 1a, 1b), and the
right part of this figure (Figs. 1c, 1d) presents the results
for an array of 256 elements positioned on the surface
regularly, in square patterns. In the lower part of the
figure, the distributions in the prefocal region (in the
y–z plane) are given, and the distributions in the focal
x–y plane (z = 110 mm) are presented in the upper part.
The amplitudes of signals on the array’s elements were
selected in such a way that maximal intensities at all
focuses were the same, which could be realized only in
the case of utilization of a randomized array. One can
see that, in the case of utilization of the latter, nine
focuses of equal intensity are observed on the preset
points. In the case of a regular array, it is possible to dis-
tinguish at least 13 focuses with different intensities,
which is the result of summation of intensities in the
main and secondary peaks. One can also see that the
quality of intensity distributions for the randomized
array is noticeably better than that for the regular array,
both in the focal plane and in the prefocal region. Only
ACOUSTICAL PHYSICS      Vol. 46      No. 5      2000
five points with intensity above 0.2Imax were present in
the whole prefocal region of the randomized array (they
are shown by thicker lines). In the case of the regular
array, the number of such points or areas was about
100. Both presented distributions can be attributed to
the criterion of quality I, since the intensity in the sec-
ondary peaks does not exceed 0.3Imax.

Let us consider the second method of tissue destruc-
tion, which is grounded on the formation of several
focuses, for the case of scanning by a 3 × 3 square grid
of nine focuses with a distance of 4 mm between the
centers. The characteristics of these focuses are given
in the table. The coordinates of the focuses (the upper
numbers) are given with respect to the position of the
central focus (x = 0, y, z), and displacement is expressed
in millimeters. The relative values of the phase of the
complex pressure on the focuses are given by the lower
numbers. As one can see, these phases rotate uni-
formly and clockwise about the axis of the given set
of focuses in a way similar to that described by Fan
and Hynynen [8].

Figure 2 presents examples of intensity distributions
in the prefocal region (the y–z plane) in the case of
scanning by the indicated grid of focuses with the help of
a randomized array of 256 elements. In each case, the
central focus of nine ones was located on the array’s axis
at distances of 100 mm (Fig. 2a), 110 mm (Fig. 2b), and
120 mm (Fig. 2c). The intensity distributions corre-
sponded to the criteria I, II, and III.

Figure 3 summarizes the results of investigations of
the intensity distributions for one randomized and three
regular arrays in the case of the movement of a grid of
nine focuses, when the coordinates of the central focus
moved in the Û–z plane. The following data are pre-
sented: for an array of 256 elements randomly posi-
tioned on the surface (Fig. 3a); for an array of 256 ele-
ments positioned regularly in square patterns (Fig. 3b);
for an array of 255 elements positioned regularly in
hexagonal patterns (Fig. 3c); and a regular array of

Localization and relative values of phases for nine focuses
positioned in one plane
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Fig. 2. Changes in the quality of intensity distributions in the case of the movement of a grid of nine focuses (a 3 × 3 square with
the distance between the centers of focuses 4 mm) with the help of a randomized array of 256 elements. The central focus is on the
axis of the array at distances of (a) 100, (b) 110, and (c) 120 mm. The distributions correspond to the selected criteria of quality: (a)
criterion I; (b) criterion II; and (c) criterion III.
255 elements consisting of the central element and nine
concentric rings (Fig. 3d). The comparison of the distri-
bution quality confirms the trend observed in the case
of a single scan by a single focus [10]. In the case of the
randomized array (Fig. 3a), the grid of nine focuses can
be moved along the central axis from 76 to 104 mm and
to a distance of 10 mm away from the axis with a qual-
ity corresponding to criterion I. The quality of the dis-
tributions was considerably reduced when the array
elements were positioned in square of hexagonal pat-
terns (Figs. 3b, 3c). In these cases, the distributions of
quality I were absent, and the distributions of quality II
were present only in the case of a movement along the
array axis to distances from 86 to 105 mm. Almost any
displacement of the grid of focuses away from the axis
led to distributions of quality III, primarily, because of
the rise of a secondary intensity peak in the focal
plane. The intensity in this maximum could exceed the
intensity in the focus itself. The array of 255 elements
constructed in the form of concentric rings (Fig. 3d)
occupies an intermediate position between the random-
ized array and the regular arrays formed in square and
hexagonal patterns. Its utilization provided an oppor-
tunity to shift the indicated grid of focuses from 81 to
99 mm along the array’s axis and 5 mm away from the
axis.

Figure 4 shows the intensity distributions in the
focal plane (x–y) at a distance z = 100 mm in the case
of scanning by the same grid of 3 × 3 focuses. The
ACOUSTICAL PHYSICS      Vol. 46      No. 5      2000
intensity distributions belong to the array with a ran-
dom distribution of elements (Fig. 4a), the regular array
with elements positioned in square patterns (Fig. 4b),
the regular array with elements positioned in hexagonal
patterns (Fig. 4c), and the regular array with elements
positioned in rings (Fig. 4d). The upper plots corre-
spond to the case with the central focus being located
on the array axis (the coordinates 0, 0, 100 mm), and the
lower plots correspond to this focus shifted away from
the axis by 10 mm (the coordinates 0, 10, 100 mm). One
can see that the intensity distributions for the regular
arrays formed in square and hexagonal patterns corre-
spond to the quality criterion III not only in the case of
the focus shift by 10 mm away from the array axis, but
also when a focus is at the axis (Figs. 4b, 4c). In this
case, the intensity in the secondary peaks could exceed
the intensity in the focus. One can also see that the
intensity distributions for the randomized array and the
regular array formed of rings correspond to the quality
criterion I, even when the focus is shifted 10 mm away
from the axis (Figs. 4a, 4d).

The calculations of the intensity distributions in the
case of the movement of the grid of focuses were con-
ducted not only for the grid of 3 × 3 focuses, but also
for other configurations. In the case of utilization of a
greater numbers of focuses (5 × 5 with a distance of
2.5 mm between the focuses and 7 × 7 with a distance
of 2 mm between the focuses), the aforementioned dif-
ference between the distributions obtained for different



556 GAVRILOV et al.
15

0
70

y, mm

z, mm
60 80 90 100 110 120 130

10
5

50

15

0

10
5

15

0

10
5

15

0

10
5

*****
*

* * *

*

***
****

*
*
* ***

***
****

* *** * *

**
*

**
*******

*

**
*

*

(a)

(b)

(c)

(d)

Fig. 3. Summary data on the calculations and evaluation of the quality of intensity distributions in the case of the movement of a
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arrays became less evident, and the distributions of
quality III occurred more and more often.

The ratio of the curvature radius to the diameter of
all considered arrays was f = 120 mm/110 mm = 1.09,
which was somewhat higher than that for other arrays dis-
cussed in the literature, where f was 0.8–1.02 [6, 7, 13].
Fan and Hynynen [5] demonstrated that an increase in
f can lead to intense heating of the prefocal region.
Therefore, a reduction in f is a reserve for some
improvement of the intensity distribution in the field
formed by an array.

The character of the intensity distribution in the case
of the formation of a grid of several focuses depends on
the way of selecting the amplitudes and phases of the
complex sound pressure in the preset test points. Many
researchers studied this problem [2, 3, 5, 7, 8]. Tech-
niques for optimization of these parameters for obtain-
ing the maximal amplification coefficient of an array
(the ratio of the maximal intensity on the focus to the
average intensity on the array’s surface) were devel-
oped [2, 3]. These optimization techniques were not
used in our study. We used a uniform distribution of
amplitudes and selected the simplest method for a uni-
form phase rotation (see table). The distance between
the focuses was not optimized as well; it was compara-
ble to the values used by other researchers [5–7]. The
purpose of this work was different: we wanted to dem-
onstrate that the utilization of randomized arrays
instead of regular ones in many cases provides consid-
erable improvement of the intensity distributions in the
prefocal region and, especially, in the focal plane. Apart
from the paper by Goss et al. [13], we could not find
papers on phased arrays for surgical applications,
where the question of the possibility and expediency of
using randomized arrays for this purpose had been
brought up. Moreover, regular arrays of elements posi-
tioned in hexagonal [13] and, especially, square pat-
terns [2, 6–8, 14] remain most popular among the dis-
cussed types of arrays.

In conclusion, it is necessary to note that the results
obtained in this study demonstrate that arrays with a
random positioning of elements on the surface provide
a distinctly better quality of intensity distributions in
the case of the movement of several focuses as com-
pared to arrays with a regular positioning of elements.
The essential advantages of randomized arrays were
demonstrated in our previous paper [10] for the case of
a single motion of a single focus. This study also con-
ACOUSTICAL PHYSICS      Vol. 46      No. 5      2000



A
C

O
U

ST
IC

A
L

 PH
Y

SIC
S      V

ol. 46      N
o. 5      2000

TW
O

-D
IM

E
N

SIO
N

A
L

 PH
A

SE
D

 A
R

R
A

Y
S FO

R
 A

PPL
IC

A
T

IO
N

 IN
 SU

R
G

E
R

Y
557

10 0 10 20 30

(c)

–20 –10 0 10 20 30

(d)

Fig. 4. Inte  a grid of nine focuses (a 3 × 3 square). The distributions are obtained
for (a) an a  regularly in square patterns; (c) an array of 255 elements positioned
regularly i s correspond to the case with the central focus located on the array’s
axis, and t
–20

–20

x, mm

y, mm
–10 0 10 20 30–30

–10

0

10

20

30

–30

–20

–10

0

10

20

30

–30

(a)

–20 –10 0 10 20 30

(b)

–20 –

nsity distributions in the focal plane (x–y) at the distance z = 100 mm in the case of the movement of
rray of 256 elements randomly positioned on the surface; (b) an array of 256 elements positioned

n hexagonal patterns; and (d) a regular array of 255 elements positioned in rings. The upper figure
he lower ones correspond to the case with this focus shifted with respect to the axis by 10 mm.



558 GAVRILOV et al.
firmed this trend for the case of scanning by several
focuses at least for a relatively small number of them.
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Abstract—A kinematic model of volume prereverberation caused by sound scattering from different types of
inhomogeneities in the caustic zones of a surface oceanic waveguide is considered. Numerical estimates are
presented for the prereverberation time as a function of range, number of ray cycles, and width of the scattering
diagram. © 2000 MAIK “Nauka/Interperiodica”.
Previously, we have considered kinematic models
for the volume prereverberation caused by sound scat-
tering from fine-structure and turbulent inhomogene-
ities in the caustic zones of the underwater sound chan-
nel [1]. These zones concentrate the energy of the pri-
mary sound field and, thus, enhance the phenomena to
be observed. It is worth considering the volume prere-
verberation in a surface oceanic waveguide where a
system of caustics is known to exist [2]. A similar caus-
tic system can also be observed in the ground atmo-
spheric waveguide [3]. The ray pattern shown in Fig. 1
illustrates the effect for a simple case of the sound
source located near the surface, i.e., on the channel’s
axis. In this case, one of the two equations of caustic,
for the ray congruence of the (N + 1)th cycle, has the
form

(1)

where χ0 is the ray departure angle at the source and χk
is the angle at a point where the ray is tangent to the
caustic.

Figure 2 shows the ray pattern that depicts the for-
mation of prereverberation caused by sound scattering
in the forward direction, at a positive angle δχ, from the
Nth caustic (N = 2 in Fig. 2), with the tangent angle
χk = χ0/(2N + 1). The caustic is at the distance

(2)

from the source. Here, r0 is the cycle length for this ray.
The prereverberation signal is observed at a distance r
from the source. The prereverberation time is measured

2N
χ0
------- 1

χ0
----- 1

χk

-----– 
 + 0,=

rk N
1
2
---+ 

  r0
1
2
---

r0

2N 1+
-----------------–=
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relative to the signal that arrives along the ray consist-
ing of N + 1 cycles with the propagation time

(3)

where a = 1.2 × 10–5 m–1 is the normalized hydrostatic
gradient of the sound speed, c0 is the sound speed at the

surface, n = 1/(2N + 1), and ξ2 = a2 /24.

tr
r
c0
---- 1 a2r2

N 1+( )224
---------------------------–=

=  
r
c0
---- 1

4n2

n 1+( )2
-------------------ξ2 r

r0
---- 

  2

– ,

r0
2

0
0 100

z, km

R, km

1

2

N = 1 N = 2

N = 3

Fig. 1. System of caustics in the surface sound channel with
the sound source located on its axis.
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The propagation time of the advancing ray is a sum
of the time tk of signal propagation from the source to
the scattering point, rk , zk (see Fig. 2), and the propaga-
tion time ts for the signal scattered at the angle δχ from
the point rk , zk to the reception point r, 0. Thus, the pre-
reverberation time is given by the expression

(4)

In view of the ray pattern of Fig. 2 and formula (2),

the time tk is equal to the propagation time along N + 

cycles, each of them being r0 in length, minus the prop-
agation time along the half of the cycle with the length

 = nr0:

(5)

where ck is the sound speed at the depth zk, and  = 1 +

3(1 – n2)ξ2.

Similarly, ts is a sum of the propagation times along
the half of the ray with the length rδ and the half of the
ray with the length nr0 + δr:

(6)

δt tr tk ts+( ).–=

1
2
---

r0

2N 1+
-----------------

tk

r0

2c0
-------- 1

n
--- 1 ξ2–( ) n

c0

ck

---- 1 n2ξ2–( )– ,=

c0

ck

----

ts

r0

2c0
--------

rδ

r0
---- 1

rδ

r0
---- 

 
2

ξ2– 
 =

+ n
δr
r0
-----+ 

  c0
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---- 1 n
δr
r0
-----+ 

  2

ξ2– 
  ,
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zm

z

0
rδ

δr

δχ

Fig. 2. Ray pattern for the calculation of prereverberation.
where δr = 2δχ/a, and r, r0, rδ, and δr are related by two
expressions:

(7)

(8)

With formulas (3)–(6), in view of relations (7), (8),
the prereverberation time δt was calculated as a func-
tion of distance r for different N and scattering angles
δχ. The calculations were carried out up to distances at
which the scattered ray touches the bottom. These lim-
iting distances depend on the values of δχ, N, and the
sea depth z; the latter was specified to be 2.5 km—a
value that is typical for the Mediterranean Sea. This sea
is known for its hydrostatic sound speed gradient
observed from the surface to the bottom in winter. The
limiting distance is determined by formulas (7), (8), in
accordance with the condition of a ray tangent to the
bottom:

(9)

Figure 3a shows a set of the calculated dependences
of the prereverberation time δt on distance r for δχ =
0.1 rad. The parameter of the curves is the number N of
the cycles (from 1 to 15). In Fig. 3b, a similar set is pre-
sented for δχ = 0.2 rad. The obtained prereverberation
times agree well with the experimental data [4]. Figure 4
shows a set of dependences of δt on r (for N = 1), where
the parameter of the curves is the scattering angle δχ
(from 0.1 to 0.17 rad, at a step of 0.01 rad). A sharp
dependence of the prereverberation time on the angle
δχ is observed.

In our calculations, the angles δχ ranged from 0.1 to
0.2 rad. These values are characteristic of the effective
scattering angles at frequencies of about 1 kHz in caus-
tic zones. The sound scattering may be caused by elon-
gated plane-layered fine-structure inhomogeneities of
the refractive index when δχ ≈ 4.3(βλ)1/3, or by isotro-
pic inhomogeneities of turbulent nature when δχ ≈
λ/2πL0. Here, λ is the wavelength; β is twice the differ-
ence between the curvature of the caustic section along
the ray and the curvature of the ray itself at a point
where the ray is tangent to the caustic; and L0 is the
external scale of turbulence. For the ocean, the typical
values are β > 5 × 10–6 m–1 and L0 about several meters
(see [1, 5, 6]). Scattering in the water bulk can also be
caused by deep scattering layers of biological nature. In
this case, the value of δχ may be governed by the limit-
ing scattering angle δχmax for a given sea depth z:

(10)

r
r0

2
---- 1

n
---

rδ

r0
---- δr

r0
-----+ + 

  ,=

rδ
2 r0

2 1 2n
δr
r0
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r0
----- 

  2

+ + .=

zm z, where zm
a
8
---rδ

2
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δχmax 2a z zk–( )1/2 χk.–=
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Fig. 3. Prereverberation time versus distance, with the number of cycles N being the parameter of the curves: δχ = (a) 0.1 and
(b) 0.2 rad.
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Fig. 4. Prereverberation time versus distance, with the scattering angle δχ (from 0.1 to 0.17 rad) being the parameter of the curves.
Sound scattered at negative angles or in the specular
direction leads to the reverberation (“aftersounding”)
effect. It can be shown that the ray bundle produced by
specular scattering from the fine-structure inhomoge-
neities in the caustic zone is focused at the reception
ACOUSTICAL PHYSICS      Vol. 46      No. 5      2000
point that is symmetric with the transmission point
(Fig. 5). In this case,

(11)r
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a
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a
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2χ0
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--------+–

3χ0

a
--------

χ
a
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The condition of focusing is the zero value of the deriv-

ative  = 2 a–1, which yields  = .

Because the Snell law requires that  =  at small

angles, we obtain χ = χ0 = χk at N = 1. Thus, for the

bundle of scattered rays to focus on the reception point
at the distance r/2, it is necessary that scattering occurs
in the caustic zone.

As it was previously [1] mentioned, prereverbera-
tion and insonification of geometric shadow zones are

dr
dχ
------ 3

dχ0

dχ
-------- 1– 

  dχ0

dχ
-------- 1

3
---

dχ0

dχ
-------- χ

χ0
-----

1
3
---

z

0 r

χ

Fig. 5. Focusing of rays scattered by the fine-structure inho-
mogeneities in the specular direction.
phenomena of the same nature, which are caused by
scattering from the inhomogeneities of the water bulk
and its boundaries. The scattered field producing prere-
verberation (in a wide sense), namely, the space-time,
angular, and power characteristics of scattering, carry
information both on the statistical parameters of inho-
mogeneities and on the structure of the primary sound
field, including the location of caustics in the insonified
zones.
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Abstract—The acoustic wave propagation in a rotating ideal gas with density stratification due to the rotation
is considered. To describe the waves propagating normally to the rotation axis, an equation for a scalar quantity
that is a function of density is proposed. The frequency dependences of the phase and group velocities of an
acoustic-gyroscopic wave are presented. It is shown that the stratification of gas leads to an exponential ampli-
tude decay for an acoustic wave generated near the rotation axis and has no effect on the inertial-gyroscopic
wave. © 2000 MAIK “Nauka/Interperiodica”.
Studies of acoustic processes in machines contain-
ing gas or liquid, such as rotors, centrifuges, separators,
and turbine pumps, are of interest not only from the
point of view of reducing the vibroacoustic effect on
the personnel or satisfying the severe requirements on
the equipment’s reliability, but also in relation to the
effects of intense acoustic fields on technological pro-
cesses. The aforementioned machines represent an evi-
dent but incomplete set of cases in which the effects
caused by the rotation of the medium play a crucial role
in the wave processes. The rotation of the medium had
been taken into account in studying various processes
in the ocean [5–9] and in atmosphere [10], but it was
neglected in the studies of acoustic waves. Most atten-
tion has been concentrated on the wave processes in
turbine pumps [1–4]. However, a number of factors
essential for the understanding of wave processes in
rotating gases, namely, the phase and group velocities
and the effect of the density stratification due to rota-
tion on the wave parameters, were somehow left out.

Let us assume that an ideal gas is enclosed in an infi-
nite cylinder of large radius. In the unperturbed state,
the cylinder and the gas in it rotate at an angular veloc-
ity W collinear with the cylinder axis Oz. In a noninertia
frame of reference rigidly bound to the rotating cylin-
der, the velocity of gas particles is equal to zero, and the
density ρ0 is a function of the distance r from the rota-
tion axis:

.

We assume that, in the course of the disturbance prop-
agation, the motion of gas particles is an isentropic one,
and the pressure p is a function of density ρ, only. We

introduce the pressure function P = , where c2 =

 is the square of the sound velocity; then, the equa-

v0 0, ρ0 ρ0 r( )= =

c2 ρd
ρ

-----------∫
dp
dρ
------
1063-7710/00/4605- $20.00 © 20563
tion of motion and the continuity equation take the
forms

(1)

For a polytropic gas and adiabatic motion, the formula

is valid, which allows us to easily invert the expression
for the pressure function P through density ρ:

For a perfect gas with constant specific heat in the
unperturbed state, the dependence of the pressure func-
tion P0 on the distance to the rotation axis r is a qua-
dratic one:

where P∗  is the value of the pressure function on the
rotation axis.

The equations of the gas motion linearized near the
unperturbed state have the form

, (2)

(3)

In a perfect gas, the quantity  does not depend on r:

 = γRT, where γ is the specific heat ratio, R is the uni-
versal gas constant, and T is the absolute temperature.
Substituting the quantity P from (3) into Eq. (2) dif-
ferentiated with respect to t, we obtain an equation

vt v∇( )v+ ∇ P– 2 v W,[ ] Ω 2r,+ +=

Pt ∇ P v,( ) c2divv+ + 0.=

c2 constγργ 1–=

ρ 1
const
------------γ 1–

γ
-----------P 

 
1

γ 1–
-----------

.=

P0
1
2
---Ω2r2 P*,+=

vt ∇ P– 2 v W,[ ]+=

1

c0
2

---- Pt ∇ P0 v,( )+{ } divv+ 0.=

c0
2

c0
2
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with the single unknown vector being the velocity of
gas particles:

(4)

In many respects, it is more convenient whenever
possible to deal with a scalar equation than with a vec-
tor one. Using the representation of the velocity vector v
in terms of the Lamb potentials,

we pass from the vector Eq. (2) to the system of equa-
tions

(5)

(6)

We note that such a passage restricts our consideration
to the wave processes that occur in the plane perpen-
dicular to the rotation axis: as one can infer from
Eq. (6), the requirement that the divergence of ψ be
equal to zero leads to the condition (v, W) = 0.

In terms of the Lamb potentials, Eq. (3) takes the
form

(7)

Performing the left vector multiplication of Eq. (6) by
W , we obtain

(8)

Differentiating Eq. (6) with respect to t, substituting
expression (8) into it, and performing simple transfor-
mations, we obtain

(9)

Substituting expression (5) for θt in Eq. (9), we repre-
sent the latter in the form

(10)

Differentiating Eq. (5) with respect to t and taking into
account that the scalar product (yt , W) can easily be
determined from Eq. (6), we derive the following rela-
tionship between Pt and the potential θ:

(11)

Expressions (10) and (11) allow us to recast Eq. (7) to
the form containing a single unknown function P. To
eliminate the potentials θ and ψ from Eq. (7), we differ-
entiate this equation twice with respect to t and add the
resulting expression to the initial Eq. (7) multiplied by
4Ω2. Simple transformations with the use of relations
(10) and (11) yield an equation in P that describes the

vtt ∇ ∇ P0 v,( )– ∇ c0
2divv( )– 2 vt W,[ ]– 0.=

v ∇ θ roty, divy+ 0,= =

θt P– 2 y W,( ),–=

yt 2θW 2 y W,[ ] .+=

Pt ∇ P0 ∇ θ,( ) ∇ P0 roty,( ) c0
2∆θ+ + + 0.=

yt W,[ ] 2 W y W,[ ],[ ] .–=

ytt 2θtW 4Ω2y– 4W y W,( ).+=

ytt 4Ω2y+ PW.–=

Pt θtt– 4Ω2θ.–=
propagation of acoustic waves in the rotating gas in the
plane perpendicular to the rotation axis:

(12)

As one can see from Eq. (12), a plane wave cannot
propagate in a rotating stratified gas: the wavefront will
necessarily be distorted in the course of the propaga-
tion. For a nearly plane, high-frequency (as compared
to the angular frequency of rotation Ω) wave, we can
write a stationary asymptotic expansion

Then, from Eq. (12), we obtain the eikonal equation
and the transport equation by setting the coefficients of
different powers of ω equal to zero:

(13)

In the case of a perfect gas, the eikonal Eq. (13) is
reduced to a simple dependence of the magnitude of the
wave number k = ω–1∇ϑ  on the cyclic frequency ω:

where the right-hand member of the equation does not
depend on the spatial variables. The zero-order ampli-
tude exponentially decreases with increasing x, i.e., in
the direction of the wave propagation:

In the case of a uniform gas, the third and fourth terms
of Eq. (12) are equal to zero, and a plane wave can
propagate with its amplitude being invariable and the
dispersion relation having the form

In a stratified gas, this dispersion relation is approxi-
mately valid for a low-frequency, nearly plane acoustic
wave when the effect of the inhomogeneity of the
medium is small. From the latter expression, it follows
that, at ω = 2Ω, the plane wave propagation in the
direction perpendicular to the rotation axis is impossi-
ble; in this case, an inertial-gyroscopic wave will be
excited along the rotation axis, the propagation of this
wave being accompanied by no energy transfer (the

Pttt 4Ω2Pt ∇ P0 ∇ Pt,( )–+

– 2 ∇ P0 ∇ P W,[ ],( ) c0
2∆Pt– 0.=

P e iωt– iωϑ x( )+ Am x( )

iω( )m
-------------.

m 0=

∞

∑∼

∇ ϑ( )2 1

c0
2

----,=

Ω2 r ∇ ϑ,( )Am c0
2∆ϑ Am 2c0

2 ∇ ϑ ∇ Am,( )+ +

=  4Ω2Am 1– Ω2 r ∇ Am 1–,( )– c0
2∆Am 1––

+ 2Ω2 r ∇ ϑ,[ ] W,( )Am 1– 2Ω2 r ∇ Am 2–,[ ] W,( ),+

A 1– A 2– 0, m 0 1 2 … ., , ,= = =

k
ω
c0
----,=

A0 A00
Ω2

2c0
2

--------x2–
 
 
 

.exp=

k2 ω2 4Ω2–

c0
2

----------------------.=
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group velocity of the inertial-gyroscopic wave is zero at
ω = 2Ω [5]). This fact should be stressed in relation to
the discussion on the Coriolis resonance at the fre-
quency ω = 2Ω in [3].

In the cylindrical coordinate system, Eq. (12) takes
the form

which yields the following expression for the ampli-

tude of a harmonic cylindrical wave P = (r)e–iωt:

By changing the independent variable,  =

r , we obtain the equation for  in the
form

(14)

This equation has the solution

where  and  are the Whit-

taker functions [11]. When ω > 2Ω , the function 

tends to zero as O  with increasing  and

performs damped oscillations. By contrast, when ω <
2Ω , the solution to Eq. (14) is bounded at  = 0 and
exhibits an exponential growth with the increase in this
variable.

If the inhomogeneity of gas is neglected, the second
term enclosed in parentheses in Eq. (14) is zero (for-
mally, we can set σ = 0), and the equation will have a
solution expressed through zero-order Bessel functions:

( ) = C1J0( ) + C2Y0( ) for ω > 2Ω and ( ) =
C1I0( ) + C2K0( ) for ω < 2Ω . As one would expect,
the amplitude of a cylindrical wave in a homogeneous

gas decreases as O  when   ∞ and ω > 2Ω .

Now, let us consider a wave propagating at an angle
χ to the rotation axis. Under the assumption that c0 =
const, in the cylindrical coordinate system with the z

Pttt 4Ω2Pt Ω2rPrt– 2Ω3Pϕ–+

– c0
2 Prrt

1
r
---Prt

1

r2
----Pϕϕ t+ + 

  0,=

P̂

P''ˆ 1
r
--- Ω2r

c0
2

---------+
 
 
 

P'ˆ ω2 Ω2–

c0
2

------------------P̂+ + 0.=

r̃

c0
1– ω2 4Ω2– P̂

P''ˆ 1
r̃
--- σr̃+ 

  P'ˆ P̂+ + 0, σ ω2

Ω2
------ 4– 

 
1–

.= =

P̂ r̃( )
1
r
---e

σ
4
---r

2–

C1M1 σ–
2σ

------------ , 0

σ
2
--- r̃2

 
  C2W1 σ–

2σ
------------ 0,

σ
2
--- r̃2

 
 + ,=

M1 σ–
2σ

------------ 0,

σ
2
--- r̃2

 
  W1 σ–

2σ
------------ 0,

σ
2
--- r̃2
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1
2
---– 1

2σ
-------–

e
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2
---–

 
  r̃
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axis directed along the rotation axis, the vector Eq. (4)
can be represented in the form of a system of equations:

(15)

where u, v, and w are the radial, azimuth, and axial
components of the velocity vector v. Neglecting the
stratification of gas in the unperturbed state (as is done
in considering the acoustic processes in turbine pumps
[3, 4]), i.e., neglecting the terms containing Ω2, and
seeking the solution to system (15) in the form of a har-
monic wave

(16)

we retain only the leading terms and obtain the follow-
ing linear algebraic system of equations:

A nontrivial solution to this system exists when the
condition

(17)

is fulfilled. The dispersion Eq. (17) (which coincides
with the dispersion equation from [3] corrected for the
Doppler shift) can be represented in the form

(18)

From expression (18), it follows that, for cyclic fre-
quencies ω within the range 2Ωcosχ < ω < 2Ω, there
are no waves propagating at the angle χ to the z axis. In
other words: when the frequency is ω < 2Ω, a travelling

wave can exist only for the angles χ < . Fig-

ure 1 shows the dependence of the phase velocity cph on
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the frequency ω for the angle χ = π/3. The group veloc-
ity vector cg determined as

where

cg

c0
2

2cph

---------- 1
ω2c0

2

2Φcph
2

---------------– 2Ω2

Φ
----------–

 
 
  k

k
--- 4Ω2

Φ
---------- χW

Ω
----cos+ ,

ω 2Ω χcos<

c0
2

2cph

---------- 1
ω2c0

2

2Φcph
2

--------------- 2Ω2

Φ
----------+ +

 
 
  k

k
--- 4Ω2

Φ
---------- χW

Ω
----cos– ,

ω 2Ω,>

=

cph c0
ω2 4Ω2 χcos

2
–

ω2 4Ω2–
------------------------------------,=

Φ 1
2
--- c0

2k2 4Ω2+( )2
16Ω2c0

2k2 χcos
2

–=

0.5

0 2

cph/c0

ω/Ω

1.0

1.5

4 6 8

k/k

–Ω/Ω

cg

β

Fig. 1.

Fig. 2.
is directed at an angle β to the wave vector k (Fig. 2).
The angle β varies from zero to π/2, depending on the
frequency (this is illustrated by the dependence of cosβ
on ω for χ = π/3 in Fig. 3). At high frequencies, the
wave vector and the group velocity vector become col-
linear.

Let us go back to a stratified gas without making any
assumptions on the values of the coefficients in equa-
tions (15) and consider a wave process that is indepen-
dent of the angle ϕ. The system of Eqs. (15) is reduced
to a single equation

(19)

We note that, for a nonstratified gas, the analog of the
latter equation has the form

Substituting the solution in the form

into Eq. (19) and performing simple transformations,
we obtain an ordinary differential equation for the com-
plex amplitude (r):

Figure 4 shows the quantitative dependence of the
absolute value of the function (r) on the distance  =
Ωr/c0 for the waves propagating in a stratified (the solid
line) and nonstratified (the dotted line) gas. One can see
that, with allowance made for a increase in the gas den-
sity toward the periphery, the absolute value of (r)
exhibits a monotonic decrease with distance (except for
a single rise).

In contrast to acoustic waves, the inertial-gyro-
scopic waves are not affected by the density stratifica-
tion in r. Let us prove this statement. Solution (16) con-
tains both purely acoustic and inertial-gyroscopic
waves as the limiting cases. To separate the latter type
of waves, we set c0 = ∞ in Eqs. (2) and (3) and take into
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account that P0 = lnρ0. Then, going back to the vari-
ables p and ρ, we recast the equations to the form

(20)

(21)

We apply the divergence operation to Eq. (20):

(22)

We differentiate Eq. (22) twice with respect to t and
combine it with the initial Eq. (22) multiplied by 4Ω2.
As a result, we obtain

(23)

The subsequent transformations are performed with the
use of the continuity Eq. (21) and the formula derived
in the following way: equation (20) is subjected to vec-
tor multiplication by 2W and combined with Eq. (20)
differentiated with respect to time t; collecting similar
terms, we obtain

(24)

We recast Eq. (23) by using formulas (21) and (24) and
the equalities
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to obtain an equation that does not contain the quantity v:
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allows one to eliminate ρ0 from Eq. (25) by performing
minor transformations:

Thus, the stratification of liquid does not affect the
propagation of the inertial wave.
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Abstract—A method is proposed for extracting the signal scattered by a moving acoustic screen and for recon-
structing the image of the scatterer. The results of the preliminary numerical calculations performed for a free
space agree well with the results of the full-scale experiment in a lake. A good agreement between theory and
experiment is achieved with an aperture synthesis by the signal magnitude. The characteristic feature of the pro-
posed method of aperture synthesis is the use of an extended acoustic array in the target tracking mode of oper-
ation. This provides an additional condition for the determination of the parameters of the experiment, thus
allowing one to determine two such parameters. © 2000 MAIK “Nauka/Interperiodica”.
In the previous paper [1], a method for observing
weak acoustic fields scattered by moving inhomogene-
ities was proposed. In an experiment carried out in a
lake, the method provided a 60-dB suppression of the
multiplicative interference caused by the amplitude and
phase fluctuations of the radiator [1]. As a result of
these studies, a fundamental possibility opened up not
only for the extraction of the scattered signal, but also
for the identification of the scatterer’s shape. In this
paper, we propose to complement the aforementioned
method with a special processing procedure for the
extracted signal in order to determine the dimensions of
the scatterer and to estimate the acoustic parameters of
the propagation path. For this purpose, it is necessary to
use an extended acoustic array constantly pointed at a
moving acoustic screen. The condition that the array is
constantly pointed at the screen provides an additional
equation for the determination of the acoustic parame-
ters of the experiment.

Let us describe the general scheme of the experi-
ment and the technique used for experimental data pro-
cessing. The fundamental possibility of visualizing the
acoustic field at a scatterer can be deduced from some
evident reasoning. Namely, the wave field at the acous-
tic screen surface can be calculated from the known
field observed at a distance R from the screen. The pos-
sibility of solving this problem on the basis of field
measurements is determined by two conditions. The
first one is a sufficiently high accuracy of the wave field
measurements, and the second one requires that the
measurements be taken over a sufficiently long spatial
interval (a large aperture).

The experiment proceeded as follows. An acousti-
cally opaque screen was towed between an acoustic
source and a receiving array containing 64 receiving
elements arranged in a horizontal line within an aper-
ture of size A = 12 m. The distance from the screen tra-
1063-7710/00/4605- $20.00 © 20569
jectory to the array was R = 150 m. The screen size was
about 4 m, and the acoustic wavelength was about 0.5 m.
Hence, the Fraunhofer diffraction conditions were ful-
filled for the field behind the screen, on the array’s site.
The array within its aperture also was in the Fraunhofer
diffraction zone. This condition prevented direct deter-
mination of the field distribution over the screen by the
array. The latter only allowed us to determine the direc-
tion toward the screen. However, the screen moved, and
the field values at the array were multiply recorded in
the course of the screen motion. These data could be
used for increasing the effective aperture of the array by
its synthesis.

To test this possibility, we performed mathematical
modeling of the measurement process. The wave field
formed on the moving screen was modeled; then, the
field was calculated at the array within its aperture A for
all 1024 positions of the screen that were recorded in
the course of the experiment. The calculations were
performed with allowance for the geometry of the
experiment; we also used the assumption that the wave
propagates in free space, and the field is zero immedi-
ately behind the screen according to the Kirchhoff rule
and is unperturbed outside the screen. Below, such
rules, which replace the solution of the diffraction
problem, will simply be called “the Kirchhoff rule.”
The Kirchhoff rule is a good approximation for a screen
of large wave size within small diffraction angles. By
the 64 × 1024 calculated values of the wave field in the
far zone, we numerically solved the problem of recon-
structing the wave field immediately behind the screen.
The result obtained by solving this problem is shown in
Fig. 1. In shape, this result resembles the screen, which
was assumed to be rectangular in the calculations.

However, this does not mean that the real experi-
ment will also provide the desired result. In real condi-
tions, the wave propagates not in free space, but in a
000 MAIK “Nauka/Interperiodica”
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natural waveguide, where it is reflected from the bottom
and the surface of the lake. The result can be affected by
the intermodal interference, the signal modulation by the
wind waves on the lake’s surface, the internal waves, and
some other factors. In addition, one can hardly expect the
validity of the Kirchhoff rule, because the wave size of
the screen is less than ten wavelengths.

The factors listed above can distort the result. How-
ever, there is one more important difficulty in solving
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Fig. 1. Result of the theoretical solution of the inverse wave
problem on the basis of the calculated data with the use of
the aperture synthesis. The horizontal axis represents the
length, and the vertical axis shows the linear scale in arbi-
trary units. The upper solid line shows the real part of the
calculated field; the thin line in the middle shows the imag-
inary part of the field; and the thickest line at the bottom
shows the magnitude.

Fig. 2. Array response as a function of angle (the angle is
represented by the horizontal axis) at a fixed instant of time.
The upper dotted curve is the array response without addi-
tional processing. The thick line below shows the array
response at the same instant after the signal obtained from
all array elements was processed by formula (4) (the dark
field algorithm). The thin line shows the array response after
processing by formula (4) at an earlier instant of time, prior
to the screen motion.

Fig. 3. Result of the theoretical solution of the inverse prob-
lem with the use of the dark field algorithm. The coordinate
axes and notations are the same as in Fig. 1.
the inverse problem with the use of the aperture synthe-
sis, and it even does not allow one to obtain any result
at all. This main difficulty is illustrated in Fig. 2, where
the dotted line shows the form of the array’s response
to the received signal for some instant of time in the real
conditions of the experiment. The acoustically opaque
screen darkens only a small part of the entire field
received by the array. Therefore, in the figure, one can
see the direction toward the radiator and the signals
scattered by the bottom, surface, and banks of the lake.
The signal from the screen is practically undetectable.
The form of the antenna response is virtually invari-
able, in time (in the course of the screen motion). Nat-
urally, an aperture synthesis by such a signal is impos-
sible because of the high level of noise produced by
extraneous signals. To eliminate these signals, one can
use the algorithm that forms the so-called dark field
against which only the moving scatterers can be
observed [1]. The thickest line in Fig. 2 shows the sig-
nal obtained by the method proposed in [1]. One can
clearly see the angular position of the screen at the
given instant with an excess over the ambient reverber-
ation background that is sufficient for solving the
inverse wave problem in natural conditions.

The necessity to use the dark field algorithm [1] in
the experiment means that the theoretical calculations
should also be performed with the use of this algorithm.
The result of such a calculation is shown in Fig. 3. The
dark field algorithm operates as a filter linear in the sig-
nal frequency [1], which results in that the field image
on the screen is differentiated with respect to spatial
coordinates. Therefore, only the edges of the rectangu-
lar screen stand out. The result of the experiment per-
formed with the use of the dark field algorithm should
be compared with the computational result shown in
Fig. 3.

Below, we consider some details of the solution of
both the direct and inverse problems and present the
main relationships. We assume that the screen is small,
so that, at a distance R from it, the Fraunhofer diffrac-
tion conditions are satisfied, and these conditions have
the form [2, 3]

, (1)

where D is the screen size and λ is the wavelength. In
this case, the field behind the screen (the solution to the
direct problem in the small-angle approximation) can
be represented as [2, 3]

(2)

Here, p(x, y, R) is the complex amplitude of the wave

field, x and y are the rectangular coordinates, k = ,

and g(u1, u2) is the spatial Fourier spectrum of the
screen shape with the spatial frequencies u1 and u2. For-
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mula (2) is given in [3] (p. 28, formula (1.35)). In the
case under study, the problem can be considered as one-
dimensional, and the coordinate y can be neglected.
Besides, we can neglect the constant phase shift
depending exclusively on the distance R, which is
assumed to be constant, and we can also neglect other
constant values. As a result, we obtain the following
initial relationship:

(3)

Formula (3) is valid for a plane wave illuminating
the screen. In our case, the screen is illuminated by a
point source located at a distance R1 from the screen
trajectory, and the receiving array is located at a dis-
tance R2 from this line, on the other side of it. Then, to
take into account the sphericity, it is sufficient to intro-
duce some reduced distance R determined by the for-
mula [2, 3]

(4)

Now, let us take into account that the screen moves
with the velocity v in the horizontal direction, along the
trajectory that coincides with the normal to the line
connecting the radiator and the receiving array. Then,
the field formed at n discrete points of reading, which
are selected on the time axis from the total data array M
with the frequency f, can be represented in the form

(5)

where

(6)

Expression (5) is valid for a single receiver of the
radiation scattered by the screen. In our case, the recep-
tion is performed by a set of individual hydrophones of
the acoustic array. Expression (5) is valid for every sin-
gle hydrophone of the array with allowance made for
the corresponding signal phases, which are determined
by the geometry of the hydrophone arrangement.

We assume that signals from the individual hydro-
phones of the array are summed up with the relative
phases that provide their in-phase summation in the
course of the reception of the field scattered by the
moving screen, no matter what the number of points n.
If this condition is fulfilled, then, for the signal scat-
tered by the screen, the array will be equivalent to an
omnidirectional hydrophone (this is quite important,
because a directional reception restricts the resolution
obtained by the aperture synthesis). For the array signal
phased in this way, formula (5) is valid.
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Let us derive the required condition of phasing for
the signals received by the individual hydrophones of
the array. Within the array aperture, the field produced
by the screen is a plane wave (the Fraunhofer diffrac-
tion condition), and this wave has the form

(7)

Here, L is the number of array hydrophones, which
coincides with the number of the discrete readings
within the antenna aperture A; e is the order number of
a discrete wave field reading taken along the aperture,
or the number of the receiving hydrophone located at
this point; and u is the spatial frequency (normalized to
2π/A) that is determined by the angle at which the plane
wave is incident on the array:

(8)

In the latter expression, λa is the wavelength that
occurs at the array depth in the presence of the real
sound velocity gradients in water and in the ground. In
our case, the angle at which the moving screen is
observed from the array’s site can be represented in the
form

(9)

where Ψ is the angle in the vertical plane at which the
signal from the screen arrives at the array. Assuming
that the angle θ is small and substituting expression (9)
into formula (8) and the latter into expression (7), we
obtain

, (10)

where

(11)

We note that formula (2) and, hence, formula (3) are
valid in the conditions of small-angle approximation [2,
3]. The factor cosΨ reduces the equivalent angle of the
wave incidence on the array in the horizontal plane,
which facilitates the fulfillment of the conditions of
small-angle approximation, as compared to the wave
propagation in free space.

For the array phasing to the screen, the signal
received by the array and represented as a matrix of the
variables e and n should be multiplied by a matrix that
is complex conjugate to matrix (10). Using formulas (5)
and (10), we obtained 64 × 1024 values of the complex
field amplitudes simulating the experimental data.

The inverse problem was solved in two steps. At the
first step, the array was pointed at the moving screen.
This operation is very important, and it makes the dif-
ference between our method and the aperture synthesis
commonly used in radar [2–4]. In the latter case, the
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Fig. 4. Array response as a function of angle (the vertical coordinate is the sine of the angle) and time (time is represented by the
horizontal axis).
array has a constant orientation relative to the line along
which the aperture synthesis is performed. This leads to
a limitation of the resolution obtained with this method.
The spatial resolution in the area under study cannot
exceed the aperture of the receiving array [2, 3]. The
procedure proposed by us converts the array to an
omnidirectional receiver, which has no resolution limi-
tations.

At the second step of processing, from the entire
matrix of values, we use only one row containing the
signal that depends exclusively on time. The form of
this signal is determined by expression (5). The pro-
cessing of the signal includes its multiplication by an
exponent that is complex conjugate to that involved
in (5). Then, according to formula (5), the screen’s
shape is determined with the help of the Fourier trans-
form.

The use of the dark field method consisted in the
transformation of the initial data matrix p(xe, tn) by the
formula [1]

(12)

The experiment was carried out in the Sankhar lake,
Vladimir region. The radiator was placed at a distance
of 300 m from the receiving array. It generated a cw
monochromatic signal. The data from the array were
read out as described in [1]. The screen was towed at a
constant speed along a path lying halfway between the
radiator and the receiving array.

Figure 4 shows the array response represented in the
form of a function of time and obtained without the use
of the dark field method. As seen from the figure, the
array response is virtually time independent, which
excludes the possibility of using the aperture synthesis
for this signal. Figure 5 shows the array response
obtained with the dark field algorithm. The use of the
latter allows one to trace the screen displacements in
angle. This makes it possible to determine the coeffi-
cient K1 involved in (10) and, thus, to point the array at

Se n,
p xe tn 8+,( )
p xe tn,( )

--------------------------- 
 ln=

+ i p xe tn 8+,( )( ) p xe tn,( )( )arg–arg( ).
the screen. The accuracy of the determination of K1 is
dictated by the length of the rectilinear part of the scat-
terer trajectory.

The array is phased to the screen in the following
way. For all instants of time, the signal received by all
hydrophones is represented in the form of a matrix,
whose columns and rows contain the variables e and n.
The result of this operation is shown in Fig. 5 display-
ing the modulus of this matrix. As was mentioned
above, for constantly “pointing” the array at the screen,
one should multiply the obtained matrix by the matrix
that is complex conjugate to that determined by for-
mula (10). However, the value of the coefficient K1
involved in (10) is unknown. This value is determined
by trial-and-error. The criterion for the choice of the
appropriate value is the form that is taken by the signal
matrix shown in Fig. 5, after its multiplication by the
aforementioned complex conjugate matrix into which
the tested value of K1 is introduced. If the value of K1 is
correct, the screen’s trajectory will run precisely along
the time axis. To obtain a phased signal, one only has to
read the signal values along the only row of the time
axis of the obtained matrix, along which the signal
from the screen is observed. This procedure is applica-
ble in the case of a sufficient excess of the signal from
the screen over the level of noise and interference. Fig-
ure 2 shows quantitatively and Fig. 5 qualitatively that
in our case this condition is met.

Figure 6 presents the result of the reconstruction of
the screen’s shape for the first rectilinear part of the
screen trajectory shown in Fig. 5. Figure 6a shows the
result of the reconstruction of the signal shape with the
help of the algorithm used in numerical calculations.
One can see that the shape of the reconstructed signal
does not fully coincide with that calculated and shown
in Fig. 3. However, we obtain an approximate coinci-
dence. This result can be considered quite unexpected,
if we take into account that the mathematical model and
the algorithm of the natural signal reconstruction
neglect a number of factors that were mentioned above.

Figure 6b shows the same signal processed in a dif-
ferent way. At the last step of processing, the Fourier
ACOUSTICAL PHYSICS      Vol. 46      No. 5      2000
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Fig. 5. Array’s response at the same instant and in the same coordinates as in Fig. 4 with the use of the signal processing by formula (4)
(the dark field algorithm).
transform was applied not to the complex signal, but to
its magnitude. In this case, some phase relations are
eliminated. In Fig. 6b, we present the results of both
theoretical calculations and experimental data process-
ing. One can see that they are in good agreement. Evi-
dently, for this kind of processing, the effect of the sig-
nal propagation conditions is insignificant. Such an
incoherent aperture synthesis does not allow one to
reconstruct the screen shape, but it provides the infor-
mation on the screen dimensions, which also is impor-
tant.

Figure 6c presents the comparison between the
results of calculations for two different screen sizes.
One can see that the screen size can be readily deter-
mined on the basis of the spectrum modulus with the
loss of part of the phase relations. The incoherent aper-
ture synthesis is not always possible. In our case, it is
possible, because the array is able to select the signal
scattered by the moving screen against the background
formed by the radiator’s signal and other scatterers.
Without this condition, an incoherent aperture synthe-
sis will lead to another result, because of the effect of the
interference of signals from a number of scatterers. The
correlation of such a result with theory presents a diffi-
cult problem (in contrast to the result obtained by us).

In the experimental results presented above, we
partly took into account the discrepancy between the
screen’s body and the wave field obtained immediately
behind it. This was made on the basis of Fig. 6b. The
screen size was about 4 m. If we substitute this size in
the computational formulas, we obtain a disagreement
between the calculations and the experiment in Fig. 6b,
which is evidenced by Fig. 6c. The agreement is
observed only when the screen size used in the calcula-
tions is about 2 m. Presumably, this can be explained by
the violation of the Kirchhoff rule. On the edges of a
real screen, the field is darkened to much lesser extent
than it is required by the Kirchhoff rule. Therefore, in
the calculations shown in Figs. 1 and 3, we also use a
screen size of 2 m rather than 4 m.
ACOUSTICAL PHYSICS      Vol. 46      No. 5      2000
On the basis of the experiment, we estimated a num-
ber of interesting parameters that characterize the
acoustic conditions in which the experiment was car-
ried out. These estimates were obtained by using the
exponents involved in formulas (5) and (10). From the
experiment, we estimate the dimensionless coefficients
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Fig. 6. Result of solving the inverse wave problem with the
use of the aperture synthesis in full-scale conditions. (a) The
complex wave field in the coordinates and notations of
Figs. 1 and 3. (b) The result of solving the inverse problem
on the basis of only the magnitude of the signal taken from
the array: the thin line shows the theoretical calculation and
the thick line shows the experimental result; the coordinate
axes are the same as in Figs. 1 and 3. (c) The results of the
theoretical calculations performed by the same method as
in Fig. 6b for two different screen sizes: 2 (the thin line) and
4 m (the thick line).
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involved in the exponents. In formula (10), the coef-
ficient in question is K1 determined by (10), and, in
formula (5), the coefficient K2 multiplying the factor
(n – 0.5M)2 and determined by (6). The latter coeffi-
cient is found from Fig. 6a. If, in obtaining Fig. 6a, we
leave the exponent without changes and subject the
whole expression (5) to spectral analysis, the resulting
response will be broadened, as shown in Fig. 7. This
occurs, because the frequency modulated signal of this
exponent broadens the spectrum. To avoid the spectrum
broadening, it is necessary to multiply the signal by the
complex conjugate exponent with the selected value of
K2 before performing the final spectral transformation.

According to formula (6), the coefficient K2 is
related to the parameters of the experiment by the for-
mula

(13)

From two equations, (11) and (13), one can deter-
mine two parameters involved in these equations on
condition that all other parameters are known. The
algorithms used earlier [5, 6] allow one to estimate the
parameters only on the basis of formula (5).

In our case, the parameters v, R1, and R2 are known.
Therefore, we estimated other acoustic parameters
characterizing the propagation path and involved in
equations (11) and (13). The known and measured
parameters are presented in the table.

In our experiment, the accuracy in the determination
of the coefficients by the trial-and-error method is
about 10%. By increasing the number of points of the
spectral expansion, it is possible to determine the direc-
tion toward the source of the signal (on condition that
its angular distance from other signals is not too small)
with an accuracy much better than that within the angu-

K2 πv 2 λR f 2( ).⁄=

–0.2

–100 –50 0 50 m

0.1
0.4
0.7
1.0

–0.5

Fig. 7. Result of solving the inverse wave problem shown in
Fig. 6 without compensation of the exponent in formula (5).
The notations are the same as in Fig. 6a; the horizontal axis
represents the distance.
lar resolution of the array in use [3]. (The spatial reso-
lution is determined as the width of the main lobe of the
array directivity pattern.) This fact is illustrated in Fig. 8,
which shows the array’s responses to the signal scat-
tered by the screen at two instants of time with different
angular positions of the screen.

The array responses are pointed at the screen by
means of the multiplication of matrix (10) by the com-
plex conjugate matrix with the coefficient values that
provide both exact pointing at the screen and a 2% devi-
ation from it. The positions of the same maxima are
plotted in the inset of Fig. 8. Based on this plot, one can
conclude that the value of K1 can be determined with an
accuracy of 1%. This result is important for the follow-
ing reason. The propagation of the scattered waves may
occur at several angles to the vertical, within a wide
sector. This should affect the accuracy of pointing the
array at the signal scattered by the moving screen.
Therefore, an increase in the accuracy of pointing
allows one to refine the conditions of the propagation of
the acoustic wave in the vertical plane by using only a
horizontal array.

It is of interest to estimate the accuracy of the selec-
tion of the incident radiation in the vertical plane by the
horizontally oriented array used in our experiment. We
have

In our case, sinΨ = 0.679. Hence, in this experi-
ment, the horizontal array is able to select the radiation
in the vertical plane with an accuracy about two times
less than in the horizontal plane.

Thus, from the results of our experimental study, we
infer the following conclusions.

The acoustic dark field algorithm provides the selec-
tion of the signal of a weak moving scatterer at a level
that is sufficient for the special procedure of aperture
synthesis. The latter procedure proposed in this paper
differs from other similar procedures in that it allows
one to use the full potential of the acoustic array with-
out any loss in resolution.

The use of a directional array with its full potential
in resolution and noise immunity allows one to apply
the incoherent aperture synthesis. This makes it possi-
ble to determine the scatterer’s shape by eliminating the
effects of a number of natural factors that cause fluctu-
ations of the phase of the scattered signal and are hard
to allow for.

∆ Ψcos[ ] Ψ( )∆Ψ.sin=
Table

Known parameters Measured parameters

v, m/s f, Hz F, Hz A, m L R1, m R2, m λR, m2 cos Ψ

0.68 6.36 2498.627 12 64 150 150 68.1 0.734

Ψ = 42.8°
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Our experiment has demonstrated a real possibility
for estimating two parameters of the experiment. This
possibility is new compared to those known before.
Specifically, it is shown that there is a possibility to
detect and select the radiation arriving at the array in
the vertical plane.

The proposed method can be used in a tomographic
mode of operation, namely, when the radiator and
receiver move together in such a way that it is possible
to determine the shape of the scatterers located within
the path of motion, as well as some acoustic parameters
of the path.

There is a number of recent theoretical publications
concerned with the refinement of the phenomena of dif-

–20 –15 –10 –5 0 5 10 15 20
deg

(a)

(b)

(c)

(d)

Fig. 8. Array responses for n = 304 and n = 588. The horizon-
tal axis represents the array scan angle in degrees. (a) The
maximal compensation and (b) deviations of +2% and
(c) –2% from it. (d) The inset shows the positions of the
array response maxima for the two time readings specified
above versus the coefficient K1; the horizontal axis repre-
sents the values of K1 from 0.9 to 1.1%; the vertical axis rep-
resents the angle, from +1° to –1°.
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fraction by bodies of simple shapes [7–9]. The methods
used in our study may be useful for the experimental
verification of the results of these theoretical studies.
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Abstract—Acoustic prereverberation caused by sound scattering from the rough sea surface is considered. For
the case of low-frequency scattering described by the first approximation of the small perturbation method, the
arrival times and angles of prereverberation signals in the subsurface sound channel are calculated as functions
of the wind speed, sound frequency, and distance. © 2000 MAIK “Nauka/Interperiodica”.
Ocean prereverberation is a phenomenon discov-
ered experimentally as early as in 1961 [1]. It consists
in the earlier arrivals of sound signals at a distant recep-
tion point as compared to the arrival times obtained
from classical calculations. This phenomenon belongs
to the same class as reverberation, and, in a broad sense,
it is a particular case of bistatic reverberation when the
prereverberation signals propagate in the forward
direction. Prereverberation, as well as reverberation, is
the result of scattering of sound by inhomogeneities of
the ocean surface, bottom, and water column. However,
in contrast to common reverberation, prereverberation
occurs when the sound signals propagate over paths
corresponding to lesser propagation time than the time
of propagation in a medium without scattering.
Whereas reverberation was actively studied for several
decades (see [2]) and still continues to attract the atten-
tion of researchers [3], prereverberation has been little
investigated.

One of the models of the prereverberation signal
formation due to sound scattering by the rough ocean
surface was suggested by Brekhovskikh et al. [4]. In
this paper, the authors do not specify the scattering
mechanism but consider the scattering directions sur-
rounding the specular direction (with respect to the
mean plane of the ocean surface) and close to it, which
corresponds to the high-frequency approach of the tan-
gent plane approximation. The scattering of low-fre-
quency sound at small Rayleigh parameters P provides
more possibilities for such a treatment of prereverbera-
tion, since in this case one can find a greater number of
sound propagation paths that are described neither in
the ray approximation nor in the wave approximation
for a waveguide with a flat upper boundary. Below, we
present simple estimates of the arrival times and
angles of prereverberation caused by scattering of low-
frequency (as far as P is small) sound from the ocean
surface.
1063-7710/00/4605- $20.00 © 20576
The scattering pattern describing the angular distri-
bution of the reradiated field intensity at P2 ! 1 pos-
sesses one or several maxima. The positions of these
maxima and their shapes are known. For example,
Belousov et al. [5] considered fully developed isotropic
wind waves described by the Pierson–Moscovitz fre-
quency spectrum and, within the first approximation of
the small perturbation method, obtained analytical
expressions for the angles characterizing the positions
of the scattering pattern peaks and their widths for
almost any situation that may occur at P2 ! 1. These
expressions are simple in their structure, but are rather
cumbersome, and, therefore, we do not present here
their full summary table. Nevertheless, we present one
of the approximate expressions

which is valid when the conditions

(1)

are satisfied. In these formulas, χ0 is the grazing angle
of the acoustic wave incident on the surface, χm are the
grazing angles corresponding to the maxima of the
scattering pattern (due to the presence of the modulus
on the left-hand side of (1), there are, in general, two
such maxima), k is the wave number of sound, and Km ≈
0.61g/v 2 is the wave number of the surface wave corre-
sponding to the maximum of the Pierson–Moscovitz
spectrum (here, g = 9.81 m/s2, v is the wind speed in
meters, and the dimension of Km is 1/m). Such an
approximation describes a relatively high-frequency
scattering (it is clear that the condition of smallness of
the Rayleigh parameter must be satisfied) when the pat-
tern maxima are not too far from the specular direction.
In this case, equation (1) determines Bragg’s diffraction
spectra of order ±1 in the scattering from a surface har-
monic corresponding to the maximum of the wind
wave spectrum.

χ χ0– ! 1,  χ χ0– χ0 2⁄cot ! 1,

χmcos χcos– Km 2k⁄=
000 MAIK “Nauka/Interperiodica”
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We note one general feature of the scattering pat-
terns for isotropic wind waves: at a fixed direction of
incidence, their maxima (maximum) lie in the inci-
dence plane, and, in the vertical section, they are the
farther from the specular direction, the lower the sound
frequency, or the smaller the rms surface displacement.
At very low frequencies and weak wind waves, a single
maximum of the scattering pattern may correspond
even to directions close to that of backscattering [5].

We restrict our consideration to the case of the sub-
surface sound channel with a constant gradient of the
sound velocity c, so that c(z) = c0(1 + az), where c0 is
the sound velocity at the surface and z is the depth (in
numerical calculations presented below, the value of
the relative gradient a = 1.1 × 10–5 1/m is determined by
the change of the hydrostatic pressure with depth). For
simplicity, we assume that the source (S, see Fig. 1) and
the receiver (R) are located at the ocean surface, with
the distance r = r1 + r2 between them. Consider a situa-
tion when sound is singly scattered from the surface (at
a point O, Fig. 1) on its way from the source to the
receiver, the grazing angle χ0 of the incident ray being
different from the grazing angle of the scattered ray: the
latter corresponds to the pattern maximum χm given by
expression (1). Along with two ray cycles shown in
Fig. 1 and corresponding to the condition χ0 < χm, two
other cycles are possible with χ0 > χm, which differ
from the shown cycles only by the order in which one
cycle follows the other (to obtain these cycles, one only
has to interchange the positions of the source and the
receiver in Fig. 1).

Denote by β = r1/r2 the ratio in which the point of
scattering (O) divides the distance r. Besides, we
assume that the grazing angles of all rays are small.
Using simple geometric considerations and retaining

the terms no higher than  and , with allowance for
formula (1), we obtain three equations relating the
parameters of the considered problem:

(2)

These three equations can be used for the determination
of three unknowns (χ0, χm, and β) from the known val-
ues of the distance r, the gradient a, the wave number
Km of the maximum of the wind wave spectrum (i.e.,
the wind speed), and the wave number of sound k (i.e.,
its frequency).

System (2) is easily resolved, and it yields the
expressions

(3)

χ0
2 χm

2

χ0 χm+ ar 2,⁄=

χ0 βχm,=

χ0
2 χm

2– 2Km k.⁄=

χm
ar
4
-----

2Km

ark
--------------,±=

χ0
ar
4
-----

2Km

ark
--------------+−=
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for the grazing angles of the incident and scattered rays;
here, the upper sign refers to the case χm > χ0 and the
lower sign to the case χm < χ0. We note that the quantity
corresponding to the minus sign on the right-hand side
of formula (3) must be positive. With the given param-
eters a, Km, and k, this fact limits the minimum distance
for which the situation shown in Fig. 1 can be realized.
For shorter distances corresponding to the condition

there exist no values of χ0 and χm that would be
described by formula (1). The condition that this differ-
ence is positive is the less severe, the higher the sound
frequency (the greater k) and the higher the wind speed
(the smaller Km). Substituting solution (3) in the sec-
ond equation of system (2) yields the estimate of the
ratio β = r1/r2.

As was noted in [4], the geometry of rays shown in
Fig. 1 corresponds to the earlier signal arrival at the
point of reception as compared to the case of specular
reflection of sound from the sea surface (i.e., as com-
pared to the case r1 = r2). At small grazing angles, this
advance can be determined by the approximate formula

(4)

where

Taking into account that r1/r = β/(1 + β), we can easily
estimate the prereverberation time from formula (4) in
the case under consideration.

According to the model described above, Fig. 2 pre-
sents the calculated dependences of the advance time
∆t of the prereverberation signal on the wind speed at a
fixed distance r = 100 km and at three sound frequen-
cies 0.3, 0.4, and 0.5 kHz. The smaller size numbers
shown near the left and right ends of each curve denote
the grazing angles χ0 and χm (or χm and χ0, in degrees)
calculated for the minimal wind speed (8 m/s, the left
pair of numbers) and the maximal wind speed (15 m/s,
the right pair of numbers) of those considered. Note
that the range of parameter variations, which was used
for the numerical calculations whose results are shown

ar
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2Km
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--------------– 0,<

∆t T0 1 4
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T0 a2r3 32c0( ).⁄=

OS R

r1 r2

χ0 χm

Fig. 1. Geometry of rays connecting the source S and the
receiver R.
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in this and the following figures, was chosen so that the
right-hand members of equalities (3) are positive, and
the approximation used for estimating the positions of
the maxima of the surface scattering pattern is valid [5].
However, the distances shown in this and next figures
may not be realized because of the limited depth of the
waveguide.

The frequency dependences of the prereverberation
times calculated for the wind speed 10 m/s and three
distances 80, 100, and 120 km are shown in Fig. 3 (the
pairs of numbers near the curves have the same mean-
ing as in Fig. 2). Finally, Fig. 4 exhibits the depen-
dences of the prereverberation times (and the angles χ0
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Fig. 2. Dependence of the prereverberation time on the wind
speed.
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Fig. 3. Dependence of the prereverberation time on the
sound frequency.
and χm) on distance for a wind speed of 10 m/s and fre-
quencies of 0.3–0.5 kHz. Note that the calculated val-
ues of the advance of the prereverberation signal over
the specular arrival agree well with the experimental
data [4].

The behavior of the curves in Figs. 2 and 3 is
explained by the position of the side maxima of the sur-
face scattering pattern a a function of the combination
of the problem parameters (remind that these maxima
are the farther from the direction of the specular reflec-
tion, the lower sound the frequency and the smaller
wind waves). According to this, as the frequency and
(or) the wind speed decrease, the difference between
the angles χ0 and χm increases, the lengths of the cycles
shown in Fig. 1 differ more noticeably, and the prere-
verberation times also increase.

Unexpected at first glance, the decrease in the prer-
everberation time with distance (Fig. 4) is explained by
a similar reason: at longer distances, the difference
between the ray cycles shown in Fig. 1 is less, and the
time interval within which the signal propagates in lay-
ers with higher sound velocity is shorter. However, this
consideration refers only to the case when the source
and the receiver located on the surface are connected by
a ray that experienced a single scattering from the sur-
face and made two cycles. For a different geometry of
rays, the prereverberation times will differ from the
above-mentioned values. In particular, it is clear that, in
a real situation, the dependence of time advance on dis-
tance cannot be monotone because of the change in the
ray structures over which the signal arrives at the point
of reception. Nevertheless, if we use the conventional
“multiple reflection–single scattering” approximation,
the presented estimates can be valid, since only one ray

60 70

Advance, s

Distance, km
80 90 100 110 120

0.1

0.2

0.3

0.4
Wind speed 10 m/s1.2; 17.7

14.8; 23.0

15.8; 22.0

16.4; 21.4

0.3 kHz

0.5 kHz

3.3; 15.6
0.4 kHz

4.5; 14.4

Fig. 4. Dependence of the prereverberation time on the dis-
tance.
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cycle will differ from the cycle that corresponds to the
specular reflection from the surface.

In conclusion, we note that, in a broad sense, prer-
everberation is a phenomenon that includes not only
the earlier signal arrivals (as compared to the classical
calculation), but also a spatial displacement of the
convergence zones toward the sound source [6].
Assuming that this phenomenon has the same nature
as the above-considered advance caused by the sur-
face scattering, it is easy to estimate the value of the
spatial displacement: the given values of ∆t will cor-
respond to spatial scales of hundreds of meters. How-
ever, although such scales agree with the experimental
data [6], the signal arrival angles measured in the
experiment almost coincide with the results of the ray
calculations for a flat upper surface of the sound chan-
nel, whereas the angles presented in Figs. 2–4 have
noticeably different values. Therefore, the displace-
ment of the convergence zone toward the source can
hardly be explained by the surface scattering (or, at
least, by this scattering alone).
ACOUSTICAL PHYSICS      Vol. 46      No. 5      2000
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Abstract—An antenna array placed in an arctic-type acoustic waveguide is considered. The guided sound field
consists of a signal generated by a point source and an isotropic interfering noise produced by the ice cover. The
array is operated in a specific regime: the output signals correspond to individual modes of the sound field. The
signal received by the array is subjected to correlation processing with a finite averaging time. It is shown that,
depending on the processing method, the signal-to-noise ratio can reach 40–60 dB for a realization duration of
1 min, and the quality of the signal detection is increased. © 2000 MAIK “Nauka/Interperiodica”.
The Arctic basin, which is ice-covered all year round,
is a promising ocean region for underwater acoustic
studies.

With acoustic methods, a number of scientific
problems can be qualitatively solved: climatic moni-
toring on long paths (global oceanic thermometry and
halynometry), study of the state and space-time vari-
ability of the parameters of the water bulk and the ice
cover, underwater communication and observation,
and so on.

Arctic experiments are expensive. In view of the
lack of funds for underwater studies in both Russia and
the USA, the importance of mathematical model exper-
iments rises. In modeling, one can use all of the data
that had been previously collected on the parameters of
the water bulk, the ice cover, and the sea floor of the
Arctic Ocean. Due to the permanent ice cover and the
specific vertical profile of the sound speed in the water
column, certain features are characteristic of the space,
time, and frequency structures of the sound field in the
Arctic Ocean and seas. In particular, in the arctic
waveguide, the sound attenuation is by one or two
orders of magnitude higher than in other ocean regions.
However, the active losses associated with the sound
absorption in water do not exceed the mean statistical
value for the entire ocean. The active losses in ice are
much higher than those in water, but this fact is of lim-
ited importance at low sound frequencies, when the ice
thickness is less than the acoustic wavelength. In addi-
tion to the geometric change in the wave front area, the
sound scattering by the ice cover governs the sound
attenuation [1–3]. The scattering partially removes the
sound waves from the waveguide, thereby increasing
the attenuation of both the coherent and stochastic
components of the sound field. High losses limit the
range of sound signal detection, and the higher the
sound frequency, the stronger the limitation. In practice,
long-range (above 100 km) sound propagation in the arc-
tic waveguide is feasible at frequencies of up to 100 Hz.
1063-7710/00/4605- $20.00 © 20580
The coherent component of the sound pressure is the
one that carries information on the sound source. The
scattered component plays the role of an interfering
noise, though it may be used to establish the fact that a
spatially localized sound source does exist.

Horizontally and vertically extended antenna arrays
allow one to suppress the contribution of the stochastic
(scattered) component, as compared to the coherent
one, and to select the latter from the total sound field
[4–7]. The stochastically scattered component can be
used to estimate the parameters of the ice cover, and the
underwater waveguide, to solve navigation tasks [8],
and for some other purposes.

The main obstacle to detecting the signal generated
by a localized sound source in the case of long-range
propagation in the arctic waveguide is the environmen-
tal noise that is mainly caused by the ice cover (the
wind-generated and thermal noise, the noise produced
by ice cracking, by water flowing over the lower rough
boundary of the ice cover, etc.). Such a noise is gener-
ated by sources spatially distributed over the surface of
the ice cover. In the deep-water part of the basin, the
interfering noise is often isotropic or slightly anisotro-
pic in azimuth (i.e., in the horizontal plane). On aver-
age, the noise intensity in the Arctic Ocean is somewhat
lower than in the open ocean, the increased sound atten-
uation in the arctic waveguide being one of the expla-
nations for this phenomenon. However, in the fre-
quency power spectrum of the interfering noise, the
spectral densities (in a 1-Hz band) can reach 60–80 dB
relative to the level corresponding to a sound pressure
of 1 µPa at frequencies of 20–80 Hz, and the spectrum
decays with frequency at a rate of about 5 dB per
octave up to frequencies of several hundred hertz. The
noise is nearly normally distributed and steady-state
in a one-third-octave band for a realization duration
up to 5 min.

The problem of selecting the desired signal on the
background of a more intense interfering noise attracts
000 MAIK “Nauka/Interperiodica”



        

ANTENNA ARRAY IN THE SOUND FIELD OF AN ARCTIC WAVEGUIDE 581

                                                                                                                                                                             
increasing attention in the theory of long-range sound
propagation due to the limitations imposed on the
power of the sound sources by both technical and envi-
ronmental factors [9]. A similar problem is also typical
for other fields of research [10]. There are at least two
aspects in this problem: the increase in the signal-to-
noise ratio by means of the appropriate reception
device (antenna array) and the suppression of the fluc-
tuating noise in the signal processing channel. The
noise immunity γ [11] of a receiving array is deter-
mined by the difference in the space-time structures of
the signal generated by a localized sound source and
the horizontally isotropic interfering noise generated
by sources distributed over the ice-cover boundary
(other noise sources are not considered). In these terms,
the array noise immunity is primarily concerned with
the deterministic part of the array response, i.e., with
the statistical moments of this response. The statistical
moments are associated with averaging over the statis-
tically stationary and ergodic realization of infinite
length, which is equivalent to averaging over the
ensemble of realizations. In practice, the time T of aver-
aging is finite due to both technical limitations and the
finite stationarity interval of the received signal. There-
fore, the output voltage of the integrating (averaging)
device contains both the aforementioned deterministic
component and the stochastic one whose variance is
known [12] to decrease proportionally to τ0/T, where τ0
is the time correlation scale of the fluctuations. For a
uniform frequency power spectrum of the signal with
the frequency band ∆f, we have τ0 ~ 1/∆f. The power of
fluctuations depends on the time-averaged signal power
at the input of the signal processing channel, i.e., at the
array’s output. Suppressing the fluctuating component
of the output voltage is the subject of the second aspect
of the problem, because the fluctuating component
masks the deterministic part of the response.

Suppose that a point sound source (r = 0, z = z0) gen-
erates a narrow-band signal with the frequency band ∆f
and central frequency f. Here, x, y, z are the Cartesian
coordinates; the z axis is directed downward, across the
underwater waveguide, and originates at the point z = 0
at the free-water level; and r = {x, y}. The arctic-type
waveguide is covered with ice of the mean thickness
h(r). The waveguide parameters depend on r and z, i.e.,
the waveguide may be an irregular one. The sound field
is calculated by using the method of coupled modes
[3, 13, 14], with the multi-component model [2, 3] for
the floating ice. The ice cover is a key factor in forming
the sound field and attenuating the propagating sound;
therefore, it is important that the most realistic model of
the ice cover be used.

The sound field is received by an antenna array
whose size far exceeds the acoustic wavelength at the
central frequency f within the band ∆f. In the vertical
direction, the array covers the concentration zone of the
sound field, at least for several propagating normal
waves (modes) of the waveguide. If the array is
ACOUSTICAL PHYSICS      Vol. 46      No. 5      2000
mounted in a shallow-water region, it is advantageous
that the array extends from ice to sea floor.

Suppose that both signal and noise are Gaussian,
stationary, ergodic, additive, and statistically indepen-
dent processes. The signal is processed by means of a
correlator that consists of successive multiplying and
integrating devices. We describe the entire signal pro-
cessing channel in an explicit way, in view of the fact
that the procedure is to be numerically implemented by
a computer.

We assume that, from the array, the signal (p1 + s1)
is entered to the first correlator input, and the signal
(p2 + s2) is entered to the second one, where p1, p2, s1,
and s2 correspond to sound pressures in the signal and
noise, respectively. We also assume that s1 and s2 are
uncorrelated, and p1 and p2 have the correlation func-

tion Kp(τ) = Re( ) if p1 and p2 are complex. The
overbar indicates averaging over a realization of infinite
duration, and the resultant mean value is deterministic.
The time delay τ is introduced prior to the second cor-
relator input, at the array output (the array is equipped
with a compensator [11]).

After Tyurin [12], one can show that the variance of
fluctuations at the integrator output is

(1)

where

Expression (1) is valid for ∆f T @ 1. Hence, if  @

, the fluctuating component is a small error for Kp

near the maximum of the latter and does not interfere in
observing the deterministic array response. This fact
was mentioned in [15]. If the noise power is much
higher than the signal power at the input of the multi-
plying device, the condition for the signal to be
detected is max|Kp|2 > 4D; in particular, if σs,1 = σs,2 =
σs, the condition takes the form

. (2)

Note that |Kp | = σp, 1σp, 2 at the maximum.

If T = 1 min and ∆f = 3 Hz, the signal can be detected
with a power that is by 11 dB lower than that of the
noise at the correlator input. Further improvement in
detecting a weak signal on the background of intense
ambient noise is governed by the quality of the sound
field processing by the receiving transducer (the array),
i.e., by the increased noise immunity κ of the array.
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The sound pressure of a narrow-band coherent sig-
nal produced by a point source can be represented as a
sum of normal waves (modes):

(3)

where r, z are the spatial coordinates, t is time, ω = 2πf,
f is the central signal frequency, M is the number of
propagating modes, F(t) is the envelope of the transmit-
ted signal (the modulating function), and tj is the prop-
agation time for the jth mode. In a planar layered

waveguide, tj = , vj is the group velocity of the jth

mode. At the observation point, Φj(z) is the eigenfunc-
tion for the waveguide, and Pj(r) characterizes the
amplitude and phase of the harmonic signal of fre-
quency f. The quantity W is the sound power within the
1-Hz frequency band, at a distance of 1 m from the
point source. In a planar layered waveguide, we have

where z0 is the source depth and ζ j is the longitudinal
wave number of the jth mode. If the waveguide is
irregular in r, the functions Pj(r) can be calculated by
the method of coupled modes [3, 13, 14]. For a noise-
like signal, F(t) is a random function of time,

 = B(τ).

The interfering noise is produced by delta-corre-
lated sources distributed over the lower boundary of the
ice cover, at the depth z = µh, where h is the mean ice
thickness and µ is the ice density relative to that of
water. The sound field of each source is described by an
expression similar to (3). The total noise field ps is
determined by integrating over the surface where the
sources are located. We assume the sources to be statis-
tically uniform and spatially isotropic in the r coordi-

nate. Then, in the expression for , the terms that
describe the interference part of the noise field vanish,
and only the energy part remains.

For a planar layered waveguide, we have

where z1 and z2 are the observation points.
In the WKB approximation, Imζj = –ln |Vj |/Rj for the

waves reflected by the ice surface, where Vj is the
coherent reflection coefficient for the ice cover [1, 2]
and Rj is the Brillouin cycle length for the jth mode. In

p r z t, ,( ) W∆f P j r( )Φ j z( )
j 1=

M

∑=

× F t t j–( ) iωt–( ),exp

r
v j

-----

P j r( ) iπΦ j z0( )H0
1( ) ζ jr( ),=

F t( )F t τ+( )

ps
2

ps r z1 t, ,( ) ps* r z2 t, ,( )

=  Q
Φ j µh( ) 2Φ j z1( )Φ j* z2( )

ζ j2Imζ j

---------------------------------------------------------,
j 1=

M

∑

the same approximation, if kµh ! 1, the following
expression is valid:

where  = k2(µh) – , and k(µh) is the acoustic wave
number in water. Hence, we have

.

Therefore, if the field of the interfering noise is
mainly formed by the waves that are not bottom-
reflected, we obtain

where Is is the spectral noise power observed within the
1-Hz band. If the nth mode is selected from the total
sound field by means of the array with the weighting
function Φn(z), its power is

(4)

The array is assumed to be in the Fraunhofer zone
with respect to the sound source. Let us consider the
proposed technique for signal processing in more
detail. The signals received by vertical chains of hydro-
phones (with equal sensitivities) are multiplied by
Φn(zj) (j is the mode number), with the preamplifier
gains being adjustable, and then summed up. This pro-
cedure is equivalent to filtering out the nth mode from
the total field with the orthogonalization method. Actu-
ally, the algorithm of signal extraction is more compli-
cated, because modes of other numbers can seep
through the mode filter [16] (the algorithm for eliminat-
ing the seeping modes is not considered here). To each
hydrophone of the vertical chain corresponds a hori-
zontal hydrophone chain, the latter forming an equidis-
tant discrete horizontal array. Then, the power of the
isotropic noise corresponding to the nth mode’s at the
array output can be expressed as

, (5)

where N is the number of hydrophones in the horizontal
chain. Expression (5) is valid, if the hydrophone spac-
ing is greater than the horizontal correlation scale of the
interfering noise. In the opposite case, one should con-
sider the correlation of the noise field at different
hydrophones of the horizontal chain [17, 18]. The hor-
izontal chains are equipped with an antenna compen-
sator.
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For the desired signal, the array response to the nth
mode is

where r is the coordinate of the array center, and the
normalized directivity pattern Gn of the horizontal
array is tuned to the wave number ζn of the compensa-
tor. Here, θ is the bearing angle of the sound source and

 is the compensation angle. The expression for the
directivity pattern of a horizontal equidistant array can
be found in [17, 18] or in other handbooks. For a linear
equidistant array with hydrophones of equal sensitivi-
ties, we have

where d is the hydrophone spacing.
The azimuth compensation is implemented by the

delay lines connecting the vertical chains at the pream-
plifier output (as in a common circuit of a horizontal
array) or by means of an equivalent digital procedure,
if numerical processing is used for the received signals.
To the jth correlator input, the signal mixed with noise

is supplied, the noise power  being given by expres-
sion (5) and the signal power being determined as

(6)

where l = n for j = 1 and l = m for j = 2.
In the interference field, the modes of different num-

bers are not correlated, i.e., the condition used in deriv-
ing expression (1) is met. Hence, we have

(7)

In other words, only the intermode correlation of the
desired signal is present in the deterministic component
of the array response. As a result, one can detect an
arbitrarily weak signal on the background of intense
noise. Actually, the array response involves the remain-
ing intermode correlation function of noise [19, 20],
and modes of other numbers can seep through the mode
filter [16]. This means that a limitation does exist for
the lowest signal-to-noise ratio of the detectable modes.

Condition (2) for the signal detection can be
reduced to the form

, (8)

where κ is the axial noise immunity for the horizontal
hydrophone chain. The maximum value is κ = N. In the
maximum of Kp(τ), at θ = , the additional (produced
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by the array) noise suppression is determined by the
quantity Mκ. For instance, if the array has 100 hydro-
phones at a horizon, and there are 40 modes, the signal-
to-noise ratio will increase by 36 dB in addition to the
value provided by averaging over the realization dura-
tion T, the latter being determined by the interval of
the steady-state sound field. This interval depends on
the time variability of the propagation medium and on the
motion of the sound source.

From expression (1), it can be noticed that the situ-
ation can be improved if noise is eliminated at the sec-
ond correlator input; i.e., if σs, 2 = 0. Then, the condition
of signal detection can be reduced to the form

(9)

This case can be implemented if the aforementioned
signal is entered to the first correlator input from the
array. To the second correlator input, the signal is
entered from the driving oscillator of the sound source
through the radio channel, or in the form of a replica
stored in the correlator memory. Currently, signals are
widely used whose carrier frequency is modulated by
the M-sequence [21, 22]. Let us write down the signal
entered to the second correlator input as a complex con-
jugated quantity:

Then, expression (9) takes the form

At the correlation maximum of the desired signal (the
deterministic component of the output voltage), at τ = tn,

θ = , we have

For M = 40, N = 100, T = 1 min, and ∆f = 3 Hz, the
quantity MκT∆f has a value of 59 dB, which is a signif-
icant improvement in comparison with the previous
case.

However, the second approach is more sensitive to
time variations in the medium and to relative displace-
ments of the communicating points [22], because the
correlation between the noise envelope of the desired
signal and the reference signal entered to the second
input is violated. If these signals prove to be indepen-
dent, there will be no deterministic signal component at
the output. In this sense, the fist approach is more reli-
able, because the desired signals entered to the correla-
tor inputs undergo approximately equal changes, if the
space-time parameters of the propagation path change.

If the multiplicative signal processing is used (when
the output represents the correlation function of the
inputs), a factor that decreases the signal-to-noise ratio
is the waveguide dispersion, which produces changes
in the moments of the received signal in comparison
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with the emitted one, these changes depending on both
the positions of the source and receiver and the
waveguide parameters. Therefore, it is advantageous to
use narrow-band signals.

Let us consider a model situation. The antenna array
is mounted in a shallow-water region, in a waveguide
300 m in thickness, with a constant sound speed in the
vertical coordinate z. The array covers the entire water
layer, from surface to bottom, and N = 100. Starting
from the array position, the waveguide thickness (sea
depth) increases linearly up to 3 km at a distance of
60 km. At longer distances, the planar layered waveguide
exists with the 3-km thickness and the sound speed pro-
file shown in Fig. 1a for the water layer. The ice cover
is the two-component one [2, 23]: smooth ice covers
65% of the surface in the deep-water part of the basin
and 100% of the surface in the shallow-water one. The
second ice-cover component is represented by hum-
mock ice. These two types of ice have the thicknesses
2.6 and 6.6 m, respectively. The respective rms heights
of the lower rough surface of ice (the square roots of the
ice draughts) are 1.6 and 3.3 m. The horizontal correla-
tion scales for the two types of ice are 120 and 44 m,
respectively. The velocity Cl of longitudinal waves in
the ice is 3500(1 + i0.04) m/s, that of shear waves Ct is
1800(1 + i0.04) m/s, and the ice density is µ = 0.91 rela-
tive to water. The bottom sediments are elastic with
the velocities Cl = 1850(1 + i0.005) m/s and Ct =
350(1 + i0.005) m/s and a relative density of 1.7. The
point sound source is located at the 60-m depth and oper-
ates at the central frequency 60 Hz. The signal is ana-
lyzed within the 3-Hz frequency band. The source power
is 110 dB/Hz. This value is measured relative to the
sound pressure level that equals to 1 µPa at a distance
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Fig. 1. (a) Sound speed profile in the water layer for the
deep-water part of the waveguide and (b) the signal level (in
dB) versus the distance from the source for (1) the total
sound field and (2) the correlation maximum for mode num-
bers 2 and 3.
of 1 m from the source. The noise power Is is 80 dB/Hz
at the reception point within the same frequency band.

Curve 1 in Fig. 1b shows the decay law for the
intensity component of the received signal emitted by
the source that is located in the deep-water part of the
waveguide, at a distance of 160 km from the array.
The calculation is carried out for the 60-m depth of the
propagation path. In Fig. 1b, curve 2 represents the
level of the quantity |W∆fPm | (in dB) corresponding

to m = 2, n = 3; this level is presented as a function of
the distance from the source. Level 2 is higher than
level 1, because it corresponds to the sound power flux
for the modes, and, with orthonormalized modes,
|Φm(z)| ! 1 for all m; hence, the sound field intensity at
the depth z is always lower than the power flux in the
waveguide.

Figure 1b shows that, in both cases, the level of the
desired signal is much lower than that of the interfering
noise at the reception point. The first and second water
modes that have the numbers 2 and 3 are chosen as ref-
erence ones (mode No. 1 corresponds to the flexural
wave in the ice cover).

Figure 2 presents the deterministic component of
the correlation envelope for the signal at the array out-
put, for m = n = 2 and m = 2, n = 3 (Figs. 2a, 2b). The
delay (in seconds) is shown along the abscissa axis. The
ordinate corresponds to the absolute level (on the linear
scale) for the nonnormalized time correlation function
of the total signal consisting of both the desired signal
and noise (character 1); character 2 labels the correla-
tion of the desired signal, and character 3 (the dashed
line) indicates the level of the fluctuating interfering
noise at the output of the integrating device. For m = n,
the desired signal is lower than the ambient noise trans-
mitted through the mode filter but higher than the fluc-
tuating interfering noise. For m ≠ n, the suppression of
the intermode time correlation of the interference leads
to a well-distinguished desired signal at the output of
the processing channel (Fig. 2b). Thus, the proposed
processing method yields a maximum range of 160 km
for the detection of a weak signal, which has a pressure
level of about 0.3 Pa/Hz at 1 m from the source, on the
background of noise, which has a nearly maximum
level typical of the Arctic Sea. Note that this range does
not exceed 60 km, if the common processing technique
[11, 17, 18] is applied to the signal received by the
array.

We mean that the “common” technique consists in
the following procedure. The signal is received by
equally sensitive hydrophones that are equipped with
the array compensator rotating the directivity pattern.
From the compensator, the signal is entered to the pro-
cessing channel that consists of a quadratic detector
and an integrator. The maximum noise immunity of
such an array is equal to the number of hydrophones in
the array [11, 17]. However, this is true when the sound

Pn*
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Fig. 2. Time correlation functions for (1) the signal plus noise and (2) the signal alone; (3) the mean level of the fluctuating compo-
nent at the output of the processing channel. The distance is r = 160 km; (a) m = n = 2; (b) m = 2, n = 3.
field of the desired signal has a plane front (i.e., the sig-
nal phase and amplitude are constant over the array
aperture). In the waveguide, this condition can be met
only for high sound frequencies, single-ray propaga-
tion, and small arrays. For the case at hand, the ampli-
tude and phase can be constant only at horizontal
hydrophone chains. In vertical, the sound field is
formed by a sum of modes whose eigenfunctions are
depth-dependent in both their magnitudes and signs.
Thus, the vertical chains contribute nearly nothing to
the array noise immunity. The maximum detection dis-
tance corresponds to the array signal-to-noise ratio
higher than 6 dB. In our case, the signal-to-noise ratio
(for the signal and noise powers) is equal to 7 dB at the
array output (see Fig. 2a), and the desired signal pre-
dominates in the deterministic response.

A significant advantage of the proposed processing
method consists in that the horizontal directivity pat-
tern of the array is not broadened, and even the main
pattern lobe is not split [4, 11] in the presence of the
multi-mode signal. The reason is that each mode is
compensated with the use of its own wave number
rather than with the use of a single one for all modes.
Note that all curves in Figs. 2–4 are obtained for the
array compensated in the direction of the signal arrival
(reception from the maximum of the directivity pat-
tern). In practice, the source bearing can be found by
rotating the directivity pattern with the compensator
until the maximum array response is achieved. Hence,
the accuracy of the obtained bearing depends on the
ACOUSTICAL PHYSICS      Vol. 46      No. 5      2000
sharpness of the directivity pattern [11]. In addition, hor-
izontal refraction should be taken into account for the
waves propagating in an inhomogeneous waveguide. For
this purpose, the distance from the source should be
estimated, for instance, by measuring the shift in the cor-
relation maximum on the delay axis [20] (see Fig. 2b).

Figure 3 illustrates the calculations for the 260-km
range (with the same notation as in Fig. 2). The enve-
lope of the correlation function evidences that, at m ≠ n,
the response is still governed by the desired signal,
although the envelope level is lower than that of the
fluctuating interference: the signal cannot be detected.

In Fig. 4, the deterministic signal component (at the
output of the processing channel) is shown versus the
delay, the distance being equal to 360 km. At this dis-
tance, the signal-to-noise ratio is so small that, for m = 2,
n = 3, the correlation function of the desired signal is
entirely overridden by the remaining intermode corre-
lation of the interference. In such a situation, no aver-
aging over realizations will result in a reliable signal
detection. Probably, one can use modes of higher num-
bers, which more widely differ in their arrival times. In
the latter case, the responses of the signal and the inter-
ference will be resolved in their delays, and, in theory,
the signal will be detectable. However, the fluctuating
interfering noise will remain, and unreasonably long
averaging time T will be required to suppress it.

In conclusion, let us summarize the new items of the
proposed approach.
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Fig. 3. Same as in Fig. 2 for the distance 260 km.
1. The range of the signal detection is sharply
increased: by a factor of three in our case.

2. The directivity pattern is not split because of the
multimode propagation, which provides a more accu-
rate estimate of the source bearing.
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Fig. 4. Intermode time correlation function for the mix of
signal and interfering noise; m = 2, n = 3; the distance is r =
360 km.
3. The statistical independence of the noise compo-
nents at the correlator input is achieved with a single
array. For multiplicative arrays, such independence is
known [11] to be attained by the signal reception on
different arrays (each one for each correlator) whose
spacing is greater than the spatial correlation scale of
noise.
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Abstract—The temporal variability of the parameters of an oceanic waveguide extending for ~300 km near the
eastern coast of the Kamchatka peninsula is investigated. Signals with linear frequency modulation in the fre-
quency band 600–800 Hz are used. Relative contributions of various processes that occur in the oceanic medium
are analyzed. The effect of the transmitting ship drift is estimated. Estimates are obtained for the lower bounds
of the stability intervals of the waveguide parameters. The main contribution to the temporal variability of the
propagation conditions is presumably determined by the internal wave dynamics. The possibility of adapting the
reception to the sound channel characteristics is considered. © 2000 MAIK “Nauka/Interperiodica”.
As a rule, the fundamental problem of ocean inves-
tigations by acoustical methods is related to the neces-
sity of detecting weak signals against the interference
background. To overcome this difficulty, one needs to
employ various methods, and one of the most efficient
among them consists in temporal accumulation of
information. Such an accumulation is especially effi-
cient within the period when the propagation condi-
tions remain invariable. In this connection, it is very
important to know the intervals of the temporal correla-
tion of the sound field in various conditions.

Receiving arrays with large apertures are usually
deployed in the coastal regions of the ocean, where a
large part of signals propagating over separate rays
undergo bottom-surface reflections. This fact reduces
the spatial correlation of the sound field in the region of
reception, and, therefore, the question about the time
intervals within which the coherent accumulation of
information is possible is very topical. This paper is
devoted to the study of the temporal variability of the
parameters of an inhomogeneous oceanic waveguide in
a coastal region of the Pacific Ocean, off the eastern
coast of the Kamchatka peninsula. Note that stationary
tracks are necessary for correct measurements of the
temporal variability of sound propagation conditions in
the oceanic waveguide. However, in the experiment
described, the end points of the track were located at a
large sea depth (up to 5.5 km), so that the transmitting
ship drifted, which made it possible to estimate the
space-time variability of the hydroacoustic channel
parameters. At the same time, the speed and direction
of the drift were monitored with the use of a satellite
navigation system. Therefore, the drift effect can be
estimated by calculations. Below, we will show that, in
our measurements of the stability intervals, the dynam-
ics of the medium plays a dominant role and, therefore,
1063-7710/00/4605- $20.00 © 0588
we can estimate the temporal intervals of the channel
variability (at least, their lower bounds) with a consid-
erable degree of confidence. It should be noted that the
problem of temporal variability of propagation condi-
tions was considered in many publications (see, e.g.,
[1–3]). We note one of the recent papers [4], the authors
of which investigated the sound propagation in the 0.3-
to 7.5-kHz frequency band along a 16-km stationary
track in a shallow-water region of the Mediterranean
Sea. At the lowest frequencies of this range, the stabil-
ity interval was no less than 36 hours. However, inves-
tigations on deep-water tracks including a coastal
wedge are few in number. In 1995, Popov and Semenov
[5] showed that, in the propagation of sound signals in
the 30- to 50-Hz frequency range along a 100-km track
and their reception in a shelf zone of the Kamchatka pen-
insula, the temporal stability interval exceeded 45 min.
That study presented in this paper is actually a continu-
ation of the measurements described in [5]. However, we
used higher frequencies (600–800 Hz), and the distance
to the source reached 300 km.

In addition, this paper analyzes the feasibility and
efficiency of adaptation of reception to the sound chan-
nel parameters within their stability interval.

Now we describe the experiment. Figure 1 shows
the test region and the acoustic track, as well as the ver-
tical sound velocity profile at some points along the
track. The signals were received by two hydrophones
(points 1 and 2 in Fig. 1), one of which was lowered to
a depth of 74 m from aboard the research vessel
anchored at a sea depth of 130 m; the second hydro-
phone lay on the bottom near the 300-m isobath and
was separated by a distance of 17 km from the first
hydrophone. A signal from the bottom hydrophone was
transmitted through the radio buoy to the board of the
2000 MAIK “Nauka/Interperiodica”
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Fig. 1. Test region, acoustic track, and vertical sound velocity profile at several points of the track. Points 1 and 2 mark the hydro-
phone positions; points 3 and 4 mark the positions of the drifting transmitting ship.
same ship. The ship transmitting the signals (at a depth
of 100 m) drifted near points 3 and 4 at distances of
~ 215 and ~ 305 km from the receiving ship. As sound-
ing transmissions, trains of pulses with linear fre-
quency modulation (the LFM-signals) and the fre-
quency deviation in the range 600–800 Hz were used.
The first train of total duration ~ 30 min was formed by
pulses of duration 1 s with interval of 3 s between them,
and a second train of the same duration was formed by
10-s pulses with 3-s intervals. The temporal interval
between the trains was 10 min.

During the experiment, the drift speed of the trans-
mitting ship varied within 0.5–1.7 knots, and its projec-
tion on the direction of the sound signal propagation
was within 0.1–1.0 knots. The ocean surface roughness
was Beaufort 3–4.

The received signals were entered into a computer
for processing. First of all, we calculated the correla-
tion coefficient R(τ) between the reference (transmit-
ted) signal and those received by one of the hydro-
phones. Figure 2 exhibits the plots of the envelope R(τ)
for the first train when the source was at a distance of
ACOUSTICAL PHYSICS      Vol. 46      No. 5      2000
about 215 km from the hydrophone lowered in water. It
is known that, for a sufficiently wide frequency band of
the signal, the function R(τ) allows one to estimate the
waveguide response function. In our case, ∆f = 200 Hz,
and, therefore, we can resolve (at the level 0.7) signals
whose difference in the arrival times over rays is more
than 5 ms. Note that the function R(τ) has a multipeak
form, the amplitude of each peak Ri(τ) being not too
high (no greater than 0.3); the latter is easily explained
by the normalization condition.

In Fig. 2, the curves R(τ) exhibit a certain similarity.
As a quantitative measure of the variability of the func-
tion R(τ) and, therefore, the channel response function,
we used, as in [5], the expression of the type

where R0 and Rn are the cross-correlation functions of
the transmission with zeroth and nth received signals in
the train, respectively; σ0 and σn are the standard devi-

ψ τ( ) 1
Tσ0σn

--------------- R0 τ1( )Rn τ1 τ±( ) τ1,d

0

T

∫=
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Fig. 2. Temporal variability of the envelope of the correlation function for the transmission and the received signals within the train.
The pulse duration in the train is 1 s, and the period is 4 s. The signals are received by a hydrophone located at a depth of 74 m, at
a distance of 215 km from the source; ∆f = 600–800 Hz.
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Fig. 3. Dependence of the function ψ(τ) on the time interval between the compared functions R0(τ) and Rn(τ).
ations of R0 and Rn; T is the averaging time equal to the
signal duration at the points of reception.

Figure 3 presents the plots of the envelope of the
function ψ(τ). If we define the stability interval of the
channel response function Tst as the time TÂ it takes for
the function ψ(τ) to reach 1/e of its peak value (or as the
time Tb it takes for the function ψ(τ) decay to the back-
ground level), then, from Fig. 3, it follows that TÂ ~ 60 s
(Tb ~ 110 s).

The duration of the trains allows one to measure the
stability intervals for various reference functions R0, i(τ),
i = 1, 2, …, 10. The table presents the values of TÂ, Tb,

, and  obtained for two trains, two hydrophones,
two distances, and two methods of determination of the
interval (from the decay of the functions ψ(τ) and
RB(τ), respectively; the definition of the function RB(τ)
is given below). The mean values of the stability inter-

TÂ' Tb'
val and the standard deviation  from the mean value
were determined from ten measurements. The temporal
stability interval of the hydroacoustic channel character-
istics for the frequencies of 600–800 Hz was no less than
several tens of seconds. The maximum value of the
interval observed for Tb was ~ 120 s with a relatively
large value of  = 24 s, which is related to the fluctu-
ations of the background level of the function ψ(τ). The
value of TÂ is less than that of Tb almost by a factor of
two, and  is less almost by a factor of five. Note that,
for the bottom hydrophone, the stability interval is
always less by 20–30%.

The latter fact is explained by the sound field char-
acteristics at the points of reception: for the hydro-
phone lowered from aboard, the sound field is mainly
formed by signals propagating over purely water rays,
while, for the bottom hydrophone, by signals with a

σst

σst

σst
ACOUSTICAL PHYSICS      Vol. 46      No. 5      2000
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Table

Distance, km 215 305

Reception depth, m 74 300 74 300

Pulse duration in the train,* s 1 10 1 10 1 10 1 10

Tb, s 79(14) 113(21) 48(33) 92(23) 97(10) 122(1) 55(19) 98(5)

Te, s 59(8) 73(6) 23(16) 50(13) 65(6) 78(4) 31(13) 60(7)

, s 73(18) 85(10) 22(17) 76(24) 77(24) 86(12) 45(20) 82(7)

, s 26(7) 25(2) 7(0.2) 23(0.7) 26(9) 41(5) 7(0.1) 36(0.8)

* Numbers in parentheses are the values of .

Tb'

Te
'

σst
reduced coherent component owing to the bottom-sur-
face reflections.

The analysis of the data presented in the table shows
that the stability interval tends to increase at a point
located at a distance of 305 km from the receiving ship.
For a reception depth of 74 m, the growth is small and
falls within the accuracy of measurements. In the case
of the reception by the bottom hydrophone, the interval
increase is much more significant, a large scatter being
observed in the values of intervals and . The reason
of such a seemingly unusual behavior of the interval
consists in that the entrance conditions for a multiray
signal into a coastal wedge periodically vary with the
distance r. The point is that the number of rays arriving
at the point of reception and the range of the arrival
angles periodically vary as r increases [1]. The field
calculations testify that, for the bottom hydrophone, the
angular range of signal arrivals over rays is narrower by
30% for the distance r = 305 km than for r = 215 km.
This fact explains the somewhat greater values of the sta-
bility intervals. For the hydrophone at a depth of 74 m,
the considerable part of the acoustic energy arrives over
purely water rays, and, for this reason, Tst changes with
distance much less than in the case of the bottom hydro-
phone.

The duration of pulses, Tp, in the trains also affects
the stability estimates. For example, for the hydro-
phone at a depth of 74 m, a tenfold increase in Tp (with
the corresponding increase in the averaging time in cal-
culating the correlation function) leads to an increase in
TÂ, Tb and ,  by 16% and 40%, respectively. in the
case of the reception by the bottom hydrophone, Tst
increases with Tp to a much greater extent (by up to
300%) with an accompanying considerable scatter of
data. As the distance r increases up to 305 km, the
growth of Tst with Tp slows down.

Note that the comparison of the estimates of Tst from
the decay of the functions ψ(τ) and RB(τ) allows one to
reveal to some extent the form of the decay curves. The
difference in the estimates of  and  is usually

σst

TÂ' Tb'

TÂ' Tb'
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considerable because of the decrease in the signal-to-
noise ratio (see below).

Before proceeding to the analysis of the relative
influence of various processes in the ocean on the vari-
ability of the waveguide parameters, we consider the
possibility of adapting the reception algorithm to the
sound propagation conditions in the ocean, i.e., the pos-
sibility to take into account the waveguide characteris-
tics in the signal reception. Note that this problem had
been considered earlier [6–8].

A waveguide is usually characterized by the impulse
characteristic (the response function) h(t) in the time
domain and by the transfer function H(ω) in the fre-
quency domain. If f(t) is the radiated signal and F(jω)
is its spectrum, the signal at the waveguide outlet can be
written as the signal convolution with the response
function h(t):

in the time domain, or as the product of the waveguide
transfer function and the transmission spectrum

in the frequency domain.
It is more convenient to perform the consideration in

the frequency domain. Our aim is to use such a filtering
of the received signal that will minimize the distorting
waveguide effect on the signal spectrum. It is easy to
verify that, if for the reception we use a filter with the
characteristic

(the sign * means the complex conjugated quantity),
then, at the filter outlet we obtain the spectrum of the
initial signal.

Figure 4 presents the envelopes of the correlation
function of radiated and received signals (a) without fil-
tering and (b) after filtering with the characteristic B(jω).
The result of such an adaptation to the waveguide

s t( ) h τ( ) f t τ–( ) τd

∞–

∞

∫=

S jω( ) H jω( )F jω( )=

B jω( ) H∗ jω( )/ H jω( ) 2=
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Fig. 4. Envelope of the correlation function between the radiated and received signals: (a) without filtering and (b) after a filter with
the characteristic B(jω).
parameters is clearly visible: after filtering, a multitude
of small peaks of the function R(τ) are assembled into
one large peak (its amplitude increases by a factor of
2.5). The reduction of the signal-to-noise ratio after fil-
tering, which is observed in Fig. 4, is caused by the fact
that, in the expression for B(jω), we did not take into
account the noise interference that is no more corre-
lated for the adjacent pulses in the train. In Fig. 4b, the
plot was obtained by filtering a pulse next to the refer-
ence pulse. The characteristic of the filter B(jω)
changes with time and with the variation in the source’s
coordinates. Here, we will analyze the temporal vari-
ability, although the effect of the drift and rolling of the
ship should be always taken into account. Bogunets et al.
[9] have shown that, for surface roughness Beaufort 3–4,
one can ignore the vertical displacements of the trans-
mitter loosely suspended from the board of a drifting
large-capacity ship; of course, one needs to estimate the
degree of the drift-caused changes in the angular-tem-
poral structure of the field.

The plot in Fig. 5 shows the behavior of the enve-
lope of the cross-correlation function of the reference
signal and the sequence of received signals in the train
after filtering RB(τ), the filter characteristic being
formed by the first received signal in the train. The cor-

relation function, (τ), i.e., the correlation of the ref-
erence signal and the nth signal in the train after filter-
ing, is determined by the expression

It is clear that the estimates of the typical time of the fil-
ter characteristic variations must give almost the same
result as the estimates of the stability of sound propaga-
tion conditions with the use of the function ψ(τ). How-
ever, some differences must be revealed in these esti-
mates, because the filter characteristic did not take into
account the influence of the uncorrelated interference.
The estimates of Tst obtained from the extent of the fil-
tering efficiency reduction are presented in the table.

Let us now discuss the factors affecting the esti-
mates of the stability of sound propagation conditions
and find an answer to the question of how valid is our
statement that, during the experiment, we measure

RB
n

RB
n τ( ) 1

2πT
---------- f t τ–( ) F jω( )Hn jω( )

∞–

∞

∫
0

T

∫=

× B jω( )e jωtdωdt.
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Fig. 5. Temporal variability of the envelope of the correlation function RB(τ) for the transmission and the received signals in the train
after filtering with the characteristic B(jω).
mainly the temporal variability of the waveguide
parameters in spite of the drift of the transmitting ship.
To this end, we calculated the variability of the angular
and temporal structure of the field that occurred at the
point of reception due to the ship drift, whose speed and
direction were determined by a satellite navigation sys-
tem. Of course, such a system provided exact parame-
ters of the drift only at the time when the satellite was
above the test region, which happened usually once in
an hour (sometimes, more rarely). For this reason, lin-
ear interpolation of the data was performed in the inter-
vals between the exact determinations. In such an
approximation, the drift speed component along the
test track did not exceed 1 knot within the period of
measurements. Thus, within the 120-s stability interval,
the track length increased by 60 m. The effect of such a
track extension on the waveguide parameters was cal-
culated for the hydrophone located at point 1 at a depth
of 74 m and the source located at a distance of 215 km
away and drifting at point 3 (see Fig. 1). In the calcula-
tions, the step in distance was chosen to be 10 m, which
allowed one to analyze in detail the drift effect. If we
take into account only the rays whose focusing factor is
equal to or greater than unity, then, as the distance
increases by 60 m, only 10–15% of signals propagating
over these rays change their arrival times (relative to the
first arrival) by up to 0.5 ms, i.e., by less than a half of
the current frequency period (for the mean frequency
700 Hz, the pulse period equals 1.4 ms). For the rest of
the signals, the changes in the propagation time are
even less. Thus, our calculations show that the drift
effect is insufficient to account for the measured values
of the stability interval of the sound propagation condi-
tions along the track. The variability of the waveguide
parameters is mainly related to the dynamics of the oce-
anic medium, and we can conclude that the estimates
obtained characterize the temporal stability interval.

Analyze now the possible effect of factors leading to
the temporal variability of the waveguide characteris-
tics. We begin with the inclusion of relatively small-
ACOUSTICAL PHYSICS      Vol. 46      No. 5      2000
scale random inhomogeneities of the sea medium. This
problem was considered by many authors; we will fol-
low Chernov’s study [10] and use the known expression
for the upper bound of the rms phase fluctuation of a
tone signal transmitted through the distance r in a sta-
tistically inhomogeneous medium:

where a is the mean size of random inhomogeneities,
µ2 is the mean square of the refractive index fluctua-
tions, and k0 is the sound wave number.

Because of the vertical refraction, the signals usu-
ally propagate from the source to hydrophones in both
the upper and the deep-water layers of the ocean.
Therefore, the size of the inhomogeneities can vary
from 1 to 100 m. However, in the case considered, the
launch angles of most energy rays received by the
hydrophone at a depth of 74 m are less than 4°, and,
therefore, the signals propagate over these rays in the
water layer of thickness not exceeding ~200 m where
the size of the inhomogeneities is 30–40 m. Therefore,
we can deem that the mean size of inhomogeneities for
an equivalent statistically homogeneous (isotropic)
medium is a ≈ 20 m [11]. Setting µ2 ≈ 5 × 10–9 [12], r =
215 km, and k = 3.35 1/m (we used the wave number
for the upper frequency 800 Hz, when the effect of the
inhomogeneities is maximum), we obtain A = 0.46. For
such a value of A, the reduction of the mean value of the
correlation coefficient of the received signal with the
transmission is no greater than 20%, because

Therefore, the inclusion of only the statistical inho-
mogeneities in our consideration would lead to a rapid
decrease in the values of R, as well as to distortions in
the filter’s characteristic B(jω). However, with further
time increase, the peak values of ψ(τ) and RB(τ) would
not change. The behavior of the curves in Fig. 3 and

A σ2 π
2

-------aµ2k0
2r

1/2

,= =

R A2–( )exp 0.81.= =
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Fig. 5 differs from that predicted above, which testifies
that one has to take into account other factors in addi-
tion to the statistical inhomogeneities.

We now analyze the effect of internal waves and
concentrate our attention on the signals that arrive over
the rays with launch angles in the range from ±1.0° to
±4.0°. These signals suffer no reflections from the
water layer boundaries before reaching the hydro-
phone. The variability of the waveguide properties
caused by the internal waves can be described for these
signals by such parameters as Λ and Φ [13]. The dif-
fraction parameter Λ characterizes the influence of the
spatial scale of inhomogeneities on the diffraction
effects; the parameter of the medium inhomogeneity Φ
in the domain of validity of the geometric approxima-
tion, where Λ ! 1, characterizes the rms phase fluctua-
tion of a signal arriving at the point of reception over
the ray under consideration. The approximate estimates
of the internal wave influence on the propagating signal
parameters can be obtained with the use of the Garrett-
Munk spectrum and the canonical sound velocity pro-
file [13]. In the monograph [13], the following expres-
sions are obtained to describe the parameters Λ and Φ:

for a rectilinear ray; for signals propagating over steep
rays near an upper turning point [13] (it is assumed that
the region near the upper turning point makes the main
contribution to the variability of the waveguide param-
eters), we obtain

In these expressions, Rν and Rs are the vertical and
spatial (along the ray) correlation intervals of signal
fluctuations, which were obtained in [13] by numerical
integration; D0 = 41.6 km is the cycle length of the axial

ray; 〈∆ 〉 = 2.5 × 10–7 is the rms sound velocity fluctu-
ation near the ocean surface; c(χ0) is the coefficient
dependent on the angle χ0 at which the ray crosses the
channel axis: and za is the vertical coordinate of the
upper turning point. For the case considered, we set r =
215 km, k0 = 3.35 1/m, Rν ≈ 0.1 km, Rs ≈ 12.7 km,
c(χ0) ≈ 0.034 (for χ0 = 4°–5°), and za ~ 15 m. Substitut-
ing these values in the above expressions, we obtain

Λ = 0.08, Φ = 86

for the horizontal ray and

Λ = 0.02, Φ = 16

for the steep ray (χ0 = 4°).

Λ 12

π3
------2D0 6k0Rν

2 z( )[ ] 1–
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Φ2 k0
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r

6k0Rν
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----------------------------------,=

Φ2 c χ0( ) ∆cn
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cn
2

Thus, for any rays, Λ ! 1; i.e., the geometric
approximation is valid, and, therefore, Φ characterizes
the signal phase fluctuations. In this case, the temporal
correlation interval, in hours, equals 1/Φ [13]. The
above-mentioned calculations of the sound field at the
point of reception showed that there is no rectilinear ray
(since the source and the receiver are located at differ-
ent depths), and no less than 70% of the sound energy
arrives over purely water rays with the arrival angles
from ±1.5° to ±3.0°. The rest of the sound energy prop-
agates over rays that undergo the bottom and bottom-
surface reflections (up to 10 bottom reflections and
6 surface reflections) with the arrival angles from ±3°
to ±17°. If one assumes that the values of Φ for a recti-
linear ray and a ray launched at an angle of 1.5° not
widely differ from each other, then, Φ varies in the
range ~ 80–18 for purely water rays, and, therefore, the
temporal correlation interval Tst is within 42–200 s. The
measured values of Tst lie within the same limits (see
table).

Consider now ~30% of the sound energy propagat-
ing over rays that undergo bottom-surface reflection.
Although sea roughness was not too large (for the case
considered, no more than Beaufort 4–5), multiple signal
reflections from the sea surface significantly increase
the scattered component. The propagation conditions
for the specular component of the signal will be almost
time-independent. However, reflections from different
sites of the sloping bottom with an unknown microre-
lief can considerably alter the ray path and, hence, the
signal arrival time over this ray. The reflection sites
may vary due to both the effect of the internal waves
and the drift and rolling of the transmitting ship.

Thus, we have to conclude that the motion of the
source in our experiment weakly affects the variability
of the part of the field that is formed by signals arriving
over purely water rays, and, therefore, this effect can be
ignored. However, for ~30% of the sound energy, such
a motion may change the conditions of the signal
entrance to the coastal wedge, and the estimates of the
temporal variability of the conditions of sound propa-
gation over such rays can be noticeably distorted. The
estimates of the stability intervals for the bottom hydro-
phone, when almost all signals arriving over rays
undergo the bottom-surface reflections, decrease only
by 20–30%. Therefore, the influence of the source drift
on the results obtained should not be overestimated.

Summarize now the results obtained.

(i) The temporal stability intervals of the character-
istics of a hydroacoustic channel, which extends for
~300 km in the region near the eastern coast of the
Kamchatka peninsula and includes the coastal wedge,
are tens of seconds (no more than 120 s) for frequencies
of 600–800 Hz in the summer-autumn season. In the
experiment, the quasi-stationary track was used (the
transmitting ship freely drifted). The effect of the drift
was found to be insignificant, which allows one to esti-
ACOUSTICAL PHYSICS      Vol. 46      No. 5      2000
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mate the temporal variability of the channel character-
istics.

(ii) The dynamics of internal waves in the oceanic
medium provides the main contribution to the temporal
variability of the sound propagation conditions in the
sound channel.

(iii) The use of adaptive algorithms for hydroacous-
tic data processing, which take into account the channel
characteristics within the interval of their temporal sta-
bility, provides an appreciable effect; the peak value of
the cross-correlation function of the received signal and
the transmission increases by a factor of 2.5.
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Abstract—A possibility of a waveguide propagation of sound beams in the case of compensation of the dif-
fraction divergence by the nonlinear refraction is demonstrated theoretically. A stationary (with respect to the
longitudinal coordinate) solution is obtained to the nonlinear equation for a sound beam (the Khokhlov–Zabo-
lotskaya equation); the solution describes the characteristic bow-shaped profile of the beam and the self-local-
ized (with respect to the transverse coordinate) distribution of the peak values of this profile. The physical and
mathematical features of this phenomenon belonging to nonlinear acoustics are discussed and compared with
those of the well-known analog from nonlinear optics. A scheme of an experimental realization of the
waveguide propagation of acoustic beams is proposed. © 2000 MAIK “Nauka/Interperiodica”.
At the initial stage of the investigation of nonlinear
phenomena in optics and plasma physics, a theoretical
substantiation of the possibility of waveguide (or self-
localized with respect to transverse coordinates) propa-
gation of wave beams in the corresponding nonlinear
optical or plasma media was given [1, 2]. Later, this
phenomenon was observed experimentally [3]. Now,
interest in the various specific schemes of the manifes-
tation of this effect in optics continues to grow [4–6].

The possibility of mutual compensation of two fac-
tors, namely, the diffraction divergence and the nonlin-
ear refraction, which are also characteristic for nonlin-
ear acoustics of sound beams [7], lies at the heart of the
optical phenomenon of the waveguide propagation of
beams. However, because of its specific features, which
will be discussed below, the problem of the possibility
of waveguide propagation of sound beams due to iner-
tial (nonthermal) nonlinear effects has not acquired a
clear formulation until now, and, correspondingly, no
solution to such a problem has been given.

This paper demonstrates theoretically (in the
absence of a direct analogy with the optical case) the
possibility of waveguide propagation of acoustic beams
in the case of inertial (nonthermal) manifestation of
nonlinearity. Exact solutions describing the character-
istic profiles of waves in a beam in this propagation
conditions are determined, and a possible scheme of an
experimental realization of this phenomenon in nonlin-
ear acoustics is given.

The mathematical model developed for describing
optical and other electromagnetic wave beams on the
1063-7710/00/4605- $20.00 © 20596
basis of the Schrödinger equation for the complex
amplitude A,

(1)

(where ε = ε0 + εnl |A |2 is the dielectric permeability tak-
ing into account a nonlinear correction, k is the wave
number, and ∆⊥  is the Laplacian with respect to trans-
verse coordinates) provides an opportunity, firstly, to
predict the presence or absence of the waveguide prop-
agation effect, depending on the sign of εnl and, sec-
ondly, without any mathematical difficulties, to deter-
mine the solution to the corresponding stationary
(with respect to z) differential equation in ordinary
derivatives for axially symmetric and slit beams in the
case εnl > 0, when mutual compensation of the diffrac-
tion and refraction terms on the right-hand side of
Eq. (1) occurs.

The specific character of the mathematical model of
wave beams in nonlinear acoustics (in comparison with
Eq. (1)) is determined by two distinctive features. First,
the absence of dispersion and the consequent ava-
lanche-like broadening of the spectrum of the initial
wave profile due to the nonlinearity impels one to deter-
mine the forming profile, which makes the determining
acoustic equation more complex in comparison with
Eq. (1) because of the introduction of a differential
operator with respect to one more independent variable,
i.e., time. Second, the nonlinearity characteristic of
acoustics is the quadratic nonlinearity (in contrast to
cubic nonlinearity in Eq. (1)). All this results in the par-
abolic approximation (without allowance for the dissi-
pation loss) the so-called Khokhlov–Zabolotskaya
equation [8] for describing acoustic beams with allow-

2ik
A∂
z∂

------ ∆⊥ A
k2εnl A 2

ε0
--------------------A+=
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ance for the nonlinearity.1 In terms of the dimension-
less quantities, this equation has the form

(2)

Here, V = p/p0 (p(x, y, z, τ) and p0 are the alternating
acoustic pressure and its maximal value, respectively,

N =  =  is the Khokhlov parameter

characterizing the ratio between the nonlinear and dif-
fraction effects, zsh is the length of shock formation, zd

is the diffraction length, c0 is the equilibrium sound
velocity, ε is the nonlinearity parameter of the medium,
a2 is the characteristic area of the beam cross-section, ω
is the characteristic frequency, z is the longitudinal
coordinate normalized to zsh along the beam propaga-
tion, ∆⊥  is the Laplacian with respect to transverse

coordinates normalized to a, and τ = ω  is the

dimensionless “delayed” time.

The structure of the nonlinear term in Eq. (2) does
not provide an opportunity (in contrast to Eq. (1)) to
predict the possibility of compensation of the diffrac-
tion divergence, which is described by the first term on
the right-hand side of expression (2), by the nonlinear
refraction. Therefore, the existence of the waveguide
propagation conditions for the sound beams is deter-
mined by the existence of a physically substantiated
solution to Eq. (2) in the case when it is stationary with
respect to z, this case being determined precisely by the
aforementioned compensation. At this point, a seeming
paradox arises concerning the existence of such a solu-
tion. In fact, it is well known [7] that the avalanche-like
broadening of the spectrum of the initial wave profile
due to nonlinearity and the absence of dispersion leads
to the formation of sawtooth waves with shock fronts,
which have peak values decreasing in the course of the
propagation along the z-axis because of nonlinear high-
frequency damping. It would seem that this excludes
solutions that are stationary with respect to z. However,
a sawtooth wave is the only asymptotically universal
type of a nonlinear wave in the plane (one-dimensional)
case. As numerical calculations show [7, 11], in the
case of a non-one-dimensional (beam) acoustics, the
existence of another asymptotically universal type of
wave profiles with strong nonlinear distortions (relative
to a sinusoidal profile) but without singularities is pos-
sible. There is no nonlinear high-frequency damping
for waves with such a profile, and, therefore, they rep-
resent a solution to Eq. (2), and this solution is station-
ary with respect to z. Such a solution can be possible on

1 This equation was obtained much earlier in aerodynamics of tran-
sonic flows by Lin, Reissner, and Tsiegn [9].

∂2V
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N
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condition that  ~ 1 (more precise estimates for the

parameter N are given below). It is also convenient to

represent this condition in the form  ≡  ~ 1, where

Fcr =  is the value of the “critical” force, Fa =

βp0a2 is the averaged force of acoustic action of the
wave upon the cross-sectional area of the beam a2, β is
the dimensionless coefficient determined by the pres-
sure distribution over the cross-section of the beam and
its variation in time. In the case of mutual compensa-
tion of the diffraction and nonlinear refraction, the ratio
of the two indicated forces must be of the order of unity
(an analogy with the relation between the critical power
and the power of a beam in the optical case).

Let us consider the simplest (in geometry) problem
on the propagation of a beam produced by an infinite
slit. In this case, the version of Eq. (2) that is station-
ary with respect to z is a nonlinear partial differential
equation

(3)

It seems impossible to determine a general solution to
this equation, and, therefore, one can expect to find
only a suitable particular solution. The desired solution
must be localized, symmetric with respect to the trans-
verse coordinate, and have a profile that is continuous
in time, which will make it fundamentally different
from an ordinary solution to a one-dimensional prob-
lem of nonlinear acoustics in the form of a sawtooth
wave.

Several particular solutions to Eq. (3) are given in
the most complete handbook by Zaœtsev and Polyanin
[10], but they do not all satisfy the requirements formu-
lated above. Therefore, the determination of new solu-
tions to equation (3) has led us to the following version
that is most suitable from the physical point of view:

, (4)

where T is an arbitrary constant, which we determine
by the equality T = 2πn (n = 0, ±1, ±2, …) for obtaining
a solution periodic in τ.

As follows from the substitution of expression (4)
into Eq. (3), the functions Y2(y) and Y0(y) must be deter-
mined by the equations

(5)

(6)

N
4
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N
4
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Solution (4) has the form of periodically repeated in τ
pieces of a parabola with the steepness of its branches
varying along the y-coordinate (the steepness is deter-
mined by the values of the function Y2(y)) and a vertical
displacement of the whole parabola relative to the τ
axis (the displacement is determined by the values of
the function Y0(y)). The functions Y2(y) and Y0(y)
together indirectly determine the distribution of the
peak values of the resulting bow-shaped wave along the
y-axis. In addition, for the condition of the beam local-
ization to be satisfied, these functions must decrease
symmetrically with respect to y = 0 down to zero with
increasing |y |, which determines the zero value of the
amplitude of the bow-shaped wave at the beam bound-
ary. The particular solution to Eq. (5) in the form

(7)

satisfies these conditions for the function Y2(y), where

(y) is the desired function normalized to its maximal

value , i.e., (y) ≡ Y2(y)/  ≤ 1. This function is
determined by relationship (7). We take this depen-
dence into account on the interval |y| ≤ y0, where the

function (y) decreases from 1 to 0. Outside this

interval, we take the values of (y) equal to zero (see
Fig. 1). Such a modified solution (nonzero within the
interval |y | ≤ y0 and zero outside it) preserves the conti-
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Ỹ2

Y2
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Ỹ2

Y2, Y0

y

0.8

0.6

0.4

0.2

0.80.60.40.2 1.0 1.2

1

2

3

~ ~

Fig. 1. Normalized functions (y) (curve 1) and (y)

(curve 2) and the ratio  (curve 3).

Ỹ2 Ỹ0

Ỹ0 y( ) Ỹ0 1( )–

Ỹ2 y( )
--------------------------------
nuity of the function (y) at the boundary points ±y0,
and, therefore, by virtue of Eq. (5), it also preserves the
continuity of the second derivative of this function,
which is important for the consistency of the modified
solution with initial equation (3) without appearance of
uncompensated singular terms. We note that, since y
has been initially normalized to the beam width, it is
necessary to take y0 = 1, and, according to the results of
the numerical analysis of dependence (7), this relation-

ship holds at N/  ≈ 8.14.

The numerical analysis of the solution to Eq. (6)
under the required conditions (0) = 0,  < 0 yields
a dependence that is analogous to the solution to Eq. (5),
but with a boundary value different from zero, namely,
Y0(1) > 0. (see Fig. 1). Let us modify this solution in
order to eliminate the displacement of the parabolas in
solution (4) at y = ±1 taking into account that the intro-
duction of an additional phase (time) shift into the
obtained wave field in the case of its possible depen-
dence on the longitudinal coordinate z will not violate
the steadiness of this field structure along z. Taking this
into account, instead of (4), we consider a solution in
the form

(8)

which must be consistent with the already nonstation-
ary with respect to z solution to Eq. (2). It is easy to ver-
ify that this solution again leads to Eqs. (5) and (6)
when γ = Y0(1). Furthermore, solution (8) must satisfy
the condition represented by the integral of Eq. (2) [11,
12]. For profile (8) symmetric with respect to τ, this
integral has the form

(9)

If expression (8) is substituted into this condition, it
gives

(10)

Here, the functions Y2 and Y0 are expressed through
their normalized analogs.

The validity of relationship (10) in the case of an
arbitrary y is not evident because of the different func-
tions on the right- and left-hand sides of this relation-
ship. However, the numerical analysis shows an almost
constant (with the precision up to 0.02) value of the

ratio  ≅ 0.38 (see Fig. 1). Taking this into

account, we obtain from expression (10): /  ≅

0.12, and the maximal values  and  of the corre-
sponding functions are determined by the fact that V is
a value normalized to the maximum, i.e., Vmax = 1. Tak-

Ỹ2
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ing into account expression (10), for profile (9) we
obtain

We determine the value of the parameter N ≅  1.22 from

the relationship N/  ≈ 8.14 obtained earlier. At this
value of N, waveguide propagation conditions are real-
ized for a sound beam with a bow-shaped profile (see
Fig. 2) determined by solution (9) and all parameters
obtained above.

In the case of an axially-symmetric beam, the oper-

ator  in Eqs. (2), (3), (5), and (6) is replaced by

. The form of solution (9) obtained above is

retained. Although it is impossible to write down the
solution to Eq. (5) in a final form similar to expression
(7), the numerical analysis demonstrates a complete
qualitative coincidence in the behavior of the solutions
for a slit beam and an axially symmetric beam with
somewhat different values of the characteristic param-
eters. For example, in the case of an axially symmetric

beam, N/  ≈ 2.81 and N ≅ 0.35.

The bow-shaped profiles obtained above are contin-
uous. But, within this model, they have singularities in
the derivative with respect to τ, which must become
smooth together with the corresponding sharp peaks of
the profile, if we take into account the dissipative term
in Eq. (2), i.e., in the case of passing to the Khokhlov–
Zabolotskaya–Kuznetsov equation [13]. We should
note that the obtained bow-shaped waves together with
well-known sawtooth waves [7] have an asymptotically
universal character in the sense that they do not change
their characteristic shape. Waves of such shape were
also obtained earlier by Rudenko [7] and Bakhvalov,
Zhileœkin, and Zabolotskaya [11] in the process of the
numerical determination of solutions to the Khokhlov–
Zabolotskaya equation (irrespective of the problem of
the waveguide propagation of beams) for certain values
of characteristic parameters. However, the special fea-
tures of such waves were not discussed in the cited
papers.

The question about the stability of the waveguide
propagation within a certain geometry is of particular
interest and requires special analysis. The developed
methods of investigating the generalized Khokhlov–
Zabolotskaya equation with an arbitrary index of power
instability show that the waveguide propagation in the
case of a quadratic instability is not necessarily unsta-
ble [12]. Besides, we remind that, in nonlinear optics, a
slit beam bounded in the transverse direction by two
plane boundaries (i.e., confined in a plane waveguide)

Vmax Y2
0 π2 π2/3–( )≡ 1 or Y2

0 1.5/π2 0.15,≈= =
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provides an opportunity to observe a stable pattern of
waveguide propagation [6].

The wave field structure “constructed” in this paper
for a sound beam in the case of its self-localized
(waveguide) propagation should be realized in practice
in order to experimentally confirm the existance of the
considered acoustic effect. A direct synthesis of a
sound field of similar configuration is difficult. How-
ever, the numerical data mentioned earlier [7, 11] sug-
gest a nonstandard approach to solving this problem.
These numerical data demonstrate that, in the case of an
initially focused beam, the effects of nonlinearity and
diffraction are equivalent (i.e., N ~ 1); when the length
of shock a formation zsh exceeds the focal length (the
radius of the initial front curvature), we obtain a bow-
shaped wave profile in the focal zone of the beam.
Moreover, if we take into account that a wave front
being initially curved because of focusing becomes
plane in the region of the focus, then, in the case of a
more careful selection of the required parameters, the
focal region will create autonomously the conditions

v

y

τ

Fig. 2. Pressure wave field with a bow-shaped wave profile
(three periods are shown in the figure) for the realization of
the waveguide propagation of a sound beam. The amplitude
distribution is shown only along the positive y half-axis (the
wave field propagates toward the observer).

 Initial sinusoidal
wave profiles

Bow-shaped wave profiles
formed in the focal region

Boundaries of a divergent 
beam in an ordinary mode

(the classical situation)

Self-localization of the beam
in the case of a precise selection
of the governing parameters

Fig. 3. Scheme of realization of the waveguide propagation
of a sound beam with the use of a focusing radiator.
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necessary for further waveguide propagation of a sound
beam (see Fig. 3) in the presence of compensation of
the effects of self-action (the diffraction divergence and
the nonlinear noninertial refraction).
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Abstract—The results of experimental investigations are described on the basis of which a method of diagnos-
ing the formation and growth of a cross crack in a cantilever beam is developed. The diagnostic criterion is the
nonlinear distortion factor calculated as the ratio of the rms value of the higher harmonic amplitudes to the rms
value of the amplitude of the investigated acoustic signal. It is established that, by using this factor, it is possible
to detect the initiation of a cross crack in a cantilever beam, observe the change in the beam structure within the
period before its fracture, and monitor the crack’s development. © 2000 MAIK “Nauka/Interperiodica”.
The blades of gas-turbine engines are the most
heavily loaded elements of the engine, and they must
satisfy stringent requirements on their reliability.
Therefore, during the fatigue tests, the processes of ini-
tiation and development of macrocracks (cracks) in
specimens and blades are investigated. The limiting
state of fatigue loading is the appearance of a crack of
a certain size, and the accuracy of determining this state
depends on the sensitivity of the methods used for its
detection. The most-used method of detecting the initi-
ation of a crack is based on the decrease in the natural
frequency of the resonance vibrations of the specimen
or blade under test [1].

The problem of well-timed detection of cross cracks
during fatigue bending tests of specimens and blades of
gas-turbine engines still attracts the interest of
researchers [2–5]. In practice, up to now, the main cri-
terion for estimating endurance failure of blades of air-
craft gas-turbine engines is the OST 100870-77 standard
“Blades of Gas-Turbine Engines: Methods of Fatigue
Tests” which says: “The criterion of the blade fracture is
the change in the vibration frequency by 1–10% depend-
ing on the test conditions. In this case, the test is
stopped, and the blade is inspected for a crack. If there
is no crack, the test is continued.”

In this paper it is shown that, as a criterion for the
detection of a fatigue crack, one can effectively use the
following parameter of the acoustic signal: the ratio of
the rms value of the vibration amplitudes of higher har-
monics of the acoustic signal to the rms value of the
amplitude of the investigated signal [6, 7]. This ratio is
usually called the nonlinear distortion factor Kd .

The aim of this paper is to justify the possibility of
using the nonlinear distortion factor Kd as an informa-
tive diagnostic indicator for the detection of the instant
of crack initiation during fatigue tests by analyzing the
acoustic signal generated by the vibrating specimen.
1063-7710/00/4605- $20.00 © 20601
To achieve this aim, an experimental setup was
built that made it possible to simultaneously record
the following parameters: the voltage amplitude cor-
responding to the acoustic signal V, V; the acoustic
pressure A, dB; the nonlinear distortion factor Kd , %;
the frequency of the specimen vibrations f, Hz; the
forms of changes in the fundamental acoustic signal
and the higher harmonics, which were simultaneously
displayed on oscilloscope screens and allowed one to
monitor the initiation and development of cracks; and
the time of loading t, min.

The specimen under study had the form of a cantile-
ver beam fixed on a massive steel support and activated
in a vibrating resonance mode by an inductive transducer
which served as an electromagnet fed from a GZ-34
audio-frequency oscillator. The acoustic signal from
the vibrating specimen was supplied through a micro-
phone to a VShV-003 noise and vibration meter. The
amplified and filtered signal was fed to an oscilloscope,
a ChZ-32 frequency meter, and an S6-8 distortion ana-
lyzer. The signal proportional to the rms value of all
harmonics except for the first one (i.e., of all higher har-
monics) was fed to the second channel of a double-
beam oscilloscope.

The distortion analyzer measured the nonlinear dis-
tortion factors as the ratio of the rms voltage amplitude
corresponding to the higher harmonics of the acoustic
signal to the rms voltage amplitude corresponding to
the investigated acoustic signal.

The operating area of the experimental setup (Fig. 1)
was an anechoic chamber (isolation chamber) in which
the tested specimen, the inductive transducer, and the
microphone were located.

By fastening the inductive transducer to the stand of
a beam-type height gauge, it was possible to adjust the
clearance between the specimen and the transducer.
000 MAIK “Nauka/Interperiodica”
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The measurements were made after every 5–20 min-
utes of testing in six bands of octave filters (OF) deter-
mined in Hz: [0, ∞], [0, 500], [500, 1000], [1000,
2000], [2000, 4000], and [4000, 8000]. Below, we will
use the following designations: 0, 500, 1000, 2000,
4000, and 8000 OF.

As an object of testing, we chose three types of flat
specimens (Fig. 2) made of 30KhGSA hardened steel.
The shape of the specimens corresponded to the geom-
etry of the compressor blades of a gas-turbine aircraft
engine. Twenty-four specimens were tested.

It was established that, under a prolonged cyclic
loading below the fatigue limit, changes are observed in
the parameters of the acoustic signal, which testify to
the structural microprocesses in the specimen material
that do not lead to its fracture but affect its fatigue
strength.

Observations of the form of higher harmonics of the
acoustic signal made it possible to notice the changes
occurring in the course of the tests, which can be used
as a diagnostic indication of the instant of the macroc-
rack (crack) initiation and development. The crack
appeared and developed at a distance of 10.0–12.5 mm
from the fixed end of the specimen.

The appearance of a crack was accompanied by
considerable changes in the values of Kd of the acoustic
signal in various OF bands.

The investigations showed that the results of the
tests of the types of specimens shown in Fig. 2c turned
out to be the most stable and demonstrative ones. An
acoustic pressure of 108 dB provided the amplitude of

1 2 3

45678

Fig. 1. Schematic diagram of the operating area of the
experimental setup: (1) microphone, (2) specimen,
(3) inductive transducer, (4) stand, (5) massive support,
(6) stud, (7) nut, and (8) clamp.
vibration of a specimen without a crack y = 1.7 mm.
Then, the load was increased in steps to 109, 110, 111,
and 112 dB. After 20-hour tests (N = 5.5 × 107 cycles),
the load was increased to its maximal value of 112.7 dB,
which caused rapid development of the crack. After
this, the load was reduced to 98 dB and then increased
to 100 dB.

Tests result of a typical specimen (Fig. 2c) are pre-
sented in Figs. 3 and 4. The curves show the changes in
the nonlinear distortion factor Kd in the octave filter
bands 0, 500, 1000, and 2000 Hz (the plots of the
changes in Kd in the OF bands 4000 and 8000 Hz are
not presented), as well as the changes in the natural
frequency of vibration of the specimen. During the
12-hour tests, the frequency decreased steadily from
746.3 to 744.3 Hz.

Within the first two hours of tests, Kd is character-
ized by a significant variability of its values in all bands
of octave filters.

The increase in the load up to 109 dB resulted in a
sharp decrease in Kd in the 4000 Hz OF band and an
increase in the 2000 Hz OF band. In the latter case, Kd
gradually decreased to 15–16% and, after that, practi-
cally did not change.

The following response of the nonlinear distortion
factor to the appearance of a crack was observed. In
the 2000 Hz band, Kd sharply increased from 14 to
100–110%, but, after 30 min of tests, it decreased to
50% and later continued to be unstable, varying
within 42–74%.

R 0.5

42

1.
6

R 0.5

1.
3

15
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6R 0.512.5 (a)
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Fig. 2. Geometry of the specimens.
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Fig. 3. The natural frequency f and the nonlinear distortion factor Kd as functions of the test duration: (1) f, Hz, (2) Kd × 1000%
(OF 500), and (3) instant of the crack initiation.
In the 4000 Hz OF band, the nonlinear distortion
factor with appearance of a crack decreased abruptly
from 42 to 10%, and, later, it varied in the range from
24 to 42%. In other OF bands, Kd also considerably
decreased, but, with the growth of the crack’s it
changed only slightly.

As is seen from Fig. 3, at the instant of the crack’s ini-
tiation, the natural frequency dropped by less then 1%.

The main results of investigation are summarized in
the table where the following designations are used: ∆f0
is the range of natural frequencies of the tested speci-
mens in Hz; ∆  is the mean drop in the natural fre-

quency at the instant of the crack initiation in %;  is
the mean value of the nonlinear distortion factor before
the appearance of the crack; ∆  is the mean value of

f

Kd

Kd
ACOUSTICAL PHYSICS      Vol. 46      No. 5      2000
the change in the nonlinear distortion factor due to the
appearance of the crack in %; “–” corresponds to the
increase in  due to the crack appearance; and “*”
means that Kd was not measured during the tests.

It was found that the nonlinear distortion factor Kd
before the crack’s appearance was essentially different
from zero. This is related to the “shaking down” of the
specimen with the fastening members, the “cold work-
ing” of the specimen material, the “loosening” of the
material, the presence of microcracks, and other fac-
tors.

As it follows from the table, the appearance of a
crack leads to a redistribution of Kd over various OF
bands. It is particularly noticeable for type a speci-
mens: in the 0 and 2000 OF bands, ∆  increased by

Kd

Kd
Table

T
yp

e 
of

sp
ec

im
en

∆f0, Hz ,
%

0 500 1000 2000 4000 8000

, % , % , % , % , % , % , % , % , % , % , % , %

a 1276–1329 6.4 1.35 183.0 * * 0.452 –81.3 4.55 232.0 80.3 36.8 75.8 –72.6

b 579–722 7.3 17.3 –27.7 0.721 –15.3 18.4 –64.4 35.4 52.2 42.8 –76.2 53.2 –61.0

c 664–752 5.7 15.2 –61.7 0.476 –70.5 13.7 –54.5 18.6 295.0 43.0 –77.1 54.6 –68.5

∆ f
Kd Kd Kd Kd Kd Kd Kd Kd Kd Kd Kd Kd
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Fig. 4. Nonlinear distortion factor Kd as a function of the test duration for different bands of octave filters: (1) 0 OF; (2) 1000 OF;
(3) 2000 OF; and (4) instant of the crack appearance.
about 200%, while the mean frequency ∆  dropped
only by 6.4%; for the type b specimens, in the 2000 OF
band, ∆  increased by about 300%, and the mean fre-
quency dropped only by 5.7%.

It should be noted that, for some specimens in the
2000 OF band, the value of Kd dropped by a factor of
4–6. The quantitative data on the changes in Kd need
some refinement with the use of special instrumenta-
tion, but the significance of changes in Kd with the
appearance of cracks is undeniable.

The analysis of the data presented in the table and
the results of investigations allow us to state that the
value of the nonlinear distortion factor Kd (%) changes
essentially with appearance of the crack. The values of
these changes are considerable, as compared to those in
the quantity ∆f (%), i.e., the relative change in the nat-
ural frequency of the specimen.

In conclusion, we note that the nonlinear distortion
factor Kd of the acoustic signal proved to be a very effi-
cient diagnostic criterion for the detection of a cross
crack.

In the course of a prolonged cyclic loading of the
specimen below the fatigue limit, by using the factor
Kd, it is possible to detect the structural changes in the
specimen material that precede the fracture.

The change in the nonlinear distortion factor after
the appearance of a crack makes it possible to monitor
the development of that crack.

f

Kd
The characteristic changes in the form of an acous-
tic signal and its higher harmonics, which are displayed
in oscillograms, allow one to formulate conclusions
concerning the initiation and development of cracks in
the specimens.
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Abstract—The resonance formalism developed earlier by H. Überall for a model of a liquid layer overlying a
liquid halfspace is extended to a model of an elastic layer overlying an elastic halfspace. Using the Thomson–
Haskell matrix technique, an exact analytical expression is obtained for the complex reflection coefficient.
Characteristic equations are derived, and their roots, which determine the positions of the resonances of the
reflection coefficient for longitudinal and transverse waves, are obtained analytically. In the resonance
approach, the exact expression for the reflection coefficient is replaced by an approximate one that describes
the behavior of the reflection coefficient near the resonances. The comparison of the exact and approximate val-
ues of the reflection coefficient shows good agreement between the results near the frequency and angular res-
onances. © 2000 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The reflection coefficients calculated for the acous-
tic signal reflection from the ocean bottom generally
form a complicated structure that consists of more or
less regular sequences of peaks and troughs. The
dependences of this kind are usually attributed to reso-
nance phenomena [1]. The resonances of the reflection
coefficients are indicators of the elastic properties of
materials such as density and Lame constants, which
are related to the longitudinal and transverse velocities
of sound. The resonances can provide information on
any changes inside the layers and in the interlayers in
the multilayer structures. The high sensitivity of the
resonances to the parameters of media interacting with
sound promoted wide use of the resonance approach in
science and technology [2, 3]. A remote resonance
method of acoustic spectroscopy was developed for the
determination of the elastic properties of materials [4].
With the use of resonances of the longitudinal and
transverse waves, Keltie [5] successfully employed a
metal plate with an elastic coating to decrease the sys-
tem’s response. Of great interest is also the study of res-
onances for describing the effects of the sea bottom on
the propagation of acoustic signals in a shallow sea.
The impedance function of the layered sea bottom has
clearly expressed resonances [6] and contains informa-
tion on the bottom characteristics, which is equivalent
to the information confined in the reflection coefficient.
Therefore, the values of the impedance function
obtained from the inverse Hankel transform are pro-
posed as initial data for the inverse problem of the
determination of the geoacoustic parameters of the bot-
tom [7]. Recently, the interest of researchers has shifted
1063-7710/00/4605- $20.00 © 20605
toward the use of resonance phenomena in layered
media for direct reconstruction of the bottom parame-
ters [8]. Therefore, it seems logical to use the resonance
structure found from measurements for the determina-
tion of the properties of a given medium, i.e., to solve
the inverse problem in every specific case.

Up to now, only several attempts have been made to
employ the resonance approach to the sound reflection
from the ocean bottom for obtaining information on the
structure and properties of the reflecting medium. In this
direction, the first investigations are the publications [9–
12], where the authors consider the case of a liquid layer
and an elastic plate placed in a liquid medium and study
the relation between the acoustic resonances and the
material parameters of the medium [12, 13].

In realistic models of the layered sea bottom, trans-
verse waves and absorption must be taken into account.
In this paper, we consider the introduction of such com-
plex conditions in the resonance theory. The resonance
approach earlier developed by Überall in [10–12] for a
liquid model of the bottom is applied to the elastic lay-
ered bottom model.

The experimentally established properties of tone
signals reflected from a layered bottom were consid-
ered in detail by Volovov [14]. The theory of sound
reflection from an arbitrary number of plane-parallel
layers has been developed by Brekhovskikh and Godin
[15]. The interest in the investigation of sound wave
interactions with the bottom is caused both by the effect
of the bottom structure on the propagation of sound
waves in the water column and by the problem of the
remote determination of the bottom characteristics. For
example, the investigations of the effect of the layered
000 MAIK “Nauka/Interperiodica”
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bottom structure on the sound propagation in a shallow
sea were considered by Ageeva et al. [16]. However,
along with the development of new methods of deter-
mination of the bottom characteristics in a shallow sea
[17], the methods of determination of the frequency-
angular dependences of the reflection coefficient from
acoustic field measurements are still being used [18].

THE PHYSICAL AND MATHEMATICAL MODEL

In this paper, using the Thomson–Haskell matrix
technique described in [15, 19–21], we obtain exact
analytical expressions for the complex reflection coef-
ficients. The physical model of a medium used for
studying the frequency-angular resonances of the
reflection coefficient consists of an elastic layer
between liquid and elastic halfspaces. The parameters
of the liquid and elastic halfspaces are identified by
indices 0 and ∞, respectively: c0 and ρ0 are the sound
velocity in water and the water density; d, ρ, cl and ct
are the thickness, density, longitudinal and transverse
velocities in the sedimentary layer; ρ∞, cl ∞ and ct ∞ are
the density, longitudinal and transverse velocities in the
halfspace. The effects of absorption are taken into
account by introducing complex velocities of the longi-
tudinal and transverse waves. Considering only the
waves of the vertical polarization, the displacement
vector U can be written in terms of the scalar ϕ and vec-
tor ψ potentials

(1)

The components of the displacement vector and the
strain tensor in the Cartesian system of coordinates can
be written in the form

(2)

(3)

where λ and µ are the Lame constants related to the lon-
gitudinal and transverse sound velocities. The compo-
nents of the displacement vector and the strain tensor
are continuous across the sedimentary layer/elastic foun-
dation and water column/sedimentary layer boundaries:

(4)

U gradϕ rotψ.+=

Ux ϕ∂ / x∂ ψ/ z, Uz∂∂– ϕ / z∂∂ ψ/ x,∂∂+= =

σxz 2µ ∂2ϕ / x z∂∂ ∂2ψ/ z2∂–( ),=

σzz λ∂2ϕ / x2∂–=

+ λ 2µ+( )∂2ϕ /∂z2 ∂2ψ/ x z,∂∂+

Ux Ux∞, Uz0 Uz,= =

Uz Uz∞, p0 σxz,= =

σxz σxz∞, 0 σxz,= =

σzz σzz∞.=
The potentials ϕ and ψ satisfy the Helmholtz equations

(5)

Representing the set of waves in the water column, sed-
imentary layer, and elastic halfspace in terms of the
amplitudes of the longitudinal and transverse waves
propagating in both directions of the z-axis, introducing
column-vectors for two halfspaces and the elastic layer,
and using the boundary conditions (4), we obtain the
set of algebraic equations in the matrix form

(6)

where Q–1 is the inverse matrix of the liquid halfspace,
Kls is the transfer matrix between the liquid halfspace
and the elastic medium, D = ALA–1K0 is the matrix of
the elastic layered medium, A is the characteristic
matrix of the layer, L is the diagonal matrix (the vari-
ables δ = αd and η = βd are related to the frequency, the
angle of incidence of the wave, and the thickness of the
sedimentary layer d), and K0 is the matrix of the elastic
halfspace:

(7)

The solution to matrix equations (6) for the reflection
coefficient V in the water column can be obtained by
Kramer’s rule.

∆ϕ α2ϕ+ 0,=

∆ψ β2ψ+ 0.=

Z0 Q 1– KlsDZ∞,=

Q 1–

1
2iα0
----------- 1

2ω2ρ0

---------------–

1
2iα0
-----------– 1

2ω2ρ
-------------–

,=

A

iξ iξ iβ– iβ
iα iα– iξ iξ

2µξα– 2µξα 2µξγ– 2µξγ–

2µξγ 2µξγ 2µξβ– 2µξβ

,=

L

iδ( )exp 0 0 0

0 iδ–( )exp 0 0

0 0 iη( )exp 0

0 0 0 iη–( )exp

,=

K0

iξ iξ iβ∞– iβ∞

iα∞ iα∞ iξ iξ
2µ∞ξα∞– 2µ∞ξα∞ 2µ∞ξγ∞– 2µ∞ξγ∞–

2µ∞ξγ∞ 2µ∞ξγ∞ 2µ∞ξβ∞– 2µ∞ξβ∞

.=
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Fig. 1. Magnitude of the plane wave reflection coefficient on the frequency–grazing angle plane.
THE EXACT EXPRESSION
FOR THE REFLECTION COEFFICIENT

The exact expression for the complex reflection
coefficient can be written using the elements of the
matrices Q–1 and D:

(8)

Further, expression (8) is written analytically in terms
of the material parameters of the medium and variables
δ and η. Separating the real and imaginary parts in it,
the exact expression for the reflection coefficient is
transformed to a more compact form

(9)

Here, the functions E, B, C, and G are related to both
the material parameters of the layered elastic medium
and the variables δ = αd and η = βd. For estimating and
revealing the features of the frequency-angular depen-
dences of the reflection coefficient, the results of calcu-
lations are often presented in the three-dimensional
form, as is made in Fig. 1, which exhibits calculation
results of the magnitude of the reflection coefficient in
a wide range of frequencies and grazing angles. The
material parameters of the bottom are given in the table.
From Fig. 1, it follows that the frequency-angular
dependence of the reflection coefficient has the form of
a regular sequence of maxima and minima. These fea-

V

=  
Q21

1– D21D33 D23D31–( ) Q22
1– D43D31 D41D33–( )–

Q11
1– D21D33 D23D31–( ) Q12

1– D43D31 D41D33–( )–
------------------------------------------------------------------------------------------------------------------.

V
E2 B2– C2 G2–+

E2 2EB B2 C2 2CG G2+ + + + +
-------------------------------------------------------------------------------=

+
i 2CB 2GE+( )

E2 2EB B2 C2 2CG G2+ + + + +
-------------------------------------------------------------------------------.
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tures are related to resonances of the reflection coeffi-
cient. Überall [10–12] observed similar effects for the
case of a liquid sedimentary layer between two differ-
ent liquids.

In realistic models of the layered sea bottom, addi-
tional allowance for the transverse waves leads to con-
siderable changes in the resonance structure (Fig. 2).
Numerical calculations show that, at all grazing angles,
except for the normal incidence of a plane wave, addi-
tional resonance peaks appear as compared to the case
of a liquid layer. The amplitude of the resonances also
changes, which can easily be explained by the fact that
the transverse waves carry away acoustic energy from
the boundary and, as a result, the boundary behaves as
though it were more soft. At a normal incidence of a
plane wave on the elastic medium, the effect of the
transverse wave on the reflection coefficient is absent,
because the excitation of the transverse wave is not pos-
sible, owing to the lack of the tangential projection of a
compression wave at the interface between the media.
Numerical calculations for a 70-cm elastic layer (table)
with allowance for absorption in the layer and halfs-
pace (υl = 0.01, υt = 0.001, υl∞ = 0.015 and υt∞ = 0.15)
show that the absorption effects mask to some extent
the influence of the transverse waves. However, the cal-

Parameters of the bottom model

cl, m/s ct, m/s ρ, g/cm3

Water column 1500 1.0

Sedimentary layer, d = 70 cm 1455 250 1.45

Elastic halfspace 1575 800 2.6
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culations of the reflection coefficient performed for two
grazing angles θ = 3° and θ = 50° (Fig. 2a) show that the
allowance made for the absorption leads mainly to a
decrease in the resonance amplitudes of the reflection
coefficient at all grazing angles.
THE RESONANCE APPROACH

For the analysis of the behavior of the plane wave
reflection coefficient near the resonance minima, the
exact expression for the complex reflection coefficient
(9) is recast to the form
(10)V
E2 B2– C2 G2–+( )2

2CB 2GE+( )2+

E2 2EB B2 C2 2CG G2+ + + + +( ) E2 B2– C2 G2– i 2CB 2GE+( )–+( )
-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------.=
The analysis of expression (10) showed that the reso-
nance behavior of the reflection coefficient becomes
apparent every time when the real part of the denomi-
nator tends to zero, i.e., when the characteristic equa-
tions obtained from (10) at resonance conditions are
satisfied:

(11)

(11a)

After separating the variables with respect to δ and η,
the characteristic Eq. (11) can be rewritten in the fol-
lowing form

(12)

where the constants K1–K7 are related only to the mate-
rial parameters of the elastic layered medium. Charac-
teristic equation (12) can be solved separately for the
variables δ and η. We will seek the solution to Eq. (12)
as δ = 2 . Then, Eq. (12) can be rewritten as
the fourth-degree equation

E2 B2– C
2

G2–+ 0,=

E B+( )2 C G–( )2+ 0.=

K1 δ( ) η( )coscos K2 δ( )cos
2 η( )cos

2
+

+ K3 δ( ) η( ) K4 δ( ) K5 η( )cos
2

+cos
2

+sinsin

+ K6 δ( ) η( ) δ( ) η( )sinsincoscos K7+ 0,=

X( )arctan

K1 η( )cos– K2 η( )cos
2

K4 K5 η( )cos
2

++ +(

+ K7 )X4 2K3 η( )sin 2K6 η( )cos η( )sin–( )X3+

0.2

0
1000

|V |

Frequency, Hz
2000 3000 4000

0.4 θ = 3°

θ = 50°

Fig. 2. Frequency dependence of the reflection coefficient
for grazing angles 3° and 50°.
(13)

If we seek the solution as η = 2 , Eq. (12)
will take the form

(14)

The solutions to these equations determine the posi-
tions of the reflection coefficient resonances on the fre-
quency–angle of the incidence plane for the longitudi-
nal and transverse waves that appear in the elastic
medium. The roots of Eqs. (13) and (14) can be
obtained as the solutions of the Descartes–Euler fourth-
degree equation:

(15)

Taking into account that the period of the arctangent is
π, the roots of characteristic Eq. (12) are found as

(16)

where X are the roots of Eqs. (13) and (14), respec-
tively, and n = 0, 1, 2, … are the order numbers of the
resonances. The variables δn and ηn determine the posi-
tions of the frequency-angular resonances of the reflec-
tion coefficient. The roots of Eq. (15), X1–X4, can
expressed in terms of the coefficients of a cubic equa-
tion (p, r, and q) and a fourth-degree equation (a, b, c,
and d):

+ 2K2cos
2 η( )– 2K4– 2K5cos

2 η( ) 2K7+ +( )X2

+ 2K3 η( )sin 2K6 η( )cos η( )sin+( )X K1 η( )cos(+

+ K2 η( )cos
2

K4 K5 η( )cos
2

K7+ + + ) 0.=

X( )arctan

K1 δ( )cos– K2 δ( )cos
2

K4 δ( ) K5 K7+ +cos
2

+ +( )X4

+ 2K3 δ( )sin 2K6 δ( ) δ( )sincos–( )X3

+ 2K2 δ( )cos
2

– 2K4 δ( )cos
2

2K5– 2K7+ +( )X2

+ 2K3 δ( )sin 2K6 δ( )cos δ( )sin+( )X

+ K1 δ( )cos K2 δ( )cos
2

K4 δ( )cos
2

+ +(
+ K5 K7+ ) 0.=

X4 aX3 bX2 cX d+ + + + 0.=

δ 2 X( ), ηarctan 2 X( )arctan ,= =

δn δ 2πn, ηn+ η 2πn,+= =
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(17)

X1 2,
1
6
--- 36ε1/3

36ζ– 6 p––
1
6
--- 18ε1/3– 18ζ 6 p– i18 3 ε1/3 ζ+( )+ ++=

± 1
6
--- 18ε1/3– 18ζ 6 p– i18 3 ε1/3 ζ+( )–+

1
4
---a,–

X3 4,
1
6
--- 36ε1/3 36ζ– 6 p–

1
6
--- 18ε1/3– 18ζ 6 p– i18 3 ε1/3 ζ+( )+ +±=

+
1
6
--- 18ε1/3– 18ζ 6 p– i18 3 ε1/3 ζ+( )–+

1
4
---a,–

ε 1
1728
------------ p3 1

48
------ pr–

1
128
---------q2 1

1152
------------ 48 p4– 384 p2r2 768r3– 12 p3q2 432 prq2– 81q4+ + + ,+ +=

ζ

1
144
--------- p2–

1
12
------r–

ε1/3
----------------------------------.=
The material constants of the layered medium enter the
solution through the corresponding expressions for the
coefficients of the equations. Moreover, we can write
the exact expressions for δ' and η' as functions of the
current frequencies and incidence angles of a plane
wave:

(18)

The reflection coefficient resonances become apparent
when the difference between the exact variables δ' and
η' and resonance variables δn and ηn found from the
characteristic equations tends to zero: |δ' – δn | = 0 and
|η' – ηn | = 0. In theses conditions, the reflection coeffi-
cient has minima in the entire range of angles and fre-
quencies. Figure 3 exhibits the exact calculations of the
frequency dependence of the coefficient near the first
resonance minimum corresponding to the frequency
Fr =105 Hz; the markers show the difference |δ' – δn|.
Since the variables δ' and η' are the functions of fre-
quency and angle of incidence, by fixing only one fre-

δ'
2πFd θl( )cos

cl

--------------------------------, η'
2πFd θr( )cos

ct
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0.4

0.3
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θ = 61°

|δ' – δn|

11090 Fr = 105 Hz

Fig. 3. Positions of the first frequency resonance determined
by the roots of the characteristic equation for |δ' – δn| = 0
(shown by markers) and the frequency dependence of the
reflection coefficient (solid line).
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quency or angular variable, we can find the positions of
the frequency and angular resonances for the longitudi-
nal and transverse waves separately:

(19)

(20)

For the chosen parameters of the bottom model (table),
on the frequency–angle of the incidence plane, we

θ const= : Fr( )l

δncl
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Fig. 4. Positions of the first resonances, which are obtained
from exact calculations (solid lines) and from the character-
istic equations (shown by markers) for different values of
the longitudinal velocities of sound in the sedimentary
layer: cl = (1) 1455, (2) 1520, and (3) 1475 m/s.
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compared the resonance positions obtained from for-
mulas (16) and (18); the results were found to be in
good agreement. In Fig. 4, one can clearly see the
dependence of the resonance positions on the longitu-
dinal velocities in a sedimentary layer; δ' and δn were
calculated for three different longitudinal velocities of
sound in the sedimentary layer: cl = 1455 (line 1), cl =
1520 (line 2), and cl = 1475 m/s (line 3). The exact val-
ues of δ' are marked by the solid line, and the values of
δn are shown by the markers. The numerical calcula-
tions showed that the change in the longitudinal veloc-
ity in the sedimentary layer leads to shifts of the reso-
nance positions in the frequency–angle of incidence
plane.

COMPARISON OF THE RESONANCE APPROACH 
AND EXACT CALCULATIONS

The resonance approach is mainly based on the
assumption that, near a resonance, the reflection coeffi-
cient can approximately be presented by the Brait–
Wigner resonance curve on the background of a weakly
changing foundation [10]. Following this assumption,
the exact expression for the reflection coefficient (9)
can be expanded in the Taylor series in powers of the
small parameters (δ' – δn) and (η' – ηn) near the minima
of the reflection coefficient:

(21)

Linearizing expression (21) in the vicinity of δn and ηn
and equating the first derivatives in the expansion to
zero (V '(δn) = 0 and V '(ηn) = 0), the approximate
expression for the reflection coefficient can be written,
according to the Fermat theorem, in terms of the mate-
rial characteristics of the medium:

(22)
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The sum of resonances is taken symbolically, because
the expansion is valid only in the vicinity of the reso-
nance minima and fails away from them.
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Fig. 5. Comparison of the exact calculations of the frequency
resonances of the reflection coefficient (solid line) and the
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allowance for one term in formula (22); (b) with allowance
for 22 resonance terms in formula (22).
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In this section, we illustrate the efficiency of using
the resonance approach for the bottom model in the
form of an elastic layer overlying an elastic halfspace
(table) by the example of the frequency-angular reso-
nances. Figure 5a compares the calculations of the fre-
quency dependences of the reflection coefficients,
namely, the calculations made by the exact formula (9),
using the Thomson–Haskell matrix technique and those
made by the approximate formulas (22) obtained by
expanding formula (9) in a series. As expected, near the
first frequency resonance, a very good agreement is
observed, and the approximation fails between the res-
onance peaks (the exact results are shown by the solid
line, and the curves corresponding to the approximate
expression are indicated by the markers). Similar calcu-
lations are presented in Fig. 5b, when the expansion of
the reflection coefficient is a sum of 22 resonance
terms. If the frequency is fixed, F = 3890 Hz, we can
obtain the angular dependences of the reflection coeffi-
cients near the first angular resonance (Fig. 6a) and near
four angular resonances (Fig. 6b). In this case, we also
obtain a good agreement between the results near the
resonances.

CONCLUSION

Using the Thomson–Haskell matrix technique, the
exact analytical expression was obtained for the com-
plex reflection coefficient for a sea bottom model in the
form of an elastic layer overlying an elastic halfspace.
Characteristic equations are obtained in resonance con-
ditions, and the roots of these equations are found.
These roots determining the positions of the frequency
and angular resonances for longitudinal and transverse
waves. An approximate expression for the reflection
coefficient is obtained, which describes the process of
resonance reflection of plane waves for the chosen
model of the bottom. The exact and approximate
expressions for the reflection coefficients are com-
pared, and a good agreement between the results is
obtained near the two types of resonances.
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Abstract—The sound excitation inside a centrifugal pump by a source of pressure oscillations positioned in
the inlet cross-section of the impeller is considered theoretically. The specific feature of the problem formula-
tion is that the blade channels and the channel between the impeller and the pump casing (the open diffuser) are
considered as a single acoustic system. It is shown that, in certain conditions, a resonance-type sound excitation
may occur inside the centrifugal pump. An equation for the determination of the resonance frequencies is
obtained. © 2000 MAIK “Nauka/Interperiodica”.
The propagation of acoustic waves in the rotating
duct of a turbine pump was theoretically studied in
papers [1–3].

This paper treats the problem of sound propagation
in the open diffuser of a turbine centrifugal pump (fig-
ure) with allowance for the effect of the rotating blade
channels of the impeller.

Using a cylindrical coordinate system r, x, z (see fig-
ure), it is possible to describe the propagation of sound
waves in the diffuser by the continuity equation and
equation of motion, both of them linearized and inte-
grated over the diffuser cross-section:

(1)

(2)

where P is the liquid pressure fluctuation in the dif-
fuser; b is the width of the blade channel of the impeller
at the diffuser inlet; F is the cross-sectional area of the
diffuser, F = hL; h and L are the height of the diffuser
and its width (which in the general case does not coin-
cide with the blade channel width), h = const and L =
const; c is the sound velocity in the medium at rest;
ρ0 is the steady-state density of the liquid, ρ0 = const;
v(r = d2/2, x, z, t) is the radial component of the oscil-
lating particle velocity of liquid in the blade channel of
the impeller at the diffuser inlet; z is the axial coordi-
nate (perpendicular to the plane of the diffuser plot
shown in the figure); x is the circular coordinate, x =
d2ϕ/2 (the positive direction of the x-axis coincides
with the direction of the impeller rotation, and its origin
lies in the initial 0–0 section (see figure) of the circular
part of the diffuser); r is the radial coordinate; d2 is the
outer diameter of the impeller; ϕ is the angular coordi-
nate; and t is time.

F

c2
----

t∂
∂P

x∂
∂G ρ0bv r d2/2 x z t, , ,=( )–+ 0,=

t∂
∂G

F
x∂

∂P
+ 0,=
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Equations (1) and (2) were derived under the fol-
lowing assumptions:

(1) the radial component of the oscillating particle
velocity of liquid v is constant across the width of the
blade channel (r = d2/2, –b/2 ≤ z ≤ b/2) and is equal to
zero outside the channel at the inner (r = d2/2, –L/2 ≤
z ≤ −b/2; r = d2 /2, b/2 ≤ z ≤ L/2), outer (r = d2 /2 + h,
–L/2 ≤ z ≤ L/2), and lateral (z = –L/2, d2/2 ≤ r ≤ d2/2 + h;
z = L/2, d2/2 ≤ r ≤ d2/2 + h) walls of the diffuser;

(2) the pressure fluctuation is constant over the
entire diffuser cross section (d2/2 ≤ r ≤ d2/2 + h; –L/2 ≤
z ≤ L/2);

(3) the diffuser height is much less than the outer
radius of the impeller, 2h/d2 ! 1.

The function G(x, t) involved in the system of
Eqs. (1), (2) and representing the fluctuation of the

0

s
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2

ϕr

x

2
1

0
0
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d1

Schematic diagram of a turbine centrifugal pump with an
open diffuser.
000 MAIK “Nauka/Interperiodica”
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mass flow rate of liquid in the diffuser was determined
by the formula

(3)

Here, u is the component of the oscillating particle veloc-
ity of liquid in the diffuser in the circular direction x.

Differentiating Eqs. (1) and (2) with respect to time
t and the circular coordinate x, respectively, and sub-
tracting term-by-term the second equation from the first
one, we eliminate the function G(x, t). As a result, we
obtain

(4)

This equation involves the radial fluctuating veloc-
ity of liquid in the blade channel of the impeller at the
diffuser inlet, v(r = d2/2, x, z, t). Therefore, in solving
Eq. (4), it is necessary to consider the propagation of
sound waves in the open diffuser and the rotating blade
channels of the impeller as in a single acoustic system.

Let us introduce the following additional simplifica-
tions: all channels are narrow in comparison with the
sound wavelength; the effects of the medium flow and
the impeller rotation are neglected; and the effect of the
outlet opening of the open diffuser is also neglected.

Then, the propagation of sound waves in the rotating
blade channels, which have cylindrically divergent
cross sections, can be described by the Webster equa-
tion [4]

(5)

where Pk is the liquid pressure fluctuation in the blade
channel of the impeller, Fk(s) is the varying cross-sec-
tional area of the blade channel, and s is the longitudi-
nal coordinate of the blade channel.

According to the Euler equation of motion, ρ0  =

– , for harmonic waves of frequency ω (which are

considered in this paper), the longitudinal component
of the oscillating particle velocity of liquid in the blade
channel is related to the fluctuating pressure by the for-
mula

(6)

where i is the imaginary unit.
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Let us assume that the varying cross sections of the
blade channels of the impeller vary according to the
square law Fk = Fk(s) ~ s2. Then, the sound field formed
in the blade channels, which satisfies the Webster
Eq. (5), can be represented in the form

(7)

(8)

where P– and P+ are constants and k is the wave num-
ber, k = ω/c. We write the expressions for Pk and vk for
s = s1 and s = s2, where s1 and s2 are the coordinates of
the inlet and outlet cross-sections of the blade channel,
and eliminate the parameters P– and P+ from these
expressions. As a result, we obtain the expressions
relating the amplitudes of the radial velocity fluctua-

tions and pressure at the blade channel outlet,  and
Pk2, to the corresponding amplitudes at the blade chan-

nel inlet,  and Pk1:

(9)

(10)

where l is the length of the blade channel of the impel-
ler and β1 and β2 are the angles of the blade orientation
at the inlet and outlet of the impeller, respectively.

Then, relying on the experimental data obtained by
E.A. Folomeev from the studies of the dynamical char-
acteristics of centrifugal pumps, we assume that the
amplitude of the pressure fluctuations at the impeller
inlet does not depend on the circular coordinate (in con-
trast to the amplitude of the radial component of the
oscillating particle velocity of liquid). In this case, in
expressions (9) and (10), we can set

Pk1 = P1 = const. (11)

Using the conventional (in acoustics) assumption
that the pressure fluctuation at the outlet of the impeller
blade channel is continuous and substituting expres-
sions (9) and (10) into Eq. (4) with allowance for con-
dition (11), we arrive at an inhomogeneous linear equa-
tion in the function v(r = d1/2, x) = v1(x):
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(12)
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By a direct substitution, one can verify that the fol-
lowing expression is the solution to Eq. (12):
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where C1 and C2 are constants. To analyze solution (13),
we divide the entire possible frequency band of the
pressure oscillations, which are produced by the source
positioned in the inlet cross section of the impeller, into
two subbands

In addition, we separately study the case

In the framework of the problem formulation consid-
ered in this paper, the solution to Eq. (12) should be
periodic in the variable x. As one can see from expres-
sion (13), for the frequency band determined by the ine-
quality

the only type of solution to meet the condition of peri-
odicity in x is the solution that is independent of the cir-
cular coordinate x, i.e., is constant. In this case, in-
phase harmonic oscillations of frequency ω are excited
inside the pump.

ω c 1 ωl/c[ ]tan
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  b ωl/c( ) β2sincot
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----------------------------------------- and<

ω c 1 ωl/c[ ]tan
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  b ωl/c( ) β2sincot

F
-----------------------------------------.>
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F
-----------------------------------------.=

ω c 1 ωl/c[ ]tan
ωs2/c

------------------------– 
  b ωl/c( ) β2sincot

F
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When

harmonic oscillations produced by the pressure source
in the inlet cross section of the impeller propagate in the
open diffuser in the form of a plane sound wave with a
constant amplitude.

If the oscillation frequency of the pressure source
located in the inlet cross section of the impeller satisfies
the condition

(14)

one can see from expression (13) that a resonance-type
sound excitation occurs inside the centrifugal pump.

Hence, to avoid the resonance sound excitation, it is
necessary to select the values of the structural parame-
ters involved in expression (14) in such a way that, at a
given frequency ω, the condition (14) be violated.
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In the computer-aided calculations and analysis of
the main parameters of piezoelectric elements and
transducers, the finite-element method can be success-
fully employed [1–3]. Natural vibrations of piezocer-
amic cylindrical shells of finite dimensions with differ-
ent types of polarization were considered in our previ-
ous publications [1, 4, 5]. We analyzed in detail the
vibrations that are symmetric in the shell height,
because only this type of vibrations are excited by an
electric field in an isolated piezoceramic shell contain-
ing continuous electrodes and located in an unbounded
space. The vibrations that are antisymmetric within the
shell height were not taken into account in the analysis
of the eigenfrequency spectra.

Later [7], in the study of a hydroacoustic antenna
consisting of two water-filled piezoceramic shells, it
was noted that, when the wave distance between the
shells is small, an antisymmetric mode can be excited
in them. This mode is a consequence of the acoustic
interaction between the shells. Such a situation may
also be observed in the presence of passive structural
elements near the piezoceramic shell. The antisymmet-
ric mode is a parasitic one, because it distorts the fre-
quency characteristics and the directivity pattern of the
hydroacoustic radiator for which the shell serves as the
active element [7]. In addition, this mode leads to a
highly nonuniform distribution of the particle velocity
and pressure at the radiating surfaces. Such a nonuni-
formity restricts the maximal values of the radiation
power, in particular, because of the appearance of high
stresses and cavitation. Therefore, it is important to
know the whole eigenfrequency spectrum of a finite
piezoceramic shell, with the antisymmetric modes
taken into account in order to avoid the case of the par-
asitic antisymmetric mode falling within the operating
frequency band of the hydroacoustic radiator.

Let us consider a sectional (tangentially polarized)
piezoceramic shell made of the TsTBS-3 ceramics
whose parameters can be found in a handbook [6]. The
outer radius of the shell is a, the height is l, and the wall
thickness is h. In what follows, the dimensions of the
shell will be determined by the dimensionless ratios l/a
and h/a. The entire surface of the shell is assumed to be
stress-free. We consider the resonance (short-circuit)
and the antiresonance (no-load) modes [1, 5]. To calcu-
late the eigenmode spectrum, we divide the whole axial
1063-7710/00/4605- $20.00 © 20616
section of the piezoceramic shell into circumferential,
rectangularly shaped finite elements with eight nodes
(with a quadratic approximation). In other words, the
symmetry plane is not introduced, and the boundary
conditions are not set at this plane, as was done before
in the symmetric case [1, 5]. To separate the symmetric
and antisymmetric modes, the same problem is addi-
tionally solved by dividing only half of the axial section
of the shell into finite elements. In this case, the follow-
ing mechanical boundary conditions are set at the shell
symmetry plane: the nodal axial displacements are set
equal to zero in the symmetric case, and the radial dis-
placements are equal to zero in the antisymmetric case.

We calculated the four lower modes of the piezoce-
ramic shell for l/a ≤ 2, because just this frequency range
is of practical interest for the development of real
hydroacoustic radiators [7]. Figure 1 presents the
dependence of the dimensionless frequency parameter
kt a on the relative height of the shell for two fixed val-
ues of the wall thickness, where kt is the wave number
of the transverse wave in the piezoceramics. The sec-
ond ordinate axis shown on the right of the plots repre-
sents the quantity f/f0, where f0 is the frequency of the
first symmetric mode for l/a ! 1 and h/a ! 1; i.e., in
fact it is the frequency of the fluctuating vibrations of
the piezoceramic ring in vacuum. As in our previous
papers [1, 4, 5], the resonance frequencies are shown by
solid lines, and the antiresonance frequencies are
shown by dashed lines (when they do not coincide with
the solid ones); the piezoactive regions of the spectrum
are shown by hatching. The piezoactive regions are
those within which the mechanical vibrations are effi-
ciently excited by the electric field. In these regions, the
difference between the resonance and antiresonance
frequencies is substantial (and can be seen in the fig-
ure); this corresponds to a large value of the dynamical
coefficient of electromechanical coupling [1, 4, 5]. The
symbol a with the subscripts 1 and 2 indicates the anti-
symmetric modes, and the symbol s indicates the sym-
metric modes.

Let us note the characteristic features of the spec-
trum and its variation with increasing wall thickness of
the shell. For a thin-walled shell (Fig. 1a), the first anti-
symmetric mode is near the piezoactive region of the
first symmetric mode already for l/a ≥ 0.4; when l/a ≥
1.1, it falls within this region. The resonance frequen-
000 MAIK “Nauka/Interperiodica”
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cies of the first antisymmetric and first symmetric
modes virtually coincide for l/a > 0.4 (within the scale
of the plot). In the case l/a ≥ 0.9, the second symmetric
(flexural) mode also falls within the piezoactive region.
In our previous papers [1, 7], we determined the opti-
mal geometric dimensions of a water-filled (freely
flooded) piezoceramic shell (a two-resonance system).
The optimal dimensions are those for which the trans-
mitting response is approximately the same at the vol-
ume and radial resonances, and the nonuniformity of
the frequency characteristic does not exceed 3 dB.
When the shell height is less than the optimal one, the
transmitting response is higher at the volume resonance
than at the radial one, and when the shell height
exceeds the optimal value, the situation is opposite. The
optimal geometric height of a water-filled piezoceramic
shell with the wall thickness h/a = 0.1 is l/a ≈ 1 [1, 7].
Therefore, the flexural mode being a parasitic one dis-
torts the frequency characteristics and the directional
pattern of an isolated water-filled piezoceramic shell
positioned in an unbounded space. This fact was
already noted in earlier theoretical [1, 7, 8] and experi-
mental studies [8]. In the presence of either a piezocer-
amic shell or a passive structural element near the shell
under study, the parasitic antisymmetric mode will also
distort the characteristics of the radiator whose active
element is the water-filled piezoceramic shell [7].

As the thickness of the shell walls increases, the
optimal height of the shell decreases, and, at h/a = 0.25,
the optimal height is equal to 0.8 [1]; when the wall
thickness is less than 0.3, the optimal height will be less
than 0.8. In this case, the flexural mode will not fall
within the operating frequency band of the radiator
(Fig. 1b) and will not distort its characteristics. The
antisymmetric mode will also be below the first sym-
metric mode and will not affect the characteristics of
the radiator. We note that the optimal height of piezoce-
ramic shells in a hydroacoustic antenna is less than the
optimal height of an isolated piezoceramic shell, and it
depends on the distance between the shells [7]. On fur-
ther increase in the shell wall thickness, the aforemen-
tioned tendency in the antisymmetric mode behavior is
retained. When the wall thickness is h/a = 0.5, the anti-
symmetric mode approaches the piezoactive region of
the symmetric mode only at l/a = 1.6. Thus, knowing
the eigenfrequency spectra with the antisymmetric
modes taken into account, one can select the appropri-
ate wall thickness for the piezoceramic shell so as to
ACOUSTICAL PHYSICS      Vol. 46      No. 5      2000
avoid the effect of the parasitic antisymmetric mode on
the shell characteristics.
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The basic difficulty of the classical scheme of the
Munk–Wunsch ocean acoustic tomography [1] consists
in the fact that the system of linear equations, which
relate the measured travel time variations of sound
pulses along separate rays (the so-called ray arrival
times) with the temperature field parameters subject to
reconstruction, is underdetermined. This occurs,
because, in order to describe in detail the temperature
field, one has to reconstruct a great number of parame-
ters that usually, particularly at long tracks, far exceeds
the number of resolved rays which determine the num-
ber of equations in the above-mentioned linear system.
A simple method to diminish the underdeterminancy is
the “roughening” of the temperature field model by
decreasing the number of its parameters. This can often
be accomplished in the following way: the field of tem-
perature inhomogeneities is expanded in empirical
orthogonal functions (EOF), and only the several first
functions making the main contribution are retained
[2, 3]. Actually, ignoring the higher order EOF means
distortion of the a priori information on the statistics of
the inhomogeneities under reconstruction. In this
paper, we use a specific example to show that such an
inaccuracy in the environmental model may lead to
noticeable errors in solving an inverse problem.

Here, we consider the problem of reconstruction of
the mean temperature. The algorithm used for solving
the inverse problem is briefly described below. A more
detailed description of the idea of this algorithm was
presented in our previous paper [4]. The field of the
sound velocity inhomogeneities (proportional to the
temperature inhomogeneities) can be presented as

δc(z) = ϕn(z), where ϕn(z) is the nth EOF. We

consider the expansion coefficients xn as elements of
the vector x. The method of ocean acoustic tomography
implies the reconstruction of this vector by way of solv-
ing the system of linear equations of the type y = Ax,
where y is the vector whose elements are the ray arrival
times, and the elements of the matrix A are Amn =

xnn∑
1063-7710/00/4605- $20.00 © 20618
. The rank of the matrix A is equal to M ×

N, where M is the number of the resolved rays and N is
the number of the empirical orthogonal functions.
Here, the index m denotes the order number of a ray
arriving at the point of observation; the integration is
performed along the trajectory of the mth ray, z = zm(s);
ds is the element of the arc length of this ray; and c is
the unperturbed sound velocity at a current point of the
trajectory. The a priori information on the statistics of
inhomogeneities is given by the parameters of the EOF
and by the correlation matrix K of the amplitudes of
these functions, the rank of this matrix being N × N and

its elements being Kmn = 〈 〉δmn . The matrix is diago-
nal due to the assumption that the amplitudes of orthog-
onal functions are statistically independent.

The mean water temperature in a layer z1 < z < z2 is
proportional to the scalar product γ = gTx, where the
superscript T means transposition and the mth element

of the weight vector g is equals to gm = ϕm(z).

The optimal linear estimate of the quantity γ, which
we denote by , minimizes the mean square 〈(γ − )2〉
and is expressed as  = sTy [4], where

(1)

The relative error of this estimate is determined by
the expression

(2)

This expression was obtained on the assumption
that the correlation matrix of inhomogeneities is
exactly known. The rejection of a part of the EOF is
equivalent to replacing the true matrices K and A, as

sϕn zm s( )( )d

c2
-----------------------------∫

xm
2

zd
z1

z2∫
γ̂ γ̂

γ̂

s AKAT( ) 1–
AKg.=

ε γ γ̂–( )2〈 〉 / γ〈 〉 2=

=  1
gTKAT AKAT( ) 1–

AK( )g

gTKg
-------------------------------------------------------.–
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well as the vector g in (1), by truncated matrices Kc and
Ac and by the vector gc that are obtained by rejecting the
elements corresponding to the neglected EOF. Now, in
ACOUSTICAL PHYSICS      Vol. 46      No. 5      2000
place of (2), the relative error of the reconstruction of
the mean temperature is determined by the expression
(see [4])
(3)ε 1
gc

TKcA
T AcKcAc

T( ) 1–
2AcKc AKAT AcKcAc

T( ) 1–
AcKc–( )gc

gTKg
----------------------------------------------------------------------------------------------------------------------------------.–=
It is of practical interest to study the question of the
extent to which the accuracy of the reconstruction is
sensitive to the choice of the number of the EOF taken
into account. In other words, what is the price that must
be paid for the incompleteness of the a priori informa-
tion used.

In this paper, the answer to this question is given in
the application to the conditions characteristic of the
western part of the Mediterranean Sea, where a group
of researchers from the Institute of Applied Physics of
the Russian Academy of Sciences participated in an
international tomography experiment in the summer of
1994. Aboard the research vessel Akademik Sergeœ
Vavilov, they measured the hydrological characteristics
and recorded acoustic signals from stationary autono-
mous sources. A more detailed description of the mea-
surements and the results obtained is presented in
papers [5, 6]. From the sound velocity profiles (see
Fig. 1) measured in the course of this expedition, an
estimate of the correlation matrix of the medium inho-
mogeneities was obtained, and the EOF (which are the
eigenvectors of this matrix) were calculated. The calcu-
lations of the EOF were performed using the data of
140 sound velocity profiles measured in June and July
1994. Note that the main inhomogeneities are concen-
trated in a layer extending from the surface to a depth
of 200 m. Therefore, the EOF rapidly decrease at
depths exceeding 200 m.

As an unperturbed (reference) sound velocity pro-
file, we used a range-independent profile averaged
along the track, which is shown in Fig. 1 by the solid
curve. The depths of the source and the receiver were
150 and 125 m, respectively, and the length of the track
was 250 km. The numerical calculation by a ray pro-
gram for a model of a plane-layered waveguide showed
that pulses arriving over separate rays are not resolved
in the received signal (it is assumed that the duration of
the probing signal is 0.01 s). However, five quartets of
pulses arriving over five quartets of steep rays, which
have no contacts with the bottom, are well resolved. An
example of such a calculation and the comparison of its
results with experimental data is available in our previ-
ous paper [5]. The question on the reconstruction of the
mean temperature in a layer from the measurements of
gravity centers of such pulse quartets with the use of
formulas (1)–(3) is considered in [4]. In Fig. 2, curve 1
shows the dependence of the relative error of the recon-
struction of the mean velocity in a water layer extend-
ing from the surface to a depth of L on the layer thick-
ness (i.e., on the parameter L). This calculation was car-
ried out by formula (2) on condition that all EOF are
known. As is seen, the value of the relative error
depends on the layer thickness in a nonmonotone man-
ner, although the tendency toward the error decrease
with the increase in the layer thickness is quite pro-
nounced. The details in the behavior of curve 1 are
determined by the field ray structure and the structure
of the EOF. The depth intervals where some EOF sig-
nificantly differ from zero, as well as the relative con-
tributions of different EOF determined by the diagonal
elements of the correlation matrix, are essential. For
example, in our case, the first EOF is “concentrated” in
the depth interval from zero to about 50 m, and its

squared mean amplitude K11 = 〈 〉  is seven times as
great as the corresponding values for other EOF. The
maximum of this function is located at a depth of 25 m.
Thus, the temperature fluctuates most strongly in a very
thin subsurface layer. However, this does not mean that
the reconstruction error of the mean temperature in this
layer must be large. Among rays arriving at the
receiver, there are rays reflected from the surface and,
therefore, transmitted through this layer (see [4]). Vari-
ations in the traveling times of signals along such rays
are largely determined by the influence of strong sub-
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Fig. 1. Two sound velocity profiles typical for the western
part of the Mediterranean Sea (dotted lines) and the profile
obtained by averaging over all measurements carried out in
June and July 1994 (solid line).
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surface inhomogeneities. In solving the inverse prob-
lem, the contributions of these inhomogeneities are
well reconstructed, as witnessed by the presence of a
minimum in curve 1 in the vicinity of L = 25 m. Remind
that we deal here with the relative reconstruction error
of the mean temperature. The absolute error at this min-
imum may exceed the error for layers with L > 25 m.

The dependence of ε on the layer thickness will be
almost the same as in curve 1, if we take into account
only the first ten EOF and use formula (3) for calculat-
ing the relative error ε. However, it is obvious that a fur-
ther decrease in the number of the EOF taken into
account will eventually lead to a considerable loss in
the reconstruction accuracy. Figure 2 shows that this
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Fig. 2. Relative error of the reconstruction of the mean tem-
perature of a 250-km-long horizontal layer versus the layer
depth L (1) with all, (2) the first eight, and (3) the first seven
empirical orthogonal functions taken into account.
happens when the number of the considered EOF
decreases down to eight, and the deviation is even
greater for seven EOF. As the analysis of the correlation
matrix of inhomogeneities shows, the total contribution
of all EOF with the numbers n > 7 is small. So, the
rejection of the field component formed by these EOF
reduces the mean square of sound velocity inhomoge-
neities only by 4%.

The simple example considered above demonstrates
the importance of using an adequate a priori statistical
model of the medium inhomogeneities. Even a slight
roughening can noticeably degrade the quality of the
reconstruction of the inhomogeneity parameters. This
paper is intended to focus attention on this potential
source of errors.
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Despite the considerable amount of studies of the
nonlinear acoustic properties of various biological tis-
sues with the use of longitudinal ultrasonic waves (e.g.,
[1, 2]), the nonlinear properties of tissues in the process
of their natural functioning remain little investigated.
The importance of such investigations is connected
with an opportunity to develop new criteria for evaluat-
ing the tissue’s state on the basis of the shear acoustic
wave propagation in the tissue under test [3, 4].

This paper is devoted to the experimental studies of
nonlinear surface elastic waves propagating in a biolog-
ical tissue with various strains of muscular layers,
which are monitored by measuring the “sounds of mus-
cles,” i.e., the acoustic emission inherent in the tissue,
structure. A set of acoustic equipment produced by the
Bruel and Kjaer (Denmark), Robotron (Germany) and
domestic companies was used. Vibrations were set by a
vibrator and measured by an accelerometer within the
frequency range 3–400 Hz. The acoustic emission of
the muscular layers was also measured by an acceler-
ometer with averaging over five realizations. The object
of the studies was the internal surface of a human fore-
arm. Waves on the tissue’s surface were excited by a
seismic method using a vibrator 10 mm in diameter
oscillating harmonically at a preset frequency (or two
vibrators oscillating at different frequencies). The con-
stant penetration of the vibrator head into a soft tissue
was 3 mm. The acoustic fields, including the levels of
harmonics, were measured at different distances from
the excitation point [5, 6]. It was demonstrated that the
increase in the level of the acoustic emission from mus-
cular layers in the case of their strain correlated within
the low-frequency range 20–50 Hz with an increase in
the propagation velocity of a surface wave and a
decrease in its damping factor. With increasing strain,
the phase-frequency and amplitude-frequency charac-
teristics of the tissue become more monotonic.

When two vibrators acted upon a tissue’s surface
with a distance of 8 cm between them and different
operating frequencies, in particular, at f1 = 61 Hz and
f2 = 133 Hz, nonlinear acoustic effects manifested them-
1063-7710/00/4605- $20.00 © 20621
selves by the presence of the sum frequency (f1 + f2 =
194 Hz), the difference frequency (f2 – f1 = 72 Hz), and
other combination and multiple frequencies of the
acceleration Ag. Figure 1 gives the spectrum of Ag on the
tissue’s surface in the middle of the distance between the
vibrators. The muscular tremor (ft = 9–12 Hz) and the
Oster–Grimaldi “sounds of muscles” (fm = 21–25 Hz)
exist within the low-frequency part of the spectrum up
to 50 Hz.

In the case of a single vibrator acting upon the tissue
at the constant frequency f = 130 Hz, the acceleration A
and the force of action upon the tissue F were measured
at the site of excitation (at the head). Simultaneously,
the acceleration A at the basic frequency and its har-
monics was measured with an accelerometer probe at
different distances x from the head edge. The level of A
of the head vibrations did not depend on the tissue’s
state, and its harmonics were negligibly small in con-
trast to the harmonics of F. A natural relaxed state of the
forearm tissue could transform into a strained state
when the arm developed active muscular tension (in
particular, 5 kg). Considerable influence of the tissue’s
state on the level and ratio of harmonics was detected.
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f1 + f2 2f2
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Fig. 1. Spectrum of the tissue’s surface acceleration Ag
under a two-frequency action (the amplitudes are 12.3g and
10.6g for f1 and f2, respectively); Ag is expressed in dB rela-
tive to 1 V, and the frequency f is expressed in Hz.
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Fig. 2. Second harmonics of the acceleration A2 and force F2 as functions of the distance x (a) in the relaxed state of the tissue (the
subscript r) and (b) in the strained state (the subscript t); A2 is expressed in dB with respect to the first harmonic A1, F2 is expressed
in dB with respect to the first harmonic F1, and x is expressed in mm. The dashed lines indicate the scatter of data.
In the case of the relaxed state, the acceleration of the
first (basic) harmonic A1 (dB/V) at the probe decreases
monotonically with the increase in x. Its drop at 30 mm
is 29 dB (a relatively strong damping), while, in the case
of the strained state, A1 decreases slower (only 9 dB at
30 mm). The behavior of the second harmonics is non-
monotonic with distance (Fig. 2). The relaxed state is
the most nonlinear one: as the distance from the source
grows, the relative level of the second harmonic of
acceleration at the probe A2r(dB/A1r) starts to exceed the
second harmonic of the force at the site of excitation
F2r(dB/F1r). In the strained state, the tissue becomes
stiffer, and the level of the second harmonics at the
probe A2t(dB/A1t) is always lower than their level at the
head F2t(dB/F1t). The third harmonics behave analo-
gously. In the relaxed state of the tissue, the relative level
of the third harmonic A3r(dB/A1r) grows monotonically
with the increase in x, and, starting from x = 23 mm, it
becomes higher than that of the third harmonic
F3r(dB/F1r) at the site of excitation, their difference
attaining 17 dB at x = 40 mm. In the strained state of the
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Fig. 3. Spectrum of the tissue surface acceleration As in the
case of the excitation by the amplitude 48.5g; As is
expressed in dB with respect to 1 V; the frequency f is
expressed in Hz.
tissue, A3t(dB/A1t) at the probe is by 7–11 dB lower than
F3t(dB/F1t) at the head for all x.

The subharmonics of acceleration As (f0/2, 3f0/2,
5f0/2 and others) were detected at the distance x = 40 mm
from the site of excitation at certain frequencies, in par-
ticular, at f0 = 124 Hz, when the level of action upon the
tissue surface was sufficiently high (see Fig. 3). The
level of the subharmonic f0/2 could be rather high: by
13–15 dB lower than the excitation level at the selected
frequency f0. In this case, the subharmonics of F may
arise at the head, but not those of Ä. The reason for this
may be the nervous-muscular vibroreflex [7]. The
tremor ft and the vibroacoustic emission fm from mus-
cular layers manifest themselves at low frequencies.
Figure 4 gives the results of measurements of the
vibroacoustic emission from muscular layers of a fore-
arm. The measurements were performed simulta-
neously by an accelerometer and a microphone posi-
tioned at a distance of 1.2 cm.

The theoretical wave estimates (the influence of
both the near nonlinear wave field from the exciter and
the nonlinear Rayleigh wave is present [8]) show that
the explanation of the relatively high levels of harmon-
ics in a soft tissue presumably lies in the relatively large
values of the Mach number M = ωu/c = 0.02–1.2, since
the amplitude of the head displacement in the fre-
quency range 100–200 Hz can be u = 0.1–2 mm, and
the velocity of shear waves at the surface of a soft bio-
logical tissue can be c = 2–3 m/s. Using the nonlinear
parameter of a tissue n = 8–9, it is possible to estimate
the characteristic nonlinear effects and demonstrate
that they manifest themselves at distances of several
wavelengths.

In conclusion, we note that the considered acoustic
phenomena on the surface of a live tissue indicate an
opportunity to study the tissue state by purely acoustic
methods. The results of this study are important from
the point of view of quantitative estimation of both the
ACOUSTICAL PHYSICS      Vol. 46      No. 5      2000
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Fig. 4. Normalized spectra of (a) the vibroacoustic emission of acceleration A/AM and (b) the pressure P/PM; the frequency f is
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tissue’s state and the changes in its nonlinear acoustic
properties.
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CHRONICLE

   
Nikolaœ Nikolaevich Andreev
(On the 120th Anniversary of His Birth)
It is now 30 years since the death of Academician
Nikolaœ Nikolaevich Andreev, one of the founders of
the now-eponymous Acoustics Institute of the Russian
Academy of Sciences. He was the founder and first Edi-
tor-in-Chief of the Akusticheskiœ Zhurnal (Acoustical
Physics).

Andreev was born on July 28, 1880 (July 16, Old
Style). Andreev’s grandfather, the son of a bond peas-
ant, graduated from the Medical and Surgical Academy
and, after many years of distinguished service as a dis-
trict physician, became member of the dvoryanstvo (the
Russian nobility); his youngest son was the father of
Nikolaœ Nikolaevich Andreev. Andreev’s mother
descended from the family of a rural priest.

After losing his parents at the age of five, Andreev
was brought up by his relatives, and then, at the age of
ten, he was assigned to the Third Moscow Cadet Corps
(a military school). After finishing the Cadet Corps
with a gold medal and thereby earning the right to enter
any first-class military college, Andreev chose another
path: science. It was impossible for him to join a uni-
versity, only high-school graduates were admitted
there. Therefore, he took difficult entrance examina-
tions and gained admission to the Moscow Technical
College. This happened in 1898, but, in the following
year, he was expelled for participating in student dem-
1063-7710/00/4605- $20.00 © 20624
onstrations and barred from enrolling in any higher
educational institutions in Russia.

After spending one year in exile, Andreev returned
to Moscow, and, from 1900 to 1903, he moved from job
to job as a railroad clerk, surveyor’s assistant, and prop-
erty assessor at the Moscow City Duma. At the same
time, he audited courses at Moscow University. There,
being fascinated by purely mathematical problems, he
worked under the supervision of a prominent Russian
mathematician N.V. Bugaev.

Unable to continue his education in Russia, in 1903
Andreev went to Germany and enrolled at Goettingen
University, where for two years he attended the lectures
of H. Minkowski, F. Klein, H. Hilbert, and W. Voight.
In 1906 he transferred to the University of Basel where
he studied and worked concurrently as a laboratory
assistant. Here, under the supervision of A. Hohlen-
beck, he successfully completed his dissertation Theo-
retical and Experimental Studies of the Effect of Tem-
perature on the Dispersion of Light.

The name of N.N. Andreev became known to Rus-
sian physicists and mathematicians quite early, starting
from 1903. That year, he published the first Russian
translation of the book Science et Hypothese by
A. Poincare. Many years after, Nikolaœ Nikolaevich
said that A. Poincare greatly influenced his perception
of the world.

Upon returning to Russia, Andreev went to work as
an assistant at the laboratory of P.N. Lebedev (Mos-
cow University). After L. Kasso tarnished the reputa-
tion of the university, Andreev followed Lebedev to
the A.L. Shanyavskiœ University and in 1912 took a
post as an assistant professor at Moscow University.
There, he gave optional lectures in statistical mechan-
ics, the theory of relativity, and electron theory, i.e., in
the then-emerging new research directions in physics
and allied fields of mathematics.

The First World War (1914) found Andreev develop-
ing instruments for measuring certain parameters of
solar radiation during the total solar eclipse of August 21,
1914, under the guidance of P.K. Shternberg. This work
was followed by investigations of military-engineering
problems, such as developing gas masks and a device
for determining the content of poisonous substances in
the air; he began studying the possibility of acoustically
determining the position of firing guns. Andreev
defended his doctoral dissertation, Electrical Oscilla-
tions and Their Spectra: Theoretical Studies. In that
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work, he considered oscillatory processes in a circuit
with a capacitor containing a dielectric with ions that
are bound but capable of natural oscillations.

At the very beginning of 1918, Andreev moved to
Omsk, where at that time the first Agricultural Institute
of Siberia was founded, and he took the chair of general
physics. At the end of 1920, on the initiative of Shtern-
berg, he returned to Moscow and joined the State
Experimental Electrical-Engineering Institute (GEEI),
which had been established by the direct order of
V.I. Lenin for the implementation of scientific research
in support of the State Commission for the Electrifica-
tion of Russia (the GOELRO plan). There, Andreev set
up the country’s first specialized acoustical laboratory.

During his tenure at GEEI, Andreev and his col-
leagues carried out a number of investigations, the
results of which were published in a series of articles in
the Trudy GEEI (Proceedings of GEEI): “On a Reduced
String Equation,” “Basic Telephone Equations,”
“Investigation of a Sound Receiver,” and others. During
the same period, he campaigned tirelessly in support of
Einstein’s theory of relativity, taking part in debates at
Moscow University and the Polytechnic Museum and
translating the book The Fundamentals of the Theory of
Relativity and some other papers by Einstein into Rus-
sian. In 1926, Andreev published a major article on the
theory of relativity, which contained one of the most
complete outlines of the theory in the Russian language
at that time. In 1928, during a business trip to France,
Andreev met Einstein in Paris. According to Andreev,
they spent a whole evening together, and this meeting
was seared into his memory.

During those same years, Andreev became deeply
involved in editorial activities, joining the editorial
board of the Zhurnal Prikladnoœ Fiziki (Journal of
Applied Physics) started in Moscow in 1924 and serv-
ing as Editor-in-Chief of the popular-science journal
Iskra (Spark).

In 1926, at the invitation of A.F. Ioffe, Andreev
moved to Leningrad to head the Acoustical Laboratory
of the Physicotechnical Institute, which was formed on
the basis of the laboratory of Ioffe. At that time,
Andreev became part of the great scientific school
developed around the Leningrad Physicotechnical
Institute, the Leningrad Electrophysical Institute, and
the Physics and Mathematics Department of the Lenin-
grad Polytechnical Institute.

Andreev’s activities during the Leningrad period
were distinguished by their broad scope and productiv-
ity. His interests turned to the reciprocity and reversibil-
ity aspects of acoustics, the acoustics of moving media,
and nonlinear acoustics. He investigated piezoelectric
effects and the piezoelectricity of quartz and Rochelle
salt; he was no less concerned with technical problems.
For example, in 1930 he proposed and developed a
bimorph piezoelectric element, which has been used
extensively in radio broadcasting and acoustical mea-
surements.
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In particular, Andreev studied the acoustical proper-
ties of such anisotropic materials as wood. It was pos-
sibly this work that motivated his interest in the tech-
nology of musical instrument construction. In 1931, on
his initiative, the Research Institute of Musical Industry
(NIIMP) was formed, which functioned for several
years under Andreev’s direct supervision. This institute
left a significant legacy in the development of theoreti-
cal problems, as well as in the systematic design and
quality control of musical instruments.

Andreev also exerted a powerful influence on the
development of other laboratories and groups working
in acoustics in Leningrad: the Central Radio Labora-
tory (TsRL) of the Ul’yanov (Lenin) Electrical Engi-
neering Institute, the Krasnaya Zarya Telephone Fac-
tory, and the All-Union Research Institute of Metrology
(VNIIM). Not to be overlooked during the Leningrad
period of Andreev’s career is his teaching of optics and
acoustics at the Leningrad Electrical Engineering Insti-
tute and the organization of the Acoustics department at
the Budennyœ Academy of Communications. This
department, which he headed for several years, is today
named after Professor N.N. Andreev.

In 1933 Andreev was elected Corresponding Mem-
ber of the Academy of Sciences of the USSR. On the
initiative of Andreev, the Acoustics Commission was
formed within the Academy of Sciences in 1935. It has
since been changed to the Scientific Council on Acous-
tics of the Russian Academy of Sciences. Andreev
remained permanent chairman of the Commission until
1962.

In 1940, at the invitation of S.I. Vavilov, he moved
to Moscow to accept the post of head of the Acoustical
Laboratory of the Lebedev Physical Institute of the
Academy of Sciences of the USSR (FIAN).

One of the first major scientific-administrative
assignments of the Acoustics Commission of the Acad-
emy of Sciences of the USSR was the scientific super-
vision of the acoustical design of the Palace of Soviets,
the planning and construction of which started in Mos-
cow in the second half of the 1930s. With Andreev’s
close participation, in the Administration of the Con-
struction of the Palace of Soviets, the Acoustics Depart-
ment was formed with the inclusion of a special acous-
tical laboratory. This laboratory conducted a number of
important research projects, the significance of which
has far transcended the particular acoustical problems
incident to the Palace of the Soviets.

With the advent of World War II in Russia, the
Acoustical Laboratory of FIAN headed by Andreev
started research on defense problems. Most notable
here was Andreev’s work with others on the develop-
ment and practical testing of underwater acoustic mine-
sweepers designed as countermeasures against under-
water acoustic mines. Following the successful com-
pletion of this work, Andreev undertook other studies
aimed at strengthening the power of the Soviet Navy.
Andreev’s work during the years of World War II was
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highly appreciated: in 1944 he was awarded the Order
of the Red Banner of Labor and, in 1945, the Order of
Lenin. In the postwar years, at the FIAN Acoustical
Laboratory headed by Andreev, important projects
were organized in the investigation of piezoelectric,
electrostrictive, and magnetostrictive materials. It is
important to mention here, in particular, the studies on
magnetostrictive ferrites. Extensive research was also
carried out in sound propagation in inhomogeneous
media, including natural waveguides, in nonlinear
acoustics, and in physics and technical applications of
ultrasound. In 1954, the FIAN Acoustical Laboratory
expanded in size and scope to the status of an indepen-
dent academic institute, becoming the Acoustics Insti-
tute of the USSR Academy of Sciences and eventually
being named after N.N. Andreev.

In 1953, Andreev was elected Full Member of the
USSR Academy of Sciences.

At the Acoustics Institute, Andreev supervised a lab-
oratory, where he continued his studies of the problems
of radiation and detection of sound and nonlinear
acoustics, as well as problems of biophysics and phys-
iology of hearing. He also initiated research in the field
of acoustical bionics.

Andreev is widely recognized as an outstanding
exponent of science. Some of the better textbooks on
physics were written with his participation. He was an
editorial contributor to the Great Soviet Encyclopedia
for the acoustically related sections, and he served on
the editorial boards of such leading Soviet physics jour-
nals as Zhurnal Tekhnicheskoœ Fiziki (Technical Phys-
ics), Zhurnal Éksperimental’noœ i Teoreticheskoœ Fiziki
(JETP), and Trudy Komissii po Akustike (Proceedings
of the Commission on Acoustics). In 1955, he founded
the Akusticheskii Zhurnal (Acoustical Physics), and
served as its Editor-in-Chief until 1962.

Andreev was a major public figure. Starting from
1931, for several years, he was directly in charge of
periodical All-Union Acoustics Conferences. The role
of these conferences in the development and coordina-
tion of work in acoustics in this country and its applica-
tion in the national economy is universally recognized.
Andreev was awarded the title of Honored Scientist
and Engineer of the Russian Federation, and in the mid-
1970s he received the honorary title of Hero of Socialist
Labor.

Finally, it must be mentioned that Andreev made a
valuable contribution to the broadening of cultural ties
with foreign scientists. He met many outstanding scien-
tists. Before World War II, he welcomed Max Planck in
Moscow, and, in the postwar years, Nobel laureate
Gyorgy Bekesi was his guest. Andreev established
friendly relations with a number of leading acousticians
from Poland, Czechoslovakia, Hungary, Romania, and
Germany. He took part in the Second, Third, and Fourth
International Congresses on Acoustics in Boston (USA,
1956), Stuttgart (Germany, 1959), and Copenhagen
(Denmark, 1962). Soviet acoustics was represented at
these congresses by a number of papers submitted by
Soviet scientists, including Andreev. In 1956, he was
elected to the International Commission on Acoustics
(ICA). This was the ultimate recognition of Andreev as
a foremost world-class scientist.

At the beginning of the 1960s, Andreev left the
Acoustics Institute, but continued to take part in its
activities as a member of the Academic Council, and
not until the end of the 1960s did he finally retire from
active work.

Andreev passed away on December 31, 1970.

Andreev rightfully takes his place among the out-
standing leaders to emerge from the pre-Revolution
intelligentsia to form a preeminent group involved in
the burgeoning development of science and technology
in the Soviet Union. He stands on a par with such
Soviet scholars as S.I. Vavilov, A.F. Ioffe, L.I. Man-
del’shtam, N.D. Papaleksi, and D.A. Rozhanskiœ.

Those scientists, engineers, and laboratory workers
who worked and were associated with Nikolaœ Nikolae-
vich Andreev remember with deep affection this out-
standing scientist and beautiful person.

Translated by M. Lyamshev
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Vladimir Aleksandrovich Krasil’nikov
(September 14, 1912–March 17, 2000)
On March 17, 2000, a Professor at the Acoustics
department of Moscow State University Vladimir
Aleksandrovich Krasil’nikov—a prominent scientist
and an excellent teacher—passed away.

Krasil’nikov was born on September 14, 1912, in
Simbirsk (now Ul’yanovsk). Almost his entire life has
been related to the Physical Faculty of Moscow State
University where, in 1935, he completed his graduate
project. During World War II, Krasil’nikov was
involved in the development of radar equipment and,
later (at the Moscow State University), in artillery engi-
neering. In 1944, after spending several years at the
Gor’ki State University and the Institute of Theoretical
Geophysics of the Academy of Sciences of the USSR,
he returned to the Physical Faculty to work at the newly
established Acoustics Department chaired at that time
by S.N. Rzhevkin. Ever since, Krasil’nikov had worked
as professor at this department and gave lectures to
young acousticians until the last days of his life. In
1977–1987, he personaly chaired the Acoustics Depart-
ment. During this period, he significantly contributed to
the development of the most promising directions of
research and introduced considerable improvements in
the education of specialists in acoustics. In 1969–1980,
in parallel with his work at the university, he headed the
Ultrasound Department of the Acoustics Institute of the
Academy of Sciences of the USSR.
1063-7710/00/4605- $20.00 © 20627
The scientific activity of Krasil’nikov covers a
period of more than 60 years. He worked in the fields
of radiowave propagation and applied geoacoustics.
But his most important scientific achievements were
concerned with the development of two directions of
research: physics of wave processes in a turbulent
medium and physics of high-intensity acoustic fields
(nonlinear acoustics).

Krasil’nikov carried out the world’s first experi-
ments on wave propagation in a randomly inhomoge-
neous medium. His experimental data obtained in the
late 1930s substantiated the theory developed by
A.N. Kolmogorov and A.M. Obukhov for describing
locally homogeneous isotropic turbulence. The results
obtained by Krasil’nikov on the fluctuations of electro-
magnetic and acoustic waves in a turbulent atmosphere
gained worldwide recognition and formed a basis for
the development of the physics of waves propagating in
randomly inhomogeneous media. The latter, in its turn,
served as the basis for radar, sonar, data transmission,
and studies of the ocean and atmosphere. In this field of
research, the scientific school of Krasil’nikov is repre-
sented by such scientists as V.I. Tatarskiœ, correspond-
ing member of the Russian Academy of Sciences, and
A.S. Gurvich, doctor of physics and mathematics.

Krasil’nikov is recognized worldwide as one of the
founders of nonlinear acoustics. He was the first to
observe the accumulation effects accompanying har-
monic generation in fluids, as well as the formation of
sawtooth waves and the nonlinear attenuation of finite-
amplitude waves. He carried out pioneering experi-
ments on nonlinear waves in solids, which resulted in
the justification of the selection rules for phonon–
phonon interactions and in the discovery of “forbid-
den” interactions caused by defects in the structure of
solids. In collaboration with his colleagues, Kra-
sil’nikov performed a series of experiments on nonlin-
ear crystal acoustics and acoustoelectronics (interac-
tion of sound with electrons in photosemiconductors
and with magnons in ferrites and antiferromagnets).
Krasil’nikov introduced the idea of using the giant
acoustic nonlinearity of structurally inhomogeneous
materials as a source of information for high-sensitivity
nondestructive testing and, specifically, for determin-
ing the strength characteristics of structural materials.

In nonlinear acoustics, Krasil’nikov’s school is repre-
sented by such scientists as L.K. Zarembo, V.A. Burov,
I.Yu. Solodov, A.I. Korobov, V.I. Pavlov, and V.V. Kry-
lov (all of them being doctors of physics and mathemat-
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ics). A considerable contribution to nonlinear acoustics
and acoustoelectronics was made by the late Candidate
of Physics and Mathematics V.E. Lyamov—one of Kra-
sil’nikov’s students.

For his early scientific achievements, Krasil’nikov
was given a diploma “For the best work performed at
the Physical Faculty” (an analog of today’s Lomonosov
prize) from the Head of Moscow State University, Aca-
demician I.G. Petrovskiœ (1951); later on, he received a
Lomonosov prize (1976) and a USSR State Award
(1985). Krasil’nikov was one of the first to receive the
title of Honored Professor of Moscow University
(1993). He was elected Honored member of the Rus-
sian Academy of Natural Sciences and member of the
International Academy of Informatization. He was the
Honored Soros Professor and the Honored member of
the Acoustical Society of America. On April 18, 2000,
Krasil’nikov was awarded the Mandel’shtam prize of
the Russian Academy of Sciences for a series of works
combined under the title Waves and Turbulence.

Krasil’nikov’s list of publications contains more
than 200 papers published in leading Russian and for-
eign journals. His book entitled Sound Waves enjoyed
considerable popularity; it survived three editions in
Russia and was translated into several foreign lan-
guages. In 1966, Krasil’nikov and Zarembo published
a monograph under the title Introduction to Nonlinear
Acoustics—the world’s first monograph on nonlinear
acoustics, which played an important role in the devel-
opment of this field of physics. The textbook published
by Krasil’nikov together with Krylov in 1984 and enti-
tled Introduction to Physical Acoustics covered a wide
range of topics in modern acoustics.

Krasil’nikov combined his academic activities with
organizational and editorial work. For years, he was the
editor-in-chief and, later, the deputy editor-in-chief of
the Herald of Moscow University (the Physics and
Astronomy series); to the last days of his life, he
remained a member of the editorial board of this jour-
nal. From 1965, he was a member of the editorial board
of the Acoustical Physics. He also was a member of the
Scientific Council on Acoustics of the Russian Acad-
emy of Sciences and a member of several other scien-
tific and specialized councils. He worked in the orga-
nizing committees of different Russian and Interna-
tional scientific conferences at which he presented
invited and plenary lectures.

Until recently, Krasil’nikov had been deeply involved
in scientific activity. In 1997 and 1998, he attended the
133d and 135th Meetings of the Acoustical Society of
America where he gave an invited lecture on the propa-
gation of linear and nonlinear acoustic waves in turbu-
lent and nonlinear media. Krasil’nikov was welcomed
by the participants of the conference, and his presenta-
tion attracted the interest of the audience.

The shining memory of Vladimir Aleksandrovich
Krasil’nikov, an outstanding scientist and a wonderful
person, will last for many years to come.

Translated by E. Golyamina
ACOUSTICAL PHYSICS      Vol. 46      No. 5      2000
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Andreœ Vladimirovich Rimskiœ-Korsakov
(On His 90th Birthday)
The outstanding scientist-acoustician Andreœ Vladi-
mirovich Rimskiœ-Korsakov—doctor of physics and
mathematics, professor, and a winner of the State
Award—turned ninety.

Rimskiœ-Korsakov, grand-nephew of the famous
Russian composer, was born in St. Petersburg on
August 29, 1910, into a family of ancient noble lineage,
which gave many prominent statesmen, scientists, and
military leaders to Russia.

His father had two master degrees (from the univer-
sity and the conservatory), and his mother graduated
from the Smol’nyi Institute in St. Petersburg. Rimskiœ-
Korsakov himself received an excellent education: he
simultaneously studied at a German general education
school and at a musical school and then continued and
completed his education at the Leningrad Conservatory
and the Leningrad Polytechnical Institute.

In 1932, he began his career in science and engi-
neering. The combination of musical education and
technical knowledge allowed him to work success-
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fully at the Research Institute of Musical Industry,
which was organized on Academician N.N. Andreev’s
initiative. During this period, he collaborated with
A.A. Ivanov to construct one of the first Russian elec-
tric musical instruments called Emiriton, which was
based on the principle of the formant formation of tim-
bre. After becoming head of the laboratory of string
musical instruments, Rimskiœ-Korsakov started pio-
neering investigations into the physics of sound forma-
tion in pizzicato and bow instruments. His method of
studying the frequency characteristics of musical
instruments by using pulsed excitation has found wide
application in the determination of the noise and vibra-
tion characteristics of complex vibratory systems. The
studies of string and sounding board vibrations in musi-
cal instruments served as the basis for the candidate
dissertation defended by Rimskiœ-Korsakov in 1940.
Just before the outbreak of World War II on the Russian
territory, Rimskiœ-Korsakov changed his place of work
and joined the Leningrad Physicotechnical Institute,
where he began his studies in hydroacoustics. The
experience gained there helped him in designing and
testing acoustic mines, which was the work he carried
out as a Navy officer since 1944. After he was demobi-
lized, Rimskiœ-Korsakov returned to his studies in
musical acoustics and held the post of deputy head of
the design office for electric musical instruments.

As a young man, Rimskiœ-Korsakov developed a tal-
ent for teaching. When he was a student, he conducted
seminars in mathematics at a worker’s faculty. In 1946,
he began his regular tutorial activity: first, as an associ-
ate professor at the Department of Broadcasting and
Acoustics of the Leningrad Electrotechnical Institute of
Communication, and then, as the head of this depart-
ment and the dean of the Faculty of Radio Engineering.
In 1950, Rimskiœ-Korsakov received his doctoral
degree and the title of Professor. The Department of
Broadcasting and Acoustics showed considerable
progress under Rimskiœ-Korsakov’s supervision: he
organized post-graduate courses, re-established the
laboratory of electroacoustics, and initiated further
development of the laboratory of broadcasting. For his
successful work at the institute, Rimskiœ-Korsakov was
awarded the Badge of Honorary Radio Worker.

In 1955, Rimskiœ-Korsakov moved to Moscow and
became the head of the department that he organized
himself at the Acoustics Institute of the Academy of
Sciences of the USSR. There, he conducted extensive
studies in aerothermoacoustics, hydroacoustics, and
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noise and vibrations of complex mechanical structures.
On his initiative, special test benches called “Aeroa-
coustic tunnel” and “Noise” were built at the Volga
research station of the Acoustics Institute of the Acad-
emy of sciences of the USSR. The test benches were
intended for studying the processes of noise generation
by gas jets and flows about obstacles. These studies
revealed the mechanism of sound generation by vorti-
ces and by rotating fans and blade wheels in air blowers
and made it possible to work out recommendations for
the design of low-noise turbocompressors and centrifu-
gal ventilators. On the basis of the results obtained by
studying self-oscillations of supersonic jets and noise
generation by reaction jets, Rimskiœ-Korsakov and his
students and colleagues developed the methods for cal-
culating noise fields of jet engines and proposed ways
for suppressing the self-excited oscillations of powerful
jets. They undertook important studies of noise radia-
tion from submerged gas jets, both cool and heated,
flowing freely to the atmosphere or to ejectors. They
also revealed the specific features of the generation of
discrete noise components by supersonic jets and pro-
posed methods for suppressing these noise compo-
nents. Results of equal importance were obtained in
studying noise and vibrations excited in frame struc-
tures by the mechanisms they support. The studies were
carried out with the use of the method of acoustic sim-
ulation of structural vibrations. A measuring technique
for estimating the noise generation by ship hulls and
their vibration insulation was developed on the basis of
the reciprocity principle. This technique considerably
facilitated the multipoint experimental data acquisition.

Original experimental methods proposed by Rim-
skiœ-Korsakov for studying the laws of vibration propa-
gation have found wide application both at the Acous-
tics Institute and in industry. The research projects
completed by him in collaboration with researchers
from the Institute of Machine Science of the Academy
of Sciences of USSR made it possible to propose effi-
cient, vibration-proof basement structures for machines
and mechanisms and to develop unconventional princi-
ples of active electromechanical damping of vibrating
mechanisms, as well as to solve a number of theoretical
problems of wave propagation in periodic structures.
Today, Rimskiœ-Korsakov continues his studies in dif-
ferent areas of applied acoustics; in particular, he devel-
ops a mathematical model of a reactive noise silencer of
higher efficiency for low-frequency noise suppression
in air ducts of finite length.

Working at the Acoustics Institute, Rimskiœ-Korsa-
kov devoted much time to tutorial activities. In 1960, he
organized the department of Electroacoustics and
Ultrasonics at the Moscow Mining Institute where he
gave lectures on electroacoustics, acoustical measure-
ments, and noise and vibration control. The research
projects conducted at this department under his super-
vision were concerned with the intensification of tech-
nological processes by applying low-frequency acous-
tic vibrations. Beginning in 1965, Rimskiœ-Korsakov
taught at the Moscow Institute of Radio Engineering,
Electronics, and Automation: he gave lectures on elec-
troacoustics and organized a student’s training labora-
tory. He published a monograph entitled Electroacous-
tics and accompanying book of problems.

Rimskiœ-Korsakov is a scientist with a wide scope of
scientific interests. He is the author of nine monographs
on fundamental problems of acoustics. He is the editor
of five collections of papers on acoustical aerodynam-
ics. He owns more than fifty inventor’s certificates. His
list of publications contains more than a hundred
papers concerned with theoretical and experimental
studies in electroacoustics, musical acoustics, aerother-
moacoustics, and noise and vibration in mechanical
structures and air blowers.

Rimskiœ-Korsakov has given many invited and ple-
nary lectures at All-union and International scientific
conferences in Moscow, Tokyo, Budapest, Madrid, and
London.

From 1965 and over a period of 15 years, he repre-
sented the USSR at the International Electrotechnical
Commission as secretary of the Ultrasound Subcom-
mittee. He also was a member of the International
Commission on Acoustics (in 1968–1974).

For his achievements in science, Rimskiœ-Korsakov
was awarded high state awards: the USSR State Award,
the order of the Red Banner of Labor, the Badge of
Honor, and medals.

Andreœ Vladimirovich Rimskiœ-Korsakov carries
indisputable authority with his colleagues and students,
whose love and respect he deservedly enjoys. We wish
him health and good spirits.

Translated by E. Golyamina
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CHRONICLE

   
Yuriœ Ivanovich Tuzhilkin
(On His 70th Birthday)
April 19, 2000, marked the 70th birthday of the
well-known specialist in ocean acoustics, Candidate of
Physics and Mathematics, Head of a Laboratory of the
Andreev Acoustics Institute Yuriœ Ivanovich Tuzhilkin.

After graduating from the Radar department of the
Physical faculty of the Moscow State University in
1953, Tuzhilkin was assigned to a job at the Develop-
ment department of the Moscow Electric-Lamp Plant.
His compulsory (as it was at that time) work there
lasted three years. In 1957, he left and joined the
Acoustics Institute. He has worked at this institute for
more than 40 years and still continues his studies in
hydroacoustics.

Tuzhilkin’s scientific interests are mainly related to
the problems of the spatial-time variability of sound
fields in the ocean and to the analysis of the roles
710/00/4605- $20.00 © 20631
played in this variability by the processes that occur in
the ocean medium. Tuzhilkin was one of the first to use
complex signals in studying the correlation characteris-
tics of sound fields in the ocean. These problems were
the subject of his candidate dissertation, which he
defended in 1966. In 1972, Tuzhilkin received the title
of Senior Researcher. The scope of Tuzhilkin’s interests
extends to the problems of hydroacoustic data process-
ing that provides a considerable increase in the effi-
ciency of hydroacoustic systems. An important trait of
Tuzhilkin is that he always makes his best to bring the
results of his investigations to the stage of practical
implementation. He is a well-known specialist in the
design of hydroacoustic systems intended for solving a
wide variety of fundamental and applied problems.

Tuzhilkin has a talent for both research and organi-
zation. He supervised a number of expeditions that
were carried out in different regions of the ocean on the
research vessels belonging to the Acoustics Institute
and the Navy.

Tuzhilkin is the author of more than 100 papers and
scientific reports. He owns several inventors certifi-
cates.

Tuzhilkin is also a talented teacher: more than ten
candidate dissertations were prepared and defended
under his supervision.

For years, Tuzhilkin has remained a member of the
Scientific Council of the Acoustics Institute. His benev-
olent attitude and objective stand for many complicated
and difficult problems are always respected by fellow
scientists from the institute and related organizations.

Tuzhilkin supervised many research and design
projects. In the last few years, because of the difficulties
in organizing experiments in the ocean, Tuzhilkin con-
centrated on the theoretical studies of the sound field
distortions caused by “opaque” screens and on the stud-
ies of power fluxes in acoustic waveguides.

On his 70th birthday, Tuzhilkin is still full of energy
and creative ideas. An important factor of his good
shape is his love for sports (such as downhill skiing and
volleyball).

We wish Yuriœ Ivanovich Tuzhilkin health and fur-
ther success in all his undertakings.

Translated by E. Golyamina
000 MAIK “Nauka/Interperiodica”
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St. Petersburg Workshop on Computational and Theoretical 
Acoustics Held in 1999 by the Scientific Council
on Acoustics of the Russian Academy of Sciences
In 1999, the regular St. Petersburg workshop on
computational and theoretical acoustics of the Scien-
tific Council on Acoustics of the Russian Academy of
Sciences took place. This workshop has been a regular
event for more than 25 years (see Acoustical Physics,
1997, vol. 43, p. 575). Currently, the workshop is run
by the Institute of Problems in Machine Science of the
Russian Academy of Sciences. Below, we briefly
review the reports presented at the workshop in 1999.

The report presented by V.S. Buldyrev and
N.G. Gel’freœkh was devoted to the diffraction of sound
by a membrane cylindrical shell. The authors derived
an exact solution to the diffraction problem and
obtained the high-frequency asymptotics of the solu-
tion for the insonified region. They also obtained a for-
mal asymptotic solution for a convex cylindrical shell.

The two reports presented by A.P. Kiselev described
a new class of wedge modes. Kiselev considered the
solutions to a nonstationary problem for the wave equa-
tion in a three-dimensional region bounded by a wedge
with an arbitrary angle. At the wedge sides, the
Dirichlet and Neumann conditions are fulfilled. The
author seeks the solutions that describe the waves prop-
agating along the edge of the wedge. This problem is
known to have no conventional modal harmonic solu-
tions in the form of waves propagating along the edge
that are described by the functions satisfying the fol-
lowing requirements: (i) be independent of the coordi-
nate along the path of their propagation in the direc-
tions across the edge of the wedge, (ii) satisfy the radi-
ation conditions in the transverse direction, and (iii) have
a locally finite energy. Kiselev has constructed explicit
solutions that correspond to both infinite-energy waves,
which propagate along the edge and are concentrated
near the edge according to the Gaussian law, and finite-
energy waves, which rapidly decrease with both time
and all coordinates away from a point moving along the
edge.

D.P. Kouzov considered the matrices of transforma-
tions of different types of waves and described the basic
geometric types of problems for which this notion is
useful. The problem on the acoustic plane wave reflec-
tion from a plane interface and the problem on the
vibrational wave scattering by a nodal joint of an arbi-
trary number of semi-infinite plates were used as exam-
ples to study the fundamental properties of this matrix,
namely, the properties related to the reciprocity princi-
1063-7710/00/4605- $20.00 © 20632
ple and the law of energy conservation. Specifically,
Kouzov described the new property that expresses the
energy conservation law in the case of the field source
being represented by a damped wave.

The report by D.P. Kouzov and N.A. Mirolyubova
was devoted to the study of forced symmetric vibra-
tions of a thin elastic plate of finite width under the
action of a point source polarized across the strip. The
authors obtained the integral representations of the dis-
placement functions. The presence of inverse waves in
the spectrum was revealed, and it was shown that the
integration path in the complex plane passes on differ-
ent sides of the poles corresponding to the direct and
inverse waves. The vector fields of the energy flux den-
sity were constructed at the frequencies at which the
inverse wave is absent, as well as at the frequencies at
which this wave is present. It was found that the behav-
ior of the energy flux density profoundly alters at fre-
quencies at which the inverse wave predominates.

Analytical properties of the contact admittance of a
plate vibrating in contact with the medium were con-
sidered in the report presented by D.P. Kouzov and
M.B. Korotyaeva. The plate is assumed to be in contact
with a medium described by one of these two models:
a linear acoustic medium and an ideal incompressible
fluid in the gravity field. The authors obtained exact
expansions of the contact admittance of the plate as
functions of the distance from the line of the force
application, in the vicinity of this line. It is shown that,
in both cases, the contact admittance can be represented
as a sum of an integer function and an integer function
multiplied by a logarithm. Numerical studies were per-
formed to determine the necessary number of terms in
the aforementioned expansions to obtain a reliable pas-
sage to the far-zone asymptotics.

G.L. Nikitin presented a report on the properties of
the generalized scattering matrix from the viewpoint of
the energy conservation law. He considered the scatter-
ing of scalar waves by a passive compact scattering
object. For describing the scattered field in the near
zone, the generalized scattering matrix was introduced,
and its properties were studied. A new formula that is a
consequence of the energy conservation law in the case
of the scattering of damped waves was obtained. The
second report presented by Nikitin is devoted to a two-
dimensional stationary problem on the scattering of
acoustic waves by a thin elastic plate built into the wall
000 MAIK “Nauka/Interperiodica”
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of a rigid-walled waveguide. The diffraction problem is
reduced to an infinite system of linear algebraic equa-
tions. The possibility of solving this system of equa-
tions by the truncation method is justified. A numerical
study of the reflection and transmission factors for nor-
mal guided waves arriving at the plate is performed.

The report by I.V. Andronov was concerned with the
problems related to the uniqueness of the solution to the
diffraction problem for a Kirchhoff plate. The possibil-
ity to formulate a well-posed diffraction problem was
discussed for the case of diffraction by a compact
obstacle in the presence of an infinite plate. The con-
ventional condition for obtaining a well-posed problem
assumes that, in the absence of sources, the energy
components of the field should be absent at infinity.
This means that the whole set of boundary and contact
conditions should yield a trivial far-field amplitude. For
plates that are in contact with an acoustic medium
occupying the whole space or a halfspace, the triviality
of the solution with a zero diagram follows from the
analog of the Sommerfeld formula. For an isolated
plate, the field of displacements cannot be expressed
through the analytical extension of the diagram, and the
question about the uniqueness of the solution proves to
be more complicated. It is shown that, in the problem of
diffraction by an obstacle at the entire boundary of
which the displacements or the rotation angles are zero,
the solution is unique. When other boundary conditions
are set, the uniqueness is absent in the general case. The
author presents an example of a mechanical system in
which a wave concentrated in a finite region and expo-
nentially decaying at infinity is present.

In the report presented by A.I. Frumen, it was shown
that problems related to nonlinear vibrations can be
solved by applying an iteration procedure of the Volt-
erra integral type. Modern computational means make
it possible to revise the efficiency of the practical use of
the multiplicative integral introduced by Volterra in
1887. The iteration procedure of its calculation can be
most conveniently organized on the basis of a software
package using graphics programming. The proposed
scheme is effective for solving nonstationary problems
of ship structure vibrations with both discrete and con-
tinuous parameters, including problems of wave propa-
gation and feedback problems.

The report by I.V. Kamotskiœ and S.A. Nazarov is
concerned with surface waves on periodic structures. It
is shown that the scattering of an acoustic plane wave
by a weakly curved, periodic, perfectly rigid boundary
may be accompanied by the formation of a surface
wave at frequencies preceding the opening of a new
scattering channel (the near-threshold frequency). Such
waves are associated with the known Wood anomalies.
The proof of their existence involves the notion of the
extended scattering matrix (introduced by Nazarov and
B.A. Plamenevskiœ), which is capable of identifying a
point spectrum against a continuous one. The extended
scattering matrix is a generalization of the classical
ACOUSTICAL PHYSICS      Vol. 46      No. 5      2000
scattering matrix, but, in contrast to the latter, it consists
of a set of expansion coefficients from the “reflected”
field expansion in not only outgoing oscillating waves,
but also in linear combinations of inhomogeneous
waves (exponentially rising and decaying).

In two reports presented by K.E. Abbakumov, the
author considers the construction principles and prop-
erties of the analytical models of the elastic wave trans-
mission through layers with defects of adhesion at the
interlayer boundaries. In the low-frequency approxima-
tion, analytical expressions are obtained for the normal
and tangential components of the compliance tensor.
These expressions characterize the condition of the
multiple microcontact interaction at the interface. The
compliance tensor is used for the formation of the
boundary conditions in the linear-slip approximation.
The boundary conditions are used for solving the prob-
lems of longitudinal and transverse wave scattering by
an arbitrary set of plane, cylindrical, and spherical lay-
ers with imperfect adhesion between them. For partic-
ular cases of practical interest, the numerical estimates
of the scattered fields are analyzed. As an example, the
author considers the solution to the problem of diffrac-
tion by an arbitrary system of coaxial cylindrical inho-
mogeneities with adhesion defects at their boundaries.
The frequency dependences of the backscattered wave
amplitude and the scattering cross-section are studied
numerically. The calculations take into account the
combinations of the physical parameters of scatterers
and the wave dimensions that are characteristic of the
practical problems of ultrasonic flaw detection. It is
shown that, for the longitudinal and transverse SV–SH
waves, the scattered field amplitude strongly depends
not only on the physical parameters of the scatterers
and their wave dimensions, but also on the quality of
the acoustic contact at the interfaces and the order of
the changes in the properties within the set of layers.

E.V. Aksenova reported on the study of the field of
a concentrated source of acoustic and electromagnetic
fields in cholesteric liquid crystals with a large-scale
periodicity. She considered the behavior of the Green’s
function in the far zone. In a one-dimensional periodic
system, the wave-vector surface has discontinuities,
and the ray-vector surface has a break. This forbidden
zone corresponds to the capture of rays and formation
of a wave channel. Inside the wave channel, the asymp-
totics of the Green’s function differs from the spherical
law of wave propagation.

D.A. Azalinov considered the localization of waves
in continuous media with distributed inclusions. He
demonstrated the analogy between the formation of
localized surface waves (in liquid–membrane and liq-
uid–plate systems) and the formation of localized elas-
tic waves in a continuous medium with a distributed
inclusion (a string or a beam on an elastic base). In
problems with a membrane and a plate, the localization
of waves occurs along one of the spatial coordinates,
whereas the propagation of waves occurs in a perpen-
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dicular direction. The conditions that provide the exist-
ence of this effect are obtained, and the frequency range
within which it may occur is determined. The condi-
tions of the existence and the eigenfrequency range are
identical for different problems considered by the
author. Thus, the results obtained from this study can be
used for more complex structures, and one does not
need to derive an exact analytical expression for the
eigenfrequencies in each particular case.

In the report presented by S.N. Gavrilov, it was
shown that a correct study of the problem on the over-
coming of the critical velocity by an inertia-free con-
centrated load moving along a string on an elastic base
is possible only by using a nonlinear string model,
because the study of this problem in a linear formula-
tion leads to the appearance of singularities in the solu-
tion. It was found that the critical velocity may be
exceeded only in the presence of friction in the contact
between the load and the string.

The report presented by E.L. Shenderov is devoted
to the diffraction of spherical and plane acoustic waves
by an elastic sphere located near the boundary between
a liquid and an elastic or impedance halfspace. The
solution is based on the use of a relation of the type of
a Helmholtz integral equation with the Green’s func-
tion satisfying the boundary conditions at the halfspace
boundary. In this case, an integral equation is obtained
for the total sound pressure at the sphere’s surface. The
solution is reduced to an infinite system of equations in
which the matrix coefficients are represented as the
sums of integrals in the complex plane of the angles of
sound incidence on the boundary with the factors
expressed through the Gordon–Clebsch coefficients.
The second report presented by Shenderov was con-
cerned with the diffraction of a sound wave by the open
end of a waveguide that has impedance walls and is
connected with a hole in an impedance baffle. A plane
wave is incident on the waveguide from the side of the
open halfspace. Two versions are considered: a semi-
infinite waveguide and a finite waveguide with a given
bottom impedance, where the impedances of the
waveguide walls and the bottom may be different. The
finite waveguide can be considered as a cavity that is
open on one side and placed in an impedance baffle. If
the depth of the cavity is assumed to be zero, one
obtains the problem of the diffraction by an impedance
insert in an impedance baffle. The solution in the outer
region determines the scattered field, and, from the
solution in the inner region, one can determine the
directional pattern of an array of receivers located in the
cavity. The problem is solved by using the Helmholtz
integral equation with the specially selected Green’s
function that provides the fulfillment of the boundary
conditions and by reducing the initial problem to an
infinite system of algebraic equations. The author pre-
sents the calculated bistatic and monostatic scattering
patterns.

At the workshop, not only purely acoustical prob-
lems were discussed, but also problems related to adja-
cent areas and, in particular, the problems of wave
mechanics related to the vibrations of elastic plates at
the boundary of an incompressible fluid. Specifically,
D.P. Kouzov and M.G. Zhuchkova considered the prop-
agation of a flexural-gravity wave through a rigid sup-
port on a plate positioned at the surface of a perfect
incompressible fluid of constant depth. The authors
derived exact expressions for the wave field in the fluid
medium and for the flexural field in the plate, both
fields being produced by a plane harmonic flexural-
gravity wave normally incident on the plate attachment
line. The transmission factor characterizing the flex-
ural-gravity wave transmission through the support, as
well as the reflection factor for the reflection of this
wave from the support, are obtained. The internal
stresses in the support are determined.

In closing, we express our gratitude to the Deputy
Director of the Institute of Problems of Machine Sci-
ence of the Russian Academy of Sciences D.A. Indeœ-
tsev for his assistance in organizing the workshop. We
invite all those interested in our workshop to join in the
next session.

D.P. Kouzov and E.L. Shenderov

Translated by E. Golyamina
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