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Abstract—Generation of electron Bernstein waves by the ordinary–extraordinary–Bernstein (O–X–B) mode
conversion process has been successfully demonstrated on W7-AS. According to Kirchoff’s law, the inverse
process of plasma EC emission by B–X–O mode conversion at particular angles must take place in tokamak
plasmas. The optical depth at electron cyclotron harmonics is generally very high for electron Bernstein waves
in tokamak plasmas. Consequently the O-mode ECE spectrum measured below the plasma frequency will show
steps in the emitted power when each EC harmonic coincides with the upper hybrid resonance zone, where the
mode conversion occurs, giving a local measurement of the relationship between the total magnetic field and
plasma density. In a spherical tokamak, there are several EC harmonics below the plasma frequency, so several
such steps can be observed via the B–X–O mode conversion mechanism. This is a very promising way to get
information about the q profile in ST plasmas. © 2000 MAIK “Nauka/Interperiodica”.
1 1. INTRODUCTION

The topology of plasma cut-offs and resonances in
spherical tokamaks (STs) is quite different from the
corresponding topologies in conventional tokamaks
and stellarators (see Fig. 1). The main reason for this
difference is the relatively low magnetic field used for
plasma confinement in STs. As a result, in the bulk ST
plasma, the electron cyclotron (EC) frequency ωce is
usually an order of magnitude less than the plasma fre-
quency ωpe.

Obviously such a plasma is unable to exhibit signif-
icant electron cyclotron emission (ECE) or absorption
in the framework of the conventional theory of ECE in
tokamaks [1]. Indeed, the first few harmonics (up to the
tenth) of ωce are usually trapped by cut-offs in the bulk
plasma while the rest of them, which are not trapped,
have too low an optical depth to be able to emit or
absorb useful power. This situation is quite typical, and
makes conventional methods of ECE diagnostics and
electron cyclotron resonance heating (ECRH), difficult
in STs with high-density plasmas.

There is, however, another possibility that might be
used for plasma heating and diagnostic applications in
STs. This possibility is based on the linear mode con-
version mechanism between the electron Bernstein
mode and the electromagnetic extraordinary (X) mode
at the upper hybrid resonance (UHR). Via this conver-
sion mechanism, the energy from the vacuum electro-
magnetic waves can be transferred to the electron Bern-
stein waves (EBWs) in order to heat the central layers
of the plasma. Conversely, the energy from the electro-
static EBWs can be transferred to electromagnetic

1 This article was submitted by the author in English.
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waves, which are able to leave the plasma, so carrying
information about internal plasma layers. EBWs have
no high-density cut-off and can propagate across the
dense plasma experiencing a cut-off only at the UHR
surface, where they can be either reflected back or,
under particular conditions, the converted into the
X-mode. EBWs are strongly absorbed near EC reso-
nance layers at both the fundamental resonance and its
higher harmonics. This makes them a very promising
object for fusion plasma diagnostics.

There are two ways, in practice, of realizing the
mode conversion mechanism in ST plasmas. The first
way is the ordinary–extraordinary–Bernstein (O–X–B)
mode conversion process originally proposed for
plasma heating by J. Preinhaelter and V. Kopecký [2].
Experimentally the O–X–B mode conversion scheme
has been successfully demonstrated on the W7-AS stel-
larator by Laqua et al. [3].

The second way is based on a direct tunnelling of
the X-mode launched from the low-field side through
the evanescent layer between the low-density right-
hand R-cut-off and the UHR [4]. Obviously, this pro-
cess can only be efficient with a narrow evanescent
layer which requires a steep density gradient at the
plasma edge.

At present, both schemes of mode conversion are
being discussed as candidates for plasma heating and
current drive in magnetically confined plasmas [3–6].
According to Kirchhoff’s law, the inverse process of
plasma EC emission by B–X–O or B–X mode conver-
sion must take place in tokamak plasmas. In this paper,
we consider the mode conversion processes as mecha-
nisms giving new opportunities for plasma diagnostics
in STs. Section 2 is devoted to calculations of the mode
conversion efficiency. We compare some theoretical
2000 MAIK “Nauka/Interperiodica”
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ideas about Bernstein mode properties and linear mode
conversion processes in tokamak plasmas. Section 3 is
concerned with the analysis of EC spectra emitted by
high-density plasmas and their possible applications
for plasma diagnostics. A summary and conclusions are
given in Section 4.

2. LINEAR MODE CONVERSION 
IN TOKAMAK PLASMAS

As mentioned above, there are two interesting con-
version mechanisms allowing Bernstein waves to leave
the bulk plasma by being converted into electromag-
netic waves. These waves can be detected and analyzed
from the low-field side of the plasma. First, we will
consider the conditions required for a high efficiency of
the O–X–B mode conversion process.

The essential part of this process is the conversion of
the O-wave launched from the low-field side near an
optimum angle into the X-wave. Let us consider a slab
geometry and suppose that the plasma density gradient
defines the x-direction of a coordinate system, while the
magnetic field defines the y-axis. At normal incidence,
when the wave vector is parallel to the density gradient,
an electromagnetic wave of ordinary polarization can-
not penetrate further than the critical layer at X = 1,
where

Here, ωpe is a plasma frequency, and ω is the frequency
of the wave. When an obliquely incident wave pene-
trates into the plasma, it is refracted. The critical angle
θcr of incidence from vacuum is the angle for which, the
wave vector at the reflection point (X = 1) is exactly par-
allel to the magnetic field [7]. From the plasma disper-
sion relation we know that, if the direction of the wave
vector approaches the direction of the magnetic field,
the O-mode cut-off is degenerate with the high-density
X-mode left-hand L-cut-off, and the reflection point
jumps discontinuously from X = 1 to X = 1 + Y with:

where ωce is the EC frequency. Thus it is clear that, at
the critical angle of incidence, the O-wave is not
reflected at the level X = 1 but, at that point, as it is prop-
agating parallel to the magnetic field, it can be identi-
fied with the circularly polarized left-hand mode. On
further propagation, it is converted into the X-mode
without having passed a region of evanescence.
According to Snell’s law, the y-component of the index
of refraction ηy does not change during wave propaga-
tion through the plasma. This means that the wave vec-
tor component parallel to the magnetic field remains
constant from the plasma edge to the X = 1 layer, and

X
ωpe
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Y
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ω
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θcr can be identified with the angle of incidence from
vacuum [7]:

(1)

For non-critical angles of incidence, an evanescent
region always exists near the cut-off layer. The thick-
ness of the evanescent barrier depends on the density
scale length Ln = ne/(∂ne/∂x), and a considerable frac-
tion of the incident power can tunnel through this bar-
rier when Ln becomes small. The power transmission
function can be written as [5]

(2)

After O–X conversion, the X-mode propagates to the
UHR layer, where it is totally converted into an EBW.
The O–X–B conversion efficiency [see Eq. (2)] has
been estimated for different launching angles and plot-
ted as a function of frequency in Fig. 2. At the optimum
angle for a particular frequency, the efficiency is close
to 100%, but away from the optimum, it shows an expo-
nential decrease. In terms of the angular deviation from
the optimum angle, the condition for significant mode
conversion can be written as

(3)

where δθy is the angular deviation in the (x, y) plane and
δθz is the deviation in the (x, z) plane. For a MAST
plasma with a parabolic density profile, this condition
defines the elliptical angular cone of efficient mode
conversion with δθy = ±3.7° and δθz = ±5.6° for
60 GHz. Selecting the launching or viewing angle of
~22°, which is optimal for 80 GHz, one can expect
more than 40% O–X–B conversion efficiency in the
frequency range up to 100 GHz.
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Fig. 1. The topology of resonant and cut-off frequencies for
the MAST plasma: ne0 = 1.5 × 1020 m–3, B0 = 0.63 T, and Ip =
0.5 MA; parabolic density profile.
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Another scheme of linear mode conversion in a
tokamak plasma involves the direct coupling of an
externally launched X-mode with the electrostatic
Bernstein mode. This coupling mechanism is known as
Budden tunnelling [8]. According to Budden’s theory,
the total conversion efficiency from the X-mode to the
Bernstein mode can be written as [4]

(4)

where δ is the Budden parameter, which is proportional
to (ω/c)LN . This result includes both the transmission
of the low-density X-mode directly to the Bernstein
mode and the transmission of the high-density X-mode,
reflected back from the L-cut-off layer, to the Bernstein
mode. It does not include the interference effect
between high-density and low-density X-modes, so can
only be applied for a strongly fluctuating plasma, when
interference is not important.

The conversion efficiency of the X–B tunnelling
including interference can be written in the form [7]

(5)

where

(6)

and

(7)
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Fig. 2. B–X–O conversion efficiency for different viewing
angles (MAST plasma): ne0 = 1.5 × 1020 m–3, B0 = 0.63 T,
and Ip = 0.5 MA; parabolic density profile.
From the comparison of Eqs. (4) and (5), it is easy to
conclude that the interference adds an oscillating factor
to the Budden conversion efficiency and increases the
maximum conversion efficiency by a factor of 2. We
have evaluated the phase coefficients (6) and (7)
numerically for the typical plasma parameters in the
MAST tokamak [9]. Both efficiencies TB and TG are
plotted in Fig. 3. In a real plasma, the efficiency will lie
between these two extremes, as the cut-off surfaces can
be perturbed from nearly parallel, which is ideal for the
interference regime, to totally inclined to the converted
wave, which is appropriate to the Budden case. These
events can be caused by either MHD activity or plasma
fluctuations.

So far, we have considered conversion mechanisms,
supposing that electromagnetic waves are launched
into the plasma from outside and then converted into
EBWs. However the inverse processes will also occur.
EBWs undergo strong EC collisionless damping near
resonant surfaces corresponding to the EC frequency
and its harmonics [6, 10, 11], transferring all the wave
energy to the plasma electrons. Conversely, in a hot
plasma, EBWs will be generated by electrons near the
resonant surfaces. Waves with appropriate values of ηy

and ηz then will be sequentially converted into the high-
density X-mode and then into the O-mode propagating
from the plasma close to the critical angle. EBWs
which propagate in the direction of the density gradient
will be converted directly into the low-density X-mode
leaving from the plasma.

3. EBW SPECTRUM IN A SPHERICAL 
TOKAMAK

Let us consider the EBW radiation emitted from the
interior of the plasma and estimate its spectrum as it
arrives at the UHR layer, viewed from the low-field
side. We suppose that all EC harmonics enclosed by the

1.0
Efficiency factor

0.8

0.6

0.4

0.2

0.0
0 5 10 15 20 25 30 35 40 45 50

Frequency, GHz

TG

TB

Fig. 3. B–X mode conversion efficiency for the MAST
plasma: ne0 = 1.5 × 1020 m–3, B0 = 0.63 T, and Ip = 0.5 MA;
parabolic density profile.
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O-mode cut-off surface are totally black for EBW; i.e.,
each separate resonant surface emits and absorbs power
as an absolutely black body. With such an assumption,
each higher harmonic will partially shadow the previous
one (Fig. 1). The resultant radiation shows a sawtooth-
like spectrum with emissivity gradually rising with fre-
quency (see Fig. 4). However, EBW radiation is unable
to leave the plasma because of its electrostatic nature.

EBWs can escape through a small angular window
determined by the B–X–O mode conversion mecha-
nism. Thus, the ordinary polarized emission of the ST
plasma will be mainly determined by the EBW spec-
trum multiplied by the B–X–O conversion efficiency
(see Fig. 2). It is easy to see from condition (3) that the
emission cone about the critical angle is narrower at
higher frequencies, so the viewing angle must be cho-
sen close to the critical angle for the highest frequency
expected in the spectrum.

The extraordinary polarized emission of the ST
plasma is determined by the EBW spectrum multiplied
by the B–X conversion efficiency (see Fig. 3). Via the
B–X conversion mechanism, EBWs most effectively
transmit their energy to the X-polarized waves propa-
gating in the direction of the density gradient. The
X-mode power spectrum emitted by the plasma will
have a well defined resonant structure that is mainly
sensitive to the density gradient (see experiment [12]).
Only the low-frequency part of the EBW spectrum can
reach the outside plasma layers via B–X conversion,
which makes O-mode observations more suitable for
EBW spectrum studies in ST plasmas.

Obviously, the model considered above is rather
simplified because it assumes all emission to be gener-
ated near the EC harmonic layers. As was shown by
S. Pe i  [10] (see also references therein), collisionless
EC damping of EBWs is strongly dependent on the
angle between the wave vector and the plasma density
gradient and, in toroidal geometry, the damping region
can appear away from the EC resonant position. Only
for the propagation directions nearly parallel to the
density gradient, the waves are completely absorbed in
the vicinity of the resonant layer. On the other hand, in
low-temperature plasmas (Te ≤ 10 eV), collisional wave
absorption near the UHR is strong, and the emission
spectrum is predominantly determined by the UHR
layer rather than EC harmonics. Nevertheless, our sim-
plified model allows us to make a qualitative analysis of
the spectrum emitted by a relatively hot plasma and to
find some relationships between plasma parameters
and spectrum features.

From Figs. 1 and 4 it is clearly seen that jumps in the
emissivity spectrum correspond to frequencies  that
are defined by the coincidence of UHR and EC har-
monic resonant layers in the plasma:

(8)
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where l is the number of the EC harmonic. In STs, it is
possible to observe a number of such features in the
emission spectrum. The central plasma frequency is
typically one order of magnitude higher than the EC
frequency, so one can expect up to ten jumps in the
spectrum. O-mode plasma emission from STs can be
measured rather precisely using a conventional ECE
technique with a frequency scanning heterodyne
source, with the antenna aligned at appropriate angles
to the density gradient and magnetic field.

The measured spectrum gives us some important
relationships between local plasma parameters. Indeed,
for l measured frequencies  in the spectrum from
Eq. (8) one can write l interrelations:

(9)

Here, B is the total magnetic field, xl is the location
where the lth EC harmonic and UHR coincide. More-
over, with measurements of power emitted by the
plasma near spectral minima, one can estimate the elec-
tron temperature Te(xl) at the same points, assuming
that the plasma is absolutely black. It should be noted
that, at the spectral minima, the point of the emission
origination is strongly localized near the intersection of
the UHR with the corresponding EC harmonic.

Thus, having one of the profiles B(x), ne(x), or Te(x)
measured with other diagnostic techniques, for exam-
ple, ne(x) measured with reflectometry, one can recover
the other two profiles for the low-field side of the
plasma. These three profiles substantially determine the
plasma equilibrium in tokamaks. Internal relationships
(9) between local plasma parameters can be used as
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Fig. 4. EBW spectrum as it appears at the UHR for the
MAST plasma: ne0 = 1.5 × 1020 m–3, B0 = 0.63 T, Ip =
0.5 MA, and Te0 = 1 keV.
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additional constraints in plasma equilibrium recon-
struction codes such as EFIT.

4. CONCLUSIONS

We have found that the EBW spectrum in STs has
discrete jumps. The frequencies of these jumps are
defined by the crossing of the UHR layer with EC har-
monic layers. It was shown that the EBW spectrum can
be measured via the B–X–O or B–X linear mode con-
version mechanisms. These measurements give a set of
local relationships between the most important plasma
parameters B(x), ne(x), and Te(x) at a number of points
in the plasma. Using relations between these parame-
ters and measurements with other diagnostics, one can
localize these particular points in the plasma, making it
possible to reconstruct any of the profiles B(x), ne(x), or
Te(x). The most efficient way of doing this would be to
introduce these local relations into an equilibrium
reconstruction code.

The complexity of the general theory of EBW prop-
agation in a tokamak plasma makes it difficult to pre-
dict an exact angular behavior of the emission spectrum
in the wide frequency range covering the higher EC
harmonics. Nevertheless, the present analysis gives a
qualitative picture of the emission and mode conver-
sion processes in STs, allowing us to make an initial
design of the experimental set-up for experimental
studies of plasma emission.
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Abstract—The acceleration of charged particles trapped by a potential wave in a magnetic field is investigated as
applied to the problem of the generation of fast particles in a laser plasma. The conditions for unlimited particle
acceleration are determined, and the spectra of fast particles are found. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

It is known that a quasistatic magnetic field can vio-
late the wave–particle resonance in a plasma. However,
under certain conditions, the magnetic field can create
a regime of so-called “unlimited” (without phase slip-
page) particle acceleration (surfotron acceleration) [1].
The situation in which the magnetic field strongly
affects the acceleration of particles trapped by a poten-
tial wave is typical of space and laboratory plasmas [2,
3]. This circumstance gives rise to the wide scope of
problems discussed in the literature. In this paper,
attention is mainly focused on the influence of the mag-
netic field on the acceleration of charged particles in
laser plasmas.

In the interaction of a relativistically strong electro-
magnetic wave (for a laser with the wavelength λ =
1 µm, this corresponds to intensities I ≥ 1018 W/cm2)
with a plasma, the spontaneous magnetic field can be so
high that it begins to strongly affect both the propaga-
tion of radiation [4] and the focusing of fast particles
[5–9]. In [10], it was pointed out that the spontaneous
magnetic field localized inside an electron vortex can
violate plasma quasineutrality, which results in ion
acceleration.

The generation of spontaneous magnetic fields in
laser plasmas has been thoroughly studied analytically,
numerically, and experimentally for both moderate [11,
12] and relativistic [4, 6, 7, 13–15] laser intensities.
Quasistatic magnetic fields generated by super-high-
power laser pulses possess a specific symmetry: the azi-
muthal magnetic field (perpendicular to the propaga-
tion direction of the laser pulse) vanishes at the axis,
whereas the longitudinal magnetic field (parallel to the
propagation direction of the laser pulse) generated by
circularly polarized radiation due to the inverse Fara-
day effect (see [16]) is uniform. Charged particle accel-
eration occurs in the electric field of the space-charge
waves. Space-charge waves propagating in the radial
direction are generated in the self-focusing channel
under the action of the ponderomotive force of laser
radiation [17, 18] and magnetic field pressure [10]. In
1063-780X/00/2612- $20.00 © 1005
this case, the ions are accelerated in the direction per-
pendicular to the direction of the laser pulse propaga-
tion [17–19]. Behind the pulse, an electrostatic wake
wave propagating in the longitudinal direction is
excited [20]. This wave is responsible for the genera-
tion of fast electrons in a laser plasma.

The goal of this paper is to investigate the effect of
spontaneous magnetic fields generated by a high-power
laser radiation in a plasma on the charged particle
acceleration. To describe charged particle motion, we
use the approach that was developed by us in [21] and
is based on the methods of the Lagrange mechanics on
manifolds [22].

The paper is organized as follows. In Section 2, we
derive the Lagrange equations for the motion of a
charged particle trapped by a potential wave with a
curved front in a nonuniform magnetic field and discuss
the influence of the front curvature on the particle
acceleration. In Section 3, we solve the problem of the
motion of a particle trapped by a potential wave whose
front has the shape of a surface of revolution and calcu-
late the energy spectrum of the accelerated particles. In
Section 4, we present a simple model describing the
structure of a spontaneous magnetic field generated by
a nonuniform flow of fast particles in a collisionless
plasma. In Section 5, we consider particle acceleration
by a strong potential wave in the vicinity of the null-
plane of the magnetic field. In the Conclusion, the main
results are summarized.

2. RESONANT ACCELERATION OF PARTICLES 
TRAPPED BY A POTENTIAL WAVE

WITH A CURVED FRONT 
IN A MAGNETIC FIELD 

2.1. v × B Mechanism for Particle Acceleration

The acceleration of charged particles in a magnetic
field (which is also referred to as the v × B acceleration)
is a fundamental phenomenon. The motion of charged
particles trapped by a wave in a magnetic field has been
studied in many papers (see, e.g., [1, 3, 21, 23–28]). In
2000 MAIK “Nauka/Interperiodica”
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[1], it was shown that, under certain conditions, a rela-
tivistic particle can pass over to the regime of unlimited
acceleration.

The basic idea of the acceleration mechanism can be
described as follows. In the frame of reference moving
with the phase velocity of the wave V, the electric field
directed along the wave front appears. The induced
electric field is determined by a standard formula of the
Lorentz transformation:

(1)

where β = V/c and B|| is the magnetic field component
parallel to the wave front. The necessary condition for
acceleration is that the particle must be trapped by the
wave. The particle may be trapped due to either a regu-
lar electric field [1] or diffusion. In the latter case, the
particle is localized in the vicinity of the shock wave
front due to, e.g., scattering by turbulent pulsations of
the magnetic field in a plasma. The diffusion mecha-
nism for the particle trapping in the vicinity of the front
of a collisionless shock wave is usually discussed in
connection with the problem of charged-particle accel-
eration in space plasmas (see [3, 29]). It is easy to show
that, for the particle to be trapped (confined), it is nec-
essary that the component of the electric field perpen-
dicular to the wave front, E⊥ , be large enough:

(2)

where v is the particle velocity. The condition for
unlimited acceleration (v  c) is [1]

(3)

In this case, the energy of particle grows as % =
eB||Vt /(1 – β2)1/2.

In a real situation, the front of the wave is always
curved and its curvature changes with time. This refers
equally to the wake plasma wave behind a short laser
pulse [30], shock waves generated at the boundary of
the self-focusing channel [31], and shock waves in
space plasmas [3].

2.2. Equations of Motion

Let us consider the trajectories of particles acceler-
ated by a strong potential wave with a curved front. The
idea of the mathematical approach to the analysis of
this problem was proposed in [21]. We assume that the
wave front is a smooth surface whose shape and position
are determined by a given function of time S(r, t) = 0.
This function is related to the structure of the electric
field that affects the accelerated particle. We also
assume that the wave propagates in a nonuniform mag-
netic field. To describe the charged particle motion, we
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use the methods of Lagrange mechanics. The Lagrange
function L of a particle moving with relativistic veloc-
ity in the electric and magnetic fields, which can be
expressed in terms of the electrostatic potential Φ(r, t)
and vector potential A(r, t), has the form [32]

(4)

Here m, e, and v ≡  are the mass, charge, and velocity
of the particle, respectively.

We introduce the curvilinear coordinates qj with
j = 1, 2, and 3, where q1 is the coordinate along the nor-
mal to the surface and q2 and q3 are the coordinates
along the surface. The particle motion is determined by
the Lagrange function L(qi , , t), where i = 1, 2, and 3:

(5)

For the particle trapped by the wave, the coordinate q1,
which is a given function of time (q1 = q1(t)), determines
the position of the wave front. The motion of a trapped
particle along the front is described by the Lagrangian

(6)

where q1(t) and (t) = dq1/dt are supposed to be known

functions of time,  = dq2/dt and  = dq3/dt. The cor-
responding system of Lagrange equations is

(7)

In other words, we are dealing with a nonautonomous
Lagrange system with holonomic constraints depen-
dent on time [22].

Solving Eqs. (7), we find q2(t) and q3(t) as functions
of time. Then, we substitute these dependences into
Eq. (5) for i = 1

(8)

with L(qi , , t) defined by expression (4) in order to
prove for which parameters of the wave, magnetic field,
and initial conditions Eq. (4) can be satisfied for the
given qi(t). As a result, we obtain the condition for
unlimited acceleration or estimate the maximum
energy the particle gains if the trapping condition is
violated during the acceleration.

2.3. Influence of the Curvature of the Wave Front

Let the position of the front be determined by the
equation

(9)

L mc
2

1 v
2

c
2

------– 
 

1/2

–
e
c
-- A v⋅( ) eΦ.–+=

ṙ

q̇i

d
dt
----- ∂L

∂q̇i
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∂qi

-------, i 1 2 3., ,= =

L* q2 q3 q̇2 q̇3, , ,( ) L q1 t( ) q̇1 t( ) q2 q3 q̇2 q̇3, , , , ,( ),=

q̇1

q̇2 q̇3

d
dt
-----∂L*

∂q̇i

---------- ∂L*
∂qi

----------, i 2 3.,= =

d
dt
----- ∂L

∂q̇1
-------- ∂L

∂q1
--------=

q̇i

S r t,( ) x Vt– α y
2

2
---------+ 0,= =
PLASMA PHYSICS REPORTS      Vol. 26      No. 12      2000



EFFECT OF THE MAGNETIC FIELD ON THE RESONANT PARTICLE ACCELERATION 1007
where V is the propagation velocity of the wave and α =
1/R is the front curvature with R being the radius of cur-
vature in the vicinity of y = 0. Further, we assume that
the curvature is small so that αy ! 1. The magnetic field
is assumed to be nonuniform in the x-direction:

(10)

i.e., the magnetic field lines are parabolas. The ratio
B0/h is a characteristic spatial scale on which the mag-
netic field varies. The corresponding vector potential
only has the component Az = –B0x – hy2/2. It is worth
noting that, for h/B0 = α, the wave front coincides with
the isolines of the vector potential (the normal compo-
nent of the magnetic field at the front equals zero). In
this case, the equations of motion are somewhat simpli-
fied. For the configuration of the magnetic field and
wave front under consideration, the Lagrangian L* can
be written as

(11)

In the nonrelativistic case, this expression takes the
form

(12)

In the particular case of α = h/B0, we have

(13)

2.4. Case of Straight Magnetic Field Lines

Let us assume that h = 0. Then, the Lagrange func-
tion L* takes the form

(14)

Since the configuration is uniform in the z-direction,
the Lagrange function does not depend on the z-coordi-
nate and the z-component of the generalized momen-
tum is conserved:

(15)

B r t,( ) B0ey hyex,–=
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eB0

c
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2
---------– 

  hy
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2B0
---------+ 
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V
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y
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V
2
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ż
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2
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.
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c
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2
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+
m
2
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ẏ( )2
ż( )2

+ +( ).
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m
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V
-------------– 1 α 2

y
2

+( ) ẏ( )2
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Here, Ωc = eB0/mc is the cyclotron frequency calcu-
lated for the magnetic field B0 and γ = %/mc2 is the
Lorenz factor of the particle, % being the particle
energy.

For the initial conditions y0 = 0 and  = 0, equa-
tions of motion (7) with the Lagrange function (14)
have the solution

(16)

(17)

(18)

which is identical to that found in [1]. The particle
remains at the parabola apex and is accelerated along
the z-axis. In the limit |βΩct | @ 1, the particle velocity

along the z-axis is equal to | | = c(1 – β2)1/2 and the

particle energy increases as %
(0)

 = |βΩct |/(1 – β2)1/2.

For the initial conditions corresponding to y0 ≠ 0 and
 ≠ 0, we can represent the solution to the equations

of motion in the form

(19)

where the ratio |r(1)(t)|/ |r(0)(t)| is assumed to be small
compared to unity. The y-component of r(1)(t) obeys the
equation

(20)

where the function γ(0)(t) is given by expression (18).
We see that the sign of the curvature α determines
whether the solution (16)–(18) is stable or unstable.

In the nonrelativistic case, when |βΩct | ! 1, the
solution to Eq. (20) has the form

(21)

where Γ(x) is the gamma function, Zν(x) is a Bessel

function,  and  are the initial values of the dis-
placement and velocity along the y-axis, and t0 is

(22)
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ẏ0

r t( ) r 0( )
t( ) r 1( )

t( ) …,+ +=

d
dt
----- γ 0( )dy

1( )

dt
----------- 

  α
Ωc

2
Vt

γ 0( )------------- V
dγ 0( )

dt
-----------+

 
 
 

y
1( )

– 0,=

y
1( )

t( ) y0
1( )Γ 2/3( )

2
1/3

---------------- t
t0
--- 

  1/2

Z 1/3–
t
t0
--- 

  3/2

 
 =

+ ẏ0
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For α < 0 (concave front) in the limit t  ∞,
expression (21) yields

(23)

It follows from here that the particle is localized near
the plane y = 0.

For α > 0 (convex front) in the limit t  ∞, expres-
sion (21) yields

(24)

We see that, for α > 0, the solution y = 0 is unstable.
In the ultrarelativistic limit, we have γ = βΩct/(1 –

β2)1/2 and the solution to Eq. (20) can be expressed in
terms of zero-order Bessel functions Z0((t/t1)1/2) with

(25)

For t  ∞, we have

(26)

and

(27)

2.5. Influence of the Curvature of Magnetic Field Lines

In expression (10), the ratio B0/h has the meaning of
the curvature radius of the magnetic field line near the
y = 0 plane. For h ≠ 0, the equation of particle motion
has the form

(28)

We see that the stability of the particle motion is deter-
mined by the sign of the effective curvature

(29)

If the effective curvature is positive, then the trajectory
y = 0 is unstable, whereas for  < 0, it is stable.

y
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2.6. Acceleration by a Wave with a Rippled Front

We assume that the wave front has the shape of a
surface rippled in the y-direction, the ripple amplitude
and wavenumber being δ and k⊥ , respectively. The cur-
vature in this case is equal to

(30)

If the magnetic field is directed along the y-axis, the
charged particles move mainly along the z-axis (i.e.,
along the lines on which the curvature is constant) and
do not undergo the action of the centrifugal force. In
this case, the particles are accumulated in the regions
where α is negative.

If the magnetic field is directed along the z-axis, the
charged particles experience the action of the centrifu-
gal force mγv2α. This force results in the modification
of the condition for the charged particle trapping,
which, for V ! v, can be written as

(31)

It follows from here that the maximum energy gain of
the accelerated particle is

(32)

in the nonrelativistic case and

(33)

in the ultrarelativistic limit.

3. MOTION OF CHARGED PARTICLES TRAPPED 
BY A WAVE WHOSE FRONT HAS THE SHAPE 

OF A SURFACE OF REVOLUTION

Now, we consider a strong potential wave whose
front is described by the expression

(34)

The magnetic field has z- and ϕ-components, and the
vector potential also has z- and ϕ-components:

(35)

α k ⊥
2 δ k ⊥ ycos αm k ⊥ y.cos≡=
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In this case, the Lagrange function L* has the form

(36)

where the prime denotes differentiation with respect to
the z-coordinate.

Since the Lagrange function does not depend on the
ϕ-coordinate, the ϕ-component of the generalized
momentum is conserved:

(37)

where the function

(38)

is introduced. We note that, in a uniform magnetic field,
the frequency Ω(rf) = eB/2mc is equal to one-half of the
cyclotron frequency.

If the wave front is cylindrical, then the Lagrange
function is also independent of the z-coordinate. In this
case, the z-component of the generalized momentum is
also conserved:

(39)

where Az = (r)dr.

3.1. Clairaut Theorem for a Particle Moving 
along a Spherical Surface in a Magnetic Field

Let us suppose that the propagation velocity of the
wave is sufficiently low so that the radius of the front
rf(z, t) changes only slightly during one circulation of
the trapped particle around the z-axis. In this case, it is
of interest to analyze the particle motion assuming that
the front radius does not depend on time (rf = rf(z)).
Under this assumption, the particle energy % = γmc2

and, consequently, the absolute value of the particle
velocity |v | do not change with time. We introduce the
angle ψ between the velocity of a particle moving along
the surface rf(z) and the direction of the meridian on
this surface. Then, taking into account that rf(z)  =
|v |sinψ, we obtain from Eq. (37)

(40)

In the absence of a magnetic field (Ω(rf) = 0),
Eq. (40) reduces to

(41)
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2
+ + +

c
2

----------------------------------------------------------------------------------–
 
 
 

1/2

,

Pϕ r f
2 γϕ̇ Ω r f( )+( ) const,= =

Ω r f( ) e

mcr f
2

------------ Bz r( )r rd

0

r f z t,( )

∫=
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which is equivalent to the Clairaut theorem [22]. It fol-
lows from this relationship that the particle trajectory is
confined within the region |sinψ| ≤ 1, i.e., at r ≥ r0sinψ0.
In the presence of a magnetic field, the trajectory lies in
the region rmin < r < rmax. For Pϕ > 0, we have

(42)

The minimum value of the radius corresponds to
sinψ = +1, and the maximum value of the radius corre-
sponds to sinψ = –1. For Pϕ < 0, the minimum and max-
imum values of the radius are achieved at sinψ = –1 and
are equal to

(43)

3.2. Particle Trajectory

Now, we assume that the radius of the wave front
depends on time as

(44)

Let the magnetic field have only the z-component. A
more general case of a helical magnetic field will be
considered below. The particle trajectory correspond-
ing to the initial conditions z0 = 0 and  = 0 lies in the
z = 0 plane. In the limit t  ∞, it is given by relation-
ships

(45)

(46)

If Bz = const, then, for t  ∞, we have

(47)

In the ultrarelativistic limit, the trajectory has the shape
of a logarithmic spiral,

(48)

whereas in the nonrelativistic case, it has the shape of
an Archimedes spiral,

(49)
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For small z, the motion along the z-axis is described
by the equation

(50)

Using Eq. (46) for the Lorenz factor γ(0) and assuming
that Ω is independent of rf , we rewrite Eq. (50) in two
limiting cases. In the ultrarelativistic limit (γ(0) @ 1),
we have

(51)

and, in the nonrelativistic case γ(0) . 1), we have

(52)

We see that the stability of the particle motion is deter-
mined by the sign of the front curvature. For t  ∞,
in the ultrarelativistic limit, we have

(53)

(54)

where

(55)

In the nonrelativistic case, we have

(56)

(57)

with

(58)

If the front curvature decreases with time as α ~
1/Vt > 0 (as is the case of an expanding spherical front),
we obtain

(59)

in the ultrarelativistic limit and

(60)

in the nonrelativistic case.

3.3. Energy Spectrum of Fast Particles

For α > 0 (positive curvature), the trajectory lying in
the equatorial plane is unstable. In this case, the
charged particle acceleration is less effective compared
to the case of negative curvature. Nevertheless, some
particles can gain large energies even for α > 0. The
longer the time during which the particle stays in the
neighborhood of the plane z = 0 (which in turn depends
on z0 and ), the higher the energy gain. In the ultrarel-

d
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ativistic limit, we obtain the following estimates for the
particle energy gain:

(61)

for α = const and

(62)

for α = 1/Vt. Here, %1 = e |Bz |β2/2α(1 – β2)1/2.
By virtue of the conservation of the particle flux in

phase space, the differential energy spectrum is propor-
tional to |dz0/d% |.

Let us assume that, at the time tin, the particles are
distributed uniformly along the wave front with the sur-

face density n0/4π (tin). For simplicity, we suppose

that the initial velocity  is zero. We also assume that
the front curvature depends on time as α = 1/Vt > 0.
Taking into account that the particle energy gain is pro-
portional to ∆t for γ @ 1 and (∆t)2, for γ ≈ 1, we obtain
the following relationships between the energy gain
and the z-coordinate:

(63)

for γ @ 1 and

(64)

for γ ≈ 1.
Calculating the Jacobian |dz0/d% |, we find that, for

α = 1/Vt, the energy spectrum of ultrarelativistic parti-
cles has a power-law form,

(65)

whereas the energy spectrum of nonrelativistic parti-
cles is

(66)

If α = const > 0, then the energy spectrum of
ultrarelativistic particles has the form

(67)

For α < 0, the particle trajectories are stable and the
particle spectrum is localized in energy space. The
maximum of the spectrum drifts with time, and its
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width is determined by the initial particle phase distri-
bution.

3.4. Conditions for Particle Trapping at the Wave Front

For B = Bzez, the Lagrange equation for the radial
motion of a particle is

(68)

the electric field of the wave being E = –∂φ/∂r. We
present the electrostatic potential in the form

(69)

Further, we assume Em to be constant. Substituting
expression (45) for  into Eq. (68), we obtain

(70)

The particle trapped by the wave has a radial velocity
equal to V. Assuming

(71)

with r (1) ! Vt, we find

(72)

This equation has the solution r (1) = 0 for

(73)

Since |sine | ≤ 1, we find the condition for unlimited
acceleration

(74)

which is less stringent (by a factor of 2) than condition (3)
found in [1]. This difference is related to the contribu-
tion from the centrifugal force.

3.5. Particle Acceleration 
in a Nonuniform Magnetic Field

Above, we have assumed that the amplitude of the
wave Em is constant. However, the amplitude of a cylin-
drical wave decreases as r–1/2 and the amplitude of a
spherical wave decreases as r –1. If the magnetic field is

d
dt
----- γdr

dt
----- 

  γr
dϕ
dt
------ 

 
2 eBz

mc
--------r

dϕ
dt
------ e

m
----E r( ),+ +=

φ r t,( )
E0

rk( )1/2
--------------- k r Vt–( ) e+( )sin=

=  Em k r Vt–( ) e+( ).sin

ϕ̇

d
dt
----- γdr

dt
----- 

  1
γ
---

eBz

2mc
---------- 

 
2

r–
e
m
----E r( ).+=

r Vt r
1( )

+=

d
dt
----- t

dr
1( )

dt
----------- 

  c

β2
----- 1 β2

–
Vt

--------------
2k 1 β2

–( )
1/2

Em ecos
Bz

-------------------------------------------------–
 
 
 

r
1( )

=

+
2 1 β2

–( )
1/2

Em esin
Bz

--------------------------------------------- 1.–

E Em esin
Bz

2 1 β2
–( )

1/2
---------------------------.= =

Em

Bz

------ 1

2 1 β2
–( )

1/2
---------------------------,>
PLASMA PHYSICS REPORTS      Vol. 26      No. 12      2000
uniform, then the condition for the particle trapping
breaks at a certain distance rmax. As a result, the particle
energy is limited and equals %max = eBrmax/2(1 – β2)1/2.
This limitation can be avoided if the magnetic field is
nonuniform. We assume that the magnetic field has the
form

(75)

In this case, the Lagrange function is

(76)

For rf = Vt, the function L* has the form

(77)

Since the system is uniform in the azimuthal direction,
the ϕ-component of the generalized momentum is con-
served:

(78)

From the above relationships, it follows that the angular
velocity is equal to

(79)

and the particle energy is

(80)

The condition for unlimited acceleration takes the
form

(81)

In particular, for a uniform magnetic field, we obtain
condition (74).

3.6. Particle Acceleration by a Cylindrical Shock Wave 
in a Helical Magnetic Field

Let us now consider a configuration in which the
magnetic field has the z- and ϕ-components (helical
magnetic field) and the wave front is cylindrical. For a
particle accelerated by a shock wave in the self-focus-
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ing channel, this corresponds to taking into account
both the azimuthal magnetic-field component gener-
ated by fast electrons and the longitudinal magnetic-
field component arising due to the inverse Faraday
effect. Applying the procedure used above for other
configurations, we obtain that, for t  ∞, the particle
energy increases as

(82)

The particle trajectory has the shape of a helix with
varying radius and pitch.

As was shown in [4], the spontaneous magnetic field
can attain the values corresponding to ωBe ~ a1/2ωpe ,
where a = eE0/meωc is the dimensionless laser pulse
amplitude. This estimate can be obtained by equating
the energy density of the magnetic field B2/8π to the
energy density of the electrostatic field E2/8π, where
the electric field is equal to the charge separation field
E = 4πneR (R ≈ a1/2c/ωpe being the radius of the self-
focusing channel). A petawatt laser pulse can have an
amplitude of about a . 40 . (mi/me)1/2 [31]. From here,
we obtain the estimate for the characteristic energy of
fast ions accelerated in the radial direction: %i . amec2 ≈
20 MeV. Particle-in-cell simulations of the interaction
of a petawatt laser pulse with a plasma [9, 19] show that
the energies of the ions accelerated in the radial direc-
tion are close to this estimate. However, the same sim-
ulations show that the energies of fast ions accelerated
in the longitudinal direction are several times higher,
which is related to the other acceleration mechanism—
the so-called “anisotropic Coulomb explosion” [8].

4. A SIMPLE MODEL FOR THE GENERATION 
OF A MAGNETIC FIELD BY A NONUNIFORM 

FLOW OF FAST PARTICLES
IN A COLLISIONLESS PLASMA

In [4, 33], based on the results of particle-in-cell
simulations of the interaction of a petawatt laser pulse
with a plasma, it was concluded that a quasistatic mag-
netic field is generated by the fluxes of fast electrons.
Since the plasma is quasineutral, the electric field pro-
duced by fast electrons must be compensated by the
cold-electron current flowing in the opposite direction.
Such a configuration is unstable against the electro-
magnetic filamentation instability similar to the Weibel
instability [34, 35]. Due to this instability, a quasistatic
magnetic field is generated in the plasma. By virtue of
the axial symmetry of the problem, this magnetic field
vanishes on the axis of the laser beam.
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When considering the arising magnetic-field config-
uration, we will assume that the density of the fast-elec-
tron current is described by the expression

(83)

where (nv)acc is the flux density of fast electrons, f(r, z, t)
specifies the distribution of the fast-electron current,
and ez is the unit vector along the z-axis. We assume
that the function f(r, z, t) vanishes outside the region of
radius R.

The evolution of the magnetic field in a collisionless
plasma in the presence of an external current produced
by fast electrons will be described within electron mag-
netic hydrodynamics [36] using the quasineutrality
condition. From the equations of electron hydrodynam-
ics and Maxwell equations, in which we neglect the dis-
placement current, we obtain the equation for the mag-
netic field:

(84)

where αh = ec/me  = c/4πen.

In the case of axial symmetry, in which we are inter-
ested here, Eq. (84) takes the form

(85)

Here, B is the azimuthal component of the magnetic
field (B = Beφ, where eφ is the unit vector along the azi-
muthal direction) and Jz is the function proportional to
the fast-electron current density (Jz = (4π/c)j0).

We introduce the functions w = αh(Jz – 2B/r) and
u = αhJz; then, Eq. (85) is transformed into

(86)

where q = ∂tu + u∂zu is a known function.
In a steady-state case, when Jz does not depend on

time, we have

(87)

where C(r) is an arbitrary function of r. We set C(r) = 0,
in which case the magnetic field vanishes in the region
where the fast electrons are absent. In the approxima-
tion in which the magnetic diffusion is neglected, this
assumption is natural. It follows from Eq. (87) that
there are two steady-state solutions:

B = 0 (88)

and

(89)

In the first case, the fast-electron current is canceled at
each point by the electric current produced by the
plasma electrons. In the second case, the magnetic field
(89) is not identically zero because there is no such can-
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cellation, although the total electric current (i.e., the
current integrated over the region where Jz ≠ 0) is equal
to zero. Note that the magnetic field (89) vanishes on
the axis r = 0 and at the boundary of the region where
the fast electrons are present.

5. PARTICLE ACCELERATION IN THE VICINITY 
OF THE NULL-PLANE OF THE MAGNETIC 

FIELD

As was noted in the previous section, the spontane-
ous magnetic field can vanish on the axis due to the
axial symmetry of the problem.

Here, we consider a simpler configuration in which
the magnetic field has only the y-component and van-
ishes in the plane x = 0. In the vicinity of this plane, the
magnetic field can be represented in the form

(90)

In particular, this corresponds to a magnetic configura-
tion that is typical of two-dimensional simulations of the
laser–plasma interaction. Let a plane potential wave (the
influence of the front curvature was considered in [6])
propagate along the z-axis with the phase velocity V.
Assuming that the y component of the particle velocity
vy is small in comparison with V and vx, we derive (in
the same way as was done in the previous sections) the
equation of motion along the x-axis:

(91)

where

(92)

Equation (91) has the integral

(93)

It is seen that, depending on the sign of the product ehV,
the particle trajectory is either localized near the null-
line (for ehV > 0) or moves away from the plane x = 0
(for ehV < 0). If ehV > 0, then the wave propagates in
the same direction as the electrons producing the cur-
rent due to which magnetic configuration (90) is
formed.

From Eq. (93), we obtain the estimate for the energy
of fast electrons:

(94)

where R is the transverse size of the wave front. In an
underdense plasma (ω/ωpe @ 1), in which h ≈ 4πneβ
and 1 – β2 = (ω/ωpe)2, we have % = mec2(ω/ωpe)2.
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6. CONCLUSION

In this paper, we have considered a number of prob-
lems related to the v × B acceleration of charged parti-
cles trapped by a strong potential wave with a curved
front in a magnetized plasma. Seemingly, the necessity
of simultaneously taking into account the influence of
both the wave front curvature and strong magnetic field
on the charged particle motion is typical of most situa-
tions encountered in analyzing the processes occurring
in space and laboratory plasmas. This refers equally to
both the acceleration of charged particles by collision-
less shock waves in the solar corona and charged parti-
cle acceleration in a laser plasma. In this paper, we have
shown that, under optimal conditions corresponding to
stable particle motion, the combined effect of the front
curvature and magnetic field can assist in particle trap-
ping and increase the particle energy, thus increasing
the acceleration efficiency. When the particle motion is
unstable, the final particle energy decreases because the
particle rapidly leaves the acceleration region.
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Abstract—Results are reported of experimental investigations that have revealed the presence of a plasma in
the interaction region of a model wideband relativistic microwave amplifier—a dielectric Cherenkov maser.
The electrodynamic properties of a hybrid system—a waveguide with an annular dielectric liner and a plasma
layer adjacent to its inner wall—are analyzed. Experiments with a high-current accelerator have revealed that
the power of the emitted microwaves at the output of the system increases strongly when an external microwave
source at different frequencies in the X-band is switched on. However, this effect was found to be hard to repro-
duce. Indirect evidence is obtained of the fact that, during the transport of an electron beam and under the action
of the signal from a high-power pulsed magnetron, the plasma in the system is created at the surface of the
dielectric. In the model of a cold magnetized plasma, a dispersion relation is derived for axisymmetric waves
in a system with a wall plasma layer. The spectra of the waveguide and plasma modes in the system and the
transverse structure of their electromagnetic fields are investigated thoroughly as functions of the plasma den-
sity and layer thickness. It is shown that even a very thin layer of a high-density plasma results in a large fre-
quency shift of the dispersion curve of the waveguide mode, in which case the coupling impedance at a fixed
frequency decreases sharply. On the other hand, a layer of a moderately dense plasma increases the coupling
impedance for the waveguide mode. It is established that, in a configuration with a wall plasma layer, the lon-
gitudinal component of the electric field of a plasma mode whose power flux in the dielectric is of a volumetric
nature reverses direction across the layer. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Among the numerous devices of superpower micro-
wave electronics that are currently under development
and construction, the class of wideband amplifiers has
been poorly employed. Meanwhile, microwave sources
that are capable of generating microwaves at a level of
several hundred megawatts and are tunable continu-
ously over a band covering more than half of an octave
may find many important applications. Shlapakovski
and Chirko [1] showed that an amplification band of
40–50% at the 3-dB level can be achieved in a dielectric
Cherenkov maser (DCM)—a relativistic traveling-
wave tube with a smooth slow-wave structure in the
form of a waveguide with an annular dielectric liner.
The criteria established in [1] for broadband microwave
amplification were then used to prepare preliminary
experiments aimed at demonstrating the possibility of
broadband amplification in a DCM [2]. The experi-
ments planned to amplify microwave signals from var-
ious external sources with different frequencies in an
X-band (8–12 GHz), with the same parameters of a
high-current electron beam.

The projected wideband DCM [2] differs from the
DCM configurations implemented in earlier experi-
ments [3–5], which were not intended to achieve ampli-
fication in the broadest possible band, in the following
three ways: the use of an annular dielectric liner with a
fairly thick wall, a special choice of the parameters of
an electron beam, and the way of exciting the operating
mode at the entrance to the interaction region. The use
1063-780X/00/2612- $20.00 © 21015
of a thick dielectric liner made of a material with a low
permittivity (polyethylene) simultaneously ensures a
weak dispersion of the synchronous wave in the range
of relativistic phase velocities and a weak frequency
dependence of the beam–wave coupling coefficient.
Both of these slow-wave structure properties (which,
according to [6], are in contradiction to conducting
periodic waveguide structures) are necessary in order to
achieve broadband amplification in a relativistic Cher-
enkov maser. At a fixed electron energy, the beam cur-
rent should also be chosen in a proper manner in order
to make the amplification band as broad as possible, in
which case the higher the beam energy, the higher the
optimum beam current (the use of beams with currents
that differ from optimum may lead to a substantial nar-
rowing of the amplification band [1]). In particular, the
parameters of the high-current beams used in [4, 5]
(800–900 kV and 0.5–3 kA) are unsuitable for broad-
band amplification because the beam currents are too
low. According to [2], beam energies of about 400 keV
and beam currents in the range 5–7 kA are optimum for
practical purposes. Finally, a unit for launching micro-
waves into the interaction region should also be consis-
tent with the amplification band (in [3–5], the experi-
ments were carried out with conventional narrowband
launchers). For this reason, in the cited experiments [2],
the operating mode in a DCM was excited by a TEM
wave propagating in a coaxial waveguide (in a way
similar to that of exciting a plasma-filled slow-wave
structure in [7]). The beam parameters were chosen so
as to form the desired beams in a magnetically insu-
000 MAIK “Nauka/Interperiodica”
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lated coaxial diode whose anode served simultaneously
as an inner conductor of the coaxial waveguide, in
which case the launcher not only was broadband but
was also linked compactly to the accelerator and sole-
noid.

In this paper, we report the preliminary results of
our experiments with a model wideband DCM. Our
experimental data provide evidence that the character-
istic features just described raise the intensity with
which the plasma is produced near the dielectric sur-
face and do not confirm the predictions that the charge
stored at the surface and the surface breakdown merely
shorten the duration of the amplified microwave signal
but do not hamper the demonstration of amplification at
substantially different frequencies. For this reason, we
also analyze how the wall plasma layer affects the elec-
trodynamic properties of the slow-wave structure of a
DCM. Modeling our system as a waveguide with an
annular dielectric liner and a plasma layer adjacent to
its inner wall is more appropriate for quantitative calcu-
lations; note also that the propagation of the waveguide
and plasma modes in such a waveguide structure differs
in character from the propagation of analogous modes
in a dielectric-free waveguide with an annular plasma
[8, 9] and in a configuration with a dielectric waveguide
entirely filled with a plasma [10, 11].

2. EXPERIMENTAL RESULTS

The experiments were carried out with the Luch
high-current accelerator, which provides voltage pulses
with an amplitude from 350 to 600 kV and duration
from 80 to 100 ns at the output. The schematic of a
DCM amplifier is shown in Fig. 1. An annular electron
beam was formed in a magnetically insulated coaxial
diode with a cylindrical edge cathode 18 mm in diame-
ter and was transported through the interaction
region—a 45-mm-diameter waveguide with an annular
polyethylene liner with an inner diameter of 22 mm.
The uniform portion of the interaction region was
24 cm in length, and the guiding magnetic field was up
to 27 kG. Then, the beam was transported through a
hollow drift tube 36 mm in diameter and was dumped
onto the tube wall at the exit from a long solenoid. In
order to prevent the formation of a virtual cathode, the
drift tube was designed to be smaller in diameter than
the waveguide, because the operating current was lower
than the limiting current for a dielectric-filled
waveguide, but, at the same time, it was higher than the
limiting current for an empty waveguide 45 mm in
diameter. The slow-wave structure was coupled to the
drift tube through a smooth conical linking section, and
the drift tube itself had a conical horn with a teflon vac-
uum window. As external microwave sources, we used
pulsed magnetrons with operating frequencies of 9.5
and 11.0 GHz, a power up to 100 kW, and a pulse dura-
tion of 1.2 µs. The signals were fed into the interaction
region through a launcher (Fig. 2), which excited a
TEM wave of a coaxial waveguide. Due to the similar
field structures of the TEM and TM01 modes (the pres-
ence of the Er and Hϕ components of the electromag-
netic field near the external conducting wall), a TEM
wave excited the TM01 operating mode of a waveguide
with a dielectric liner. Microwave radiation ahead of
the entrance to the launcher and at the exit from the sys-
tem was recorded by cryogenic germanium detectors.

We performed measurements for the following three
amplitudes of the operating voltage of the accelerator:
550, 450, and 370 kV. The principal results were
obtained at a voltage of 370 kV (corresponding to a
beam current of 3.6 kA) and are illustrated in Fig. 3,
which displays the waveforms of the microwave pulses
recorded by a detector positioned behind the output
window in free space. The top waveform corresponds
to the input signal from a magnetron at a frequency of
9.5 GHz, the middle waveform was obtained with
another magnetron (with the input signal at a frequency
of 11.0 GHz), and the bottom waveform is for micro-
Accelerator

Magnetron 3 4 5 6 8 9

10

1 2 7 10

Fig. 1. Schematic of the DCM amplifier: (1) cathode, (2) anode, (3) coaxial waveguide, (4) transition section, (5) polyethylene liner,
(6) output matching section, (7) solenoid, (8) place where the beam is dumped, (9) horn antenna, and (10) microwave detectors.
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wave emission from an electron beam in the absence of
the input signal. The absolute values of the microwave
power in Fig. 3 were determined from the calibration
curve of a detector (the waveforms are plotted on a non-
linear vertical scale). A receiving horn antenna with an
8 × 8 cm aperture was installed at an angle of 30° to the
axis of the system at a distance of 10 cm from the out-
put window.

Before the time at which the accelerating voltage
was switched on, the detector recorded the power of
microwaves that passed from an external source
through a launcher and the slow-wave structure of a
DCM to the receiving horn (the top and middle wave-
forms). We can see that, in the presence of both an elec-
tron beam and input signal, the output power is about
two orders of magnitude higher than that in the absence
of the beam and one order of magnitude higher than
that in the absence of the input signal. In this series of
measurements, we found no qualitative difference
between the pulses measured in the experiments with
magnetrons with operating frequencies of 9.5 and
11.0 GHz. For higher operating voltages, the output
power levels were found to be almost the same when
the magnetron was switched on and when it was
switched off.

Hence, we can conclude that this series of experi-
ments, on the one hand, confirms the possibility of
amplifying microwave radiation in a broad frequency
band but, on the other hand, cannot be regarded as a

Fig. 2. Schematic of the launcher of microwave signals into
a coaxial waveguide.
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practical demonstration of broadband amplification.
The output microwave pulses recorded when the mag-
netrons were switched on were found to have a too
large spread in amplitudes (in Fig. 3, we illustrate
pulses with maximum powers, but we also recorded
pulses that were comparable in amplitude to those
obtained with the magnetron switched off). Also, our
experimental data are insufficient for statistical analy-
sis. We failed to measure the frequency of poorly repro-
ducible output microwave pulses. In addition, increas-
ing the magnetron power did not result in an increase in
the output power, although the DCM was expected to
operate in a linear regime.

Such low reproducibility is most likely attributed to
the production of a plasma in the interaction region of
the DCM. That the plasma was present in the system
was revealed in the course of experiments. The evi-
dence for this was, first of all, provided by the results
from measurements of the beam current by a Faraday
cup, which was positioned in the 36-mm-diameter drift
tube immediately behind the transition section (Fig. 1).
The representative waveforms of the current and volt-
age are shown in Fig. 4. It is seen that there is a charac-
teristic current “tail” after the voltage pulse has ended.

~0.8 kW
(9.5 GHz)

~60 kW

~25 kW<0.5 kW
(11 GHz)

~5 kW

–50 0 50 100 150
t, ns

Fig. 3. Waveforms of microwave pulses at the DCM output
(a, b) with and (c) without the input signal. Numerals
denote the values of the microwave power measured with a
detector.
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In the experiments in which the inner wall of the poly-
ethylene liner was protected with a copper foil, the data
from the Faraday cup revealed no current tails after the
voltage pulse. Of course, the recorded tails can be asso-
ciated with the current carried by the plasma electrons
toward the collector of a Faraday cup under the action
of the longitudinal electric field, which was induced as
the magnetic field of the beam current changed. The
measured tails can be used to estimate the plasma den-
sity by equating the current density to the density of the
electron saturation current, je ≈ npe〈vT〉 , where np is the
plasma density and 〈vT〉  is the electron thermal velocity.
For a plasma layer with a thickness of about 1–3 mm
and a temperature of 1–10 eV, the plasma density is
estimated as np ~ 1013–1014 cm–3.

The wall plasma can be produced as a result of elec-
tron bombardment of the dielectric surface and/or sur-
face breakdown in the field of microwave Cherenkov
radiation, for which the Faraday cup played the role of
a short-circuiting plug. In order to determine the radial
current loss at the dielectric surface during the transport
of a beam, we conducted a special series of experiments
with a waveguide in which the section with a dielectric
liner was replaced by a 36-mm-diameter tube with an
array of 14-mm-long cylindrical collectors 20, 23, and
26 mm in diameter placed 1 cm apart. The collector
current pulses are shown in Fig. 5: a sharp peak
observed in the current in each collector corresponded
to the front of the voltage pulse. The peak radial current
density was about 2.5–3.0 A/cm2. As is known [12],
such a current density is high enough for a plasma of
density 1013–1014 cm–3 to be created as a result of the
bombardment of the dielectric surface by the beam
electrons in high-power ion diodes.

400

300

200

100

0

U, kV
8

6

4

2

0

I, kA

t, ns50 100 150

–100 –2

0

Fig. 4. Representative waveforms of the voltage pulse of the
accelerator (solid curve) and the current to a Faraday cup
(dashed curve).
However, plasma could be produced not only by an
electron beam but also by the surface breakdown of a
dielectric during the propagation of a microwave signal
from the magnetron before the accelerating voltage was
switched on. The instants (with respect to the input
microwave signal) at which the beam entered the inter-
action region varied from shot to shot; sometimes, the
pulse from the magnetron terminated before the voltage
pulse was switched on. When this was the case, the out-
put microwave power in some shots was observed to be
significantly higher than in the case when the magne-
tron was not fired at all; this experimental result may be
viewed as indirect evidence of plasma production in the
transport channel.

The intense production of a surface plasma is likely
attributed to the parameters that were chosen to achieve
broadband amplification. Lining a waveguide with a
thick dielectric having a low permittivity (ε = 2.25 for
polyethylene) meant that an electron beam propagated
in the transport channel at a large distance from the
conducting wall, in which case the Coulomb field of the
beam increased significantly, the more so because we
used beams with fairly high currents. The experiments
of [3, 5], which demonstrated microwave amplification
in a DCM, were carried out with thin annular dielectric
liners and with beams whose currents were far below
the limiting currents. In contrast to [3, 5], the launcher
in our experiments was designed so as to feed micro-
waves into the interaction region nearly along the
dielectric surface; this circumstance may also be favor-
able for surface breakdown.

Due to electron losses and/or microwave break-
down, the plasma was produced in a strongly unstable
manner. Consequently, it is important to know how the
parameters of the plasma layer influence the electrody-
namics of the system under investigation. On the one
hand, it is necessary to determine the parameter range
in which the unstable production of plasma has no
impact on the characteristics of a DCM amplifier. On
the other hand, the well-known fact that, in a hybrid
plasma-filled system with a slow-wave structure, the
amplification may be substantially improved in com-
parison with the plasma-free system [13, 14] necessi-
tates steps to determine the optimum parameter range
and to establish requirements for the stability of plasma
production.

3. DISPERSION RELATION FOR A SYSTEM 
WITH A PLASMA LAYER

We consider a circular waveguide of radius b with
an annular dielectric liner of inner radius a. Let the
inner radius of the plasma layer at the inner dielectric
surface be rp. The geometry of the cross section of this
system is shown schematically in Fig. 6. We assume
that the plasma density in the layer is uniform. In the
linear approximation, we assume that the plasma is
cold, collisionless, and fully magnetized and that the
ions are immobile [15]. We describe the plasma by a
PLASMA PHYSICS REPORTS      Vol. 26      No. 12      2000
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dielectric tensor whose off-diagonal elements are equal
to zero and diagonal elements are εrr = εϕϕ = 1 and εzz =

1 – /ω2, where ω is the angular frequency and ωp is
the electron plasma frequency. The most important
assumption here is that the magnetic field is infinitely
strong. This assumption is valid under the conditions

(1)

where Ω is the electron cyclotron frequency. We can see
that, for a plasma density in the range np > 1013 cm–3 and
for the X-band frequencies, to satisfy the last condition
in (1) requires significantly stronger magnetic fields
than those in our experiments. Nevertheless, the
approximation of a fully magnetized plasma can also
be used to qualitatively describe the dispersion of
waveguide and plasma modes and their structure in a
system with a high-density plasma.

For simplicity, we restrict ourselves to considering
slow axisymmetric waves with phase velocities below
the speed of light c. With allowance for the continuity
conditions at the boundaries of the plasma layer and the
boundary condition at the conducting wall, the radial
dependence of the Ez component of the electric field
can be written as

(2)

where Ep and Ed are the field magnitudes at the inner
plasma boundary and at the dielectric surface, respec-

tively; q2 = k2 – ; κ2 = q2  – 1 ; p2 = ε  – k2;

k is the longitudinal wavenumber; I0 is the modified
Bessel function; F(x, y) ≡ J0(x)Y0(y) – J0(y)Y0(x); and J0
and Y0 are the Bessel functions.

In a vacuum channel surrounded by a plasma, the
field of a slow wave decreases from the inner plasma
surface toward the system axis. Inside the plasma layer,
the field is an internal wave(κ2 > 0) if the wave fre-
quency is below the plasma frequency. Inside the
dielectric, the slow wave is an internal wave (p2 > 0) if
its phase velocity exceeds the speed of light in the
dielectric medium. Consequently, the three types of
waves that can exist in the system under discussion are
as follows: purely plasma modes, whose field decreases
in both directions away from the plasma boundaries

ωp
2
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ωp

ω
------,

Ez r( )

Ep

I0 qr( )
I0 qrp( )
-----------------, 0 r rp,≤ ≤

Ep
F κr κa,( )
F κrp κa,( )
--------------------------- Ed

F κrp κr,( )
F κrp κa,( )
---------------------------,+

rp r a,≤ ≤

Ed
F pr pb,( )
F pa pb,( )
-------------------------, a r b,≤ ≤

=

ω2

c2
------

ωp
2

ω2
------

 

 

-


 ω2

c2
------
PLASMA PHYSICS REPORTS      Vol. 26      No. 12      2000
I, arb. unit
10

8

6

4

2

10

8

6

4

2

10

8

6

4

2

0
–50 0 50 100 150

t, ns

Fig. 5. Waveforms of the currents to the cylindrical collec-
tors during the transport of an electron beam. Collectors
with diameters of 20, 23, and 26 mm (top-to-bottom) were
positioned along the path of the beam.

Fig. 6. Model geometry of a system with a plasma layer.
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(κ2 > 0,  p2 < 0); purely waveguide modes, whose field
is concentrated near the inner surface of the dielectric
liner (κ2 < 0, p2 > 0); and hybrid modes, which combine
the properties of the plasma and waveguide modes of a
dielectric-filled waveguide (κ2 > 0, p2 > 0). This is a
well-known [13, 14] characteristic feature of slow-
wave structures partially filled with plasma.

Substituting expression (2) into the continuity con-
ditions for the Hϕ component of the electromagnetic
field at the plasma–vacuum and plasma–dielectric
boundaries,

(3)

and performing simple manipulations, we arrive at the
dispersion relation

(4)

where F '(x, y) ≡ (x)Y0(y) – J0(y) (x) and F ''(x, y) ≡
(x) (y) – (y) (x).

In the limit ε  1, the general dispersion relation
(4) passes over to the dispersion relation for plasma
modes in a dielectric-free waveguide with an annular
plasma [8], and, for ωp  0 or rp  a, it passes over
to the dispersion relation for TM modes in a waveguide
with an annular dielectric liner. Note that the three
types of waves—the hybrid waves and the plasma and
waveguide modes—are described by the same disper-
sion relation. This indicates that, as in the case of a
dielectric-free waveguide, the spectrum of the system
under consideration includes the plasma and
waveguide modes, in which case hybrid waves corre-
spond to certain portions of the dispersion curves for
these modes. Thus, in the wave spectrum, we can dis-
tinguish a hybrid plasma mode, which has no cut-off
frequency and whose phase velocity, being maximum

in the limit ω  0, is higher than c/ , and a hybrid
waveguide mode, which possesses a cut-off frequency
and, at the same time, satisfies the condition ω < ωp.

It is of particular interest to examine the dispersion
relation (4) in the limit ω  0, which characterizes
the plasma mode, and in the limit q  0, in which we
can find the frequency of a waveguide mode whose
phase velocity is equal to c. Using the known series
expansions for the Bessel functions, we can readily
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derive the following equation for the maximum phase
velocity of the plasma mode in the limit ω  0:

, (5)

where the normalized phase velocity β0 =

ωp/  can be either higher or lower than

1/ . In the limit q  0, the same expansions yield
the following equation for the minimum frequency ωc

of the waveguide mode in the frequency band of the
slowed waves:

(6)

The form of Eq. (6) allows us to draw an important
conclusion characterizing the hybrid waveguide mode
in the system at hand. In the limit of an infinitely dense
plasma (ωp  ∞), the solution to Eq. (6) is deter-
mined by the roots of the function F(pc a, pc b) and is
essentially independent of both the plasma density and
layer thickness. Analyzing the general dispersion rela-
tion (4), we arrive at the same conclusion. In contrast,
the higher the plasma frequency, the higher the fre-
quency of the ordinary waveguide mode. This distin-
guishing feature of the hybrid waveguide mode can be
easily explained by noting that the equation F(pa, pb) = 0
is the dispersion relation for high-order modes of a
coaxial dielectric-filled waveguide. The high-density
plasma plays the role of an inner conductor of a coaxial
waveguide, in which case the dispersion of the
waveguide mode is sensitive neither to the plasma den-
sity nor to the thickness of a layer (if it is not too thin).

The results of numerical calculations of the electro-
dynamic spectra of the system under consideration are
illustrated in Figs. 7–9. In calculations, which were per-
formed with fixed parameters of the dielectric
waveguide used in our experiments, we varied the
plasma density and the thickness of the plasma layer.
The figures show the dispersion curves for the funda-
mental plasma and waveguide modes; the high-order
plasma and waveguide modes are not interesting for the
interaction with an electron beam at the X-band fre-
quencies. The horizontal dashed lines in Figs. 7–9 dis-
play the operating frequency of one of the magnetrons.
For convenience when comparing the results obtained
in the absence of the plasma, each of these figures also
presents the dispersion curve for the TM01 mode of a
plasma-free waveguide with an annular dielectric liner.

From Figs. 7–9, we can see that the plasma of den-
sity 1012 cm–3 has an insignificant impact on the elec-
trodynamic properties of the slow-wave structure of the
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DCM. In the presence of a thin layer of such a plasma,
the dispersion of the waveguide mode remains essen-
tially unchanged. As for the plasma mode, it propagates
at frequencies that are generally below the operating
frequency band of the DCM and its phase velocities are
too low to allow an effective interaction with a relativ-
istic beam. However, even a 1-mm-thick layer of a
plasma of density 1013 cm–3 (Fig. 7) markedly upshifts
the dispersion curve of the waveguide mode along the
frequency axis. For a 2-mm-thick layer (Fig. 8), the
phase velocity of the waveguide mode at the magnetron
frequency becomes much higher. For a 3-mm-thick
layer (Fig. 9), the operating frequency leaves the fre-
quency band within which a slow wave can propagate.
For a plasma of density 1014 cm–3, the phase velocity of
the waveguide mode at the magnetron frequency is
higher than c even for a 1-mm-thick layer, so that the
waveguide mode cannot interact with a beam through
the Cherenkov mechanism.

The dispersion curve of the plasma mode shifts
toward the range of relativistic phase velocities as the
plasma density and layer thickness increase. For a
1-mm-thick layer of a plasma of density 1013 cm–3

(Fig. 7), the phase velocity of the plasma mode is still
low, but, for a density of 1014 cm–3, the phase velocity

is even slightly above c/ . In this case, the plasma
mode experiences essentially no dispersion within a
superbroad frequency band until the phase velocity
exceeds the Cherenkov threshold, and the closeness of

the phase velocity to c/  indicates that the field in the
dielectric is similar in structure to the field of a plane
wave. For a 2-mm-thick layer of a plasma of density
1013 cm–3 (Fig. 8), the plasma mode is still a surface
wave, but its phase velocity at the magnetron frequency

or below is only slightly lower than c/ ; i.e., the
plasma mode is similar to a cable wave—the operating
mode of a relativistic plasma oscillator or amplifier [7,
8]. For a plasma density of 1014 cm–3, the dispersion
curve of the plasma mode passes very close to the point
at which the dispersion curve of a plasma-free system
intersects the line corresponding to the operating fre-
quency of a magnetron. This indicates that, for such
plasma parameters, the plasma mode acts as if it were a
waveguide mode in interaction with a beam, whose
energy was chosen so as to provide its interaction with
the waveguide mode in a plasma-free system, as is the
case in our experiments. The plasma mode becomes a
hybrid wave and its dispersion curve bends into a char-
acteristic shape, which is seen most clearly in Fig. 9
(for a 3-mm-thick layer), in which the dispersion curve
of the waveguide mode is also seen to bend.

Dispersion curves of similar shape are well known
(see, e.g., [14]) and are used to explain the nature of
hybrid waves as being due to the coupling between the
waveguide and plasma modes. As is asserted, some
portions of the dispersion curve of a hybrid wave are
close to the dispersion curve for a vacuum slow-wave

ε

ε

ε
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structure and other portions are close to the dispersion
curve of the plasma mode [14]. At the same time, Fig. 9
shows how strongly the dispersion of a hybrid
waveguide mode differs from the dispersion in a
plasma-free system. For the same parameters of the
plasma layer, the presence of a dielectric changes the
dispersion of the plasma mode in the same fashion. It
seems unlikely that dispersion relation (4) can be
reduced to a form characteristic of the method of cou-
pled waves, when the dispersion relations for decou-
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Fig. 7. Dispersion curves of the waveguide and plasma
modes in a circular waveguide with an annular dielectric
liner and a 1-mm-thick plasma layer for different plasma
densities np = (1) 1012, (2) 1013, and (3) 1014 cm–3. The
dashed curve corresponds to a plasma-free system. The ver-
tical dashed line is for the speed of light in the dielectric.
The horizontal dashed line is for one of the frequencies of
the input signal (9.5 GHz) in the experiment with a model
DCM amplifier with the parameters ε = 2.25, b = 2.25 cm,
and a = 1.1 cm.

Fig. 8. Same as in Fig. 7 but for a 2-mm-thick layer.
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Fig. 9. Same as in Fig. 7 but for a 3-mm-thick layer.
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Fig. 10. Radial profiles of the longitudinal components (a)
the electric field and (b) Poynting vector for the waveguide
and plasma modes in the transverse cross section of a sys-
tem with a 1-mm-thick plasma layer at a frequency of
9.5 GHz for different plasma densities np = (1) 1012, (2) 1013,

and (3) 1014 cm–3. The parameters of the dielectric liner are
the same as in Figs. 7–9. The solid and dashed curves corre-
spond to the waveguide and plasma modes, respectively.
The plasma boundary is illustrated schematically by vertical
dashed lines.
pled modes are derived by neglecting the wave cou-
pling. It would be more correct to speak of the consid-
erable transformation of waveguide and plasma modes
and the resulting qualitative changes in the wave dis-
persion and field structure.

4. STRUCTURE OF THE FIELD 
AND THE POWER FLUX DENSITY

Now, we analyze the field structure and the radial
profiles of the power flux density of the waveguide and
plasma modes. The longitudinal component of the
Poynting vector can be written as

(7)

in which case the relationship between the field at the
inner surface of the dielectric and the field at the inner
plasma surface is determined from the condition for the
derivative of the longitudinal electric field to be contin-
uous at r = rp.

The results of numerical calculations of the radial
field profiles (2) and the radial profiles of the power flux
density (7) at a frequency of 9.5 GHz are illustrated in
Figs. 10–12. The calculations described here were car-
ried out for the same parameters of the dielectric liner
and plasma layer as those in the previous section and
for Ep = 1.

Figure 10 shows profiles obtained for a 1-mm-thick
layer. The field of the hybrid waves is distinctly seen to
differ in structure from the fields of the ordinary
waveguide and plasma modes. For a plasma layer with
the density np = 1012 cm–3, the field of the ordinary
waveguide mode decreases from the dielectric surface
toward the inner surface of the plasma layer essentially
in the same manner as it does in the absence of a
plasma. For a plasma layer with the density np =
1013 cm–3, the profiles of the field of the hybrid
waveguide mode in the plasma and in the dielectric dif-
fer from those in the previous case. Over the entire
transverse cross section of the layer, the longitudinal
field component is nearly uniform; as a result, a much
smaller fraction of the microwave power is transported
through the layer. Unlike in the previous case, in which
the Ez component decreases from the inner surface of
the dielectric toward the waveguide wall, in the case at
hand, the longitudinal field component, first, increases;
reaches its maximum value; and, then, decreases. Over
most of the dielectric volume, the radial profile of the
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longitudinal component is very flat (Fig. 10a); accord-
ingly, the fraction of microwave power that is trans-
ported through the dielectric (Fig. 10b) is also much
smaller than that in the case of an ordinary waveguide
mode. As a result, in a system with such a plasma den-
sity, the coupling impedance between the hybrid
waveguide mode and the synchronously propagating
beam increases markedly; moreover, in contrast to a
system filled with a solid plasma [11, 14], this increase
is attributed to the field redistribution not only in a
plasma but also in a dielectric, because, in the presence
of a plasma layer at the dielectric surface, the hybrid
waveguide mode is similar in structure to the high-
order mode of the coaxial waveguide.

Figure 10 also clearly illustrates how the field struc-
ture changes during the transformation of an ordinary
plasma mode into a hybrid wave. Characteristically, for
np = 1013 cm–3, the longitudinal and transverse fields of
the plasma mode are seen to decrease exponentially
away from the plasma boundaries. In contrast, for
np = 1014 cm–3, the distribution of the power flux den-
sity inside the dielectric is similar to that in a volume
mode. An important feature of the hybrid plasma mode,
which makes it different from an ordinary plasma mode
and a hybrid waveguide mode, is that the Ez component
reverses direction across the layer. As a result, the radial
profile of the flux density of the microwave power car-
ried by the hybrid plasma mode through the layer is
peaked inside the layer rather than at its boundaries. In
a dielectric-free system with an annular plasma, such a
profile is characteristic of the high-order plasma mode
[9]. As the phase velocity increases above the speed of
light in the dielectric, the radial profile of the field of the
hybrid plasma mode across the layer becomes more
symmetric about the layer center. This is clearly seen in
Fig. 11, which displays the calculated results for a
2-mm-thick plasma layer.

As was noted in the previous section, a 2-mm-thick
layer is of particular interest because, in our experi-
ments, the phase velocity of the plasma mode at the
magnetron frequency for np = 1014 cm–3 almost coin-
cides with the phase velocity of the waveguide mode in
a plasma-free system or in a system filled with a low-
density plasma. According to Fig. 11a, the distinguish-
ing feature of the field structure in this case is that the
longitudinal component of the field of the plasma mode
reverses direction across the layer, while the radial pro-
file of the absolute value of Ez in the dielectric remains
essentially the same (see the profiles calculated for np =
1014 cm–3 and np = 1012 cm–3), as well as the radial
dependence of the Poynting vector (Fig. 11b). On the
other hand, the fact that the power flux carried by the
hybrid plasma mode through the plasma layer makes
the dominant contribution to the total microwave power
flux (even though the layer is thin) is ascribed to the
abrupt change in Ez across the layer.
PLASMA PHYSICS REPORTS      Vol. 26      No. 12      2000
For a hybrid waveguide mode and a 2-mm-thick
layer (see the profiles for np = 1013 cm–3 in Fig. 11), we
point out not only a dip in the radial profile of the power
flux density in the region occupied by a dielectric but
also a fairly high degree of uniformity of the longitudi-
nal field component in the plasma layer and vacuum
channel. As in the case of a 1-mm-thick layer, the
microwave power transported through the waveguide is
low; consequently, the coupling impedance is high. In
addition, a system with a 2-mm-thick plasma layer is
especially suitable for interaction with a thick-walled
electron beam, regardless of whether the beam propa-
gates through the plasma or through the vacuum
channel.

For a 3-mm-thick plasma layer with the density np =
1013 cm–3, the waveguide mode is no longer a slow
wave; for this reason, in Fig. 12, we present only three
profiles. The fields of the ordinary waveguide mode
(np = 1012 cm–3) and hybrid plasma mode (np = 1014 cm–3)
remain similar in structure to those in the case of a thin-
ner layer (Figs. 10, 11). For np = 1013 cm–3, the longitu-
dinal field of the plasma mode in the dielectric medium
nearly vanishes, which corresponds to the transition
from an ordinary plasma mode to a hybrid plasma
mode.
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Fig. 11. Same as in Fig. 10 but for a 2-mm-thick layer.
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Fig. 12. Same as in Fig. 10 but for a 3-mm-thick layer.

Fig. 13. Power carried through the system by the (1)
waveguide and (2) plasma modes at a frequency of 11 GHz
vs. the plasma density for a fixed amplitude of the longitu-
dinal electric field at the inner surface of a 2-mm thick-
plasma layer. The parameters of the dielectric liner are the
same as in Figs. 7–12. The dashed curve shows the fraction
of the microwave power carried by the plasma mode
through the dielectric.

Ordinary mode
To better understand the possible effect of the sur-
face plasma layer on the operation of a wideband DCM,
it is necessary to calculate the total microwave power
transported through the system. To do that, we must
integrate the power flux density (7) over the entire
transverse cross section of the system. Since, in our cal-
culations, the field is normalized to Ep , the total micro-
wave power carried by a certain mode is inversely pro-
portional to the coupling impedance between this mode
and an infinitely thin annular electron beam propagat-
ing along the inner surface of the plasma layer. The
lower the total power at a fixed field (Ep = 1), the higher
the gain per unit length and the interaction efficiency in
a DCM. However, at high powers, the interaction is in
fact disrupted. It is well known that a moderately dense
plasma (rather than a high-density plasma) serves to
improve to a certain extent the parameters of the Cher-
enkov devices. Let us analyze the total power as a func-
tion of the plasma density for the above values of the
parameters of our experiments.

For a 2-mm-thick layer and a frequency of 11 GHz,
this dependence is illustrated in Fig. 13, which plots the
profiles of the power carried by the waveguide and
plasma modes as functions of the plasma density. The
fraction of power carried by the plasma mode through
the dielectric is displayed by the dashed curve. The
waveguide mode carries the power predominantly
through the dielectric in the entire density range under
consideration (curve 1); however, for the highest
plasma densities in this range, the relative fraction of
power transported through the dielectric decreases.
Also shown in Fig. 13 are two vertical dashed lines,
which correspond to the plasma densities at which the
ordinary waveguide and plasma modes transform into
the hybrid waveguide and plasma modes, respectively.

We can see that, in the density range in which the
properties of the waveguide mode at a fixed frequency
do not change qualitatively (np < 1.5 × 1012 cm–3), the
plasma has essentially no impact on the total power.
However, in the density range corresponding to a
hybrid waveguide mode, the total power is very
strongly affected by the plasma. As the plasma density
increases to about 1013 cm–3, the total power decreases
by a factor of more than three and reaches its minimum
value. In the range of higher densities, it increases
sharply until the waveguide mode is no longer a slow
wave. Consequently, there exists a density range in
which a plasma layer of a given thickness may substan-
tially improve the parameters of a DCM amplifier;
however, above this range, which is rather narrow, the
conditions for interaction are much worse.

The power carried by the plasma mode behaves as
follows. As the plasma density increases, the power,
first, increases to a certain level; then, it experiences
small variations about this level; and finally, it again
starts to increase very sharply. In the density range in
which the plasma frequency is slightly above the fixed
frequency of the input signal, the phase velocity of the
PLASMA PHYSICS REPORTS      Vol. 26      No. 12      2000
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plasma mode is low and almost all of the power is trans-
ported through the plasma layer, in which case the well-
known problem of extracting the power from the sys-
tem arises. As the plasma density increases, the phase
velocity of the plasma mode increases and approaches
the speed of light in the dielectric, so that the fraction
of power transported through the dielectric becomes
larger, thereby substantially simplifying the problem of
power extraction, as is the case in [7, 8]. The plasma
mode transforms into a hybrid wave at np ≈ 2.1 ×
1013 cm–3, in which case, as was already noted, the elec-
tric field in the dielectric becomes nearly transverse and
the fraction of power transported through the dielectric
amounts to 80%. Up to a density of about np ≈ 3 ×
1013 cm–3, the total power carried by the hybrid plasma
mode remains smaller than the power carried by the
waveguide mode in a plasma-free system. In this den-
sity subrange, the phase velocity of the hybrid plasma
mode corresponds to a fairly high (>250 keV) energy of
a resonant electron. This opens up interesting prospects
for microwave amplification by a hybrid plasma mode.

As the plasma density further increases, the phase
velocity of the hybrid plasma mode increases to a level
corresponding to the operating voltages of the acceler-
ator in our experiments. At the same time, the fraction
of power transported through the plasma layer
increases abruptly. A decrease in the power transported
through the dielectric even leads to the appearance of a
local dip in curve 2. At np ≈ 1014 cm–3, the coupling
impedance for the hybrid plasma mode is only slightly
below that for the waveguide mode at a low plasma
density, and, as was mentioned above, the phase veloc-
ities and field structures of these modes in the dielectric
are almost the same. However, the fraction of power
carried by the hybrid plasma mode through the dielec-
tric is only about 27%, so that, in the case of the inter-
action with this mode, a significant fraction of the
power extracted from the system can be lost (neverthe-
less, we cannot exclude that, in our experiments, we
observed the interaction precisely with this mode).
Finally, for plasma densities above 1014 cm–3, the con-
ditions for the effective Cherenkov interaction with an
electron beam fail to hold: almost all of the total power,
which is very high, is transported through the plasma
layer, as is the case with an ordinary plasma mode at a
low phase velocity.

To conclude this section, note that investigating the
electrodynamics of a system with a plasma layer is cer-
tainly insufficient to completely analyze the effect of a
surface plasma on the operation of a DCM amplifier.
Thus, of particular importance is the question of how
the power of the signal from a magnetron is redistrib-
uted between the waveguide and plasma modes at the
entrance to the amplifier. The most important point here
is that, in the parameter range in which both the hybrid
waveguide and plasma modes can exist, they can be
effectively coupled to one another through an electron
beam, in which case it might be possible to achieve
PLASMA PHYSICS REPORTS      Vol. 26      No. 12      2000
amplification even in a superbroad band. For this rea-
son, it is necessary to derive and investigate the disper-
sion relation with allowance for an electron beam.

5. CONCLUSION

The preliminary results from our experimental
investigations of a model wideband DCM amplifier
show that a serious obstacle to the achievement of sta-
ble amplification is the plasma produced in the interac-
tion region of the DCM. If an external source is switched
on, the output microwave power was observed to
increase substantially at two well-spaced frequencies.
However, this effect is poorly reproducible and our
experimental data are still insufficient to speak of the
gain demonstration. We have performed a thorough
theoretical analysis of the electrodynamic properties of
the slow-wave structure of a DCM with a plasma layer
at the dielectric surface. We have investigated the dis-
persion and field structure of the waveguide and plasma
modes (both ordinary and hybrid). The results obtained
call for a reexamination of the design parameters of the
dielectric waveguide and electron beam on the basis of
reliable information on the wall plasma layer and a the-
oretical model of a plasma-filled Cherenkov maser. Sta-
ble operation of the amplifier in the X-band can be
achieved in the following two ways: first, by reducing
the intensity at which the plasma is produced in order
for the properties of the system to be essentially the
same as those of a plasma-free system (np ≤ 1012 cm–3),
possibly at the expense of narrowing (to some extent)
the amplification band, and, second, by ensuring the
stability of the parameters of a plasma layer both during
the electron beam pulse and from shot to shot. With the
optimum parameters (for a plasma density np of about
1013 cm–3, depending on the layer thickness), the sec-
ond way may also help to achieve amplification in a
broader band with a higher gain per unit length in com-
parison with those in a system with a low-density
plasma. Even a very thin layer of a high-density (np >
1014 cm–3) plasma acts to disrupt amplification in the
system.
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Abstract—The excitation of microwave oscillations by an electron beam in a hybrid plasma waveguide—a
slow-wave structure (a sequence of inductively coupled resonators) with a plasma-filled transport channel—is
studied both experimentally and theoretically. It is shown that the governing role in the generation of micro-
waves and their transmission to a feeder line is played by the spatial and temporal plasma-density variations
associated with low-frequency ion plasma oscillations. The microwave pressure gives rise to low-frequency
plasma oscillations with a rise time shorter than their period. This nonlinear mechanism for the excitation of
low-frequency oscillations has a threshold in terms of the microwave power. The unsteady character of the spa-
tial distribution of the plasma density results in intermittent microwave generation and shortens the duration of
microwave pulses. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Rich theoretical and experimental experience
gained during more than fifty years of work in the field
of plasma microwave electronics provides a deep
understanding of the physical processes occurring in
the interaction of charged-particle beams with plas-
mas. A large number of plasma-filled microwave
oscillators and amplifiers have been developed that
demonstrate far higher efficiencies and operate at sig-
nificantly higher powers and in much broader fre-
quency bands in comparison with vacuum analogues.
However, in our opinion, some experimentally
observed phenomena have received insufficient study
and have not yet been understood completely. Among
such phenomena, we can mention low-frequency (LF)
plasma oscillations excited during the generation of
high-power microwave radiation by an electron beam
[1]. Such oscillations, which cannot be excited
directly by an electron beam, result from the response
of the plasma to high-power microwaves propagating
in it; i.e., they reflect the nonlinear nature of the
plasma [2–4]. According to experimental data (see,
e.g., [5–7]), the onset of LF oscillations strongly
affects the development of the beam–plasma instabil-
ity and, as a consequence, changes the spectral and
energy characteristics of the generated microwaves.
This fact indicates that there is a strong interrelation
between the generation of microwaves by a beam and
LF plasma oscillations driven by these microwaves. In
this paper, we report the results of theoretical and
experimental investigations of the physical phenom-
ena that underlie this interrelation.
1063-780X/00/2612- $20.00 © 1027
In other words, we are dealing with one of the cen-
tral problems in present-day high-power microwave
electronics—the shortening of microwave pulses gen-
erated in various high-power sources [8]. One of the
ways of overcoming this difficulty is to use plasma-
filled electrodynamic structures. Changing the struc-
ture of the eigenmodes by controlling the plasma
parameters makes it possible to substantially lower the
microwave electric field near the metal surfaces,
thereby avoiding the surface breakdown, which is one
of the main causes of plasma production in the system.
Loza and Strelkov [9] experimentally showed that this
way in fact allows one to make the generated micro-
wave pulses longer, but it fails to completely eliminate
the problem of the pulse shortening, since microwave
pulses remain shorter than the beam-current pulse. This
may be explained, in particular, by the above interrela-
tion between the plasma parameters, which change
under the action of high-power microwaves, and the
conditions under which microwaves are excited by an
electron beam. The experimental data and theoretical
models that we will present below indicate that, in an
oscillator based on a plasma-filled traveling-wave tube
(TWT), the self-consistent dynamics of the plasma and
microwave generation causes the beam–plasma insta-
bility to evolve into the nonlinear stage, in which
microwaves are generated in the form of irregular suc-
cessive short pulses. As the power of the generated
microwave pulses increases, their duration shortens
from tens of µs to one µs or less.
2000 MAIK “Nauka/Interperiodica”



 

1028

        

ANTONOV 

 

et al

 

.

                                                                                      
2. THEORETICAL MODEL 
OF THE SELF-CONSISTENT PLASMA MOTION 
DURING THE ONSET OF THE BEAM–PLASMA 

INSTABILITY

Many theoretical papers studying the beam–plasma
instability in plasma-filled systems rest on the implicit
assumption that the plasma parameters are independent
of the amplitude of the microwave fields excited in the
plasma. The related experimental data are also often
interpreted based on this assumption.

Among the factors that can change the plasma
parameters (the plasma density and temperature, their
spatial distributions, etc.) during the propagation of
microwaves through the plasma, we should, first of all,
mention the microwave discharge and the ponderomo-
tive force of the microwave field. In a strong guiding
magnetic field, these two factors cause the plasma
parameters to vary in the longitudinal direction. In
addition, since the beam interacts with the microwave
in a resonant fashion, the interaction process is very
sensitive to the extent to which the waveguide structure
is nonuniform. For example, let us estimate the range of
the beam and plasma parameters for which the defor-
mation of the longitudinal plasma-density profile under
the action of the microwave ponderomotive force
strongly affects the beam–plasma instability.

A straight monoenergetic charged-particle beam
excites a synchronous wave with a phase velocity vph

close to the beam velocity vb:

(1)

where γ is the spatial growth rate of the instability and
k is the longitudinal wavenumber of the excited wave.

In an inhomogeneous plasma, the wave phase veloc-
ity is coordinate-dependent and can be estimated from
the formula

Here, δn is the perturbation of the plasma density
np  under the action of the ponderomotive force F =

−∇  of the generated microwaves (here, E0 and ω

are the amplitude and frequency of the microwave field,
respectively).

The perturbed plasma density δn is determined by
the balance between the microwave ponderomotive
force and the excessive plasma pressure δnTe (where Te

is the plasma electron temperature). We thus arrive at
the estimate

The maximum amplitude Em of the electric field of
the wave excited during the onset of the beam–plasma

v ph v b– v bγ/k,<

∆v ph δn∂v ph/∂np.∼

e2E0
2

4mω2
--------------

δn
np

------
e2E0

2

4mω2Te

--------------------.∼
instability is determined by the condition

(2)

The above formulas enable us to write condition (1)
for the onset of the beam–plasma instability as

(3)

It is well known that the higher the beam density nb,
the higher the growth rate of the beam–plasma instabil-

ity: γ ~ . Consequently, as the beam current or the
beam-electron energy increases, condition (3) may fail
to hold. Note that the higher the beam current and
beam-electron energy, the more important the role of
the microwave ponderomotive force.

In order to estimate how difficult it is to satisfy con-
dition (3), we consider, as an example, the excitation of
a wave by a beam in a magnetized plasma waveguide
and a hybrid slow-wave structure.

Magnetized plasma-filled waveguide. The disper-

sion relation 1 –  +  = 0 and condition (3) yield

the estimate

(4)

which allows us to expect that, for a system with
Ub ~ 1 kV, Te ~ 3 eV, and np ~ 109 cm–3 and a beam with
a cross-sectional area of 3 cm2, the microwave ponder-
omotive force will be pronounced for the beam currents
Ib > 20 mA.

Hybrid slow-wave structure. In the previous
example, such low beam currents at which the plasma
density profile is already significantly deformed can be
explained by the high sensitivity of the wave phase
velocity to plasma density variations. In the hybrid
slow-wave structure with which our experiments were
carried out and which was designed as a sequence of
inductively coupled resonators with a plasma-filled
transport channel, the plasma occupied no more than
10% of the entire volume and had a lesser impact on the
dispersion properties of the eigenmodes in comparison
with a magnetized plasma waveguide [10].1 

In order to estimate the effect of the microwave pon-
deromotive force, we turn to the results obtained by
Bliokh et al. [10] from the calculations of the growth
rate and dispersion parameters of a hybrid plasma-filled

1 Here, we mean the waves that also exist in a vacuum structure.
The plasma in the transport channel gives rise to new (plasma)
modes, which are sensitive to plasma density variations to the
same extent as the slow waves in a plasma waveguide. However,
in our experiments, the plasma density was below the threshold
for the direct excitation of these waves by the beam.

e2Em
2

m2ω2
------------- γ

k
-- 

 
4

v b
2.∼

λ γ
kz

---- 
  3 ωp

v ph

--------
∂v ph

∂ωp

------------
eUb

Te

--------- 1.<≡

nb
1/3

ωp
2

ω2
------

k ⊥
2

k ||
-----

nb

np

-----
eUb

Te

--------- 
  10

k ⊥
4

k ||
2 k ⊥

2+( )2
-----------------------  . 10,<
PLASMA PHYSICS REPORTS      Vol. 26      No. 12      2000



INVESTIGATION OF LOW-FREQUENCY WAVES 1029
structure. For our experimental device (which will be
described below) with the parameters corresponding to
the optimum generation (Ub ≈ 20 kV, Te ≈ 20 eV, and
ωp ~ ω), condition (3) takes the form γ/k ≤ 0.1. This ine-
quality fails to hold at beam currents of about 3 A,
which correspond to microwaves generated at a power
level of 20 kW.

Similar estimates can also be obtained for the
parameter range in which the plasma inhomogeneity
stems primarily from the additional ionization of a neu-
tral gas during a microwave discharge in the fields of
the beam-excited waves (i.e., during a beam–plasma
discharge).

Bliokh et al. [11] developed a self-consistent model
that takes into account the deformation of the plasma
density profile under the action of the beam-excited
microwaves and the inverse effect of this deformation
on microwave generation. The model is based on the
following two types of equations: equations that
describe microwave generation in a plasma without
making any assumptions about the nonuniformity of
the phase velocity profile and equations that describe
the onset and propagation of the plasma density pertur-
bations in the form of LF plasma waves (ion acoustic
waves, magnetosonic waves, etc.). Below, we will
assume that the guiding magnetic field is strong enough
for the transverse plasma motion to be neglected. In this
approximation, longitudinal ion acoustic waves can
only be excited.

Since the relative variations ∆vph/vph that the phase
velocity should experience in order to suppress the
beam–plasma instability are small, the plasma density
variations that cause the phase velocity to vary are also
small, δn/np ! 1.2 The characteristic time scale on
which the plasma density varies is governed by the time
required for an ion acoustic wave to pass through the
interaction chamber or, possibly, to propagate over a
length equal to the reciprocal of the spatial growth rate
of the beam–plasma instability—the shortest spatial
scale on which the amplitude of the generated micro-
waves varies. Under the conditions of our experiments,
these times are short in comparison with the inverse ion
plasma frequency; consequently, we can ignore the dis-
persion of the excited ion acoustic waves.

Based on these considerations, we can describe the
excitation and propagation of plasma density perturba-
tions by a linear wave equation with a nonzero right-
hand side. The wave equation can be conveniently
reduced to two first-order differential equations for the

2 In hybrid structures in which the plasma occupies a relatively
small volume, this condition may fail to hold, because, as was
noted above, the wave phase velocity is weakly sensitive to
plasma density perturbations. In this case, our theory, strictly
speaking, is valid only qualitatively.
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dimensionless perturbed plasma velocity (u) and den-
sity (η):

(5)

Here, the dimensionless functionals Σ(|ε|2) and
Φ(|ε|2) describe the plasma production by a microwave
discharge and the microwave ponderomotive force,
respectively, and the main parameter of our problem, λ,
governs the character of the solutions.

Since the plasma motion is slow, we can neglect
transient processes in describing the dynamics of
microwave generation by an electron beam and turn to
the standard equations for the saturated beam–plasma
instability:

(6)

where ε is the dimensionless complex amplitude of the
beam-driven microwaves and ϕ and ϕ0 are the instanta-
neous and initial phases of a beam electron in the wave.

Equations (5) and (6) with the corresponding
boundary conditions were investigated analytically and
numerically in the presence of either the plasma source
or the microwave ponderomotive force.

The forms of the right-hand sides of Eqs. (5) were
chosen so as to provide a better insight into the role of
the parameter λ. In the limit λ ! 1, the density pertur-
bations η are small and the solutions to Eqs. (6) differ
insignificantly from the solutions with η = 0. For λ @ 1,
the beam–plasma instability evolves in a different way.
For example, the steady solutions ε(ς) to the coupled
equations (5) and (6) do not reach values ε ~ 1, which
correspond to the amplitude of the saturated instability
in a homogeneous plasma. This conclusion follows
from Eqs. (6), which show that the dimensionless devi-
ation η of the wave phase velocity from its resonant
value cannot be significantly larger than unity; if this is
not the case, then the instability is suppressed and no
longer causes η to increase: the right-hand sides of (5)
vanish. The fact that, in the limit λ @ 1, the dimension-
less wave amplitude is small compared to unity indi-
cates that the mechanism for suppressing the instability
is associated with the nonlinear nature of the plasma
rather than the beam electron motion.

The most important factor that governs the form of
the solutions is that, for λ ≥ 1, the steady solutions
become unstable and, at the exit from the system, the
amplitude of the microwaves becomes self-modulated
under the action of the ion acoustic waves, whose exci-
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tation is described by the source terms Σ and Φ. The ion
acoustic waves propagate in the direction opposite to
the propagation direction of the beam, thereby ensuring
internal distributed feedback. As a result, the system
under consideration starts to function as a generator of
LF waves.

Analytic estimates and numerical solutions to
Eqs. (5) and (6) show that an increase in λ above the
critical value gives rise to a regular LF self-modulation
of the plasma density on a characteristic spatial scale
equal to the length of the interaction region. Depending
on the value of the reflection coefficient q of the ends of
the system for an ion acoustic wave, the density pertur-
bations are either a running or a standing wave. Since
the microwave amplitude is maximum near the exit
from the interaction region, the peak in the longitudinal

P, arb. units

Ib, arb. units

1 2

3

Fig. 1. Qualitative dependence of the microwave power on
the beam current: (1) the restriction imposed by the nonlin-
ear nature of the plasma, (2) the restriction imposed by the
nonlinear character of the motion of the beam electrons, and
(3) the restriction on the generated microwave power
imposed by the combined action of these two mechanisms
for instability saturation.

P, arb. units

Ib, arb. units

1

2

Fig. 2. Dependence of the (1) peak and (2) average micro-
wave powers on the beam current. The profiles were
obtained by solving Eqs. (5) and (6) numerically.
profile of the source (Σ or Φ) of density perturbations is
closer to the exit end. Consequently, for small q values,
the observed waves propagate predominantly in the
direction opposite to the propagation direction of the
beam.

The main result of the analytic calculations can be
formulated as follows. As the parameter λ increases,
the mechanism for saturation of the beam–plasma
instability changes: the governing role is played by the
nonlinear nature of the plasma rather than the nonlinear
character of the motion of the beam electrons. The
plasma nonlinearity manifests itself in the dependence
of the plasma density on the amplitude of the generated
microwave.

In a hybrid structure, a key role in the LF plasma
dynamics is likely to be played by the microwave pon-
deromotive force. This hypothesis is supported by the
fact that, during the microwave generation by the beam,
the plasma density increases considerably (by a factor
of 1.5 to 2) from the entrance end to the exit end of the
system (see Section 4). For this reason, we modeled the
processes occurring in the slow-wave structure by solv-
ing Eqs. (5) without the source term Σ on the right-hand
side.

The higher the plasma density in the hybrid struc-
ture, the stronger the coupling between the beam and
the wave and, accordingly, the higher the instability
growth rate. Simultaneously, the wave phase velocity
becomes more sensitive to plasma density perturbations.
All of these factors act to increase the parameter λ. When
only the nonlinear nature of the motion of beam elec-
trons is taken into account, the saturation level of the
instability and the electron efficiency of a microwave
oscillator should increase with increasing plasma den-
sity. If we take into account only the nonlinear shift of
the wave phase velocity due to the plasma inhomogene-
ity, then the saturation amplitude and the generation
efficiency should fall off as the plasma density (the
parameter λ) increases. With allowance for both of
these saturation mechanisms, the power of the oscilla-
tor is governed by the smaller of the corresponding two
saturation amplitudes. The dependence of the micro-
wave power on the beam current is illustrated qualita-
tively in Fig. 1, which also shows the resulting depen-
dence obtained with both of the saturation mechanisms
taken into account. The LF self-modulation of the
plasma density acts to lower the mean power, which is
illustrated in Fig. 2 as a function of the beam current.
Note that, in a certain range of λ values, the peak micro-
wave power is higher than the power of microwaves
generated in a homogeneous plasma. This result stems
from the self-tuning of the wave phase velocity: as the
wave amplitude grows, the plasma density and, accord-
ingly, the wave phase velocity fall off, which allows the
wave to stay synchronized with the decelerated beam.
PLASMA PHYSICS REPORTS      Vol. 26      No. 12      2000
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3. EXPERIMENTAL DEVICE 
AND DIAGNOSTIC TECHNIQUES

Microwave generation was investigated in an exper-
imental device with a sequence of inductively coupled
resonators. The device was designed according to the
typical scheme of a beam–plasma oscillator in which
the hybrid plasma waveguide (HPW) is formed via
plasma production by an electron beam at a fixed pres-
sure in a slow-wave structure [12–14].

The device consists of the following main elements
(see Fig. 3): an electron gun (2) placed inside chamber
(1), which is evacuated to a pressure of 10–9 torr by a
turbomolecular pump; the working and auxiliary slow-
wave structures—a sequence of inductively coupled
resonators (4) with vacuum microwave feedthrough
windows (3) placed in the magnetic field produced by
solenoidal coils (10); diagnostic chambers (5); a cur-
rent collector (6); a pipe (9) for controlled gas puffing
into the slow-wave structure; and a power supply for an
electron gun (12) and a solenoid (11).

At an accelerating voltage of 1–40 kV, the electron
gun produces a beam with a current of 0.5–10 A in the
pulsed mode. The duration of a current pulse is 2 ms.
The cathode of the gun is a 10-mm-diameter disk made
of lanthanum hexaboride and heated by the electrons
from an auxiliary source. The anode of the gun is a
massive copper block with a 12-mm-diameter
120-mm-long electron channel. The anode is cooled by
running water. The gun is placed in the region where
the magnetic field produced by the solenoid is increas-
ing. At the location of the gun, the magnetic field is
weaker than at the axis of the slow-wave structure by a
factor of two. This makes it possible to squeeze the
electron beam so that its diameter in the slow-wave
structure attains 5 mm.

The slow-wave structures are surrounded by Bitter-
like solenoidal coils made of welded copper disks. The
coils are placed in a cylinder, which, together with the
outer surface of the slow-wave structure, composes a
chamber. A cooling agent is pumped through the cham-
ber in order to cool both the slow-wave structure and
solenoidal coils. At the axis of the slow-wave struc-
tures, the magnetic field can be maintained at a level of
1–3 kG.

The slow-wave structures have a 12-mm-diameter
channel through which the beam passes. The working
slow-wave structure, which is farther from the electron
gun (Fig. 3), was calculated so as to ensure conditions
for the interaction between a 25- to 40-keV electron
beam and the first forward fundamental mode of the
excited wave in the frequency band 2.4–4.7 GHz. The
length of the structure (60 cm) was chosen so as to
achieve the highest coefficient of the conversion of the
beam-electron energy (15–40 keV) into microwave
energy, with the nonlinear character of the electron
motion taken into account [15]. The end resonators are
matched to 72 × 34-mm rectangular waveguides
through the slits in the side surface. Can-like broadband
PLASMA PHYSICS REPORTS      Vol. 26      No. 12      2000
feedthrough windows with 2-mm-thick sapphire disks
are soldered into the waveguides. The windows are
designed so as to continuously transmit microwave
radiation with a power of up to 100 kW in the working
frequency band. The feedthrough windows make it
possible not only to output the excited microwaves but
also, if necessary (when we need to measure the plasma
density), to launch probing microwave signals at a fixed
frequency into the structure. The pressure gauges are
mounted on the waveguides near the slow-wave struc-
tures. The working gas (nitrogen, argon, or air) is
puffed into the matcher of the auxiliary slow-wave
structure (in front of the collector) through an auto-
matic leak. The pressure in the structure can be varied
from 10–5 to 10–7 torr at a fixed pressure of 10–8 torr in
the electron-gun chamber. Calorimeters for measuring
the microwave power are linked to all of the waveguide
sections of the slow-wave structures, which makes it
possible to continuously determine the mean power of
the microwaves generated during operation of the
device. The waveguide sections are also equipped with
detectors, the current signals from which are calibrated
with respect to the transmitted microwave power. This
allows us to detect temporal fluctuations of the gener-
ated microwave power and to determine the absolute
fluctuation amplitude. Part of the microwave power
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from the waveguide sections is transmitted to the scan-
ning analyzers of oscillation spectra with the working
frequency band 8 MHz–40 GHz. In the experiments,
the oscillation signals were recorded with the help of
high-speed oscillographs and a video camera and then
were stored in the memory of a computer. A Fourier
analysis of the stored signals makes it possible to com-
pare the averaged oscillation spectra with the “instanta-
neous” spectra (those recorded over short time inter-
vals). In experiments, special attention was paid to the
correlation between the parameters of the generated
microwaves and the perturbations of the plasma density
in a waveguide at fixed beam parameters.

In the HPW, the plasma density is measured by
2-mm-long double probes, which also allow the plasma
electron temperature to be estimated. The probes are
relatively insensitive to the degree to which the plasma
electrons are magnetized; in magnetic fields up to
3000 G, the plasma ions remain unmagnetized [16].
Double probes with an Alundum screen are made of
molybdenum wire 0.2 mm in diameter, the distance
between the probe wires being 2 mm. The probes are
installed on metal sylphons in two 15-mm-long diag-
nostic chambers on both sides of the working slow-
wave structure. The sylphons allow the probes to be
moved in the cross section of the transport channel of
the slow-wave structure without any deterioration of
the vacuum. The design of the 15-mm-long diagnostic
chambers also makes it possible to carry out measure-
ments with single and magnetic probes. Inserting the
diagnostic chambers results in insignificant dips in the
magnetic field profile between the waveguide sections.
Either a controlled constant voltage or sawtooth voltage
are applied to the probes. The signals from the probes
and their characteristics are recorded and then pro-
cessed by a computer. The available generators of saw-
tooth voltage make it possible to determine the plasma
parameters on a 10 µs time scale.

In order to measure the lowest plasma density,
below which the electron beam excites no oscillations,
the experimental device is equipped with an auxiliary
shorter slow-wave structure (closer to the electron gun),
which allows the propagation of the same mode as in
the working slow-wave structure. However, when the
auxiliary structure is filled with a plasma, the resonant
phase velocities in it are much lower than those in the
working structure.

4. MICROWAVE GENERATION 
BY AN ELECTRON BEAM IN AN HPW

1. Our investigations show that the dependence of
the averaged characteristics of the generated micro-
waves on the beam and plasma parameters is similar to
that observed in our previous experiments [12–14]. For
a fixed magnetic field and fixed electron beam energy,
the maximum microwave power is achieved at certain
magnitudes of the beam current and gas pressure in the
slow-wave structure. Thus, for our waveguide and for a
30-keV electron beam, the maximum microwave power
(41 kW) in the frequency band 3.5–4.7 GHz in the
slow-wave structure was achieved at a beam current of
3.5 A and a nitrogen pressure of 8 × 10–5 torr, the central
frequency being 4.3 GHz. Figures 4a and 4b show the
microwave power as a function of the beam current and
gas pressure in the slow-wave structure, respectively.
At the maximum power, the plasma density attains
1011–1012 cm–3 and the plasma electron temperature
amounts to 80–100 eV. In the initial parts of the curves
(at low pressures and currents), the electron tempera-
ture does not exceed 10–20 eV. According to theoreti-
cal calculations of the dispersion characteristic of the
waveguide, the beam excites the first mode of the
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Fig. 4. (a) Output microwave power vs. the gas pressure in the HPW at an accelerating voltage of 30 kV and (b) electron efficiency
vs. the beam current for a gas pressure of 8 × 10–5 mm Hg in the HPW at a fixed accelerating voltage.
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power in Fig. 4 is achieved and (e) at an average power of 25 kW after the maximum power is reached.
E-wave. It is seen that the curves in Fig. 4 are similar in
shape to those in Figs. 1 and 2.

Recorded current signals from a detector placed in
the waveguide show that, as the average microwave
power increases, the instantaneous value of the power
starts to vary in time.

Figure 5 shows representative waveforms of the
envelope of the microwave pulses generated at power
levels of 18, 20, 22, and 25 kW before the maximum
microwave power in Fig. 4 is achieved and at a power
level of 25 kW after the maximum power is reached.
The characteristic features of the generated pulses are
as follows: first, as the power increases, the spectrum
width increases from 3–5 MHz to 1 GHz and, second,
the power experiences sharp variations during the
beam-current pulse.

An analysis of the waveforms shows that there is a
pedestal on the pulse envelope and power spikes above
the pedestal. As the average power increases, the height
of the pedestal decreases, the spikes become narrower,
and their amplitude increases. After the maximum aver-
age power in Fig. 4 is achieved, the pedestal disappears
and the duration of microwave pulses decreases from
hundreds of microseconds to 0.5–1 µs. At certain time
intervals, the rate at which microwave pulses with a
PLASMA PHYSICS REPORTS      Vol. 26      No. 12      2000
nearly maximum power are generated can be as high as
1 MHz. When the average power approaches its maxi-
mum value (Fig. 4), the height of the power spikes
exceeds the height of the pedestal (which corresponds
to the measured average power) by a factor of 2 to 4.
The efficiency with which short microwave pulses are
generated during the beam-current pulse (i.e., the ratio
of microwave power to the beam power) can attain
90%. Note that, according to the theoretical predictions
made with allowance for the nonlinear character of the
motion of the beam electrons during the excitation of
waves in a homogeneous plasma (i.e., with taking into
account electron trapping by the excited waves), the
efficiency can be at most 30–35% [15]. The mechanism
for wave excitation can be explained only in terms of
the nonlinear plasma properties that ensure the self-tun-
ing of the phase velocity of the eigenmodes of the HPW
to the beam velocity, which changes during the beam–
plasma interaction. This conclusion is supported quali-
tatively by the observed characteristic features of the
spatial distribution of the plasma density during the
beam-current pulse.

2. The measurements of the plasma density from the
probe saturation current (the first probe is placed at the
entrance end and the second probe is placed at the exit
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end of the HPW) show that, at a power level of 5–7 kW,
the plasma electron density at the waveguide ends is
about 1010 cm–3. As the power increases, the plasma
electron density at the exit from the HPW increases to
1011 cm–3 (at a power of about 15 kW) and the plasma
electron density at the entrance to the HPW also
increases. Moreover, the plasma electron density at the
entrance to the HPW becomes higher than that at the
exit from the waveguide by a factor of 2 to 6. In the
region where the microwave generation is most intense,
the plasma density is lower. As a result, the plasma is
inhomogeneous along the waveguide. A further
increase in the power gives rise to a strong density mod-
ulation at frequencies of 15–200 kHz, the modulation
depth being 80–100%. This is clearly seen in Fig. 6a,
which shows waveforms of the plasma electron density
obtained with the first probe (curve 1) and the second
probe (curve 2) when the microwave power becomes
regularly modulated (the average power being of about
19 kW), and in Fig. 6c, which shows waveforms at a
higher power level (of about 21 kW). The characteristic
feature of the waveforms is that the density perturba-
tions recorded by the probes are in antiphase. This fea-
ture becomes especially pronounced if we look at the
fragments of the waveforms of plasma density pertur-
bations detected at higher sweep speeds of an oscillo-
PLASMA PHYSICS REPORTS      Vol. 26      No. 12      2000
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graph (Fig. 6b). The same feature is characteristic of
the density and power oscillations at the exit from the
waveguide (Fig. 7).

A comparison between the waveforms in Figs. 6a–6c
shows that, as the average microwave power increases,
the frequencies of plasma density perturbations change
during the beam-current pulse. Over the time interval
under consideration, oscillations were recorded in two
frequency bands: 0.2–0.7 and 0.03–0.1 MHz. The first
probe also recorded higher frequency (up to 4 MHz)
oscillations. The figures show that the frequency spec-
trum of the oscillations changes throughout the pulse:
oscillations in the first band are followed by oscillations
in the second band, and vice versa.

Figures 6d–6f show the cross-correlation function
K12(τ) for the plasma density perturbations recorded by
the second (f2) and first (f1) probes over the time interval
[–T, T], during which the plasma density is perturbed
predominantly at frequencies from one of the two
bands.

The cross-correlation function is defined as

where the angular brackets denote the averaged value
of a function.

We can see that the first peak in K12(τ) is always
shifted toward negative values of τ. This indicates that
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the density perturbations with complicated shapes
propagate from the exit end to the entrance end of the
waveguide and resemble a wave running at the velocity

where l is the distance between the probes and τ0 is the
time at which the cross-correlation function K12(τ)
reaches its first maximum value.

Knowing the propagation velocity of the plasma
density perturbations at fixed frequencies, we can esti-
mate the perturbation wavelength as

where f is the mean frequency of the perturbations.

This estimate gives λ ≈ 15–60 cm.

The frequency of slow magnetosonic waves can be
estimated from the measured plasma electron tempera-
ture and the mass of the ions of the gas from which the
plasma is produced. The estimated frequency is found
to lie in the range from 15 kHz to 0.3 MHz, i.e., in the
first frequency band over which oscillations were
recorded in our experiments.

For powers higher than 20 kW, the electron plasma
density also becomes perturbed at frequencies up to
several megahertz. In this case, the first probe records
perturbations at higher frequencies in comparison with
the second probe. Note that, at the beginning of the
beam-current pulse, the plasma density is modulated at

v
l
τ0
----,=

λ v f 1– l
τ0 f
--------,= =
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Fig. 8. Oscilloscope traces of the generated microwave pulses for each of the two halves of a 0.6-µs beam-current pulse, the sweep-
ing time being 600 ns.
a level of 10–20% and, at the end of the current pulse,
the modulation depth can amount to 100%.

Hence, the measurements of the plasma density per-
turbations with two probes positioned at the ends of the
HPW show that the plasma maintained by a beam–
plasma discharge in the waveguide is not only inhomo-
geneous along the waveguide but also unsteady. The
density perturbations look like the waves running from
the exit end to the entrance end of the waveguide.

3. Analyzing waveforms of the plasma density per-
turbations and microwave power during the beam-cur-
rent pulse, we revealed the following characteristic fea-
tures of the microwave generation.

First, note that the unsteady nature of the plasma
density results in unsteady microwave generation:
small perturbations of the beam current and/or plasma
pressure may significantly change the recorded wave-
forms. Our experimental results are highly sensitive to
the extent to which the slow-wave structure and the
diagnostic chambers embedded in the experimental
device are outgassed. The reproducibility of waveforms
is in a large measure governed by the level of the micro-
wave power recorded in the feeder lines at the exit from
the waveguide.

The main feature of microwave generation is that
the microwave power is governed by the plasma inho-
mogeneity in the HPW. The maximum power at the exit
from the waveguide is achieved when the plasma den-
sity decreases from the entrance end to the exit end
(Figs. 6, 7).

When the plasma density becomes modulated at fre-
quencies of 15–200 kHz, the pulses with the maximum
microwave power are recorded at the exit from the
waveguide only when the plasma density decreases at
the exit end and increases at the entrance end. The high-
density plasma moves toward the entrance end, through
which the electron beams are injected into the
waveguide. As the plasma leaves the waveguide, the
power level of the generated microwaves decreases.
When the ratio of the plasma density at the exit end to
that at the entrance end becomes approximately equal
to 0.1–0.2, the microwave power starts to increase
again.

The correlation between the generated microwave
pulses and the plasma density perturbations is main-
tained almost to the end of the beam-current pulse (to
the last several microseconds). The duration of micro-
wave pulses may be several times longer than the
period of the plasma density oscillations. This effect is
observed when the oscillations of the plasma density
and collector current at frequencies of 10–150 MHz are
present in the recorded spectra. If this is not the case,
the oscillations are quenched. In this spectral range, the
envelope of the generated microwave pulses is also
observed to experience oscillations. It is seen from the
oscilloscope traces of the microwave pulses shown in
Fig. 8 that oscillations at a frequency of 60 MHz appear
at the front of the pulse envelope. These oscillations
indicate that the end portion of the microwave pulse is
modulated at a level of 100%. The oscillation ampli-
tude decreases exponentially on a time scale equal to
two oscillation periods. The modulation period coin-
cides with the time required for a microwave signal to
pass through the feedback circuit (which is associated
with reflections from the ends of the slow-wave struc-
ture) and is close to the period of oscillations at fre-
quencies near the lower hybrid resonance. It cannot be
excluded that this circumstance is responsible for an
additional external perturbation that promotes the
effective growth of the lower hybrid waves. The wave-
length of the lower hybrid waves is close to the wave-
length of the generated microwaves, and the phase
velocity of lower hybrid waves may be as high as the
thermal velocity of the plasma electrons. These waves
can be absorbed by the plasma. Microwave energy is
converted to the energy of these waves and, then, to the
energy of the plasma electrons. This effect can lead to
PLASMA PHYSICS REPORTS      Vol. 26      No. 12      2000
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additional damping of the excited microwaves, in
which case the microwave generation conditions turn
out to be even less favorable than would follow from
the inhomogeneous and unsteady nature of the plasma.

After the maximum microwave power in Fig. 4 is
achieved, the correlation between the signals from the
probe currents breaks down and no correlation is
observed between the plasma density perturbations and
the generated microwave pulses, whose duration
amounts to 0.5–1 µs. The time intervals between the
generated pulses vary from 1 to 20 µs (Fig. 9). We can
suppose that microwaves are emitted from local spatial
regions whose length is much shorter than the
waveguide length; these plasma regions travel toward
the entrance end, through which the electron beams are
injected into the waveguide. Also, we cannot exclude
that such a periodic generation of microwaves is asso-
ciated with local microwave discharges at the surface of
the slow-wave structure.

5. CONCLUSION

The main result of our investigations can be formu-
lated as follows. The inhomogeneous and unsteady
nature of the LF plasma density perturbations plays an
important role in microwave generation and in the
transmission of the microwave power into the feeder
line of the HPW. The LF perturbations are driven by the
microwaves excited in the HPW by an electron beam.

The theory of beam–plasma interactions con-
structed with allowance for both the inverse effect of
the microwave ponderomotive force on the plasma and
additional gas ionization by microwaves correctly
describes the development of the beam–plasma insta-
bility [12–14].

The microwave ponderomotive force and additional
gas ionization give rise to LF ion oscillations (ion
acoustic waves, magnetosonic waves, etc.) having rise
times shorter than their half-period. The threshold
power (25 kW) above which the generation of micro-
waves becomes stochastic was obtained by solving
Eqs. (5) and (6) numerically. The accuracy with which
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the calculated threshold agrees with the experimentally
measured one (20–22 kW) is quite satisfactory.

Our investigations show that, as a result of the exci-
tation of high-power microwaves in the plasma created
by an electron beam during a beam–plasma discharge
in a slow-wave structure, the plasma density becomes
nonuniform along the waveguide and varies in time.
The microwave ponderomotive force drives the plasma
into motion; as a result, the plasma escapes from the
waveguide at the velocity of the LF ion waves. The
electrodynamic parameters of the HPW also change as
time elapses. Presumably, it is this circumstance that is
responsible for the self-tuning of the phase velocity of
the eigenmodes of the HPW to the time-varying beam
velocity over the entire path of the beam through the
waveguide during certain time intervals. As a result, the
efficiency at which the electron beam energy is con-
verted into microwave energy is high. Over these time
intervals, the electron efficiency of microwave genera-
tion can attain 80–90%.

Under the action of a microwave field on the plasma
in the HPW, the plasma density distribution is main-
tained in a steady state only over short time intervals.
For this reason, high-power microwaves are generated
in the form of short pulses. The plasma motion can be
neglected only when the duration of the beam-current
pulse is significantly shorter than the time scale on
which the plasma density evolves to a level at which the
hybrid waves of the waveguide become decoupled from
the beam. Otherwise, the duration of the generated
microwave pulse should be expected to decrease as the
electron beam power increases. The shortening of the
microwave pulse with increasing electron beam power
was first observed in our previous experiments with a
plasma maser [17, 18]. An increase in the power of a
0.5-µs electron beam by increasing the beam-electron
energy from 150 to 200 keV and the beam current from
12 to 15 kA was accompanied by the shortening of a
microwave pulse generated at a frequency of 12 GHz
from 0.5 to 0.05 µs and by an increase in the pulse
power from 60 to 300 MW. To achieve powers of 600–
800 MW requires pulses with a duration no longer than
0.02–0.03 µs. An important point here is that short
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microwave pulses were found to cause no erosion of the
resonator wall or the elements of the window that links
the resonator to the waveguide; luminous flames on
these elements—a characteristic feature of microwave
breakdown—also were not detected. On the other hand,
plasma ions were always observed to be ejected from
the system along the magnetic field [19].

We think that the continuous operation of high-
power microwave beam–plasma oscillators and ampli-
fiers can be made stable by creating a stable plasma
whose density should increase along the waveguide in
the direction opposite to the propagation direction of
the beam. One of the possible ways of resolving this
problem is to transfer part of the microwave power
extracted from the waveguide to its entrance end and to
operate with a magnetic field that is decreasing at the
entrance to the waveguide. Such nonuniform local
regions of the magnetic field can ensure the condition
for electron cyclotron absorption of waves in a fixed
frequency band [20]. This phenomenon can also be
used to create selective absorbers and microwave cou-
plers.

Controlling the length of the feedback circuit can
make it possible to eliminate an unfavorable nonlinear
coupling between the generated microwaves and oscil-
lations at frequencies near the lower hybrid resonance.

The atomic numbers of the atoms of the gas from
which the plasma is produced should be as large as pos-
sible. Another way is to continuously fill the slow-wave
structure by a plasma from an auxiliary source.

Since, in all of the beam–plasma devices under con-
sideration, the ions are observed to flow toward an elec-
tron gun, the cathode of the gun should be well pro-
tected from the ions or the device should be equipped
with an electron gun with a plasma emitter. Addition-
ally, the electron-gun chamber should be continuously
evacuated by vacuum pumps at a rate high enough to
maintain the pressure at the desired level [12, 13].

In our opinion, further research in this field should
include a detailed investigation of the mechanism for
spike-mode microwave generation and the mechanisms
that ensure a high efficiency of conversion of the elec-
tron beam energy into microwave energy in a spatially
inhomogeneous unsteady plasma. It is also necessary to
seek methods for suppressing LF ion waves in order to
achieve continuous generation of microwave electron
waves in high-power beam–plasma devices and to
develop and create slow-wave structures in which the
fields would be distributed so as to prevent the onset of
surface microwave discharges.
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Abstract—The nonlinear interaction of a relativistic electron beam with a plasma is investigated numerically
on the basis of the extended notions of the physical quantities that enter the linear dispersion relation. Extending
the notions of the wave frequency, wavenumber, and wave phase velocity to the nonlinear stage of an instability
makes it possible to analyze the evolution of the Cherenkov and plasma resonances and to study how they affect
the saturation of the wave amplitude. A model of the beam–plasma instability in which the growth rate is cal-
culated from the corresponding linear hydrodynamic formula on the basis of the results obtained using a numer-
ical kinetic model makes it possible to establish the applicability range of the hydrodynamic approximation for
beams with different energies. © 2000 MAIK “Nauka/Interperiodica”.
The beam–plasma instability is known to occur at
the intersection of the beam and plasma branches of
oscillations, when small Langmuir oscillations grow
exponentially with time [1–4]. The unstable mode sat-
urates when the beam breaks up into bunches [5–11].
During this process, the wave traps resonant electrons
and the electromagnetic field becomes modulated with
a period of about the reciprocal of the linear growth
rate. Since, in the region behind the first maximum of
the wave amplitude, there is (on average) essentially no
energy exchange between the beam and the wave over
the period of the nonlinear oscillations [11], the beam
energy is converted into the energy of the plasma wave
mainly in the initial (exponential) stage of the instabil-
ity. The relativistic increase in the electron mass lowers
the instability growth rate, and the energy density of
Langmuir oscillations becomes comparable to the
beam energy density [12, 13].

The most general way of investigating the nonlinear
interaction between an electron beam and a plasma is to
numerically integrate the kinetic equations for the
beam and plasma electrons along with the Maxwell
equations for the electromagnetic field. This approach
makes it possible to determine all of the physical
parameters of the beam–plasma system throughout the
nonlinear evolution of the beam and plasma. However,
in practice, the solution of a spatially periodic one-
dimensional problem is restricted to the investigation of
the time dependence of the energy of Langmuir oscilla-
tions and the construction of the phase diagram of a
beam [14, 15]. For this reason, most numerical studies
in this area are in fact aimed at refining the maximum
amplitude of oscillations in a plasma with a beam and
yield less informative results in comparison with those
obtained from linear theory.
1063-780X/00/2612- $20.00 © 21039
Our purpose here is to interpret numerical solutions
in more detail based on the extended notions of the
physical quantities that are contained in the linear dis-
persion relation. Clearly, this approach requires that the
wave frequency, wavenumber, and wave phase velocity
be generalized so that, in the limit of small-amplitude
perturbations, they coincide with those used in linear
theory. We analyze the beam–plasma instability using a
composite model in which the growth rate is calculated
from the corresponding linear hydrodynamic formula
on the basis of the results obtained from a numerical
kinetic model. This approach enables us to establish the
applicability range of the hydrodynamic approximation
for beams with different energies.

For small Langmuir oscillations of the form
~exp(ikx – iωt), the equations for a plasma with a
monoenergetic relativistic electron beam yield the fol-
lowing dispersion relation, which determines the
dependence of the frequency ω on the wavenumber k
[1–4]:

(1)

where  = 4πnpe2/m,  = (nb /np) , nb and np are
the beam and plasma densities, v0 is the initial beam

velocity, γ0 = (1 – /c2)–1/2, and vT is the thermal
velocity of the plasma electrons.

We assume that all of the physical parameters to be
calculated are periodic functions of the coordinate, the
period being equal to the wavelength λ = 2πv0/ω of the
resonant mode. For time-dependent quantities, we
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introduce the averaging operation

. (2)

The electric field E(t, x) and its space and time deriva-
tives are assumed to satisfy the Maxwell equations in
the electrostatic approximation [16]:

(3)

where nb, p and jb, p are the beam and plasma current
densities and ni is the plasma ion density. Taking into
account the fact that the ratios composed of the electric
field and its space and time derivatives have the dimen-
sionalities of length, time, and velocity, we define the
wave frequency, wavenumber, and wave phase velocity
in the nonlinear stage of the instability as

(4)

We eliminate the derivatives Ex and Et in (4) to obtain

(5)

These formulas imply that k(t), ω(t), and vph(t) depend
on the averaged moments of the beam and plasma dis-
tribution functions, which should be calculated by inte-
grating the self-consistent set of equations numerically.
The Langmuir frequencies of the beam and plasma
electrons and the beam velocity can be defined in a sim-
ilar manner:

(6)

We continue to draw an analogy with linear theory
and switch to the dimensionless variables

f t( ) f t x,( )〈 〉≡ 1
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--- f t x,( ) xd
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Then, we define the nonlinear dielectric function of a
plasma with a beam as

(7)

The dynamics of the instability of a beam–plasma
system was investigated numerically by solving the
Vlasov equations for the beam and plasma electrons by
a particle-in-cell method. Formula (7) makes it possible
to establish the limits of applicability of the linear dis-
persion relation ε[Ω(0), Κ(0)] = 0 in the nonlinear stage
of the instability. The positive values of the dielectric
function, ε(Ω, Κ) > 0, indicate that the beam–plasma
system has evolved into a nonlinear stage.

The electrons interact with the wave under the con-
ditions of the Cherenkov and plasma resonances. Non-
linear variations of the beam modulation frequency ΚV
and plasma frequency Ωp cause the beam and plasma
electrons to lose their synchronism with the wave; as a
result, the wave amplitude grows at a lower rate. The
role played by each of these effects in the nonlinear sat-
uration of the instability is described by the functions

(8)

in formula (7). The time evolutions of these functions
are illustrated by curves 1 and 2 in Fig. 1. Although the
parameters ΚV and Ωp correspond to the highly nonlin-
ear stage, the dielectric function ε(Ω, Κ) (curve 3)
changes only slightly as compared to the linear theory
up to the time at which the energy density of Langmuir
oscillations, W = 〈E2〉/4πnbmc2γ0 (curve 4), reaches its
maximum.

For a nonrelativistic beam (γ0 < 1.75), the field
amplitude saturates because of the deviation Rb of the
frequency of Langmuir oscillations from the Cheren-
kov resonance frequency. The higher the beam energy,
the larger the deviation Rp from the plasma resonance
frequency. For γ0 = 3, these deviations become compa-
rable in magnitude when the function W(γ0) reaches its
maximum [11]. For a higher energy beam, the plasma
resonance is destroyed earlier than the Cherenkov res-
onance, and the growth of the oscillation amplitude
slows because the wave properties of the plasma
change. However, our simulations show that, in the
energy range under consideration, the nonlinear satura-
tion of the field amplitude is always associated with the
separation of the beam into individual bunches.

The beam is unstable when its phase is synchro-
nized with the phase of Langmuir oscillations; the
phase synchronization condition holds for oscillations
with phase velocities Vph < V0. This conclusion, which

τ ω0t, ω0 ω 0( ).= =

ε Ω K,( ) Ω2 Ωp
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2
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Fig. 1. Nonlinear evolution of (1) the deviation Rb from the Cherenkov resonance frequency, (2) the deviation Rp from the plasma
resonance frequency, and (3) the dielectric function ε(Ω, Κ) of a plasma with a beam for different initial values of the relativistic
factor γ. Curves 4 illustrate the evolution of the energy density W of Langmuir oscillations.
was drawn from linear theory, is confirmed by our
numerical experiment, which, in particular, permits us
to follow the evolution of the beam velocity V and wave
phase velocity Vph in the nonlinear stage of the instabil-
ity. The numerical results obtained for beams of differ-
ent energies are displayed in Fig. 2. An analysis of the
results illustrated shows that, in the range γ0 ≤ 3, the
beam velocity decreases more rapidly than the wave
phase velocity and, in the range γ0 > 3, the situation is
the opposite. In the energy range γ0 ≈ 3, the conditions
for the beam–plasma interaction are optimum: the
phase resonance takes place throughout the nonlinear
stage of the instability [17].

According to Fig. 1, the dispersion relation
ε(Ω, Κ) ≈ 0 is valid up to the time at which the beam
breaks up into bunches and the “warm” correction to
the electron plasma frequency in formula (7) remains

small: /  ≈ 10–3. We thus conclude that, in the
first stage of the instability, the nonlinear relaxation of
the beam–plasma system is governed by the time evo-
lution of the linear growth rate. For a low-density beam
propagating in a cold (VT = 0) plasma, the dispersion
relation has the solution Ω = ΚV + ∆Ω , where the small

VT
2 V ph

2
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correction to the frequency, |∆Ω|/ΚV ! 1, satisfies the
equation

(9)

For fixed µ, the complex roots of (9) depend only on the
plasma dielectric function at the beam modulation fre-
quency ΚV.

In Fig. 3, curves 1 illustrate the behavior of the non-
linear plasma dielectric function

(10)

and curves 2 reflect time evolutions of the hydrody-
namic growth rate. The dotted curves 3 refer to the
growth rate obtained by numerical integration.

In our hybrid model of the beam–plasma instability,
the growth rate is calculated with the help of formula
(9) from linear theory on the basis of the results
obtained from the nonlinear numerical model. This
approach makes it possible to interpret the nonlinear
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Fig. 2. Nonlinear evolution of (1) the beam velocity V and (2) the wave phase velocity Vph for beams with different energies.
saturation of the oscillation amplitude as the evolution
of the hydrodynamic growth rate from its maximum

value δm = ( /2)µ1/3Ωp to the instability threshold

(11)

For a nonrelativistic beam, the plasma density can
be assumed to be linear, Ωp ≈ 1, and the nonlinear satu-
ration of the oscillation amplitude is governed by the
time evolution of the beam modulation frequency ΚV.
Numerical integration shows that, as Langmuir oscilla-
tions grow, the mean beam velocity V decreases and the
wavenumber Κ increases monotonically. The first
effect dominates in the initial stage of the instability,
when a significant fraction of the beam energy is
expended on the excitation of Langmuir oscillations.
Consequently, due to the increase in the amplitude of
the fastest growing mode, the plasma dielectric func-
tion becomes negative, ε(ΚV) < 0, in which case the

oscillations grow at a rate δ– ≈ Ωp. The
onset of the satellite modes that grow at low rates is
accompanied by the redistribution of the oscillation
energy among the modes in a narrow Langmuir wave
packet [14] and the increase in the effective wavenum-
ber Κ. Accordingly, the beam modulation frequency

3

δ+ 2µ( )1/3 1 ε KV( )
εc

----------------–
1/2

Ωp εc 3 2µ( )1/3.= =

2µ/ ε KV( )
ΚV, first, falls off to its minimum value and, then, starts
to increase. As the instability saturates, the dielectric
function ε(ΚV) becomes positive, in which case the
growth rate equals zero.

In the high-energy range γ0 ≈ 3–5, in which the non-
linear decrease in the Langmuir frequency of the
plasma electrons is already observed [10], Langmuir
oscillations also saturate in an essentially hydrody-
namic fashion. However, for γ0 = 6, the correlation
between hydrodynamic and kinetic (numerical) solu-
tions is found to worsen. According to our numerical
experiment, the dielectric function ε(ΚV) increases
monotonically and rapidly becomes positive, in which
case unstable Langmuir oscillations should saturate
nonlinearly by the time τ ≈ 100, at which the hydrody-
namic growth rate vanishes. However, the oscillations
continue to grow up to the time τ ≈ 150. An analysis of
the phase diagram of a beam shows that multiflow
motion already appears at τ ≈ 125; consequently, the
instability saturates after the beam has broken up into
bunches.

Hence, we have developed a numerical model in
which the key parameters in linear theory—the wave
frequency, wavenumber, and wave phase velocity—are
extended to the nonlinear stage of the instability and are
PLASMA PHYSICS REPORTS      Vol. 26      No. 12      2000
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refer to the numerically calculated growth rate δ(τ)/δm = (2τ)–1ln(W/W0).

R̃

used, together with the field energy density, as the glo-
bal parameters of an unstable beam–plasma system.

We have shown that the beam energy is converted
into the energy of Langmuir oscillations and the mean
beam velocity decreases. The averaged (over the spatial
period of the Langmuir wave) frequency of the fastest
growing mode oscillates around the initial Langmuir
frequency Ω ≈ 1 of the plasma electrons. Consequently,
when the Langmuir wave spectrum shifts toward
shorter wavelengths (Κ > 1), the wave phase velocity in
the nonlinear stage of the instability decreases. The
asynchronous nature of these processes is the reason
for the saturation of unstable Langmuir oscillations in a
plasma with a nonrelativistic beam.

In the case of relativistic beams, the oscillation
energy density is higher, the plasma density is modu-
lated, and the Langmuir frequency averaged over the
spatial period is lower. The last effect destroys the
plasma resonance, thereby limiting the ability of the
plasma to serve as a resonant waveguide structure for
high-energy electron beams.

During nonlinear relaxation, the beam and plasma
parameters under consideration change. However, the
physical state of a beam–plasma system depends on the
PLASMA PHYSICS REPORTS      Vol. 26      No. 12      2000
particular combination of these parameters that enters

the plasma dielectric function: ε(0) = 1 – /k2 . The
instability saturates nonlinearly when the dielectric
function, which is initially equal to ε(0) = –µ1/3, starts
to increase and becomes positive, ε(t) > 0. In the case
nb/np = 1/64, which we have analyzed above, the time
scale on which the instability saturates depends on the
beam energy. For γ0 ≈ 3 (when the ratio of the energy
density of Langmuir oscillations to the beam energy
density is maximum), this time is the longest.
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Abstract—The possibility of using a Hall-current accelerator to extract ions from a partially ionized plasma
produced by selective laser isotope photoionization of atomic vapor is examined. A mechanism for ion accel-
eration is investigated using one-dimensional time-dependent equations of two-fluid magnetohydrodynamics.
The current cutoff due to the ion space charge is prevented by electron emission. It is shown that, at an accel-
erating voltage of 25–50 V and emission current density of several mA/cm2, the ion component is accelerated
throughout the entire plasma volume up to a velocity of ~105 cm/s in a few microseconds. The influence of res-
onant charge exchange and secondary ionization by electrons on both the acceleration dynamics and selectivity
degradation is taken into account. It is shown that the Hall-current extractor allows one to avoid selectivity
degradation even when the plasma size exceeds the charge-exchange mean free path by one order of magnitude.
© 2000 MAIK “Nauka/Interperiodica”.
† 1. INTRODUCTION
In recent years, an isotope separation technique

based on atomic vapor laser isotope separation
(AVLIS) has attracted considerable interest [1]. The
method is based on the line shift in the electronic
absorption spectra of atoms or molecules of different
isotopes (isotope shift). The physics of the method lies
in the selective photoionization of the atoms of an iso-
tope to be separated out, which changes their properties
with respect to the action of external factors (e.g., elec-
tric or magnetic fields). The separation technology
involves the formation of a free molecular flow of the
vapor of a substance to be separated through the irradi-
ation zone, ionization of the atoms of a desired isotope
with laser radiation, and extraction of the ions from the
produced plasma.

The selectivity of laser ionization is very high (the
degree of ionization of the desired isotope can be three
to five orders higher than that of other isotopes), but it
is difficult to maintain such a high selectivity in the
stage of ion extraction. Thus, resonant charge exchange
of the produced ions with the atoms of other isotopes or
ionization of atoms by electrons decreases the selectiv-
ity of the method. In order to avoid the sputtering of the
collector material and generation of secondary charged
particles, the ions of the desired isotope should not
acquire too much energy. Therefore, the problem of
extraction is to efficiently pick up ions from the atomic
flow without significant selectivity degradation.

To specify the problem, we describe the typical con-
ditions of ion extraction. The atoms pass through the
irradiation zone (which is generally a cylinder of sev-
eral meters in length and 2–4 cm in diameter) with a

† Deceased.
1063-780X/00/2612- $20.00 © 1045
velocity of (0.4–1) × 105 cm/s. The density of atoms in
the irradiation zone is 1013–1014 cm–3. Since the con-
centration of the isotope to be separated out usually
ranges within 0.1–10%, the density of the ions in the
plasma column ranges from 1010 to 1012 cm–3. Resonant
charge exchange, whose cross section can be very high
(e.g., ~3 × 10–14 cm2 for ytterbium), is the most danger-
ous process leading to selectivity degradation. For an
atom density of 1014 cm–3, the ion mean free path is
3 mm, which is one order of magnitude less than the
characteristic diameter of the laser plasma. Under these
conditions, it is necessary to either decrease the vapor
density (thus reducing the capacity of an isotope sepa-
rator) or accelerate the ions with a short pulse over the
charge-exchange mean free path. In the latter case, the
charge exchange between the accelerated ion and a
neutral atom does not deteriorate the separation factor
because it is not accompanied by momentum transfer.
Therefore, the resulting fast neutral atom of the desired
isotope will continue its motion toward the collector,
whereas the newborn ion of the waste isotope will keep
moving with the atomic beam. Note that this method
requires simultaneous acceleration of the ions through-
out the entire plasma volume.

The key role of the extraction problem was under-
stood as soon as the AVLIS technique was proposed for
industrial separation of uranium isotopes. A number of
extraction methods were examined (most of them were
proposed between 1973 and 1976). The most complete
review of these methods is given in [1, 2]. It is notewor-
thy that one of the first methods was described in a
patent by Janes [3], who proposed to use the Hall-cur-
rent accelerator to extract ions. However, due to the
specific patent language and the lack of a clear physical
2000 MAIK “Nauka/Interperiodica”
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picture of the process, there were no publications
devoted to the investigation of such an extractor. Note
that, although Hall-current plasma accelerators have
been known for a long time and are still used, e.g., in
plasma thrusters, extraction conditions in a laser iso-
tope separation system impose specific limitations on
the acceleration regime and it is not immediately clear
whether the Hall-current accelerator matches these lim-
itations. In this paper, we will show that the Hall-cur-
rent accelerator meets all the requirements and holds
promise for use in laser isotope separation systems.

In order to clarify the advantages of the Hall-current
extractor, we briefly consider both the process of ion
extraction from an unmagnetized plasma under the
action of an electric field and the applicability limits of
this method. Note that, due to its simplicity, this type of
electrostatic extractor (EE) is widely used [4–6]. The
ions in the EE are accelerated by the electric field cre-
ated by applying a voltage of 0.1–1 kV to a plasma-
filled gap. Because of the fast charge separation occur-
ring on a time scale of about the period of electron
plasma oscillations, the electric field is shielded in the
bulk of the plasma and only acts on the ions inside a
thin sheath with a thickness on the order of
(U0/4πen0)1/2. Under these conditions, the ion current is
limited by the ion space charge and is only determined
by ambipolar diffusion, which depends on the electron
temperature, the characteristic current velocity being
v = (2kTe/M)1/2 [5]. As a result, the extraction time sub-
stantially exceeds that recorded in the absence of a vol-
ume charge. Thus, for an extractor with the interelec-
trode spacing d = 2.75 cm, applied voltage U0 = 300 V,
ion density ni = 1010 cm–3, and electron temperature
Te = 1 eV, the calculated extraction time is 66 µs [5].
This time is too long to achieve high selectivity
because, for an atom density of 1014 cm–3, the charge
exchange time is several microseconds. The extraction
time can be reduced by heating the electron component
(e.g., by an RF electric field [6]). However, an analysis
of the data available in the literature shows that this
method does not provide a sufficiently short extraction

Bz Bz
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Y

Cathode Anode

Electrons

Plasma

Electrons

Cathode

Fig.1. Schematic of a Hall-current extractor.
time. Thus, although the electrostatic method of extrac-
tion is easy to realize, it does not allow uniform ion
acceleration throughout the entire plasma volume and
may be applied only to a highly rarefied plasma or if a
high separation factor is not required.

The above disadvantages of the EE can be elimi-
nated if the ions are accelerated in the electric field
directed perpendicular to the magnetic field such that
the electrons are magnetized and the ions move freely.
In order for this to take place, the condition re ! d < ri

must be satisfied, where re and ri are the Larmor radii of
electrons and ions, respectively. In this case, the elec-
trons do not move along the electric field but drift in the
E × B direction with the velocity cE/B, thus producing
the Hall current. If this current is closed, then the
charges cannot be separated during the characteristic
time of the electron motion (on the order of the period
of electron plasma oscillations) and the electric field
penetrates into the magnetized plasma. Therefore, the
magnetic field acts as if it makes the electrons heavier,
thus increasing the time interval during which the elec-
tric field is not shielded due to charge separation.
Within this time interval, the electric field freely pene-
trates into the plasma and accelerates the ions through-
out the entire plasma volume. The acceleration termi-
nates only when the ion space-charge sheath is formed
near the cathode. To prevent charge separation, we pro-
pose to emit electrons from the cathode. Calculations
show that, even when the plasma is weakly magnetized
(the Hall factor is 10–20), a low electron emission cur-
rent can substantially compensate for the ion space
charge. However, the emitted electrons may cause addi-
tional nonselective ionization of atoms and decrease
the separation factor. Both acceleration and secondary
ionization depend strongly on the plasma and neutral-
atom densities and on the electric and magnetic fields.
This makes it necessary to numerically simulate the
Hall-current extractor in order to optimize the extrac-
tion regime.

In this paper, we consider the above method of ion
extraction within a one-dimensional model and demon-
strate its feasibility. A schematic of the extractor is
shown in Fig. 1. The cathode and anode are plates sep-
arated by 1–2 cm. The electrode dimensions are about
10 cm along the z-axis and 1 m along the y-axis. The
laser beam ionizing the atomic vapor is directed along
the y-axis. The free molecular flow of the atomic vapor
is directed along the z-axis, and the Hall current is
closed around the anode along the y-axis.

The paper is organized as follows. In Section 1, we
describe the mathematical model of extraction. In Sec-
tion 2, we study the dynamics of extraction without tak-
ing plasma kinetics into consideration. Finally, in Sec-
tion 3, we consider the full picture of the extraction pro-
cess taking into account charge exchange, secondary
ionization of neutral atoms by electrons, and the influ-
ence of these processes on the plasma dynamics.
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2. MATHEMATICAL MODEL 
OF THE EXTRACTION

To validate the model used, we specify the charac-
teristic parameters of the problem. The neutral atom
density is assumed to be N0 = 1014 cm–3. We consider a
quasineutral plasma consisting of electrons and ions of
heavy elements of mass ~200 amu. The initial plasma
density is ni = ne = 1011 cm–3. Further, we also consider
the cases where the initial plasma density is one order
of magnitude lower or higher. The plasma is produced
in an external magnetic field. The initial temperatures
of both the electron and ion components are 0.1 eV. The
electric field is directed along the x-axis, and the mag-
netic field is directed along the z-axis. The anode is at
the origin of coordinates, and the cathode is at a dis-
tance of L = 2 cm from the anode. According to the
adopted one-dimensional model, the plasma is
unbounded in the directions perpendicular to the x-axis.
The inherent magnetic field of the plasma current is
neglected. The one-dimensional approach is justified
by the fact that the plasma moves freely along the z-axis
and this motion is independent of motion along the
x-axis. The characteristic scale length along the y-axis
exceeds the interelectrode spacing by two orders of
magnitude; hence, motion along the y-axis can be
neglected. We plan to consider the effects related to the
closing of the Hall current along the y-axis in a subse-
quent study within a two-dimensional model.

The following kinetic parameters correspond to the
above initial values. The electron plasma frequency is
ωLe = 1.5 × 1010 s–1, the ion plasma frequency is ωLi =
3 × 107 s–1, the electron–ion collision frequency is νei =
7 × 107 s–1, the Debye radius is rd = 10–3 cm, and the
electron–atom collision frequency at Te = 0.1 eV is
νea = 1.5 × 106 s–1. The electron mean free path is lei =
vTe/νei = 0.25 cm, which is much less than the interelec-
trode spacing. The minimum and maximum values of
the magnetic field can be evaluated from the conditions
for ions to be unmagnetized and for electrons to be
magnetized. The first of these conditions leads to the
inequality vi/ωi > d, from which we obtain B < 300 G.
The minimum value of the magnetic field is to be
derived from the comparison of the electron gyroradius
with the interelectrode spacing: mec2E/eB2 < d. For the
electric field Ex = 50 V/cm (at the anode potential ϕ =
100 V), we obtain B > 10 G. At B0 = 100 G, the electron
and ion cyclotron frequencies are ωe = 1.7 × 109 s–1 and
ωi = 6 × 103 s–1, respectively, and the Hall parameter is
ωeτ = 30, where 1/τ stands for the total electron colli-
sion frequency, which is defined as 1/τ = νei + νea (here,
νei and νea are the electron–ion and electron–atom col-
lision frequencies, respectively).

The plasma dynamics was simulated by using a sys-
tem of one-dimensional time-dependent equations of
two-fluid magnetohydrodynamics. The hydrodynamic
approach is justified by the fact that the electrons are
PLASMA PHYSICS REPORTS      Vol. 26      No. 12      2000
magnetized (i.e., the Debye radius is much less than the
electron Larmor radius) and that the electron mean free
path is small compared to the extractor interelectrode
spacing. Both of these conditions are met at the initial
instant. In the course of extraction, the electron temper-
ature grows and the plasma can become collisionless.
Nevertheless, even in this case, the electrons can be
described within the hydrodynamic model because
they remain magnetized in the plane perpendicular to
the magnetic field. The hydrodynamic approach also
applies to ions because their temperature is low. The
magnetization conditions are violated near the elec-
trodes. Strictly speaking, the hydrodynamic approxi-
mation is not valid there; however, the sheath thickness
is so small that it insignificantly affects the dynamics of
extraction. The boundary conditions are derived from
the balance of unidirectional particle flows, ignoring
the magnetic field and assuming the distribution func-
tion to be close to Maxwellian.

The plasma was described by a system of MHD
equations in Eulerian coordinates:

(1)

(2)

(3)

(4)

(5)

(6)

(7)

(8)

Here, subscripts i and e stand for ions and electrons,
respectively; subscripts A and B refer to the selectively
produced ions of an isotope to be separated out and the
ions originating due to electron-impact ionization and
charge exchange; νAB = viσABN0 is the charge exchange
rate, where σAB = 3 × 10–14 cm2 is the charge-exchange
cross section; ν0 is the rate at which the electron energy
is transferred to the neutrals in excited states; νi is the
rate of ionization of an atom by electron impact [7]; I is
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the atom ionization energy; ∆E is the atom excitation
energy; jx is the density of the transverse electron cur-

rent; χ⊥  = (nTe/mνei)/(ωeτ)2 is the transverse electron

thermal conductivity; σ⊥  = (ne2τ/m)/(ωeτ)2 is the trans-
verse electron conductivity; and τ = 1/(νei + νea) is the
electron mean free time.

In the equations of motion of the ion species A (2)
and B (8), the friction between ions and neutrals is
ignored because the corresponding collision frequen-
cies are less than 104 s–1 and, hence, the collision times
are longer than the characteristic time of the process,
which is ~10–5 s.

The continuity equation (3) for electrons accounts
for the secondary ionization of neutral atoms by elec-
trons. The ionization rate is νi = 〈veσi〉N0, where σi is
the ionization cross section, N0 is the neutral atom den-
sity, and ve is the electron thermal velocity.

In the equation of inertia-free electron motion (4),
the Hall component of the electron velocity vy is
expressed through vx using the equation of electron
motion along the y-axis: e/c(vexBz) – mevey/τ = 0.

The continuity equation for ions incorporates the
loss of primary ions of species A in the charge-
exchange reactions. The production of B ions in the
ionization and charge-exchange reactions is described
the right-hand side of the continuity equation for the
ions of species B. Equation (6) accounts for the change
in the electron temperature due to heat conduction,
Joule heating, plasma expansion, and inelastic colli-
sions of electrons with atoms (including ionization).

The initial conditions are as follows: ni(x, 0) =
ne(x, 0) = 1011 cm–3, vi(x, 0) = ve(x, 0) = 0, niB(x, 0) = 0,
viB(x, 0) = 0, Ti(x, 0) = Te(x, 0) = 0.1 eV, and Ex(x, 0) =
ϕ0/L. The boundary conditions are as follows: ϕ(0, t) =
ϕ0, ϕ(L, t) = 0, and Te(0, t) = Te(L, t) = 0.1 eV. The
boundary conditions for the particle flows at the anode
or the cathode depend on the sign of the potential jump
∆ϕ at the corresponding electrode. Thus, at ∆ϕ > 0, the
plasma electrons freely arrive at the anode, whereas the
ion flow is limited by the Boltzmann exponential factor.
In contrast, at ∆ϕ < 0, the ions freely arrive at the anode,
whereas the electrons have to overcome the potential
barrier. The boundary conditions at the cathode are set
in a similar way. The electron flow at the cathode is the
sum of the two oppositely directed flows, namely, the
electron flow from the plasma and the emission flow.
Correspondingly, depending on the sign of ∆ϕ, one of
these flows freely passes the cathode region, whereas
the other is limited by a Boltzmann exponential factor.

Therefore, the boundary conditions at the anode are
set as follows:

je0 = –0.25ne(0)ve(0) for ∆ϕ ≥ 0,

ji0 = −0.25ni(0)vi(0)exp(−e∆ϕ/kTa) for ∆ϕ ≥ 0,

5
2
---
je0 = –0.25ne(0)ve(0)exp(e∆ϕ/kTea) for ∆ϕ ≤ 0, 
ji0 = −0.25ni(0)vi(0) for ∆ϕ ≤ 0.

The boundary conditions at the cathode are set as
follows:

je0 = Jem/e – 0.25ne(L)ve(L)exp(–e∆ϕ/kTec) for ∆ϕ ≥ 0,
ji0 = −0.25ni(L)vi(L) for ∆ϕ ≥ 0,

je0 = Jem/eexp(e∆ϕ/kTec) + 0.25ne(L)ve(L) for ∆ϕ ≤ 0, 
ji0 = 0.25ni(L)vi(L)exp(e∆ϕ/kTc) for ∆ϕ ≤ 0.

The boundary emission current from the cathode is
set as Jem = ne0vTe/(ωeτ). Here, Tea and Tec are the elec-
tron temperatures near the anode and cathode, respec-
tively; Ta and Tc are the anode and cathode tempera-
tures, which are assumed to coincide with the ion tem-
peratures near the anode and cathode; ve(0) and ve(L)
are the electron thermal velocities near the anode and cath-
ode; vi(0) and vi(L) are the ion velocities near the anode
and the cathode; and ne(0), ne(L), ni(0), and ni(L) are the
densities of electrons and ions near the anode and
cathode.

3. IDEALIZED MODEL OF THE EXTRACTOR
First, we consider the feasibility of ion extraction

from a magnetized plasma. To this end, we fix the tem-
perature of the plasma electrons at the initial value.
Then, the plasma mainly undergoes the action of elec-
tric forces. Secondary ionization and charge exchange
are ignored. Thus, we solve the system of Eqs. (1)–(5),
with the right-hand sides of Eqs. (1) and (3) being equal
to zero. The Hall parameter and the accelerating volt-
age were taken equal to 10 (B = 33 G) and 50 V, respec-
tively.

The results of numerical simulation are presented in
Figs. 2 and 3. Here, mean ion mass velocity 〈vi(t)〉 =
{ (x, t)ni(x, t)dx}/{ (x, t)dx} is introduced to

determine the volume-averaged parameters of ion
acceleration. The acceleration dynamics appears as fol-
lows. Initially, the electric field penetrates freely into
the plasma. As the plasma electrons move toward the
anode, a self-consistent emission current from the cath-
ode arises, which compensates for the cathode potential
drop caused by the ion space charge. The ions keep
accelerating so that the ion current progressively
increases (Fig. 2). As the ions propagate toward the
cathode, an anode potential drop caused by the electron
space charge arises, which shields the external electric
field. When the densities of the ion current to the cath-
ode and the electron current to the anode become equal
to each other, the electric field inside the plasma drops
to zero (Fig. 3, t = 1.8 µs). By that time, the ions
throughout the entire plasma volume acquire a maxi-
mum velocity of 1.2 × 105 m/s (Fig. 2). Since the field
inside the plasma is close to zero and the ion velocities
in the bulk of the plasma substantially exceed the elec-
tron velocities, the motion of the plasma particles takes
the form of ambipolar diffusion of ions and magnetized

v i∫ ni∫
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electrons. The plasma ions drag the electrons via the
ambipolar field, and the quasineutral plasma as a whole
moves by inertia toward the cathode. In this stage, the
ions are partially decelerated by the magnetized elec-
trons; however, due to the large momentum of the
plasma ion component, almost all of the ions leave the
discharge gap (80% in 15 µs). An increase in the mag-
netic field up to 70 G leads to an increase in the decel-
erating effect of the magnetized electrons; as a result, in
a time of 15 µs, slightly more than 50% of ions are
extracted.

To derive analytical relationships between the
parameters of the process and estimate the required
field values, we interpret the obtained results taking
into account the extraction phenomenology.

First of all, we estimate the time during which the
electric field penetrates into the plasma with magne-
tized electrons. This enables us to determine the opti-
mum values of the interelectrode voltage and magnetic
field. Obviously, if the electrons are not magnetized,
the electric field is shielded in a fraction of a nanosec-
ond and the ions have no time to acquire any significant
velocity toward a cathode. Alternatively, if the electrons
are overmagnetized, their mobility is lower than that of
ions and they decelerate the ions moving toward the
cathode. Hence, the electron mobility should be
slightly above the ion mobility so that the electron ini-
tial velocity is higher than the velocity acquired by the
ions during acceleration (~105 cm/s). Ignoring the pres-
sure term in the equation of electron motion, we obtain
vxe = eE/mω2τ, from which we can determine the val-
ues of ωeτ, B, and U0 at which the electron initial veloc-
ity is ~106 cm/s. For U0 = 100 V, we have ωeτ = 30 and
B = 100 G and, for U0 = 50 V, we have ωeτ = 20 and B =
70 G. These values of ωeτ and B are obtained for an ini-
tial plasma density of 1011 cm–3. Note that the initial
electron velocity ~106 cm/s corresponds to reasonable
values of the emission current (about 15 mA/cm2). For
an initial plasma density of 1012 cm–3, the above values
are as follows: for U0 = 100 V, we have ωeτ = 10 and B =
300 G and, for U0 = 50 V, we have ωeτ = 7 and B = 200 G.

To estimate the shielding time, we write the expres-
sion for the electric field in the bulk of the interelec-
trode volume (except the anode sheath):

(9)

Here, λ is the length of the anode sheath; d is the inter-
electrode spacing, which coincides with the length of
the main interelectrode region under the assumption
that the anode sheath length is negligibly small (λ ! d);
ne is the electron density in the anode sheath; and E0 =
U0/d is the initial electric field in the plasma. Now, we
assume that the electric field in the plasma decreases
linearly with time:

(10)

E E0 2πeneλ
2/d .–=

E t( ) E0 1 t/t0–( ),=
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where t0 is the shielding time.
We determine the λ value by integrating from 0 to t0

the ion velocity in the linearly decreasing electric field:

(11)

The average electron density ne in the anode sheath
can be obtained from the balance between the ion flux
in the interelectrode region and the electron flux from
the anode sheath toward the anode:

(12)

Both the anode sheath length λ0 at which the electric
field between the electrodes is completely shielded and
the shielding time t0 can be determined from expres-
sions (9)–(12), in which ni0 is set to be equal to the initial

λ eE0t0
2/3M.=

ni0eE0t0/2M neeE0d/mλωe
2τ .=
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Fig. 2. Extraction dynamics in a cold plasma (Te = 0.1 eV):

(1) the number of ions (in units of ×1011 cm–2) and (2) the
mean ion mass velocity (in units of ×105 cm/s) for the Hall
parameter ωeτ = 10, U0 = 50 V, N0 = 1014 cm–3, ni0 =

1011 cm–3, and B = 33 G.

Fig. 3. Potential profiles in a cold plasma (Te = 0.1 eV) at
different times for the same conditions as in Fig. 2.
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plasma density and it is assumed that τ = 1/νea because,
in the anode sheath, νei . 0. For the shielding time,
which is one of the most important parameters of the

extractor, we obtain  = 27/π(M/e)4(d2/U0)2/ni0mω2τ.

Therefore, the shielding time depends on the mag-

netic field as t02 = t01( / )1/7. In the above numerical
solution for a cold plasma, the shielding time is 1.8 µs
at B = 35 G. According to our estimate, for B = 70 G,
with other parameters kept constant, this time should be
1.33 µs. Numerical simulations in this case give t0 =
1.44 µs. Analogously, for B = 100 and 140 G, numerical
simulations yield 1 and 0.8 µs, whereas the estimate
gives 1.17 and 1 µs, respectively. Thus, the estimate
provides the right dependence of the shielding time on
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Fig. 4. Extraction dynamics with plasma heating and cool-
ing taken into account: (1) the number of ions (in units of
×1011 cm–2), (2) the mean ion mass velocity (in units of
×105 cm/s), and (3) the mean electron temperature (eV) for
the same conditions as in Fig. 2, except for the voltage U0,
which is cut off at t = 3 µs.

Fig. 5. Potential profiles at different times for the same con-
ditions as in Fig. 4.
the magnetic field. The dependence of the shielding
time on the interelectrode voltage is the same. For U0 =
100 V and B = 35 G, our estimate yields t0 = 1.33 µs,
whereas numerical simulations yield 1.4 µs. For U0 =
25 V, we have 1.9 and 2 µs, respectively.

From expressions (9)–(12), we obtain the anode
sheath length at which the electric field in the inter-
electrode region is completely shielded: λ0 =

U0/d(27/π)2/7(M/e)1/7 × (d4/(ni0mω2τ ))2/7.

The value of λ0 depends on the magnetic field as

λ02 = λ01( / )2/7. Numerical simulations for B =
35 G and U0 = 50 V yield λ0 = 1.7 mm, whereas for
B = 70 G, we have λ0 = 1.1 mm. According to the esti-
mate, if we set λ0 equal to 1.7 mm for B = 35 G, then,
from the dependence of λ0 on B, we obtain λ0 =
1.15 mm for B = 70 G.

The dependence of λ0 on U0 has the form λ01 =
λ02(U01/U02)3/7, which is also confirmed by the numeri-
cal results. Thus, the simple ideas underlying relation-
ship (10) lead to a good agreement with the numerical
results and can be used to estimate the parameters of the
process.

The above estimates are obtained under the assump-
tion that the plasma is cold, so that the electric force
exceeds the electron pressure, which is true at the initial
temperature of 0.1 eV. At higher temperatures, the pres-
sure effect leads to an increase in the shielding time (by
a factor of 1.5–2). Nevertheless, the main tendencies in
the dependences of the shielding time on B and U0 are
retained. For the given ion velocity in the extractor and
the necessary shielding time, we can find the optimum
values of the extractor parameters U0 and B.

Now, we consider the effect of electron heating on
the extraction dynamics. The plasma electrons are
heated due to the current flowing through the discharge
gap and cooled due to inelastic collisions with neutrals
[see Eq. (6)]. Since the rate of plasma cooling due to
inelastic collisions depends strongly on the gas species,
numerical simulations were performed for ytterbium
vapor (the scheme and technique for selective photo-
ionization of ytterbium isotopes are fairly developed
[8]).

The cross section and excitation rate 〈vσ〉 for the
transition with energy ∆E were evaluated using the for-
mula proposed in [7]. For ytterbium, the main contribu-
tion to excitation comes from inelastic collisions that
excite an atom from the ground state 61S0 to the 61P1

and 71P1 states with energies of 3.1 and 5.02 eV, respec-
tively. For example, at Te = 10 eV, these cross sections
are equal to 6 × 10–16 and 1.1 × 10–16 cm2, respectively.
The power carried away by one electron is equal to
vTeσNa∆E, where σ is the total cross section of inelastic
collisions with atoms. In order to take into account
inelastic losses of the electron energy during the extrac-
tion, we add to the right-hand side of Eq. (6) the term

U0
2

B2
2 B1

2
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Pne, which describes the power density of inelastic
losses. The ion and neutral densities were taken to be
1011 and 1014 cm–3, respectively; the latter density was
sufficiently high to regard the neutrals as an unlimited
energy reservoir. The initial value of the Hall factor was
set equal to 10 (B = 35 G), keeping in mind that the
magnetization factor increases with the electron tem-
perature. The applied voltage was 50 V. To lower the
energy input into the plasma, the electric field was
switched off after a time of 3 µs, which, according to
numerical simulations, is the shielding time for the
given parameters. To characterize the plasma heating,
we introduced the mean electron temperature 〈Te(t)〉  =
{ (x, t)ρe(x, t)dx}/{ (x, t)dx}, where ρe = mene

is the electron mass density.

The results of numerical simulations are presented
in Figs. 4–6. The dynamics of the extraction process is
shown in Fig. 4. It is seen that, in the initial stage, the
plasma is accelerated and, for 3 µs, the ions acquire a
velocity of 3.5 × 105 cm/s directed to the cathode. In this
stage, the emission current with a density of 5 mA/cm2

flows through the plasma and heats it for ~1 µs up to a
temperature of 5 eV at the peak of the current. As the
electric field in the plasma decreases, the temperature
rapidly drops to about 1 eV and the electron pressure at
the boundary between the anode sheath and the plasma
begins to play an important role. As the temperature
increases, the electron–ion collision frequency νei

decreases, thus increasing the electron magnetization
factor. Simultaneously, the frequency of electron–neu-
tral elastic collisions increases (at Te = 1 eV, we have
νei = νea). In this case, the electron–neutral collisions
decrease the magnetization of the electrons, limiting
the magnetization factor at Te ≥ 1 eV. Figure 5 presents
the profile of the potential in the plasma at different
times from 0.5 to 4 µs. It is seen that the dynamics of
the potential is similar to that in the case of a cold
plasma. It is seen that, in the stage of inertial plasma
motion, the electric field arising due to electron magne-
tization decelerates the ions. The profiles of the elec-
tron temperature and ion density at t = 3 µs are shown
in Fig. 6. It is seen that the Hall current mainly flows
near the anode, where the electric field is high. The
electron temperature also attains its maximum (5 eV)
in this region. The increase in the electron pressure
leads to both the suppression of plasma pinching and a
decrease in the velocity and density gradients. It is also
seen that electron emission does not significantly
increase the temperature.

4. NUMERICAL SIMULATION
WITH ALLOWANCE FOR PLASMA KINETICS

There are two basic mechanisms for the production
of secondary ions, namely, resonant charge exchange
and secondary ionization by electron impact. Let us
consider each of them.

Te∫ ρe∫
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The effect of charge exchange is that an ion (in our
case, the ion of an isotope to be separated out) colliding
with a neutral atom captures an electron from the atom.
The newborn ion can reach the collector. The cross sec-
tion for the resonant charge exchange is extremely high
and can vary by one order of magnitude for different
elements, ranging from several units of 10–14 cm2 to
several units of 10–13 cm2 (see, e.g., [8]).

As was shown above, two regions with different
properties arise after the accelerating phase, which lasts
for 1–3 µs: these are the region between the plasma and
the anode, where the electric field is concentrated, and
the region occupied by the plasma, where the electric
field is near zero (or even slightly decelerates the ions;
see Figs. 5, 6). Obviously, charge exchange proceeds
most intensely in the field-free plasma region. Hence,
after acceleration has terminated, charge exchange
does not decrease the separation factor because it is not
accompanied by momentum transfer between the mov-
ing ion and neutral atom. The discharged ion (i.e., neu-
tral atom) of the desired isotope will continue its
motion toward the collector, whereas the newborn ion
will keep moving with the atomic beam and will even
start to move toward the anode in the slightly decelerat-
ing field. Hence, the charge-exchange time is deter-
mined only by the time of plasma acceleration, which
is equal to 1–3 µs. In this time interval, the ion travels
a distance of ~0.3 cm. At the same time, for a charge-
exchange cross section of 3 × 10–14 cm2 and atom den-
sity of 1014 cm–3, the charge-exchange length is 0.3 cm.
Hence, if the atom density in the beam is less than
1014 cm–3, charge exchange does not affect the extrac-
tion process. Correspondingly, at a higher cross section
(as, e.g., for uranium or gadolinium [8]), it is necessary
to operate with a lower atom density.

The secondary electron-impact ionization of the gas
atoms can also lead to selectivity degradation. Accord-
ing to estimates [9], at the electron temperature Te =
1 eV and neutral atom density of 1014 cm–3, the rate of
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Fig. 6. Profiles of (1) the electron temperature (eV) and ion
density (in units of ×1010 cm–3) at t = 3 µs for the same con-
ditions as in Fig. 4.
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electron-impact ionization of neutral atoms is νi =
〈vTeσi〉N0 = 105 s–1, which means that, in a time of
10 µs, each electron ionizes, on average, one atom.
Thus, in 10 µs, the selectivity will drop by half. The
numerical simulation shows that secondary ionization
is most intense during the plasma acceleration phase.
After the acceleration phase, most of the electrons are
in the plasma region, where the electric field is low and
even decelerates the ions (Figs. 5, 6), whereas, in the
anode zone, the electron density is low. Therefore, the
secondary ions generated due to collisions with elec-
trons from the high-energy tail of the electron distribu-
tion are not accelerated and cannot deteriorate the
selectivity.
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Fig. 7. Extraction dynamics with allowance for ionization
and charge exchange: (1) the number of ions (in units of
×1011 cm–2), (2) the number of secondary ions (in units of
×1011 cm–2), (3) mean ion mass velocity (in units of
×105 cm/s), and (4) mean electron temperature (eV) for the
same conditions as in Fig. 2, except for the voltage U0,
which is cut off at t = 2 µs.

Fig. 8. Potential profiles at different times for the same con-
ditions as in Fig. 7.
It follows from the above considerations that the
electric field should be switched off when the ions have
acquired a sufficiently high velocity. In this case, the
secondary ions produced after the acceleration phase
cannot reach the collector because there is no momen-
tum transfer during secondary ionization and charge
exchange and, thus, the extraction time is no longer of
importance. The extraction dynamics with ionization
and charge exchange taken into account is shown in
Fig. 7. The ion and neutral densities are taken as 1011 and
1014 cm–3, respectively. The initial value of the Hall fac-
tor is set at 10 (B = 35 G). The applied voltage is 50 V.
The electric field is switched off after 2 µs. By this
time, the ions are accelerated to a velocity of 3 ×
105 cm/s. The maximum electron temperature is 1 eV.
In 5 µs, about 90% of the ions are extracted. Although,
as is seen from Fig. 7, more than 75% of the ions are
B  ions produced due to ionization and charge
exchange, numerical simulations show that their veloc-
ities are one order of magnitude lower than those of
A ions, in accordance with the above considerations.
Generally speaking, the ion kinematic characteristics
appear to be even better than those obtained without
regard to charge exchange and ionization (see Fig. 4).
This fact can be explained by Fig. 8, which presents the
potential profiles in the gap at different times. Since
ionization occurs mainly in the anode region, where the
electron temperature is high, the shielding anode sheath
does not form because it is neutralized by the ions pro-
duced due to ionization. Acceleration in this region pro-
ceeds as in a steady-state ion accelerator. Hence, to pre-
vent an undesirable ion acceleration, it is important to
switch off the electric field at the proper time.

The electron emission current required for the
extractor operation can be produced by both heating the
collector surface and using special emitting cathodes.
In any case, the required emission current density is so
small (5 mA/cm2) that it can be readily achieved by
heating the collector surface. Thus, according to the
Richardson–Deshman formula, heating a uranium col-
lector surface up to the melting point provides an emis-
sion current density of 10 mA/cm2.

5. CONCLUSION

The high efficiency of a Hall-current plasma accel-
erator for ion extraction in laser isotope separation sys-
tems has been demonstrated through numerical simula-
tions. Due to pulsed acceleration of the ions throughout
the entire plasma volume, one can operate the acceler-
ator at relatively low accelerating voltages and at
extremely high densities of the vapor of the material to
be separated. The required emission current density is
so small (5–10 mA/cm2) that it can be readily obtained
by heating the collector surface. Although the Hall-cur-
rent extractor is more complicated than the EE and
there are problems related to both electron emission
from the collector and closing the Hall current, this
PLASMA PHYSICS REPORTS      Vol. 26      No. 12      2000
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type of extractor holds promise for use in laser isotope
separation systems because of the lower acceleration
time (by an order of magnitude) and better selectivity,
which is related to the volume acceleration of the ions.
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Abstract—The emission spectroscopy technique is used to analyze a cathode-directed streamer discharge in
air at atmospheric pressure in point–plane geometry at interelectrode distances of up to 100 mm and a high-

voltage pulse amplitude of 18 kV. The densities of molecules in the N2(C3Πu, v = 0), (B , v = 0), and

NO(A2Σ+, v = 0) states are determined, and the reduced electric field in the streamer head is estimated. It is
shown that the increase in the average electric field in the discharge gap substantially intensifies the production
of active particles in the discharge plasma and makes the plasma more homogeneous. This effect is only related
to the increase in the fraction of regions with a high electric field in the discharge gap and, as a result, the reduc-
tion of the discharge energy losses via rapidly thermalized degrees of freedom. The active particles are only
produced in the streamer head, including the case in which the interelectrode gap is bridged by the streamer
channel. © 2000 MAIK “Nauka/Interperiodica”.
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1. INTRODUCTION

The ability of a streamer to propagate in a gap with
a low external field (many times lower than the break-
down field) has attracted great interest since the discov-
ery of the phenomenon of a streamer breakdown in an
overvoltage gap [1]. Recently, interest in this type of
electric discharge was stimulated by the possibility of
using it in a number of plasmochemical applications,
including the production of atoms, ions, and active rad-
icals neutralizing harmful exhausts of thermal power
plants and chemical factories (such as NOx or SO2) [2].

The existence of two clearly distinguished discharge
regions with (i) a high electric field and low conductiv-
ity (streamer head) and (ii) a high conductivity and low
electric field (streamer channel) is a distinctive feature
of streamers as compared to other types of gas dis-
charges. The basic parameters of a streamer discharge
(such as the discharge shape, the electron density, the
electric field in the streamer head, and the propagation
velocity of the head) are determined by the processes
occurring just in the streamer head; the role of the con-
ducting channel is only to support the electric potential
of the head.

Photoionization, electron-impact ionization, and
charged particle drift in a high electric field of the
streamer head play a decisive role in the development
and propagation of a streamer. Generally, the streamer
velocity and channel radius range within 107–108 cm/s
and 10–2 –1 cm, respectively.

Numerous studies of streamer discharges and their
efficiency in various plasmochemical technologies
were conducted in flow-type reactors. The efficiency
1063-780X/00/2612- $20.00 © 1054
with which harmful additives were removed was mea-
sured under different parameters of a high-voltage
pulse, geometry and material of the corona electrode,
flow rate, and working mixture composition. The main
result of the study of the streamer corona was a conclu-
sion concerning the higher energy efficiency of the pos-
itive corona as compared to the negative one. Obvi-
ously, a further increase in the efficiency of plasmo-
chemical applications is impossible without a detailed
understanding of the processes occurring in a streamer
discharge plasma.

Experimental studies of a streamer discharge have
encountered a number of obvious difficulties: high
rates of the processes (which call for subnanosecond
time resolution), small size, unpredictable propaga-
tion trajectory, and high electromagnetic interference
in the diagnostic facility. The use of contact diagnos-
tics is hardly possible because the detector introduces
strong perturbations in the field distribution in the dis-
charge gap.

As a rule, the current–voltage characteristics are
recorded in experiments, which, in particular, provide
information about the energy input into the system. To
determine spatiotemporal characteristics of the dis-
charge, optical photography of a discharge with an
image–converter tube or high-speed camera is usually
used. These measurements provide information about
the propagation velocity of the front of a glow, which is
assigned to the processes of gas excitation in the
streamer head (see, e.g., [3]). Synchronous measure-
ments of electrodynamic and optical parameters of a
discharge allow one to determine the time delay
between the start of the discharge and the instant when
2000 MAIK “Nauka/Interperiodica”
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the high-voltage pulse arrives at the electrode. These
measurements reveal the formation and propagation of
a second streamer discharge and the transformation of
the streamer corona into an arc or spark channels as the
duration of the high-voltage pulse and the electric field
in the gap increases. In recent years, contactless spec-
troscopic diagnostics that enable one to resolve the spa-
tiotemporal structure of a discharge and analyze kinetic
processes in a streamer plasma have been widely used
[4–6]. Thus, experimental investigations of the struc-
ture of a streamer discharge have been limited to study-
ing its general electrodynamic and, to a lesser extent,
radiative characteristics.

Up to now, numerical simulations of the streamer
propagation and gas excitation in the plasma of the
streamer channel have been practically the only method
for studying the processes occurring in the streamer
channel and its neighborhood. Numerical simulations
are also necessary to more accurately interpret experi-
mental data.

During recent decades, the potentialities of com-
puter simulations of a streamer breakdown in an over-
voltage electric field with various electrode configura-
tions have been demonstrated. Almost all simulations
were based on the hydrodynamic model for the electron
component and Poisson’s equation for self-consistent
electric field. There are only a few works in which the
electron motion was described using the Monte Carlo
method. Although this method has substantially wider
applications and allows one to obtain valid results even
under conditions of extremely high electric fields and
gradients, when the hydrodynamic approach fails, it
requires too many computer resources, such that only
the initial stages of the avalanche–streamer transition
have been simulated so far with this technique [7].

The so-called “one-and-a-half-dimensional” (1.5D)
models were proposed to simulate the streamer propa-
gation in a long gap. The models incorporate one-
dimensional balance equations for charged particles
and two-dimensional equations for the electric field.
This approach is widely used to describe the streamer
propagation in weak fields and model plasmochemical
processes in a streamer. Unfortunately, those models
include an external parameter, namely, the diameter of
the streamer channel, which almost entirely determines
the dynamics and properties of a streamer. Taking the
streamer channel diameter from measurements, one
can achieve a reasonable agreement between the results
of experiments and simulations. At the same time, for
mixtures or conditions for which no experimental data
are available, these models fail to provide reliable
results.

An interesting version of a 1.5D model takes into
account the ionization expansion of the streamer chan-
nel [8, 9]. Such a model allows one to accurately calcu-
late the propagation velocity and the current of a
streamer, provided that the level of gas preionization
and the initial radius of the head are properly chosen.
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An important drawback of this model (as well as of all
the 1.5D models) is the averaging of the plasma param-
eters over the channel cross section.

The impossibility of the self-consistent simulation
of the discharge structure in the vicinity of the streamer
head, which is characteristic of the 1.5D and 1.75D
models, does not allow one to apply these models to a
quantitative analysis.

This problem is absent for self-consistent 2D mod-
els, which now offer the greatest promise for investigat-
ing the structure of a streamer discharge. Such a model
can incorporate all of the known mechanisms for the
production and loss of charged particles. The model
enables an automatic determination of both the radial
and axial inhomogeneity of the channel plasma; the
shape of an axisymmetric head is transformed consis-
tently with the other parameters during the streamer
development. Note that the measurements indicate the
3D nature of the discharge. In experiments, a solitary
channel is rarely observed; as a rule, the so-called
streamer “flash” takes place.

The available 3D model of a streamer discharge in
air [10] fails to provide three-dimensional spatial distri-
bution of the parameters due to the lack of both initial
and boundary conditions with respect to an additional
coordinate (azimuthal angle in cylindrical coordinates).
Within the 3D approach with axisymmetric initial and
boundary conditions, the solution must be axisymmet-
ric as well, which provides no additional data on the
physics of a discharge as compared to 2D simulations.
This limitation is caused by the absence of a clear phys-
ical model that could substitute the axisymmetric
description of a streamer by a fully 3D approach.

Unfortunately, the experiments and numerical sim-
ulations of a streamer discharge were compared only
with respect to such global parameters as the propaga-
tion velocity, discharge current, and energy input,
which provide no information about the internal struc-
ture and spatial distribution of the plasma parameters.
Therefore, the existent numerical models are not able to
quantitatively describe the development of a streamer
discharge. Nevertheless, they can be used to better
understand the physics of the streamer propagation and
qualitatively analyze the efficiency of the use of a
streamer discharge in various applications.

Usually, active particles are produced only at the
streamer head, which, as was mentioned above, is fairly
small (0.01–1 cm). In [11], based on numerical simula-
tions, it was pointed out that there can exist a regime in
which the electric field is fairly high throughout the
entire channel, which results in the enhanced produc-
tion of chemically active particles. According to [11],
this regime is settled after the discharge gap is bridged
with a streamer and exists within a time interval shorter
than that required for the development of spark break-
down. One of the important accompanying phenomena
is the formation of a return wave, which equalizes the
electric field along the discharge gap. This result was
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obtained from 1.5D numerical simulations in the
regime in which the streamer bridged the discharge
gap. In this case, in addition to the above uncertainties
of a 1.5D model, uncertainties related to the interaction
of a streamer discharge with the electrode surfaces
appear.

The above result however contradicts the result
obtained by Sigmond [12], who, based on the analysis
of experimental data, developed a model of the transi-
tion of a streamer to an arc discharge. It is asserted in
[12] that, when a cathode-directed streamer bridges an
air discharge gap, the return wave glow, as a rule, is not
observed; however, after the return wave has passed the
discharge gap, the second streamer starts propagating
from the high-voltage to low-voltage electrode due to
the development of the attachment instability. The
propagation of this streamer results in the formation of
an arc channel.

A detailed study of the streamer–arc transition in
nitrogen at a pressure of 300 torr in a uniform electric
field between two 2-cm-spaced plane electrodes was
carried out in [13] based on the analysis of spatiotem-
poral variations of the emission spectrum in the range
300–860 nm. In that paper, the absence of the return
wave glow and the presence of the second streamer
were also pointed out. The subsequent transition of the
second streamer to an arc discharge is accompanied by
the transformation of the line emission spectrum into a
continuous spectrum, which is characteristic of a black
body heated to several thousand degrees. Note that,
despite a qualitative agreement between the above
results and those obtained using the model [12], the
mechanism for the onset of the instability proposed in
[12] cannot be applied to describe the development of a
spark discharge.

On the other hand, there are studies (see, e.g., [14])
in which the return wave glow was observed when
high-voltage pulses of positive polarity were applied.
As a rule, this occurs in long gaps (~1 m) on long time
scales in a strongly nonuniform electric field.

When studying the efficiency of ozone generation in
a streamer discharge in N2 : O2 mixtures [15], it was
found that the electric field in the streamer channel is
much less than that at the streamer head and is insuffi-
cient for the intense production of active particles.
However, in such a field, an efficient excitation of both
rotational and vibrational molecular states occurs,
which, in turn, leads to the excitation of metastable
molecular levels and a consequent increase in the rate
with which chemically active particles are produced.
Thus, the reduction of the “energy cost” of the ozone
generation in the streamer channel by 30% is explained
in [15] by the EV–conversion

N2(X, v1) + N2(X, v2)  N2(A) + N2(X, v3),

which is followed by molecular oxygen dissociation

N2(A) + O2  N2(X) + O + O.
Summarizing the results of [11, 15], one can expect
an increase in the efficiency of the production of active
particles (due to one of the mechanisms discussed) in
the regime in which the gap is bridged by a streamer.

The main purpose of this study is to investigate the
spatiotemporal structure of the positive streamer
corona in the range of interelectrode distances corre-
sponding to both the regimes in which the gap is par-
tially bridged by a streamer (without a transition to a
spark discharge) and regimes with a freely propagating
streamer. The measurements of the global discharge
parameters (the discharge voltage and streamer veloc-
ity) are supplemented with synchronous measurements
of the absolute densities of the plasma components.

Obviously, different plasmochemical applications
require the efficient production of different chemically
active particles. Here, the efficiency of the process was
estimated by the production of molecules in the

NO(A2Σ+, v = 0), N2(C3Πu, v = 0), and (B , v = 0)
states, whose excitation thresholds from the ground
states are 5.42, 11.2, and 18.6 eV, respectively.

2. EXPERIMENTAL SETUP

A schematic of the experimental setup and diagnos-
tic facility is shown in Fig. 1. A rotating-interrupter
generator designed at the Research and Production
Corporation LIT was used as a pulsed voltage supply.
The high-voltage pulses were fed through a 60-m-long
RK-50-24-13 cable to the high-voltage connector of the
discharge system. A calibrated back-current shunt
placed in the break of the braiding of the feeding coax-
ial cable at a distance of 30 m from the discharge sys-
tem was used to control the parameters of the pulses.
The amplitude of the voltage pulse was Umax = 9 kV
(positive polarity), the FWHM duration was t1/2 = 75 ns,
the rise time was tinc = 25 ns, and the repetition rate was
f = 1.2 kHz.

The discharge section had a conventional point–
plane geometry; the interelectrode distance could be
varied within 0–30 cm. The high-voltage electrode was
a 300-mm-long cone with a tip radius of 0.5 mm, and
the low-voltage electrode was a disc 8 mm thick and
550 mm in diameter (aluminum).

The active particles were detected with emission
spectroscopy. The optical recording facility consisted
of condensers, photomultipliers, monochromators, and
a set of diaphragms. We used FEU-100 and SNFT-3
photomultipliers (with photocathode sensitivity ranges
of λ = 170–830 and 300–800 nm, respectively) and
MDR-12-1 and MUM-2 monochromators (with oper-
ating ranges of λ = 200–2000 and 200–800 nm, respec-
tively). To measure the absolute emission intensity, the
optical system was calibrated using a calibrated
DDS-30 deuterium lamp (200–500 nm) and a SIRSH
8.5-200-1 tungsten incandescent lamp (350–700 nm).
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Fig. 1. Schematic of the optical diagnostics and the system for measuring the electric parameters of a discharge: (1) back-current
shunt, (2) Rogowski coil, (3) current shunt, (4) quartz condenser, (5) MDR-12-1 and MUM-2 monochromators, and (6) FEU-100
and SNFT-3 photomultipliers.
To obtain the averaged emission characteristics of
the discharge, we used the regime of signal accumula-
tion (the time constant was varied within 0.1–1 s).
Thus, at a pulse repetition rate of 1.2 kHz, the emission
characteristics were averaged over 102–103 pulses,
which enabled both an increase in the measurement
accuracy and identification of weak bands and lines in
the spectrum.

Spatiotemporal measurements were carried out with
a 5-mm-high dielectric slit diaphragm, which could be
shifted along the discharge gap with a micrometer
mechanism up to 25 mm from the high-voltage elec-
trode.

The signals were recorded by digital Tektronix
TDS-380 (with a 400-MHz pass band) and S9-8 (in the
accumulation regime) oscillographs.

3. MAIN RESULTS

It was established that, for the given parameters of
the pulse—the voltage at the discharge gap Ugap .
18 kV (with allowance for the doubling of the voltage
at the high-voltage electrode) and τ1/2 . 75 ns—and
interelectrode distances of L ≤ 16 mm, a spark channel
developed in the discharge gap. In accordance with
[12], the development of the spark channel was pre-
ceded by the second streamer propagating from the
anode to the low-voltage electrode. At interelectrode
distances of L ≥ 20 mm, the development of a streamer
flash rarely, if ever, led to a breakdown, although the
discharge gap was bridged with streamers up to L .
24 mm.
PLASMA PHYSICS REPORTS      Vol. 26      No. 12      2000
The spark breakdown was accompanied by a jump
in the discharge current (up to 150–300 A). A transition
from the streamer discharge to a pulsed breakdown was
also accompanied by a radical change in the emission
spectrum. In the case of a spark breakdown, the emis-
sion spectrum had a form characteristic of an arc chan-
nel; it contained numerous atomic lines, including lines
of atoms and ions of the electrode material, which were
superimposed on a intense continuum caused by both
bremsstrahlung and recombination radiation of a quasi-
equilibrium arc plasma.

Figure 2 presents the spectrum of a streamer flash,
which is characteristic of the interelectrode distances
L ≥ 20 mm. Molecular bands of nitrogen (2+ nitrogen
system, N2(C3Πu, v')   N2(B3Πg, v'') transition),

nitrogen ions (1– nitrogen system, (B , v') 

(X , v'') transition), and nitrogen monoxide
(γ-band of nitrogen monoxide, NO(A2Σ+, v') 
NO(X2Π, v'') transition), all with a clear vibrational
structure, were readily identified in the discharge emis-
sion spectrum.

The following measurements were carried out for
the bands:

(i) 2+ nitrogen system, 0–0 transition with λ =
337.1 nm,

(ii) 1– nitrogen system, 0–0 transition with λ =
391.4 nm, and

(iii) γ-band of nitrogen monoxide, 0–1 transition
with λ = 236.3 and 237.0 nm.
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g
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Fig. 2. Emission spectrum of the streamer flash for L = 24 mm.
Such a choice of bands was motivated by their rela-
tively high intensity and the possibility of unambiguous
identification of transitions due to the absence of over-
lapping with other intense bands.

The relation between the densities of excited parti-
cles and the emission intensity is determined (provided
that there is no reabsorption in the band) by the transi-
tion frequency νv 'v'', the particle population at the upper
level [N*], the radiative time of the transition τ0, and
the probability of the vibrational transition Av 'v'':

(1)

The probability of a one-photon dipole transition is
equal to

(2)

All of the above values are presented in the table.
The Franck–Condon factors qv 'v'' were taken from [16],
and the radiation times τ0 of the N2(C3Πu, v = 0),

(B , v = 0), and NO(A2Σ+, v = 0) levels were
taken from [17, 18]. Therefore, Eq. (1) allows us to

I f hνv 'v ''
N*[ ]
τ0

------------Av 'v '' .=

Av 'v ''

qv 'v ''νv 'v ''
3

Σqv 'v ''νv 'v ''
3

--------------------------.=

N2
+ Σ2 +

u

Parameters of the investigated transitions of 2+ and 1– sys-
tems of N2 and γ-band of NO

2+, 0  0 1–, 0  0 γ, 0  1

λ, nm 337.1 391.4 236.3

τ0, ns 37 62 196

0.523 0.718 0.298Av 'v ''
unambiguously relate the instantaneous populations of
the upper levels to the emission intensities of the corre-
sponding transitions.

3.1. Measurements of the Distributions 
of the Production of Active Particles

along the Discharge Gap

The dynamics of the linear density of excited parti-
cles in the discharge gap was studied using time-
resolved measurements. A set of 5-mm-high slit dia-
phragms separating out the emission from the desired
regions of the discharge gap was used for this purpose.
A micrometer mechanism provided the positioning of
the diaphragms with an accuracy of no worse than
0.1 mm.

Shifting the diaphragm along the discharge gap, we
measured the emission intensities of the transitions of
interest. The rise and fall times of the radiation pulses
corresponded to the time during which the streamer
covered a distance equal to the length of the most
intense region; the FWHM of the emission pulse corre-
sponded to the time during which the streamer passed
the slit height. Estimates based on these data (see
below) showed that the emitting zone was a narrow
strip 3 mm long. From here, we can draw an important
conclusion that the production of active particles in the
states under investigation mainly occurs in the streamer
head and its vicinity. The subsequent analysis and con-
clusions concern just that part of the discharge, where
most of the excited particles are produced.

The time, at which the high-voltage pulse arrived at
the electrode was used as a reference point; this enabled
us to synchronize different oscillograms and plot the
diagrams of the streamer propagation through the dis-
charge gap. Figure 3 shows the emission field (synchro-
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nous emission intensity profiles in the different cross
sections of the gap) of the second positive nitrogen sys-
tem for an interelectrode distance of L = 24 mm.

3.2. Propagation Velocity of the Glow Front

It is convenient to present the dependence of the
streamer velocity on the distance from the high-voltage
electrode with the so-called x–t diagram (the time dur-
ing which the emission intensity increases to 0.1 of the
maximum intensity versus the coordinate). An analysis
shows the existence of the three characteristic regions
of the streamer propagation:

(i) the anode region, in which the streamer is formed
and which is characterized by the extremely high veloc-
ity of the glow front (l ≤ 7 mm) in the high external
field;

(ii) the main region, in which the streamer velocity
is almost constant for discharge gaps no longer than L =
42 mm and slightly decreases for higher L; and 

(iii) the cathode region, in which the streamer veloc-
ity increases as the streamer approaches the low-volt-
age electrode (this region is observed only when
streamer bridges the gap).

For the interval in which the streamer propagates
with almost constant velocity, we can find the depen-
dence of the streamer velocity on the gap length
(Fig. 4). It is seen that the streamer velocity grows with
decreasing gap length, ranging within (2–3.5) ×
107 cm/s under the given pulse parameters and geome-
try of the experiment.

The waveforms of the streamer-flash emission from
the given cross sections can be characterized by the sig-
nal rise time and half-duration of the emission pulse.
These parameters are in close relation to both the length
of the emissive zone near the streamer head and the
streamer velocity. The half-duration of the emission
pulse corresponds to the time during which the
streamer passes the slit diaphragm aperture, whereas
the signal rise time is determined by the length of the
emissive zone.

The signal rise time and half-duration of the emis-
sion pulse range within 10–20 and 20–30 ns, respec-
tively. The measured values of the streamer propaga-
tion velocity indicate that the length of emissive zone is
l . 〈v × ∆t〉  ~ 3–4 mm, which corresponds to the length
of both the streamer head and the zone of the radially
expanded channel just behind the head.

3.3. Peak Densities of Active Particles 
in the Streamer Head 

Figure 5 presents the dependences of the peak (cor-
responding to the instant the streamer head passes
through the given cross section of the gap) linear densi-

ties of the N2(C3Πu, v = 0), (B , v = 0), NO(A2Σ+,N2
+ Σ2 +

u
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Fig. 3. Emission field of the second positive nitrogen band
for L = 24 mm.
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head vs. the distance from the high-voltage electrode for dif-
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(5) 42, (6) 54, and (7) 92 mm.
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Fig. 6. Reduced damping length of the emission intensity
vs. the interelectrode distance.
v = 0) states versus the distance from the high-voltage
electrode for different interelectrode distances.

The results obtained show that, at distances up to
l1 = 6 mm from the high-voltage electrode (anode), the
streamer corona is formed. In this stage, the glow front
propagation is determined by the local electric field
near the high-voltage electrode and depends only
slightly on the distance from the low-voltage electrode
(i.e., on the average field in the gap). In this region, the
linear densities of excited particles reach their maxi-
mums, the typical values being [N2(C3Πu, v = 0)]max .

(0.5–1.0) × 1010 cm–1, [ (B , v = 0)]max . (1.0–
2.0) × 108 cm–1, and [NO(A2Σ+, v = 0)]max . (0.3–1.0) ×
1010 cm–1.

For small interelectrode distances, when the
streamer channel bridges the gap, the linear densities of
active particles created in the discharge change slightly
along the discharge gap.

For long gaps, the linear densities of active particles
drop sharply beyond the zone where the streamer is
formed. As is seen from Fig. 5, the longer the gap (at
the same electrode voltage), the shorter the effective
length of the region where active particles are pro-
duced.

The drop in the density of active particles (which
will further be referred to as N*) along the gap can be
approximated to a good accuracy by a decreasing expo-
nential function of length. The linear density [N*]
beyond the zone where the streamer is formed is repre-
sented as

(3)

Here, [N*]max is the peak density, which is reached at
the distance x0, and η is the damping length of the emis-
sion intensity, which characterizes the uniformity of the
production of active particles along the streamer
corona.

It is seen from Fig. 6 that, for short interelectrode
distances, when the streamer bridges the discharge gap,
the damping length (normalized to the interelectrode
distance) is η/L > 1 and the active particles are pro-
duced nearly uniformly throughout the discharge gap.
This is true for interelectrode distances up to 24 mm; in
this case, the average electric field in the gap is E =
7.5 kV/cm. In longer discharge gaps, the size of the
region where the active particles are produced nearly
uniformly becomes less than the gap length; thus, the
production of active particles in the discharge gap
becomes nonuniform (for L > 65 mm, we have
η/L < 0.1)

3.4. Integral Production of Active Particles

The volume production of active particles in the dis-
charge depends strongly on the interelectrode distance

N2
+ Σ2 +

u

N*[ ] x( ) N*[ ]max
x x0–( )

η
------------------– 

  .exp=
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and, thus, on the average electric field in the gap. The
space- and time-resolved measurements showed that
the active particles in the electronically excited states
are mainly produced in the streamer head.

The experiments carried out for interelectrode dis-
tances in the range 16–50 mm (Figs. 7, 8) showed that
the integral production of the active particles in differ-
ent electronically excited states sharply decreases when
passing over from the regime in which the streamer
bridges the gap (L . 20 mm) to the regime with a freely
propagating streamer (L . 50 mm). Thus, the integral
production of N2(C3Πu, v = 0) decreases by one order
of magnitude (Fig. 7). The integral productions of
nitrogen ions in the electronically excited state

(B , v = 0) and nitrogen monoxide in the elec-
tronically excited state NO(A2Σ+, v = 0) behave in the
same manner. However, all these states have substan-
tially different excitation energies: 5.42 eV for
NO(A2Σ+, v = 0), 11.2 eV for N2(C3Πu, v = 0), and

18.6 eV for (B , v = 0). The difference in the
excitation thresholds is clearly seen in Fig. 8, which
presents the relative concentrations of active particles
in electronically excited states as functions of the gap
length.

The ratio [N2(C3Πu, v = 0)]/[NO(A2Σ+, v = 0)]
depends slightly on the gap length and varies in the

range 1–1.5. The ratio [N2(C3Πu, v = 0)]/[ (B ,
v = 0)] changes from 50 to 60 as the gap length varies
from 34 to 20 or 45 mm (Fig. 8). These relatively weak
dependences can be explained by the fact that all the
states are populated mainly in the streamer head, where
the electric field is high and depends weakly on the
average field in the gap.

3.5. Region Where Active Particles Are Produced

The relative concentrations of the particles in the
excited states of interest measured in the integral
regime (Figs. 7, 8) correspond to those obtained in the
time-resolved measurements (Fig. 5). This is additional
confirmation of the fact that the active particles are pro-
duced mainly in the streamer head.

No appreciable production of active particles in the
streamer channel was observed for any interelectrode
distances, including those corresponding to a partial
bridging of the discharge gap with a streamer (down to
those at which spark breakdown occurs). Thus, the pro-
posed mechanism for a significant enhancement of the
production of active particles in the streamer channel
(see [11, 15]) was not confirmed. Perhaps, this effect
could occur at greater interelectrode distances (of a few
tens or hundreds of cm) and proper amplitudes of the
high-voltage pulse on time scales comparable with the
time during which the conducting channel decays.
However, the available data on the dynamics of a
streamer discharge under the above conditions show
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the existence of repeated discharges (both cathode- and
anode-directed), which sustain a relatively high plasma
density in the pseudopulsed mode. Therefore, it is ques-
tionable whether the regime with a nearly uniform elec-
tric field (sufficient for the production of active parti-
cles in the streamer channel) throughout the discharge
gap [11] can exist; such a regime could be just a specific
feature of 1.5D numerical simulations of a streamer
discharge and a consequence of uncertainties in the
boundary conditions at the electrode surfaces.

When the streamer arrives at the cathode, the cath-
ode sheath, which is characterized by a high voltage
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Fig. 7. Integral production of active particles in the dis-
charge vs. the interelectrode distance: (1) N2(C3Πu, v = 0),

(2) NO(A2Σ+, v = 0), and (3) (B , v = 0).N2
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0)]/[ (B , v = 0)] and (2) [N2(C3Πu, v =

0)]/[NO(A2Σ+, v = 0)] excited states vs. the interelectrode
distance.
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drop across a narrow spatial region, is formed near the
cathode surface. The cathode sheath is known to sub-
stantially affect the discharges in which the gap is
bridged. The strong influence of an uncertainty in
velocities of electrons emitted from the cathode (due to
both photoemission and electron–ion emission) on the
cathode sheath parameters was pointed out in [19].
Although this result was obtained for a Xe–Cl mixture,
it is natural to expect the same high sensitivity of the
plasma parameters to the uncertainty in velocities of
emitted electrons in air after the streamer has bridged
the gap.

3.6. Electric Field in the Region Where Electronic 
States Are Efficiently Excited

The reduced electric field can be estimated by ana-
lyzing the population rates of the electronically excited
states of molecular nitrogen. The populations of the

N2(C3Πu, v = 0) and (B , v = 0) excited states are
determined by the processes of direct electron-impact
excitation from the ground state of nitrogen

(4)

radiative depopulation

(5)

quenching in collisions with heavy particles

(6)

and associative conversion of the nitrogen ions

(7)
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The lifetimes and rate constants of the collisional
bimolecular quenching of the levels in processes (5)
and (6) are taken from [17]. At atmospheric pressure,
the ion conversion process (7), whose rate constant at
room temperature is fairly high [20], plays a significant

role in depopulating the (B , v = 0) state. Note
that the available data about this process are related to

the ground electronic state of ; however, the conver-

sion rate of ions in the (B , v = 0) state should dif-
fer insignificantly from that of the ions in the ground
state because the polarization interaction, which is

responsible for the production of  ions, slightly
depends on the electronic excitation of reagents.

The balance equation for excited particles N* =

{N2(C3Πu, v = 0), (B , v = 0)} has the form

(8)

Here, kex is the rate constant of the direct electron-
impact excitation, ne is the electron density, and τ is the
total lifetime with allowance for radiative decay and
collisional quenching:

(9)

To determine the electric field, we consider the ratio
between the population rate constants of the N2(C3Πu,

v = 0) and (B , v = 0) levels. Taking into account
that the time derivative on the left-hand side of Eq. (8)
is much less than the population and depopulation rates
on the right-hand side, we obtain

(10)

On the one hand, the ratio of both peak densities to
the inverse lifetimes of the N2(C3Πu, v = 0) and

(B , v = 0) levels can be directly determined
from the experimental data:

(11)

On the other hand, the ratio of the population rate
constants of the levels under consideration can be
derived by solving the Boltzmann kinetic equation
within the two-term approximation. Within this
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approach, the rate constants  depend only on the
reduced electric field E/N

(12)

The electric field was estimated by comparing
expressions (11) and (12). The obtained value of the
electric field characterizes the zone corresponding to
the outer boundary of the streamer head where the exci-

tation rates of N2(C3Πu, v = 0) and (B , v = 0)
states are the highest. In a sense, this value may be
treated as the peak value of the electric field in the
streamer head.

A typical longitudinal profile of the reduced electric
field E/N in the streamer head corresponding to the
maximum rate of the production of electronically
excited N2 molecules is presented in Fig. 9 for the gap
length L = 24 mm.

The reduced electric field E/N ~ 103 Td reaches its
maximum near the high-voltage electrode. At a dis-
tance of 7 mm from the electrode, the formation of the
streamer channel is completed and the electric field
decreases to 400 Td. As the streamer head approaches
the low-voltage electrode, the reduced electric field
increases to 500 Td.

For longer discharge gaps, at distances from the
high-voltage electrode of up to x = 10 mm, the electric
field profiles are nearly the same as in Fig. 9. As is the
case of L = 24 mm, the reduced electric field beyond the
region where the streamer is formed changes within
400–500 Td. For very long gaps, at distances from the
high-voltage electrode of longer than 12 mm, the emis-
sion intensity of the first negative nitrogen system
becomes so weak that it does not allow accurate abso-
lute measurements of the population rate of the

(B , v = 0) state.

Using a similar approach when treating the results
of measurements in the integral regime (Figs. 7, 8), we
can estimate the effective averaged reduced electric
field in the streamer head during the propagation of the
streamer along the discharge gap (in the regions where
the excitation of electronic molecular states is the most
efficient). The obtained dependence of E/N on the gap
length L is presented in Fig. 10.

It is seen from the figure that, at L = 24 mm, the
average reduced field is E/N . 490 Td. This value is in
good agreement with the results of time-resolved mea-
surements, which yield a reduced electric field in the
middle of the discharge gap of E/N . 400–500 Td.
Therefore, this approach can be used to estimate the
electric field within an accuracy of 20%. This conclu-
sion opens up the possibility of discharge optimization
under conditions of industrial installations, when it is
impossible to implement diagnostic systems with nano-
second time resolution.
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It worth noting that, to determine the electric field,
we need only the relative emission intensity of the tran-
sitions; hence, the accuracy of absolute calibration
(~15%) influences only the measured values of the par-
ticle densities.

It follows from Fig. 10 that the average effective
electric field reaches its maximum at an interelectrode
distance of Lmax = 34 ± 3 mm. Naturally, it is also the
distance at which the relative production of excited
molecules in the high-lying electronic states is maxi-
mum. It is seen from Fig. 8 that, as the interelectrode
distance deviates from Lmax, the relative production of

1400

1200

1000

800

E/N, Td

600

400

200
0 2 4 6 8 10 12 14 16 18 20 22

x, mm

520

510

500

490

480

470

460

450

440
15 20 25 30 35 40 45 50 55

L, mm

E/N, Td

Fig. 9. Reduced electric field in the streamer head vs. the
distance from the high-voltage electrode for L = 24 mm.

Fig. 10. Effective averaged (over the pulse) reduced electric
field in the streamer head vs. the interelectrode distance.
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the particles in both the (B , v = 0) and NO(A2Σ+,
v = 0) states (with excitation thresholds of 18.6 and
5.42 eV, respectively) decreases, whereas the absolute
densities of active particles decrease monotonically as
the gap length increases. Apparently, this effect is
related to the shape of the high-voltage pulse applied to
the gap (Fig. 1). At small interelectrode distances, the
streamer bridges the gap for a time that is less than (or
close to) the rise time of the voltage pulse at the high-
voltage electrode. At large interelectrode distances, the
bridging time is longer and the streamer propagates in
the average effective field that is stronger than in a short
gap. This is illustrated in Fig. 10, which displays the
average electric field in the streamer head. A further
increase in the interelectrode distance decreases the
average field in the gap. In this case, beyond the region
where the streamer is formed, the streamer propagation
velocity decreases and the average field in the vicinity
of the streamer head somewhat decreases.

4. CONCLUSIONS

Detailed measurements of the parameters of a repet-
itive streamer discharge have been carried out in the
point–plane geometry at interelectrode distances of 20–
92 mm for the following high-voltage pulse parame-
ters: the pulse amplitude is Umax = 18 kV (positive
polarity), the FWHM duration is t1/2 = 75 ns, the rise
time is tinc = 25 ns, and the repetition rate is f = 1.2 kHz.

Two characteristic regions of the discharge propaga-
tion have been revealed. The region in which a streamer
flash is formed (up to l1 ≤ 7 mm) is characterized by the
maximum density of active particles, is almost inde-
pendent of the interelectrode distance, and is deter-
mined by the electric field near the high-voltage elec-
trode. The other region, where the formed streamer
propagates in a weak external electric field, is charac-
terized by a decrease in the density of active particles
with increasing distance from the high-voltage elec-
trode. This region is determined mainly by the position
of the low-voltage electrode, i.e., by the average field in
the gap.

It is shown that active particles are mainly produced
in the streamer head and its vicinity. No appreciable
production of electronically excited particles in the
streamer channel was observed for any interelectrode
distances, including those corresponding to the partial
bridging of the discharge gap by a streamer (up to the
distances at which the spark breakdown occurs).

The streamer channel parameters for an interelec-
trode distance ranging within 20–90 mm are the fol-
lowing: the propagation velocity of the glow front is
(2–3.5) × 107 cm/s and the maximum linear molecular
densities along the discharge gap are [N2(C3Πu, v = 0)] .

3 × 108–1010 cm–1, [ (B , v = 0)] . 2 × 107–2 ×
108 cm–1, and [NO(A2Σ+, v = 0)] . 2 × 108–1010 cm–1.
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The uniformity of the gas excitation by the streamer
corona in the discharge gap is investigated as a function
of the gap length. The relative decrease in the produc-
tion of active particles along the discharge gap is η/L =
2.0, 1.0, and 0.1 for L = 20, 24, and 65 mm, respec-
tively. This result indicates that the density of active
particles becomes more uniform as the interelectrode
distance decreases, which is due to the increase in the
average electric field in the gap.

The dependence of the volume-integrated produc-
tion of active particles on the interelectrode distance is
obtained. It is shown that the production of active par-
ticles in the regime in which the streamer channel only
partially bridges the gap (without a transition to a spark
discharge) is one order of magnitude higher than that in
the regime with a freely propagating streamer. This
increase is related to the enhanced excitation of elec-
tronic states at the streamer head, which propagates in
a higher external field.

The peak values of the reduced electric field in the
region where the electronic states are efficiently excited
are measured. It is shown that the reduced field varies
along the gap from E/N ~ 103 Td in the region where the
streamer is formed to E/N ~ 400–500 Td in the region
where it propagates in a weak external field.
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Abstract—The initiation and characteristics of a low-pressure glow discharge in air in large-diameter discharge
tubes are studied. A deviation from the Paschen law is observed: the breakdown curves Udc(pL) shift toward the
higher values of Udc and pL as the interelectrode distance L increases. It is shown that the normal regime of a
glow discharge is accompanied by gas ionization in the anode sheath. This takes place only for pL values lying
to the right of the inflection point in the breakdown curve. The cathode-sheath characteristics in the normal and
abnormal regimes of an air discharge for a duralumin cathode are determined. The axial profiles of the ion den-
sity, electron temperature, and plasma potential, as well as the anode voltage drop, are measured at various air
pressures. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

DC glow discharges are widely used to produce thin
polymer and oxide films, clean material surfaces, and
pump gas-discharge lasers. Glow discharges are also
used in plasma display panels and gas-discharge
switches, which are key elements in radio-electronic
and electrotechnical devices. Therefore, studies of the
breakdown conditions, discharge regimes, and struc-
ture of a glow discharge are of considerable interest.

As is known [1–7], dc glow discharges can occur in
both normal and abnormal regimes. In the abnormal
regime, the entire cathode is occupied by the discharge.
In this case, the increase in the discharge current Idc is
accompanied by an increase in both the voltage drop Uc

across the cathode sheath and the discharge voltage
Udc, as well as a decrease in the cathode sheath length
dc . Such behavior of the cathode voltage drop is
observed for Uc values higher than the so-called normal
cathode voltage drop, which depends on the type of gas
and cathode material. The normal regime of a glow dis-
charge is characterized by the conditions Uc = Un and
pdc = pdn . In this regime, only part of the cathode sur-
face may be occupied by the discharge. As the dis-
charge current decreases, the cathode voltage drop Uc

and the cathode-sheath length dc remain constant,
whereas the cathode area S occupied by the discharge
decreases, so that the current density j = Idc/S does not
change. In [8, 9], it is asserted that, at pressure values
lying to the left of the minimum of the breakdown
curve pL < (pL)min, where p is the gas pressure and L is
the distance between the electrodes, a glow discharge
1063-780X/00/2612- $20.00 © 21066
can occur only in the abnormal regime, whereas the
normal regime is observed for pL ≥ (pL)min.

Experiments [1, 2, 10–13] were largely conducted
in long (L ~ 50 cm) and narrow (~2–3 cm in diameter)
discharge tubes. However, technological plasma
devices often use discharge chambers in which the
cathode diameter is much larger than the distance
between the cathode and anode (below, such discharge
chambers will be referred to as large-diameter tubes).
Hence, it is of interest to clarify the properties of a glow
discharge in large-diameter discharge tubes.

In this study, we measured the breakdown curves
and I–V characteristics of a glow discharge in air in
large-diameter discharge tubes. The axial profiles of the
plasma density, electron temperature, and plasma
potential, as well as the cathode and anode voltage
drops, were measured using the probe technique. It is
shown that the normal discharge regime occurs at pres-
sure values lying to the right of the inflection point in
the breakdown curve. The normal regime of a discharge
in air is accompanied by ionization in the anode sheath;
in the absence of such ionization, the abnormal regime
of a glow discharge takes place.

2. EXPERIMENTAL TECHNIQUES

Experiments were carried out at air pressures of p =
10–2–10 torr, in the range of dc voltages Udc ≤ 1000 V
and discharge currents Idc ≤ 100 mA. A duralumin cath-
ode was at the potential of a dc voltage source. A
1.5-kΩ resistor was connected in series to the discharge
circuit between the cathode and the dc voltage source.
A stainless-steel anode was grounded.
000 MAIK “Nauka/Interperiodica”
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Fragments of a quartz tube 100 mm in diameter
were inserted and sealed between the cathode and
anode. The use of a set of such quartz tubes of different
lengths allowed us to discretely vary the distance
between the cathode and anode within the range L =
11–54 mm. The outer cathode and anode diameters
were equal to 160 mm; i.e., they were larger than the
inner discharge-tube diameter. Such a design of the dis-
charge chamber allowed us to create a highly uniform
electric field in a vacuum (in the absence of a dis-
charge), thereby eliminating the edge effects during gas
breakdown and measurements of the breakdown curves
of a glow discharge.

The plasma parameters (electron temperature Te ,
plasma density ni , and plasma potential ϕpl) were mea-
sured with the help of single cylindrical nichrome
probes 5 mm in length and 0.18 mm in diameter. In the
pressure range under investigation, all three (collision-
less, transition, and collisional) regimes of probe oper-
ation can occur: at different pressures, the gas ions pass
through the probe sheath either without colliding with
gas molecules (at low pressures of p ≤ 0.05 torr) or col-
liding several times (at intermediate pressures) or fre-
quently (at p > 1 torr) with neutrals. For this reason, the
plasma density ni was determined from the ion branch
of the probe I–V characteristic and from the measured
values of the electron temperature Te using the proce-
dure described in [14, 15]. The plasma potential ϕpl was
derived from the zero of the second derivative of the
probe current with respect to the probe voltage and also
from measured values of the probe floating potential ϕf

and the electron temperature Te using the formula ϕpl =
ϕf + CTe, where C is a constant depending on the type
of gas [6].

The electron temperature Te was determined from
the linear regions in the probe I–V characteristic and in
the second derivative of the probe current with respect
to the probe voltage (plotted on the semilogarithmic
scale). The Te values determined by these two methods
differed by no more than 10–20%. When measuring the
second derivative of the probe current with respect to

the voltage, d2Ipr/d , we used the second-harmonic
method: the probe current was modulated with a low-
frequency (flf ~ 1–3 kHz) voltage, and a signal at a fre-
quency of 2flf was detected. Since, in the pressure range
under study, electrons collide with gas molecules near
the probe, the method of determining Te from the slope
of the I–V characteristic can give an overestimated
value of the electron temperature. However, as was
shown in [6, 16], the electron temperature in the colli-
sional regime can be determined from the slope of the
linear region in the I–V characteristic (plotted on the
semilogarithmic scale) near the probe floating potential
[17], rather than near the plasma potential. In our
experiments, the method for determining Te proposed
in [17] was used for the entire pressure range under
study. The electron temperature determined in this way

U pr
2
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was usually 2–3 times lower than the Te determined
from the slope of the linear region in the probe I–V
characteristic near the plasma potential.

3. ANALYSIS OF EXPERIMENTAL RESULTS

3.1. Conditions for the Normal Regime
of a Glow Discharge

In this section, we present results from studies of the
relation between the breakdown curves and the I–V
characteristic of a glow discharge. In particular, we
determine the lowest pressure for which the effect of
the normal current density can exist.
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Fig. 1. (a) Breakdown curves of a glow discharge in air:
(1) L = 11, (2) L = 54 mm, (3) experiment [19], and (4) expe-
riment [16]; (b) (1) breakdown curve of a glow discharge
and (2) dependence of the minimum value of the cathode
voltage drop on the air pressure for L = 32 mm.
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Fig. 2. I–V characteristics of a glow discharge for (a) L =
11 mm at p = (1) 0.1, (2) 0.15, (3) 0.2, (4) 0.4, (5) 0.6, (6) 1,
(7) 1.5, and (8) 2 torr; (b) for L = 32 mm at p = (1) 0.06,
(2) 0.1, (3) 0.15, (4) 0.2, (5) 0.4, (6) 0.6, (7) 1, and (8) 2 torr;
and (c) for L = 54 mm at p = (1) 0.04, (2) 0.1, (3) 0.15,
(4) 0.2, (5) 0.3, (6) 0.6, (7) 1.25, and (8) 2 torr.
Figure 1 shows the breakdown curves of a glow dis-
charge in air, Udc(pL), measured by us for different dis-
tances L between the cathode and anode. It is seen from
the figure that, as L increases, the minimum of the
breakdown curve shifts toward higher values of the
product pL. For example, for L = 1.1 cm, we have pmin ≈
0.55 torr and (pL)min ≈ 0.61 torr cm; for L = 5.4 cm, we
have pmin ≈ 0.12 torr and (pL)min ≈ 0.65 torr cm. At the
same time, the breakdown voltage Udc increases over
the entire range of pL as the distance L between the
cathode and anode increases. Thus, for pL = 0.6 torr cm
(near the minimums of the breakdown curves), a glow
discharge arises at Udc = 334 V for L = 1.1 cm and Udc =
360 V for L = 5.4 cm. The same dependence Udc(L) at
pL = const was observed for other pL values. Hence, an
increase in L leads to the shift of the breakdown curves
toward higher values of both pL and the breakdown
voltage Udc . An increase in the breakdown voltage
Udc(pL) was also indicated in [18, 19]. Such a deviation
from the Paschen law can be attributed to the fact that
the loss of charge particles due to diffusion toward the
side walls of the discharge tube increases as the dis-
tance between the cathode and anode increases. A the-
oretical description of this effect is given in [20, 21].

Figure 1a also demonstrates the breakdown curves
obtained by other authors [22, 23]. Note that curves 3
and 4 in Fig. 1a were obtained by averaging many
experimental breakdown curves for different values of
the interelectrode distance and the discharge-tube
diameter. It is seen from the figure that our breakdown
curves agree satisfactorily with the results of [22, 23].

Now, we specify the values of pL at which different
structural components of a glow discharge are
observed. At pL < (pL)min and over the entire range of
Udc, the glow discharge consists of a cathode sheath and
a negative glow. At low values of Udc, the cathode
sheath occupies almost the entire discharge gap and the
negative glow is adjacent to the anode. As Udc

increases, the length of the cathode sheath decreases,
whereas almost the entire remaining part of the dis-
charge gap becomes occupied by the negative glow. In
this range of pL, the anode sheath is almost invisible,
especially at higher values of the applied voltage Udc .

At pL ≈ (pL)min and low values of Udc, a Faraday
dark space appears; however, at a higher Udc, the Fara-
day dark space disappears and the glow discharge again
consists of the cathode sheath and the negative glow.

For (pL)inf = e(pL)min (where e is the base of the nat-
ural logarithm), the Townsend breakdown criterion pre-
dicts the occurrence of an inflection point in the break-
down curve of a glow discharge [6, 20, 23]. Experimen-
tally, such a point is sometimes absent in the
breakdown curve. At pL ≥ (pL)inf, the glow discharge
includes not only the cathode sheath, the negative glow,
and the Faraday dark space, but also the anode sheath
with the anode glow.
PLASMA PHYSICS REPORTS      Vol. 26      No. 12      2000
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At pL > 50 torr cm (i.e., at pL @ (pL)min), a positive
column arises. No inflection points are observed on the
breakdown curve in this case.

Figure 2 shows the I–V characteristics of a glow dis-
charge, Idc = f(Udc), for different distances L between
the cathode and anode. It is seen from Fig. 2a that, for
a short interelectrode distance (L = 1.1 cm), the dis-
charge current is relatively high (Idc ≥ 5 mA) even at
low gas pressures. At the minimum applied voltage Udc,
the discharge only partially occupies the cathode and
anode surfaces. As Udc increases, the discharge current
Idc increases and the electrode area occupied by the dis-
charge increases rapidly until it occupies the entire
electrode surface. At low pressures (pL ≤ (pL)inf), the
effect of the normal current density is not observed
because the increase in the discharge current is always
accompanied by an increase in the discharge voltage.
For L = 1.1 cm, the effect of the normal current density
is observed at p ≈ 1.5 torr, i.e., (pL)n ≈ 1.65 torr cm.
Since, for this value of L, the minimum of the break-
down curve lies at (pL)min ≈ 0.61 torr cm, we obtain that
(pL)n ≈ 2.71 (pL)min.

If at pL ≥ (pL)inf, the discharge voltage is reduced
after breakdown, then the discharge is first observed to
occur in the abnormal regime and to uniformly occupy
the entire area of the electrodes. Then, the discharge
arrives at the normal regime, in which case it is located
near the dielectric side wall of the discharge tube,
whereas the discharge at the center of the cathode is
quenched. As the current Idc decreases, the discharge in
the normal regime first takes the shape of a torus. Then,
a break in the torus appears and the discharge takes the
shape of a toroidal segment. After this, the discharge is
quenched.

The I–V characteristics for long interelectrode dis-
tances L are shown in Figs. 2b and 2c. At low values of
the gas pressure and the voltage Udc, the discharge cur-
rent is low and, before quenching, the discharge occu-
pies the entire cross section of the discharge tube. For
L = 3.2 cm, the effect of the normal current density
appears at p ≈ 0.6 torr, i.e., (pL)n ≈ 3.2 (pL)min. As for L =
1.1 cm, for this distance, the normal discharge regime
is observed at a gas pressure such that an anode glow
(clearly visible and uniform over the entire anode sur-
face) arises near the anode. As the pressure increases,
the anode glow first appears near the wall of the dis-
charge tube; then, the glow expands over the anode sur-
face into the central region. When the anode glow at the
minimum discharge voltage uniformly covers the entire
anode surface, the effect of the normal current density
appears.

This result is very interesting. Before, it was com-
monly accepted that the processes occurring in the
cathode sheath are only important for the effect of the
normal current density; i.e., it is necessary that the volt-
age drop across the cathode sheath become equal to the
normal cathode voltage drop Uc = Un and the cathode-
PLASMA PHYSICS REPORTS      Vol. 26      No. 12      2000
sheath length be equal to the normal length dc = dn . At
the same time, little attention was given to the shape of
the discharge and the processes occurring in the entire
discharge gap, rather than only in the cathode sheath.

The anode glow appears when the voltage drop
across the anode sheath becomes close to the ionization
potential for neutral gas particles. Hence, it may be
concluded that the voltage drop across the anode sheath
becomes comparable with the ionization potential
when the effect of the normal current density takes
place in large-diameter discharge tubes; i.e., the gas
molecules in the anode sheath are ionized by electron
impact. A comparison of (pL)n values for L = 1.1 and
3.2 cm allows us to conclude that (pL)n ≈ (pL)inf; i.e., the
normal regime of a glow discharge can occur only
within the pressure range to the right of the inflection
point in the breakdown curve (at pL > (pL)inf).

Figure 2c shows the I–V characteristics of a dis-
charge at L = 5.4 cm. Qualitatively, they are similar to
the characteristics shown in Fig. 2b, but there are some
differences. For L = 5.4 cm, the anode glow appears at
p ≈ 0.3 torr, i.e., pL ≈ 1.62 torr cm (pL ≈ 2.5(pL)min).
The normal discharge regime appears at an air pressure
of p ≈ 1 torr (for pL ≈ 8.3 (pL)min); i.e., there is a sub-
stantial difference in pL between the appearance of the
anode glow and the effect of the normal current density.
However, as is the case for shorter distances L, the nor-
mal regime takes place only after a clearly visible
anode glow appears near the anode surface.

We also carried out a series of experiments in argon
and nitrogen and obtained the following results. For
argon at L = 1.1 cm, the anode glow and the effect of
the normal current density appear at pL ≈ (pL)n ≈
2.68(pL)min; for L = 2.2 cm, the anode glow is observed
at pL ≈ 2.72 (pL)min and the normal discharge regime
appears at (pL)n ≈ 2.8 (pL)min. For nitrogen at L =
1.1 cm, the anode glow and the effect of the normal cur-
rent density are observed starting from pL ≈ (pL)n ≈
2.73 (pL)min. For L = 2.2 cm, we have pL ≈ 2.7 (pL)min for
the appearance of the anode glow and (pL)n ≈
2.75(pL)min for the appearance of the normal discharge
regime. For L = 3.3 cm, the anode glow is observed
starting from pL ≈ 2.69 (pL)min and the effect of the nor-
mal current density appears at (pL)n ≈ 2.85 (pL)min. This
allows us to conclude that, over the entire range of the
interelectrode distances L under investigation, the
anode glow in different gases appears at pL ≈ (pL)inf,
i.e., at the inflection point in the breakdown curve of a
glow discharge. With short interelectrode distances
L ≤ 3 cm, the normal discharge regime is observed at
(pL)n ≥ (pL)inf, whereas for large values of L, the effect
of the normal current density exists only at (pL)n >
(pL)inf. As the distance L increases, the ratio
(pL)n/(pL)inf also increases.
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3.2. Characteristics of the Cathode Sheath

The processes occurring in the cathode sheath play
a decisive role in sustaining a glow discharge. There-
fore, it is not surprising that, in studying a glow dis-
charge, much attention is frequently paid to the charac-
teristics of the cathode sheath (see, e.g., [3, 7, 24–31]).
We also measured such important characteristics as the
cathode voltage drop Uc (i.e., the voltage drop across
the cathode sheath) and the cathode-sheath length dc .

The voltage drop across the cathode sheath was
determined by measuring the plasma potential ϕpl with
respect to the anode with the help of a cylindrical probe
positioned parallel to the cathode surface at the visible
boundary of the sheath. In this case, the cathode voltage
drop Uc is equal to the difference between the applied
voltage Udc and the plasma potential; i.e., Uc = Udc –
ϕpl . All of the probe measurements were made for the
interelectrode distance L = 3.2 cm.

Figure 1b shows the dependence of a minimum
cathode voltage drop on the gas pressure p. By a mini-
mum cathode voltage drop, we mean the voltage drop
across the cathode sheath before quenching the dis-
charge. It is seen from the figure that, as the gas pres-
sure increases, the minimum cathode voltage drop
decreases, reaching the minimum value Uc = Un =
280 ± 2 V at p ~ 0.6 torr. As the pressure increases fur-
ther, this value remains almost unchanged and is equal
to the normal cathode voltage drop for the air–duralu-
min cathode system. From the same figure, it also fol-
lows that the cathode voltage drop reaches the mini-
mum value Un at pL = (pL)n, i.e., when the effect of the
normal current density takes place. For comparison, the
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Fig. 3. The cathode-sheath length as a function of the con-
stant voltage applied to the electrodes for L = 32 mm at p =
(1) 0.05, (2) 0.1, (3) 0.2, (4) 0.3, (5) 0.6, and (6) 1 torr.
breakdown curve of a glow discharge is also shown in
Fig. 1b. It is easy to see that the cathode voltage drop
becomes equal to its “normal” value at pL > (pL)inf,
rather than at pL > (pL)min as was stated in [8, 9].

Figure 3 shows the dependence of the cathode-
sheath length dc on the applied voltage Udc for different
air pressures. It follows from the figure that, at low
pressures and low voltages Udc, the cathode-sheath
length is only slightly shorter than the interelectrode
distance L, whereas at sufficiently high pressures, it
covers only a small fraction of the discharge gap. The
cathode-sheath length decreases rapidly with increas-
ing applied voltage Udc.

Figure 4a shows the cathode voltage drop Uc for dif-
ferent values of the product pdc. It is seen from the fig-
ure that the product of the normal sheath length and air
pressure is pdn ≈ 0.3 torr cm. All the experimental points
fall reasonably well on one curve (which is analogous
to the left branch of the Paschen curve).

Figure 4b shows the ratio j/p2 as a function of the
cathode voltage drop Uc. It is seen from this figure that,
first, the minimum (normal) value of this ratio is equal
to ( j/p2)n ≈ 0.21 mA/cm2 torr2 and, second, all of the
measured values of j/p2(Uc) also fall on one curve.

For comparison, we present the results obtained by
other authors for air [1]: Un = 229 V for an aluminum
cathode and Un = 269 V for an iron cathode, (j/p2)n ≈
0.33 mA/cm2 torr2, and pdn ≈ 0.25 torr cm. These char-
acteristics of the normal regime of a glow discharge
coincide reasonably well with our results.

3.3. Axial Structure of a Glow Discharge

Here, we consider the axial profiles of the plasma
parameters (ion density, plasma potential, and electron
temperature) for two fixed values of the air pressure:
0.1 torr (the left branch of the breakdown curve) and
0.6 torr (the right branch of the breakdown curve, when
the effect of the normal current density takes place).
Note that the z-coordinate in all of the axial profiles is
measured from the anode; i.e., the anode is on the left
(at z = 0), and the cathode is on the right (at z = 3.2 cm).

Figure 5 shows the axial profiles of the positive-ion
density ni(z). For p = 0.1 torr, the glow discharge con-
sists of the cathode sheath, negative glow, and almost
invisible anode sheath. From Fig. 5a, it is seen that, at
low discharge voltages, the cathode sheath covers a sig-
nificant fraction of the discharge gap and the cathode-
sheath length decreases rapidly with increasing Udc.
Near the anode, the ion density begins to fall rapidly
starting from z ≈ 4–5 mm.

For p = 0.6 torr (Fig. 5b) and the minimum applied
voltage Udc = 300 V, the normal regime takes place and
the glow discharge consists of the cathode sheath (with
length dc ≤ 0.5 cm), negative glow, Faraday dark space,
and anode sheath with the anode glow. The length of
PLASMA PHYSICS REPORTS      Vol. 26      No. 12      2000
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the anode glow is no more than 1–1.5 mm, and the
anode-sheath length is da ≈ 4 mm. As the applied volt-
age Udc increases, the plasma density increases mono-
tonically throughout the discharge gap and the negative
glow expands toward the anode. First, the Faraday dark
space disappears. When the boundary of the negative
glow reaches the anode sheath, the anode glow decays
and also disappears. The maximum plasma density is
observed near the boundary of the cathode sheath in the
negative glow of the discharge. At p = 0.1 torr, the
plasma density between the cathode and anode sheaths
varies slightly (by no more than 30% for the range of
voltages Udc under study), but at p = 0.6 torr, the plasma
density ni decreases from the cathode sheath to the
anode sheath by a factor of 7–10.

Figure 6 shows the axial profiles of the plasma
potential ϕpl(z). At the air pressure p = 0.1 torr, the
plasma potential with respect to the anode in the nega-
tive glow was no more than 2 V, while the remainder of
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Fig. 4. (a) The cathode voltage drop as a function of the
product pdc and (b) the ratio j/p2 as a function of the cathode
voltage drop for L = 32 mm.
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the voltage drop fell at the cathode sheath. The plasma
potential in the negative glow slightly increased with
applied voltage. In this case, the field in the anode
sheath was nearly equal to the field in the negative
glow. At p = 0.6 torr and low values of Udc, a significant
voltage drop (~10–12 V) was observed in the anode
sheath. In this case in the Faraday dark space together
with the negative glow, the voltage drop was no more
than 5–8 V. As the voltage Udc increased, the plasma
potential with respect to the anode decreased to low
values (~2–3 V) almost throughout the entire discharge
gap (except for the cathode sheath); at the same time, a
nearly constant plasma potential was observed in the
negative glow (i.e., the electric field in the negative
glow almost vanished).

Figure 7 shows the axial profiles of the electron tem-
perature Te(z). At p = 0.1 torr (Fig. 7a) and low voltages
Udc, the electron temperature near the anode reaches the
value Te ≈ 2 eV and decreases with distance from the
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charge for L = 32 mm (a) at p = 0.1 torr and Udc = (1) 350,
(2) 400, (3) 500, (4) 600, and (5) 700 V and (b) at p = 0.6 torr
and Udc = (1) 300, (2) 325, (3) 350, (4) 375, (5) 400, and
(6) 425 V.
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anode. Near the boundary of the cathode sheath and in
the sheath itself, Te rapidly increases. At high discharge
voltages, the electron temperature is Te < 1 eV almost
throughout the entire discharge gap (except for the
cathode sheath) and it somewhat increases near the
anode.

At p = 0.6 torr (Fig. 7b) and low discharge voltages,
the electron temperature near the anode reaches the
value Te ≈ 6 eV, whereas at the boundary of the anode
sheath, it is Te ≈ 2–3 eV. In the Faraday dark space and
negative glow, the electron temperature is Te < 2 eV. As
the voltage Udc increases, the anode glow disappears
and the electron temperature in the anode sheath
decreases sharply. At high values of Udc, the electron
temperature in the anode sheath and negative glow var-
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Fig. 6. Axial profiles of the plasma potential in a glow dis-
charge for L = 32 mm (a) at p = 0.1 torr and Udc = (1) 400,
(2) 500, (3) 600, and (4) 700 V and (b) at p = 0.6 torr and
Udc = (1) 300, (2) 350, (3) 400, and (4) 425 V.
ies slightly with distance from the anode and is about
Te ≤ 1 eV.

We note that the sharp increase in the electron tem-
perature near the boundary of the cathode sheath was
also observed experimentally in [2, 32–35] and was
predicted theoretically in [26, 36, 37]. This is associ-
ated primarily with an increase in the electric field and,
as a result, with heating of electrons from the low-
energy part of the electron Maxwell distribution. Let us
estimate how rapidly the electrons that acquire a higher
temperature Te due to heating near the boundary of the
cathode sheath will lose energy as they move deep into
the negative glow. The mean free path of electrons in air
at p = 0.6 torr is nearly equal to λe ≈ 0.2 mm [6]. The

energy-relaxation length is equal to Λu ≈ 0.8λe/  [6],δ
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Fig. 7. Axial profiles of the electron temperature in a glow
discharge for L = 32 mm (a) at p = 0.1 torr and Udc = (1) 350,
(2) 400, (3) 500, (4) 600, and (5) 700 V and (b) at p = 0.6 torr
and Udc = (1) 300, (2) 325, (3) 350, (4) 400, and (5) 425 V.
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where δ is the fraction of energy lost by an electron in
a collision with a gas molecule. For a collision between
an electron with energy εe ≈ 4 eV and a nitrogen mole-
cule, we take δ ≈ 0.05 [38]. Then, we obtain Λu ≈
1.8 mm, which agrees with the results of our measure-
ments. Electrons with energies εe ≥ 6.2 eV can excite
the electronic levels of nitrogen molecules [6], which
increases δ and, in turn, decreases the energy-relax-
ation length for electrons.

Now, we consider the reason why the electron tem-
perature increases near the anode. As will be shown
below, the anode voltage drop at low air pressures is
small (Ua ≈ 1–2 V); consequently, near the anode sur-
face, the ratio of the electric field strength to the gas pres-
sure at p = 0.1 torr is no more than E/p = 30 V/(cm torr).
For this value of E/p, the electron temperature near the
anode can reach a value of Te = 2–3 eV [39] (which is
seen in Fig. 7a). For the air pressure p = 0.6 torr and
voltage Udc = 300 V, we obtain E/p = 200 V/(cm torr)
near the anode surface, which corresponds to an elec-
tron temperature of Te = 6–8 eV [39, 40] and agrees
with the results of our experiments. At a higher dis-
charge voltage Udc, when the fast electrons accelerated
in the cathode sheath reach the anode and the anode
glow disappears, the anode voltage drop sharply
decreases, which results in a decrease in E/p near the
anode surface and a decrease in the electron tempera-
ture in the anode sheath. The increase in the electron
temperature as the anode is approached was predicted
theoretically in [11, 41–43] and observed experimen-
tally in [11, 43].

3.4. Anode Voltage Drop

Figure 8 shows the measured voltage drop Ua across
the anode sheath. At low levels of air pressure, as the
voltage Udc increases, the anode voltage drop slightly
decreases, reaches its minimum, and then slightly
increases; its value is Ua ≤ 2–3 V. As the air pressure
increases, the anode voltage drop increases (at a fixed
value of Udc). With the appearance of the anode glow,
the voltage drop across the anode sheath sharply
increases: Ua ≥ 10 V. At the air pressure p = 0.6 torr, the
normal regime of a glow discharge is observed. In this
case, the anode voltage drop is Ua ≥ 12 V and the elec-
tron temperature at the boundary of the anode sheath is
Te ≈ 3 eV; therefore, a certain fraction of the electrons
moving toward the anode can acquire an energy that is
sufficient to ionize gas molecules (for nitrogen mole-
cules, the ionization energy is Ui = 15.6 eV; for oxygen
molecules, it is Ui = 12.2 eV).

The anode voltage drop decreases as the voltage Udc

increases. At Udc values such that the boundary of the
negative glow approaches the anode sheath, the anode
glow disappears and the anode voltage drop sharply
decreases to Ua ≈ 3–5 V and remains almost unchanged
as Udc further increases. The higher the air pressure, the
PLASMA PHYSICS REPORTS      Vol. 26      No. 12      2000
higher the voltage Udc at which the boundary of the
negative glow approaches the anode sheath. Once the
anode glow disappears, Ua falls abruptly.

In a glow discharge, the anode acts as a collector of
electrons that makes the electron current in the external
circuit equal to the total discharge current. As is seen
from Fig. 8, the value of the anode voltage drop
depends strongly on the anode position in the dis-
charge. If the anode is inside the negative glow or in the
adjacent region of the Faraday dark space, then the
anode voltage drop is small and increases slightly as the
gas pressure or the discharge voltage Udc increases. In
this region of the discharge gap, there is a significant
flux of fast electrons emitted from the cathode surface
and accelerated in the cathode sheath [26, 28]. In addi-
tion, the plasma density is maximum in the negative
glow (see Fig. 5 and also [1, 2]). Therefore, if the anode
is inside the negative glow, then it collects a high diffu-
sion electron current and a flow of fast electrons. These
two electron flows can reach the anode surface even at
relatively low values of the anode voltage drop (as is
seen in Fig. 8). This is what usually takes place at suf-
ficiently low gas pressure values lying near and to the
left of the minimum of the breakdown curve of a glow
discharge.

Another situation takes place when the anode lies
sufficiently deep in the Faraday dark space (on the
anode side of the Faraday dark space). In this region of
glow discharge, the diffusion electron current is low
(which is seen from Fig. 5). Most of the fast electrons
accelerated in the cathode sheath cannot penetrate into
this region of the discharge, because they lose a great
deal of energy in inelastic and elastic collisions with
gas molecules and are thermalized. In such a situation,
an additional ionization in the anode sheath is required
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to make the electron current in the external circuit equal
to the total discharge current. Hence, the anode voltage
drop should be comparable with the ionization poten-
tial of gas molecules by electron impact. In this case,
the anode glow is observed near the anode surface. As
follows from the results of this study, this situation
takes place at gas pressure values lying to the right of
the inflection point of the breakdown curve of a glow
discharge and moderate discharge voltages Udc . As Udc

increases, the boundary between the negative glow and
the Faraday dark space shifts toward the anode. At suf-
ficiently high values of Udc, when the anode is located
inside the negative glow, the anode glow disappears and
the voltage drop across the anode sheath sharply
decreases.

In our experiments, the value of the anode voltage
drop was always positive. However, as was shown in
[10], the anode voltage drop becomes negative at suffi-
ciently low gas pressures. For the negative anode volt-
age drop to be obtained in our discharge tubes, a glow
discharge should be presumably ignited in the pressure
range p < 0.01 torr at discharge voltages Udc > 1000 V
(however, this was beyond our experimental condi-
tions).

4. CONCLUSIONS

In this paper we have examined the initiation and
characteristics of a glow discharge in air in large-diam-
eter discharge tubes. The main results can be summa-
rized as follows:

(i) As the interelectrode distance L increases, the
breakdown curves Udc(pL) shift toward higher values of
Udc and pL; i.e., a deviation from the Paschen law is
observed.

(ii) The range of pL for the normal regime of a glow
discharge is determined more exactly. It is shown that
regimes with a normal current density are characterized
not only by certain “normal” values of the cathode
sheath parameters (Uc = Un, pdc = pdn , j/p2 = (j/p2)n), but
also by the presence of ionization in the anode sheath.
The normal discharge regime takes place at low air
pressures only for pL values such that the cathode
sheath, negative glow, Faraday dark space, and anode
sheath with the anode glow are present simultaneously
in the discharge. These conditions refer only to pL val-
ues lying to the right of the inflection point in the break-
down curve.

(iii) The cathode glow in the normal regime of an
air discharge (for a duralumin cathode) is character-
ized by the following parameters: Un = 280 ± 2 V, pdn ≈
0.3 torr cm, and (j/p2)n ≈ 0.21 mA/cm2 torr2.

(iv) The axial profiles of the ion density, plasma
potential, and electron temperature, as well as the
anode voltage drop, are measured at various air pres-
sure values lying both to the left and to the right of the
minimum of the breakdown curve. It is shown that, in
the normal discharge regime, the anode voltage drop
and electron temperature at the boundary of the anode
sheath are sufficiently high for the electron-impact ion-
ization of gas molecules in the anode sheath.
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Abstract—Conditions for producing stable transverse volume discharges in freon-containing media (ëël4/air
mixtures at a pressure of P = 0.1–2 kPa) are studied. It is shown that a transverse discharge produced in the
ëël4/air = (1–2)/0.03 kPa mixture at a moderate discharge voltage (Uch = 8–15 kV) and an interelectrode dis-
tance of d = 2.2 cm is a selective source of ë2(d3Πg–a3Πu) 468.0- and 516.5-nm radiation and C(2p–3s) 247.9-
nm radiation. The brightness of the ë2(d–a) band is comparable with that of the N2(C–B) 337.1- and 357-nm
bands. The transverse discharge in ëël4 is of interest for generating pulsed emission via the d–a transitions of ë2
molecules in the blue–green region of the visible spectrum. © 2000 MAIK “Nauka/Interperiodica”.

C2
*

In connection with the problem of developing high-
power chemically pumped sources of induced and
spontaneous radiation [1], it is of interest to study the
production of  molecules in pulsed low-temperature
plasmas. In [2], the chemical excitation and emission of
carbon molecules produced during the mixing of Mg or
Na vapor with ëCl4 vapor was studied. An abnormal
spectral intensity distribution at the edges of the
ë2(d3Πg , v ≤ 6) bands was indicated. Under the action
of the radiation from a 9.6-µm TEA CO2 laser (Edep =
2 J/cm2) on ëël3F/ë2ç2 or CCl3F/ë2ç6 mixtures at
pressures of P ≥ 1.3 kPa, intense chemiluminescence of

 molecules in the visible spectrum was observed
over the entire cell length [3]. In experiments on the
ablation of graphite by a XeCl laser [4], nonequilibrium
ë2(d–a) 508-nm radiation was also observed. The char-
acteristics of emission and the mechanism for the pro-

duction of  molecules and C* atoms in continuous
and pulsed longitudinal discharges were studied in
detail in [5, 6]. Experiments were carried out in a
He/CO = 0.2–1.0 kPa mixture at an average current of
10–100 mA and CO concentration of less than 3%. It
was found that the increase in the pressure was accom-
panied by the selective population of ë2(d3Πg, v = 6)
states through reactions with the participation of

long-lived particles ë2é + ë   + ëé (k = 3 ×
10−10 cm3/s) [6]. When çÂ/ëé(N2, ïÂ) mixtures were
excited in a transverse volume discharge (TVD) of sub-

microsecond duration, no  molecules were detected
[7]. In a TVD in pure freon-12 (ëF2ël2) at P = 0.1–
3 kPa, the plasma emission spectra showed an efficient

production of  molecules [8].

In this study, the ëël4 molecule, which is less stable
against destruction in the discharge, was chosen to be a

C2*

C2*

C2*

C2*

C2*

C2*
1063-780X/00/2612- $20.00 © 21076
carbon carrier. To examine the efficiency with which

 molecules are produced in the presence of N2(ë)
molecules, which are an active medium of TVD-
pumped N2(C–B) lasers, a small amount of air was
admixed into the CCl4 vapor.

A TVD with an automatic spark preionization was
ignited in the 18 × 0.7 × 2.2 cm volume (the interelec-
trode distance being d = 2.2 cm) using a double LC-cir-
cuit with a main 30-nF capacitor and sharpening capac-
itors with a total capacity of 9.4 nF. A TGI 1 1000/25
thyratron was used as a switch. The inductance of the
main supply circuit for the discharge was less than
10 nH. The maximum energy deposition in the TVD
plasma was 10–20 mJ/cm3. The scheme of the emitter
and the diagnostic technique for recording the dis-
charge characteristics are described in [9].

Figure 1 shows the emission spectrum of a TVD in
a ëël4/air mixture. The most intense emissions in the
UV and visible spectral regions were the emission via
2+ transitions of the N2, ëN(B–X), ë2(C1Πg–A1Πu) sys-
tem and ë(2p–3s) 247.9-nm emission. The intensities
of Swan bands were comparable with the intensities of
the N2(C–B) 337.1- and 357.6-nm laser bands, which
indicates the efficient production of ë2(d3Πg) mole-
cules in the plasma under study. A comparison of the
intensities of Swan bands with the intensity of the XeF
353-nm band in a Ar/Xe/SF6 = 100/3/0.3 mixture at
P = 7 kPa and the discharge voltage Ud = 10 kV showed
that the intensity of emission via carbon-molecule tran-
sitions was less than 5–10% of the intensity of the
XeF(B–X) excimer band. The Deslandres–d’Azambuja
band with a  385.2-nm edge was observed in the
short-wavelength wing of the ëN(B–X) bands. Weaker
ëN(B–X) bands were also observed in the 410- to
420-nm range. In the vibrational structure of the Swan-
band sequence with ∆v = +1, an inverse population was

C2*

C2*
000 MAIK “Nauka/Interperiodica”
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observed for levels of the d3Πg state of ë2 molecules.
The maximum intensity was observed for the set of
unresolved bands with λ = 467.8–468 nm correspond-
ing to the v = 6–5 and 5–4 transitions of the ë2(d–a)
system. Such an anomalous distribution of the intensity
of the electronic–vibrational Swan-band sequence
∆v = +1 was observed in a ëF4 plasma jet at a lower
translational temperature (T ≤ 4000 K) [10, 11]. This
was explained by the occurrence of chemical reactions
such that the transitions from different levels were ini-
tiated with different probabilities. Simultaneously with
the Swan bands, low-intensity bands (λ = 491–494 nm)

of  and C2F* radicals were observed in the spectra.
We obtained no information concerning the appearance
of the emission from radicals of the ë2ël* type that are
probably produced in a ëël4 plasma. The emission

from  radicals is usually recognized by a wide
band in the 400–600-nm spectral region with a maxi-
mum at λ = 470 nm [12]. In the spectrum shown in

CF3*

CCl3*

360 400 440 480 λ, nm

N2(B–C)

357.5 nm

337.1 nm

385.2 nm C2(C'Πg–A'Πu)
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C2(d
3Πg–a 3Πu)

Fig. 1. Emission spectrum of the plasma of a TVD in the
CCl4/air = 800/25 Pa mixture at Ud = 15 kV.
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Fig. 1, this band of  molecules is probably
present in the continuum.

Figure 2 shows the waveforms of the voltage, cur-
rent, and intensity of emission from the products of
destruction of the plasma of a TVD in the ëël4/air mix-
ture. All of the excited plasma products showed up
immediately in the afterglow following the pumping
current. This emission intensity had two maximums
(like the TVD current) and was associated primarily
with chemical reactions. The emission of the Swan-
band sequence with ∆v = 0 was observed earlier (by
40–50 ns) than the emission of the band sequence with
∆v = +1. The most probable reactions leading to the
population of the ë2(d3Πg) state in the plasma under
study are the following:

C2Cl + C  C2(5Πg , v) + CCl, (1)

C2(5Πg , v) + M  C2(5Πg , 0) + M, (2)

C2(5Πg , 0) + M  C2(d3Πg , 6) + M, (3)
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where ë2(5Πg) is the metastable state of a ë2 molecule
and M designates CCl4, N2, or O2. In the production of
ë2(d3Πg, 0), the reaction ë2 + e  ë2(d3Πg, 0) plays
an important role in the initial stage of a TVD.

In this study, we have shown that a ëël4 TVD
plasma is a selective source of pulsed (150–200 ns)
emission from  molecules in the blue–green region
of the visible spectrum. In the Swan-band sequence
with ∆v = +1, the inverse population of vibrational lev-
els with v ≤ 6 (  468.0-mn transitions) is observed.
The ëël4 TVD plasma may find an application in
pulsed sources of ë2(d–a) 468.0- and 516.5-nm radia-
tion.
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slow-wave systems. Regular oscillations excited by a
relativistic beam under the conditions of the Cherenkov
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accelerate charge particles in a plasma.
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linear theory of the electrostatic focusing of an electron
beam split into bunches under conditions when the
plasma permittivity at the modulation frequency is neg-
ative and the effective Coulomb force acting on the
electron bunches is reversed. Conditions for the spatial
equilibrium between the bunch and plasma emission, as
well as the dynamics of the formation of focused
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bunches, are confirmed by solving (both analytically
and numerically) the self-consistent set of equations.

Results are also presented from investigations on
nonlinear plasma theory, including the propagation of
Langmuir and helicon solitons in a plasma with a
charged particle beam under the conditions of the Cher-
enkov and cyclotron resonances, the collective acceler-
ation of ions by a relativistic electron beam, and the
propagation of Langmuir perturbations in a weakly ion-
ized gas described by the Davydov kinetic equation.
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laboratory, geophysical, and astrophysical plasma stud-
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physics. To solve the applied problems of plasma phys-
ics, the general methods of macroscopic electrodynam-
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appendices that contain detailed mathematical deriva-
tions and may be useful for lecturers and students.
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Abstract—In T-10 experiments, attempts were made to significantly exceed the Greenwald limit  during
high-power (Pab = 750 kW) electron-cyclotron resonance heating (ECRH) and gas puffing. Formally, the den-
sity limit ( )lim exceeding the Greenwald limit (( )lim/  = 1.8) was achieved for qL = 8.2. However, as qL

decreased, the ratio ( )lim/  also decreased, approaching unity at qL ≈ 3. It was suggested that the “current
radius” (i.e., the radius of the magnetic surface enclosing the bulk of the plasma current Ip), rather than the lim-
iter radius, was the parameter governing the value of ( )lim. In the ECRH experiments, no substantial degra-

dation of plasma confinement was observed up to  ~ 0.9( )lim regardless of the ratio ( )lim/ . In different

scenarios of the density growth up to ( )lim, two types of disruptions related to the density limit were observed.
© 2000 MAIK “Nauka/Interperiodica”.
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1. INTRODUCTION: THE GOAL 
OF THE EXPERIMENTS

1. In previous electron-cyclotron-resonance-heating
(ECRH) experiments with gas puffing in T-10 [1], it
was shown that the density limit ( )lim increased with
increasing the microwave power Pab absorbed in the
plasma:

where Ptot = Pab + POH.
At a sufficiently high microwave power (Pab ~

1 MW), a nearly twofold increase in the density limit
was achieved. However, because of the poor wall con-
dition in these experiments, the density limit in ohmi-
cally heated plasmas dropped significantly when
gyrotrons began to operate. As a result, although ( )lim

doubled during ECRH, attempts to substantially exceed
the Greenwald limit [2]

were unsuccessful.
At present, as a result of the improved conditioning

and backing of the chamber, the plasma state has been
substantially improved and the density limit of the

ne
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HF ne( )lim

OH Ptot

POH
---------,=

ne

nGr 20,
I p MA[ ]
πa2 m[ ]
-------------------=
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ohmically heated plasma decreases only slightly when
gyrotrons begin to operate. This was confirmed by test-
ing experiments in which ( )lim was determined for an
ohmically heated plasma both at the beginning and at
the end of each day of ECRH experiments.

For this reason, it became relevant to pose the prob-
lem of verifying the possibility of significantly exceed-
ing the Greenwald limit in experiments with gas puff-
ing and high-power ECRH (Pab = 0.8 MW).

The experiments were also aimed at answering the
following questions:

(i) Does the degradation of energy and/or particle
confinement occur near ( )lim?

(ii) If this is the case, then in which density range ∆n
with respect to ( )lim and ( ) does it occur?

(iii) What is the cause of confinement degradation
and how large is this degradation?

2. Experiments were carried out at three values of
the plasma current:

(i) Ip = 230 kA (qL = 3.2,  = 8.1 × 1019 m–3),

(ii) Ip = 150 kA (qL = 4.8,  = 5.3 × 1019 m–3), and

(iii) Ip = 90 kA (qL = 8.2,  = 3.2 × 1019 m–3).

Microwaves at a frequency of f = 140 GHz (the sec-
ond ECR harmonic, X-mode) were launched into the
tokamak at an angle of ψ = 21° to the direction of the

ne

ne

ne nGr

nGr

nGr

nGr
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major radius R. In all cases, the toroidal magnetic field
was equal to BT = 2.42 T, which corresponded to the
resonant absorption of microwaves near the center of
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Fig. 1. Scenario of the growth of the line average density 
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Fig. 2. Time evolutions of the line average  at Pab = 0.6–

0.75 MW in regimes with different values of Ip. The dashed

lines indicate the Greenwald limit .

ne

nGr
the plasma column, provided that the plasma density
was not too high and the microwave refraction did not
markedly disturb the profile of the absorbed power (see
Section 2). In these experiments, the limiter radius was
aL = 30 cm.

2. DEPENDENCE OF THE RATIO ( )lim/  
ON qL

1. Figure 1 shows the scenarios of the density
growth in the regimes with different values of the aux-
iliary heating power and Ip = 150 kA (qL = 4.8). It is
seen that, as in the previous T-10 experiments [1], the
density limit grows as the total heating power Ptot
increases.

Figure 2 illustrates the time evolutions of the plasma
density for the three regimes; the dashed lines show the
Greenwald limit . It is seen that, for low values of
the safety factor (qL . 3.2), the value of the density limit
( )lim is close to ; however, as qL increases, the

ratio ( )lim/  grows, reaching the value ~1.8 at qL =
8.2.

2. As is seen from Fig. 2, in all three regimes, the
radiation power Prad grows as the density increases and,
when the latter reaches ( )lim, the value Prad becomes
nearly equal to the total heating power Ptot. Unfortu-
nately, the radiation power profile was not measured;
therefore, we cannot characterize the role of the multi-
faceted asymmetric radiation from the edge (MARFE)

near ( )lim. However, the profile of Φ(h) = dl

(where h is the observation chord) presented in Fig. 3
indicates that the MARFE effect is not so strong. Fur-
thermore, in the regimes with the maximum heating
power, the density profile becomes peaked as the den-
sity approaches ( )lim (Fig. 13).

3. Thus, the T-10 experiments reveal that the excess
of the density limit ( )lim over the value ( )Gr pre-
dicted by the Greenwald formula depends on qL (see
Fig. 4).

In T-10, both in ohmically heated plasmas and in
ECRH plasmas, the profiles of the temperature Te and,
consequently, the plasma current density j become
peaked as qL increases. In addition, it should be noted
that, in previous experiments on studying the density
limit in T-10 [1], it was shown that, as  approaches

the limit ( )lim, the amplitude of the m = 2 MHD mode
gradually grows. The formation of an island is
explained by the fact that, as the density approaches
( )lim, cooling occurs predominantly at the edge of the
plasma column and the current channel becomes nar-
rower. Consequently, the current flowing outside of the
magnetic surface q = 2 decreases, which ultimately
results in a discharge disruption. With such a disruption
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mechanism, the limiter radius should not be regarded as
an adequate parameter determining the density limit
( )lim.

The new data presented in Fig. 4 do not contradict
this disruption mechanism. This allows us to suggest
that an adequate parameter for determining the density
limit is the “current radius” aC, i.e., the radius of the
magnetic surface enclosing the bulk of the plasma cur-
rent.

In this case, the Greenwald limit can be presented in
the form

(1)

Since the current radius is difficult to determine pre-
cisely, for definiteness, we took the radius of the mag-
netic surface enclosing 95% of the total current: aC =
r(I = 0.95Ip). The current profile j(r) was calculated by
the ASTRA code [3] assuming that the conductivity is
neoclassical and using experimental profiles Te(r) and
ne(r).

The ratio of the density limit ( )lim to the Green-

wald limit modified according to (1), ( )lim/ , is
plotted in Fig. 4 as a function of Ip. It is seen that, in this

representation, the ratio ( )lim/  remains con-
stant over the entire range of qL under investigation and

is equal to ( )lim/  . 0.9.

Note that, according to the above considerations, the
experimental curve ( )lim/  should asymptotically
approach 0.9. A sharper dependence in the vicinity of
Ip = 230 kA is explained by the fact that the microwave
power in this regime was lower than in other cases
(Pab = 600 kW instead of Pab = 820 kW).

At Ip = 150 kA, experiments in which the density
limit ( )lim was attained were also carried out at a
reduced limiter radius, aL = 25 cm. According to the
Greenwald formula, the density limit in these experi-

ments might be expected to increase as ( )Gr ~ 1/

(i.e., by a factor of 1.4). However, ( )lim remained
almost at the same level as for aL = 30 cm because the
current radius aC changed slightly. This result is consis-
tent with the above considerations.

Thus, based on the above considerations, we can
suggest that, in the T-10 experiments with gas puffing,
in spite of a rather high microwave power (Pab to
0.85 MW), our attempts to exceed the physical limita-
tions underlying the Greenwald limit were not success-
ful.

Note that, at densities so high that ne(0) can
approach the cutoff level (Fig. 13), microwave refrac-
tion plays an important role, which causes the profile of
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the absorbed power Pab(r) to change. Figures 5 and 6
illustrate the ray trajectories calculated by the TORAY
code [4] for two values of the line averaged density. It
is seen that, for  = 0.9( )lim, microwave refraction
becomes so strong that the single-pass microwave-
power absorption is close to zero. The power reflected
from the walls is absorbed after several passes; how-
ever, the profile of Pab should change significantly: it
should broaden and maybe even become hollow (off-
axis heating). Computations of the Pab(r) profile
formed after multiple reflections from the chamber
walls are still lacking.
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However, it should be noted that the results of calcu-
lations presented in Figs. 5 and 6 are typical for all of the
investigated regimes, both for those with ( )lim/( )Gr =

1.8 (Ip = 90 kA) and those with ( )lim/( )Gr . 1 (Ip =
230 kA). Therefore, it is unlikely that strong micro-
wave refraction near ( )lim can change the above sug-
gestion about the role of the current radius. Further-
more, the disruption related to the density limit is
caused by cooling of the edge plasma, whereas the

ne ne

ne ne

ne
additional microwave power hinders such cooling.
Therefore, it is important that the microwave power be
absorbed in the region outside of which the change in
the energy balance leads predominantly to cooling of
the edge plasma.

3. DETERIORATION OF CONFINEMENT 
NEAR THE DENSITY LIMIT

Figure 7 shows the time dependences of the density
and βp (which is deduced from the plasma equilibrium)
PLASMA PHYSICS REPORTS      Vol. 26      No. 12      2000
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for regimes with the current Ip = 150 kA. The data are
presented for two different scenarios of the density
behavior: the rapid growth of  (Fig. 7a) and the
slightly varying density (Fig. 7b). The figure demon-
strates the general features that were also observed in
all of the other experiments. No matter what scenario of
the density growth is used, no decrease in βp (i.e., the
deterioration of confinement) is observed up to  ≈
0.9( )lim. Only in the immediate vicinity of the density
limit do we see a small degradation of confinement that
shows up as a small decrease in βp by at most 5%,
which corresponds to a decrease in the energy confine-
ment time by no more than 10%.

Hence, the results obtained in T-10 show that degra-
dation of confinement does not take place as the density
increases up to  ≈ 0.9( )lim.

4. TWO TYPES OF DISRUPTIONS 
AT THE DENSITY LIMIT

1. The experiments demonstrate that the plasma
behavior depends on the scenario according to which
the density grows to ( )lim, which is most clearly seen
for ohmically heated plasmas. These data show that
there may be two types of disruptions that occur at
( )lim depending on the scenario of the density growth.

In ohmically heated plasmas, the value of ( )lim is also

different for different scenarios (t).

Figure 8 illustrates the behavior of the line average
density  and the intensity of the X-ray signal (for the
central viewing chord) ISXR(0) for two Ohmic dis-
charges. In the first case (shot no. 22 277), the plasma
density grew steadily up to ( )lim. In such a scenario,
we observed a disruption of the type that is usual for T-
10 and is described in item 3 of Section 2. This type of
disruption has the following characteristics:

(i) predominant cooling of the plasma edge, as
shown in Fig. 9;

(ii) monotonic growth of the m = 2 MHD-mode, i.e.,
the broadening of the m = 2 island (Fig. 10) before the
disruption; and

(iii) narrowing of the current channel, which is fol-
lowed by the disruption.

As is seen from Fig. 8, sawtooth oscillations are
observed in this regime up to the instant at which the
density reaches ( )lim, i.e., until the disruption occurs.

2. In the second case (Fig. 8, shot no. 24 440), the
plasma density is kept constant and lower than in the
first case (other parameters being the same). However,
~200 ms after the density arrives at the plateau, a dis-
ruption occurs. Hence, in this scenario, the density limit
( )lim turns out to be lower (by 15%) than in the previ-
ous case (shot no. 22277).
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The characteristic features of the scenario with a
constant density in ohmic discharges are the following.

(i) A comparison of the radiation power Prad, the
loop voltage V0, and the intensities of the Dα and CIII
lines shows that, by the instant at which the density
reaches ( )lim, these values are even lower than in the
case of growing density (shot no. 22277). Therefore,
there were no additional changes at the edge that might
lead to a disruption.

(ii) At 300 ms (Fig. 8, shot no. 24440), the intensity
ISXR(0) of X-ray emission from the center of the plasma
column sharply increases, which is characteristic of the
transition to the so-called B-mode [5], which is charac-

ne
terized by improved impurity confinement. The accu-
mulated impurities expel a fraction of the current from
the plasma core. As a result, the sawtooth oscillations
disappear (see Fig. 8). This suggests that, in the regime
with a constant density, the current density profile flat-
tens in the plasma core.

As is seen in Fig. 8, the transition to the B-mode also
occurs in shot no. 22277. However, the subsequent
density growth suppresses impurity accumulation, and
the sawtooth oscillations take place up to the disrup-
tion.

(iii) Figure 11 demonstrates the time dependences
of the amplitude and frequency of the m = 2 and
m = 3 MHD modes in the regime under consideration.
PLASMA PHYSICS REPORTS      Vol. 26      No. 12      2000
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We can see that, unlike the regime with the usual type
of disruption, the phase of gradual growth of the m = 2
mode near ( )lim does not occur. A sharp increase in
both the m = 2 and m = 3 modes is observed only during
the disruption. Note that, before the disruption, the fre-
quency of the modes changes only slightly; i.e., locked
modes cannot cause the disruption in this case.

In addition to the aforesaid, we note that, although
the density limit ( )Gr in this regime turns out to be
lower, it is high enough to suggest that the predominant
cooling of the edge plasma begins. The contraction of
the current channel at the edge takes place simulta-
neously with the flattening of the current density in the
core, which suggests that this type of disruption can be
related to the instability of the current profile against
the m = 2 and m = 3 MHD-modes.

3. Calculations of the MHD-instability parameter ∆'
show that the initial profile is unstable against the m/n =
2/1 mode with ∆'ρS = 2.14, where ρS = rS/aL = 0.53,
with rS being the radius of the q = 2 magnetic surface.
The other MHD modes are stable. When the current
profile is flattened in the central region corresponding
to an increase in q(0) to 1.08, the value ∆'ρS for the
m = 2 mode doubles and the m/n = 3/2 mode (∆'ρS =
0.02 for ρS = 0.39) becomes unstable. Apparently, the
value of ∆'ρS for the m/n = 3/2 mode is small. However,
there is a pronounced tendency for this mode to be
more unstable as the current profile in the core flattens.
Calculations show that the flattening of the current pro-
file in the plasma core affects the stability of MHD
modes more strongly than a small narrowing of the cur-
rent channel. These results do not contradict the above
suggestion but, at the same time, cannot be regarded as
support for our hypothesis because variations in ∆'ρS

are relatively small.

4. Based on the above said, we can suggest that the
different plasma behaviors in the scenarios with grow-
ing and almost constant densities can take place only in
ohmically heated plasmas. This difference should dis-
appear if the ECRH power is sufficiently high. Note
that all of the experiments under discussion were car-
ried out using the electron-cyclotron current drive in
the direction of the Ohmic current in order to prevent
the disappearance of sawtooth oscillations and the flat-
tening of the current profile in the plasma core. Indeed,
first, switching on the microwave power in the regime
where  was constant and the disruption was related
to the density limit prevented the disruption; in this
case, the sawtooth oscillations remained to the end of
the discharge. Second, as is seen in Fig. 12, at the max-
imum value of microwave power Pab . 0.8 MW, the
density limit ( )lim was the same both for the growing
and almost constant densities. Nevertheless, different
plasma behaviors in the plasma core (i.e., either an
increase in the period Ts of sawtooth oscillations or the
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Fig. 9. Predominant cooling of the edge plasma in the
regime with a growing density: time dependences of (a) the
line average density and (b) electron temperature (ECE
measurements) at r = (1) 2.7 and (2) 14.4 cm (shot
no. 24190, Ip = 150 kA, Pab = 0.8 MW). The dashed lines
indicate the time interval from the beginning of cooling to
the instant of disruption.

Fig. 10. The growth of the m = 2 island before the disrup-
tion; tdis is the instant of disruption; A(m = 2) and A(m = 3)
are the amplitudes of the m = 2 and m = 3 MHD modes
(Fig. 8, shot no. 22277).
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disappearance of them near the density limit ( )lim)
were observed (see Fig. 12b).

5. Figure 13a shows the plasma density profiles for
different instants indicated in Fig. 13b. It is seen that, as
the density approaches the limiting value, the profile
ne(r) becomes more peaked. As a result, before the dis-
ruption, the density at the edge near the limiter is lower
than it was150 ms before. It follows from here that the
edge density probably is not an adequate characteristic
of the density limit.

5. CONCLUSIONS
(i) In T-10 experiments with gas puffing and an

ECRH power Pab up to 0.85 MW, it is found that the
ratio ( )lim/  of the density limit to the Greenwald

limit depends on qL. The value of ( )lim/ , which
attains 1.8 for qL = 8.2, drops to ~1 for qL ≈ 3.

(ii) The fact that the value of ( )lim/  is inde-
pendent of qL (when the current radius aC is used
instead of the limiter radius aL) apparently suggests that
our attempts to exceed the physical limitations that
underlie the Greenwald limit did not succeed in T-10
experiments with gas puffing and high-power ECRH.

(iii) No substantial (>10%) degradation of plasma
confinement was observed up to  ~ ( )lim.
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ne ne( )Gr
mod

ne ne
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(iv) Depending on the scenario of plasma density
growth, two types of disruptions related to the density
limit were observed in T-10.
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