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Abstract—Propagation of the edge waves along a straight crack in an elastic plate is studied. The power fluxes asso-
ciated with these waves are calculated, and the modes of vibration are considered. © 2001 MAIK “Nauka/Interpe-
riodica”.
The question of the existence of localized waves
remains topical. The localized waves can be observed
near bodies placed in waveguides (see, e.g., [1]), in
periodic structures [2], and at the surface of an elastic
body [3].

It is known [4] that a Rayleigh-type wave can prop-
agate in the vicinity of an edge of a plate placed in free
space. Dispersion relations for the edge waves in a plate
that is in contact with an acoustic medium are studied
in [5]. It was found that a straight crack with free edges
can support symmetric and antisymmetric waves. The
symmetric wave is possible for any parameters and any
frequency, while the antisymmetric wave exists only in
a limited frequency range. This paper studies the power
flux carried by the symmetric and antisymmetric
waves. The power flux is represented as a sum of the
power E ' in the acoustic medium and the power E '' of
the flexural vibrations of the plate; in turn, from the lat-
ter component, the contribution E''' of the corner forces
is separated.

Let (as in [5]) the mechanical system consist of an
acoustic halfspace, z < 0, bounded by the Kirchhoff
plate, z = 0, with a crack along the straight line x = 0.
The symmetric and antisymmetric edge waves are
described by the formulas [5]

(1)

(2)

where

and the wave numbers µ0 and µ1 are calculated from the
respective dispersion relations (see Eqs. (12) and (15)
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in [5]). The pressure waves V0 and V1 are connected
with the plate displacements ξ0 and ξ1, respectively:

Here, ω is the vibration frequency and ρ is the density
of the acoustic medium.

The amplitudes c0 and c1 can be chosen, for exam-
ple, to normalize the displacement amplitudes of the
crack edges:

where

We use the formulas from [6] for the power flux
and represent the power propagating in the plate in the
form [7]

(3)

(4)

(5)

Here, D is the flexural stiffness of the plate, σ is the
Poisson ratio, the asterisk means complex conjuga-
tion, and [f ] denotes the step in the function f at x = 0.

We substitute Eqs. (1) and (2) into Eqs. (3)–(5) and
change the order of integration. The integral with
respect to z is calculated explicitly, and the integrals
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with respect to x yield the delta-function. Finally, we
obtain

(6)

(7)

(8)

for the symmetric wave and

(9)

(10)

(11)

for the antisymmetric wave.
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Fig. 1. Power fluxes of the edge wave for a plate in water
versus frequency: (1) total power flux; (2) contribution of
the acoustic vibrations; and (3) contribution of the corner
forces.
The integrals in Eqs. (6), (7), (9), and (10) are real,
because the wave numbers µ0 and µ1 are greater than k.
These integrals can be reduced to a sum of residues in
the same way as was done in [8] for the integrals Dj .
The resulting formulas are fairly cumbersome, because
all poles are of multiplicity 2.

Below, we present the results of calculations for the
power fluxes and the modes of vibration. Figure 1
shows the power flux in the symmetric edge wave along
a crack in a 1-cm-thick steel plate immersed in water.
The power fluxes are normalized to the power flux of
the edge waves in an isolated plate

where a± = (1 – σ)  ± 1 and k0τ0 is the wave number
of the edge wave in the isolated plate for which [4]

Figure 2 shows similar power fluxes for the plate in air.
Figures 2a and 2b refer to the symmetric and antisym-
metric waves, respectively. The energy characteristics
are seen to change their structure at frequencies near
the coincidence frequency. At lower frequencies, the
major portion of the power is the power of the elastic
deformation of the plate, which is almost equal to E°
for the symmetric wave. At the frequencies higher than
the coincidence frequency, the major contribution is
given by the power flux in the adjacent acoustic
medium. As the frequency increases further, the power
of the elastic deformation again becomes dominant.
The oscillations observed in Fig. 2a at high frequencies
are related to the errors of the calculation. As was noted
in [5], at high frequencies, the wave number µ0 of the
symmetric edge wave is close to the wave number κ of
the flexural waves in the plate immersed in the acoustic
medium. The formulas for the power flux contain the

quantity  – κ2, which is calculated with an error.
A similar loss in accuracy occurs near the upper critical
frequency for the antisymmetric edge wave.

Figures 1 and 2 show that the contribution of the
corner forces E''' exhibits no abrupt changes near the
coincidence frequency nor at the critical frequencies of
the antisymmetric wave. Therefore, one can assume
that the modes of vibration of the plate edges remain
essentially unchanged. Our calculations show that, near
the crack, the dependence of the plate displacement ξ
on the distance from the edge has the form of a rapidly
decaying function, which is almost the same for the
symmetric and antisymmetric waves. Near the critical
frequencies of the antisymmetric wave, the rate of the
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decay decreases. Figure 3 shows the amplitude distri-
butions of the antisymmetric edge wave in the vicinity
of the lower critical frequency. Similar effects are
observed near the upper critical frequency (see Fig. 4).
These changes in the amplitude distributions cause an
increase in the power flux in both the plate and the adja-
cent acoustic medium as the frequency approaches the
critical value. It is clear that, in this situation, it
becomes more difficult to excite the antisymmetric
wave.
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Fig. 2. Power fluxes of the (a) symmetric and (b) antisym-
metric waves for a plate in air versus frequency: (1) total
power flux; (2) contribution of the flexural vibrations; and
(3) contribution of the corner forces.
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Note that, with decreasing density of the acoustic
medium, the edge waves in general are not transformed
to the Rayleigh waves for an isolated plate. In particu-
lar, the antisymmetric edge wave does not exist at fre-
quencies higher than the coincidence frequency at any
density; i.e., the only possible type of vibrations is the
symmetric wave. At the same time, in the absence of
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Fig. 3. Distribution of the plate displacements in the anti-
symmetric wave at the frequencies (from top to bottom) 0.5,
0.2, 0.1, 0.075, 0.05, and 0.045 Hz.

Fig. 4. Distribution of the plate displacements in the anti-
symmetric wave at the frequencies (from top to bottom)
1000, 1130, 1132, 1134, and 1135 Hz.
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the acoustic medium, semi-infinite plates vibrate inde-
pendently.

Similar results were obtained in [9] for the Stoneley
waves propagating along an elastic cylinder in the case
of a decreasing density of the acoustic medium.
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Abstract—The combined finite-element–boundary-element method is used to solve the problem on the radi-
ation of a water-filled piezoceramic cylinder positioned near an infinite plane. For the case of a perfectly rigid
plane, the frequency characteristics of the transmitting response of the piezoelectric cylinder are obtained
along with the frequency characteristics of the acoustic power, the directional characteristics, and the velocity
and pressure distributions over the radiating cylindrical surfaces. It is found that, when the distance between
the plane and the piezoelectric cylinder is small relative to the wavelength, the frequency characteristics of the
cylinder and the velocity and pressure distributions noticeably differ from those obtained for a piezoelectric
cylinder in an infinite space. The effect of the antisymmetric mode, which appears at small wave distances
between the cylinder and the plane, on the characteristics of a water-filled piezoelectric cylinder is considered.
© 2001 MAIK “Nauka/Interperiodica”.
A water-filled (free-flooded) piezoceramic cylinder
and an array of such cylinders are known to exhibit
peculiar frequency characteristics and, therefore, have
been the objects of many investigations. The problems
on the radiation of these systems were analyzed with
the use of different models of a water-filled cylinder
and with different methods [1–15]. The numerical
methods and, specifically, the finite-element and the
boundary-element methods [8, 9, 11–15] provide
approximate solutions to such problems with an accu-
racy that is sufficient for practical applications. These
solutions take into account the real distribution of the
particle velocity and pressure at the radiating surface of
a piezoelectric cylinder. The numerical methods are
successfully used for solving other problems concerned
with the analysis of piezoelectric transducers [16–17].
The publications cited above [1–15] consider water-
filled cylinders in an unbounded liquid medium without
taking into account the effect of the structural elements,
the sea floor, and the like.

The purpose of this paper is the analysis of the
acoustic radiation of a water-filled piezoelectric cylin-
der positioned near a plane, which can serve as an
approximate model of the sea floor or some elements of
a structure located near the cylinder.

To solve this problem, we apply the combined
finite-element–boundary-element method considered
earlier [12–15]. In the combined method, the forced
vibrations of a finite transducer are described with
allowance for the piezoelectric effect and acoustic radi-
1063-7710/01/4703- $21.00 © 20247
ation in a liquid in terms of a system of linear algebraic
equations

(1)

where Huu is the global transducer stiffness matrix tak-
ing into account the piezoelectric effect; M is the global
mass matrix; ω is the circular frequency; C is the damp-
ing matrix taking into account the mechanical loss; S is
the diagonal matrix of the area; W is the direction
cosine matrix for the outer unit normal; |Huv〉  is the glo-
bal vector of the piezoelectric “stiffness”; |ui〉  is the
nodal displacement vector; |P〉  is the pressure vector; A
and B are the global matrices of the boundary-element
method; ρ is the density of the liquid; and T denotes a
transposition.

The system of equations (1) relates the pressure at
the surface of the piezoelectric transducer to the dis-
placements of its nodal points. This system is comple-
mented by two equations

(2)

(3)

Equation (2) determines the conductivity of the piezo-
electric transducer; Hvv is the global “dielectric” stiff-
ness matrix (in fact, with the introduction of the bound-
ary conditions at the electrodes and the elimination of
the electric potentials of the nodes lying outside the
electrodes, it is a single element). Equation (3) deter-
mines the pressure in the liquid in the near and far
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ary-element method for a given point of the acoustic
field, and |vn〉  are the normal nodal velocities at the sur-
face of the piezoelectric transducer, which are
expressed through the nodal displacements |vn 〉  =
iωWT|ui 〉  (the time factor is taken in the form exp(iωt)).

The global matrices A and B of the boundary-ele-
ment method are formed of the corresponding matrices
determined by the integrals over the boundary element
area [12]. The integrands of these element matrices
involve the Green’s function and its derivative with
respect to the outer unit normal. In the case of a piezo-
electric cylinder in an unbounded liquid medium, the
Green’s function is taken in its conventional form G =
exp(–ikr)/r, where k = ω/c, c is the sound velocity in the
liquid, and r is the distance between a point at the sur-
face of the piezoelectric transducer (the source) and the
point of observation. In the case of a halfspace, the
Green’s function can be represented in the form G1 =

r
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Fig. 1. Schematic representation of a cylinder near a plane.
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Fig. 2. Frequency characteristics of the transmitting
response of a water-filled piezoelectric cylinder: l/a =
(1) 0.8, (2) 0.45, (3) 0.45, and (4) 0.75; b/a = (1) ∞, (2) 0.05,
(3) 0.2, and (4) 1.
exp(–ikr)/r + Rexp(–ikr1)/r1, where r1 is the distance
between the mirror-reflected source and the observa-
tion point and R is the reflection coefficient of the infi-
nite plane [18]. For a perfectly soft plane, we have R =
–1, whereas, for a perfectly rigid plane, the reflection
coefficient is R = 1 [18, 19].

We consider the acoustic radiation of a water-filled
piezoelectric cylinder positioned near a perfectly rigid
plane (Fig. 1) and compare it with the radiation of a
piezoelectric cylinder in an unbounded medium. The
geometric parameters of the problem are the height of
the cylinder l, its outer radius a, the cylinder wall thick-
ness h, and the distance to the plane b; in the following
analysis, these parameters will be determined by the
dimensionless ratios l/a, h/a, and b/a. We consider a
sectionalized (tangentially polarized) piezoelectric cyl-
inder consisting of 32 prisms and made of the TsTBS-3
ceramics whose parameters can be found in the hand-
book [20].

Before analyzing the effect of a perfectly rigid plane
on the main characteristics of the water-filled cylinder,
we consider its characteristics in the absence of the
plane (b/a = ∞). For a water-filled piezoelectric cylin-
der in an unbounded space, we calculated the frequency
characteristics of the transmitting response ν for a far-
field point in the cylinder symmetry plane (z = b + l/2).
For a cylinder located near an infinite plane, the trans-
mitting response was determined near this plane. The
response was calculated in decibels relative to the level
1 µPa/V at a distance of 1 m. Since the transmitting
response is a local characteristic depending on the
selected point, we also determined the integral charac-
teristic, namely, the frequency characteristic of the
dimensionless active component of the acoustic power.
In addition, we calculated the directional characteris-
tics in the vertical plane, which were normalized to the
maximal pressure.

Figure 2 (curve 1) presents the frequency character-
istic of the transmitting response for a water-filled
piezoelectric cylinder with the wall thickness h/a = 0.25
in an unbounded space. The abscissa axis represents the
dimensionless frequency parameter kta, where kt is the
wave number of a transverse wave in the piezoceramics
[12]. It is well known that the frequency characteristics
of a water-filled cylinder have two peaks. The first, low-
frequency, peak (kta ≈ 1.3), which is usually called the
volume resonance, corresponds to the resonance of the
system that includes the piezoelectric cylinder, the vol-
ume of liquid inside it, and a part of the surrounding liq-
uid. The second maximum (kta ≈ 1.95) is caused by the
radial resonance of the piezoelectric cylinder.

The frequency characteristic of the transmitting
response shown in Fig. 2 corresponds to the optimal
cylinder height l/a = 0.8. The optimal height is the
height at which the transmitting responses at the vol-
ume resonance and at the radial resonance are approxi-
mately equal, and the nonuniformity of the frequency
characteristic (the difference between the transmitting
ACOUSTICAL PHYSICS      Vol. 47      No. 3      2001



ACOUSTIC RADIATION OF A WATER-FILLED PIEZOELECTRIC CYLINDER 249
response at the resonances and between them) does not
exceed 3 dB [14]. When the cylinder height is smaller
than the optimal one, the response at the volume reso-
nance is greater than at the radial resonance. When the
cylinder height exceeds the optimal value, the situation
is reversed. In the cited paper [14], it was noted that, for
a piezoelectric cylinder with the wall thickness h/a =
0.2, the optimal height is l/a ≈ 0.95. Hence, the optimal
height of a water-filled piezoelectric cylinder essen-
tially depends on its wall thickness. In the case under
discussion, a decrease in the wall thickness by 20%
leads to an increase in the optimal height by 19%. For
a piezoelectric cylinder with the wall thickness h/a =
0.25, the relative radiation bandwidth at a level of –3 dB
is 63%, which is 12% less than for a cylinder with the
wall thickness h/a = 0.2 [14].

Figure 3 (curve 1) shows the frequency characteris-
tic of the dimensionless active component of the acous-
tic power Pa for a water-filled piezoelectric cylinder of
optimal height in an unbounded space. The acoustic
radiation power is proportional to the real part of the
conductivity determined by Eq. (2). Figure 4 presents
the directional characteristics of a water-filled piezo-
electric cylinder of optimal height in the vertical plane.
The first three curves are for a cylinder in an unbounded
space. Curve 1 relates to the volume resonance fre-
quency, curve 3 to the radial resonance frequency, and
curve 2 to the frequency corresponding to the minimal
response between these two frequencies. The direc-
tional characteristics at the volume and radial reso-
nance frequencies account for the fact that, for a cylin-
der with the optimal dimensions, the acoustic power at
the radial resonance is higher than at the volume reso-
nance (Fig. 3, curve 1). This occurs because, at the
radial resonance, the main lobe of the directional char-
acteristic (Fig. 4, curve 3) is wider than at the volume
resonance (Fig. 4, curve 1).

Figures 5a and 6a show typical distributions of the
absolute values of the dimensionless normal (radial)
component of the particle velocity and the pressure at
the outer and inner cylindrical surfaces of a water-filled
piezoelectric cylinder of optimal height in an
unbounded space. In these figures, the abscissa axis
represents the ordinal number of the equidistant nodal
points; the points with the numbers 7 and 20 lie in the
cylinder symmetry plane. The first thirteen points lie
on the outer surface, so that their numbers increase in
the upward direction; the subsequent thirteen points
(nos. 14–26) lie on the inner surface, their numbers
increasing downwards. The distribution of the velocity
and the pressure are presented for the same three fre-
quencies as the directional characteristics of the piezo-
electric cylinder in Fig. 4. From the comparison of the
corresponding curves, it follows that, for a cylinder of
optimal height, the absolute value of the particle veloc-
ity at the inner cylindrical surface always exceeds the
corresponding value at the outer surface. When the
transmitting responses at the volume and radial reso-
nances are equal, which is possible for a water-filled
ACOUSTICAL PHYSICS      Vol. 47      No. 3      2001
piezoelectric cylinder of optimal dimensions, the abso-
lute value of the particle velocity at the volume reso-
nance is much greater than at the radial resonance.

The nonuniformity of the particle velocity distribu-
tion, which can be interpreted as the ratio of the abso-
lute value of the particle velocity in the middle of the
cylinder (the maximal value) to its absolute value at the
cylinder end (the minimal value), is relatively small and
approximately the same at the outer and inner surfaces
for all frequencies. The nonuniformity of the pressure
distribution is much greater, and it is maximal at the
inner cylindrical surface at the volume resonance fre-
quency. We note that most analytical models of a water-
filled piezoelectric cylinder ignore the nonuniformity
of the distributions of the particle velocity and pressure
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Fig. 3. Frequency characteristics of the dimensionless active
component of the acoustic power of a water-filled piezoelec-
tric cylinder. (The parameters are the same as in Fig. 2.)

Fig. 4. Normalized directional characteristics of a water-
filled piezoelectric cylinder in the vertical plane: l/a =
(1−3) 0.8 and (4) 0.75; b/a = (1–3) ∞ and (4) 1; kta = (1) 1.3,
(2) 1.55, (3) 1.95, and (4) 1.85.
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at the cylinder surface, and, hence, the information
obtained with the use of these models is incomplete.
We also note that the nonuniformity of these quantities
is an important factor, which limits the radiation power
because of the appearance of high mechanical stresses
in the piezoceramics and because of the cavitation, and
this factor should be taken into account in developing
water-filled hydroacoustic radiators.

The eigenfrequency spectrum of the piezoelectric
cylinder can contain three different modes of oscilla-
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Fig. 5. Distribution of the absolute value of the dimension-
less normal component of the particle velocity over the
outer (n = 1–13) and inner (n = 14–26) cylindrical surfaces
of a water-filled piezoelectric cylinder: (a) l/a = 0.8, b/a = ∞,
kta = (1, 2) 1.3, (3, 4) 1.55, and (5, 6) 1.95; (b) l/a = 0.45,
b/a = 0.2, kta = (1, 2) 1.5, (3, 4) 1.6, and (5, 6) 1.8.
tion in the frequency range under study: the antisym-
metric mode, the symmetric mode, and the flexural
mode [21]. Each of these modes can be characterized
by the values of the dimensionless resonance and anti-
resonance frequencies, (kta)r and (kta)a, and by the
dynamic electromechanical coupling coefficient k.
These parameters were calculated by the expressions
presented in our previous paper [12]. For a piezoelec-
tric cylinder with the wall thickness h/a = 0.25 and the
optimal height l/a = 0.8, the characteristics of the first
three modes are as follows: (kta)r = (kta)a = 1.83 and
k = 0.6 for the antisymmetric mode; (kta)r = 1.91,
(kta)a = 2.38, and k = 0 for the symmetric mode; (kta)r ≈
(kta)a = 4.14 and k = 0.002 for the flexural mode. The
flexural mode is only weakly excited: for a thick-walled
cylinder, it is above the frequency range under study
and does not affect the frequency characteristics of the
water-filled cylinder. For a thin-walled cylinder, the
flexural mode can approach the symmetric one, and, in
this case, it will affect the frequency characteristics of
the cylinder [12, 14]. The antisymmetric mode is not
excited in a single piezoelectric cylinder with solid
electrodes in an unbounded space (an electrically and
mechanically symmetric problem). Therefore, no man-
ifestation of this mode can be observed in the frequency
characteristics, in the directional characteristic, and in
the distributions of the particle velocity and pressure
over the surface of the water-filled piezoelectric cylin-
der. If the electric or mechanical symmetry of the prob-
lem is violated, the antisymmetric mode can manifest
itself and affect the characteristics of the water-filled
piezoelectric cylinder. Such a situation caused by the
acoustic interaction was observed in a hydroacoustic
array consisting of two water-filled piezoelectric cylin-
ders positioned at a small wave distance from each
other [14]. A similar situation will take place when
some metal structure elements or a rocky sea floor
occur near the piezoelectric cylinder, if they can be
approximately modeled by a perfectly rigid plane.

Let us consider the effect of a perfectly rigid plane
located at a small wave distance from the water-filled
piezoelectric cylinder on the characteristics of the lat-
ter. We note that, for the ceramics under consideration,
the wavelength in liquid at the radial resonance fre-
quency kta ≈ 1.9 is 2.5a. Figures 2 and 3 present the fre-
quency characteristics of the transmitting response and
those of the dimensionless active component of the
acoustic power for the relative distance between the
piezoelectric cylinder and the plane, b/a, increasing
from 0.05 to 1. The curves in Figs. 2 and 3 correspond
to the cylinder heights close to optimal, i.e., to an
approximate equality of the responses at the volume
and radial resonances. When the distance between the
plane and the piezoelectric cylinder is small, the opti-
mal cylinder height is approximately equal to half the
optimal height of a water-filled piezoelectric cylinder in
an unbounded space. As the distance b/a increases, the
optimal height also increases, and, for b/a ≥ 1, it is prac-
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tically equal to the optimal height of the cylinder in the
absence of the plane.

With the increase in b/a from 1 to 2.5, the transmit-
ting response increases approximately by a factor of
two (by 6 dB); with a further increase in b/a, the
response begins to decrease. The frequency character-
istic of the active component of the acoustic power is
practically insensitive to the presence of the plane for
b/a ≥ 2.5 (l/a = 0.8). The directional characteristics
depend only weakly on the presence of the plane for b/a
within 0.05–0.2: the main lobe slightly narrows. With a
further increase in b/a, the main lobe of the directional
characteristic considerably narrows and an additional
maximum is formed (Fig. 4, curve 4).

In the case of small wave distances between the
piezoelectric cylinder and the plane, the velocity and
pressure distributions noticeably differ from the corre-
sponding distributions in the absence of the plane—
Figs. 5 and 6; in addition, they exhibit some changes
with the frequency variation at fixed geometric dimen-
sions. The presence of the plane violates the symmetry
in the distribution of the aforementioned quantities
with respect to the cylinder symmetry plane. The asym-
metry is most pronounced for the pressure at the inner
cylindrical surface.

When the wave distance b/a is small, the frequency
characteristics are affected by the antisymmetric mode,
which can be seen from curves 2–4 in Figs. 2 and 3 at
kta ≈ 1.6. The manifestation of the antisymmetric mode
in a symmetric cylinder is explained by the acoustic
interaction between the cylinder and the plane at a
small wave distance between them. For a piezoelectric
cylinder with the dimensions h/a = 0.25 and l/a = 0.45,
the parameters characterizing the natural oscillations
are as follows: (kta)r = (kta)a = 1.68 and k = 0 for the
antisymmetric mode; (kta)r = 1.92, (kta)a = 2.39, and
k = 0.6 for the symmetric mode. The flexural mode falls
outside the frequency range under study. The antisym-
metric mode is characterized by an antiphase distribu-
tion of the normal particle velocity at the cylindrical
surfaces. Therefore, the absolute value of the particle
velocity has a minimum approximately in the middle of
the cylinder and reaches relatively large values at the
cylinder ends (Fig. 5, curves 3, 4). With such a distribu-
tion of the particle velocity over the cylindrical sur-
faces, large mechanical stresses will occur in the piezo-
ceramics near the cylinder symmetry plane, which may
cause fracturing of the piezoelectric cylinder.

Hence, in designing water-filled piezoelectric cylin-
ders, it is necessary to avoid the situation when the anti-
symmetric mode falls within the operating frequency
range. This can be accomplished in the following three
ways. One has to use isolated piezoelectric cylinders
positioned at a distance greater than the wavelength
from other elements of the structure. Another possibil-
ity is to use several thin-walled cylinders of a small (not
optimal) height for building a cylinder of optimal
height so that the individual cylinders are connected by
ACOUSTICAL PHYSICS      Vol. 47      No. 3      2001
acoustic decoupling elements (this problem requires
special investigation). The third possibility is to use
thick-walled cylinders with a small optimal height. In
this case, the frequency of the antisymmetric mode will
be much lower than the frequency of the symmetric
mode [21] and the antisymmetric mode will not affect
the characteristics of the water-filled radiator. However,
a thick-walled piezoelectric cylinder has a smaller rel-
ative radiation bandwidth, as compared to a thin-walled
cylinder. Therefore, in every practical realization of
water-filled hydroacoustic radiators, one has to make a
compromise between the acoustic power and the radia-
tion frequency band.
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Fig. 6. Distribution of the absolute value of the dimension-
less pressure over the outer (n = 1–13) and inner (n = 14–26)
cylindrical surfaces of a water-filled piezoelectric cylinder.
(The parameters are the same as in Fig. 5.)
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Abstract—Exact and asymptotic solutions are obtained for the acoustic field generated by an isotropic pulsed
point source in an infinite transversely isotropic elastic medium. The exact solution for the displacement field
is obtained in the form of a double integral over the horizontal slowness and the frequency by using the method
of integral transforms. The calculation of the integral over the horizontal slowness by the method of stationary
phase reduces the exact solution to an asymptotic solution that is convenient for numerical calculations. For-
mulas are given for calculating the spreading factors and the wave fronts of quasi-longitudinal qP-waves and
quasi-transverse qSV-waves. With the formulas obtained, the displacement field of a point source is investigated
for a particular transversely isotropic medium. © 2001 MAIK “Nauka/Interperiodica”.
INTRODUCTION

In simulating seismic wave propagation in problems
of seismology and exploration geophysics, investiga-
tors usually restrict their calculations to the model of an
isotropic geological medium. Many eruptive rocks and
certain carbonates and sandstones do not demonstrate
directional properties and behave as isotropic elastic
bodies. However, mountain masses, clay deposits, and
many other geological formations often represent lay-
ered structures whose elastic properties depend on the
direction. This fact (the anisotropy) essentially compli-
cates the analysis of seismic wave propagation, espe-
cially in the case of an arbitrary anisotropy [1–3]. The
only exception is represented by transversely isotropic
media in which the elastic moduli in the plane perpen-
dicular to the symmetry axis are identical but may dif-
fer in the general case from the modulus in the direction
of the symmetry axis. As investigations show, many
sedimentary rocks are transversely isotropic [4–7].
There is an additional argument in favor of making
allowance for the medium anisotropy: in reference to
deformations, a stack of thin parallel sheets, where
each sheet is isotropic and characterized by its own
elastic properties different from those of other layers,
behaves as if it were a transversely isotropic medium.
To model such a system by a set of thin isotropic lay-
ers, one may need to consider tens or even hundreds
of layers.

The literature on the problem of seismic wave sim-
ulation in anisotropic media is quite extensive [8–11].
Nevertheless, there is no loss of interest in modeling
and interpreting the seismic wave fields in anisotropic
media. In particular, many investigators have consid-
ered the problem on the Green’s function of a point
1063-7710/01/4703- $21.00 © 20253
source in an infinite elastic medium with arbitrary
anisotropy. Various approaches and different represen-
tations for the Green’s function are given in papers [8,
10, 11]. Generally, this problem is solved using integral
transforms, which allow the solution to be found for
arbitrary medium anisotropy and point source type.
Then, the resulting exact integral representations can be
calculated asymptotically by the method of stationary
phase.

Nevertheless, in our opinion, the results obtained for
the waves generated by a point source in an anisotropic
medium are still inadequately elaborated for particular
elastic media characterized by anisotropy of some spe-
cial type. This paper considers the radiation of a point
source of an explosion type in an infinite transversely
isotropic medium. To solve this problem, we use the
method of integral transforms with the horizontal slow-
ness as a transform parameter. Our main goal consists
in the derivation of the exact and asymptotic solutions
to the considered problem in a form convenient for fur-
ther numerical calculations.

EXACT SOLUTION TO THE PROBLEM
ON THE RADIATION OF A POINT SOURCE
IN A TRANSVERSELY ISOTROPIC MEDIUM

As is well known, the wave equation for the dis-
placement field ui generated by a point source located
at the origin of coordinates in an elastic medium with
an arbitrary anisotropy has, in the Cartesian reference
system, the following form [8, 12]:

(1)ρ
∂2ui

∂t2
--------- Cijkluk jl,– Mij t( )∇ jδ r( ),–=
001 MAIK “Nauka/Interperiodica”
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where Cijkl are the elastic moduli of the anisotropic
medium, Mij(t) is the tensor of the source seismic
moment, δ(r) is the delta-function, and ∇  is the gradi-
ent operator. For an isotropic point source, we have
Mij(t) = Ms(t)δij and the right-hand side of Eq. (1) is
reduced to –Ms(t)∇ iδ(r).

In the cylindrically symmetric case, the Hooke law
for a transversely isotropic medium with the vertical
symmetry axes (VTI) can be represented as follows
[1, 7]:

(2)

where σik is the stress tensor, εik is the deformation ten-
sor, λ⊥  and µ⊥  are the Lamé coefficients along the sym-
metry axis (the z axis), λ|| and µ|| are the Lamé coeffi-
cients in the plane perpendicular to the symmetry axis,
and µ∗  is the shear modulus independent of other elas-
tic constants. The components of the strain tensor are
expressed in terms of the displacement components:

(3)

In the cylindrical coordinates, equations of motion (1)
for wave motions polarized in the vertical plane take
the form

(4)

In the case of a transversely isotropic medium, Eqs. (4)
for the displacements ur and uz, together with Eqs. (2)
and (3), form the system of equations equivalent to
Eq. (1) of the theory of elasticity. A convenient way of
solving the problem under consideration is to introduce
the scalar φ and vector ψ potentials that are related to
the displacements according to the relationships

(5)

where ∆r =  is the radial part of the Laplace

operator ∆ = ∆r + ∂2/∂z2 in the cylindrical coordinates.

Using Eqs. (5) to introduce the displacement poten-
tials in the equations of motion (4) and taking into

σrr λ|| 2µ||+( )εrr λ||εϑ ϑ λ⊥ εzz;+ +=

σϑ ϑ λ||εrr λ|| 2µ||+( )εϑ ϑ λ⊥ εzz;+ +=

σzz λ⊥ εrr λ⊥ εϑ ϑ λ⊥ 2µ⊥+( )εzz;+ +=

σrϑ 2µ||εrϑ ; σϑ z 2µ*εϑ z; σzr 2µ*εzr,= = =

εrr

∂ur

∂r
--------; εϑ ϑ

ur

r
----; εzz

∂uz

∂z
--------;= = =

εrϑ 0; εϑ z 0; εzr
1
2
---

∂uz

∂r
--------

∂ur

∂z
--------+ 

  .= = =

ρ
∂2ur

∂t2
----------

∂σrr

∂r
----------

∂σzr

∂z
----------

σrr σϑ ϑ–
r

--------------------- Ms t( )
r∂

∂ δ r( )
2πr
---------δ z( ) 

  ;–+ +=

ρ
∂2uz

∂t2
----------

∂σzr

∂r
----------

∂σzz

∂z
----------

σzr

r
------- Ms t( )

z∂
∂ δ r( )

2πr
---------δ z( ) 

  .–+ +=

ur
∂φ
∂r
------

∂2ψ
∂r∂z
-----------; uz+ ∂φ

∂z
------ ∆rψ,–= =

1
r
---

r∂
∂

r
r∂

∂
 
 
account Eqs. (2) and (3), we obtain the system of linked
equations for the potentials:

(6)

where operator ∂/∂r is omitted in the first equation. In
what follows, we will assume that seismic moment
Ms(t) is related to the seismic source function (the
potential of the elastic displacements of the source)

Ψs(t) according to the relationship Ms(t) = 4πρ Ψs(t),
where α0 is the normalizing constant with the velocity
dimension.

In Eqs. (6), we introduced additional constants with
the dimensions of velocity:

(7)

where α⊥  is the velocity of the longitudinal wave along
the symmetry axis, α|| is the velocity of the longitudinal
wave in the plane perpendicular to the symmetry axis,
and β∗  is the velocity of the transverse wave in any of
these mutually orthogonal directions. It is common
practice to express these four independent constants
through four independent constants α⊥ , ε, δ, and f [13].
The relationship between the parameter sets (α⊥ , α||,
α∗ , β∗ ) and (α⊥ , ε, δ, f) is given in the Appendix.

As can easily be seen, only four independent con-
stants appear in Eqs. (6), although the Hooke law
(Eqs. (2)) includes five independent constants. The rea-
son for this is that we consider only the waves polarized
in the vertical plane (the r, z plane) and omit the
SH-waves polarized in the azimuth direction.

System (6) is the system of linked equations for the
potentials. It is well known that fundamental solutions
to the wave equation in a transversely isotropic medium
are represented as quasi-longitudinal qP- and quasi-
transverse qS-waves [1]. In the general case, the wave
motion in an anisotropic medium does not allow split-
ting into purely longitudinal and transverse waves,
excluding some special directions.

To solve system (6), we apply the Fourier transform
with respect to both the z coordinate and the time t and
the Fourier–Bessel transform with respect to the r coor-

∂2

∂t2
------- φ ∂ψ

∂z
-------+ 

  α||
2∆rφ α*

2 ∂2φ
∂z2
-------- α||

2 α*
2– β*

2+( )+ +=

× ∆r
∂ψ
∂z
------- 

  β*
2 ∂2

∂z2
------- ∂ψ

∂z
------- 

  Ms t( )
ρ

------------δ r( )
2πr
---------δ z( );–+

∂2

∂t2
------- ∂φ

∂z
------ ∆rψ– 

  β*
2 ∆r 2

∂φ
∂z
------ ∂2ψ

∂z2
--------- ∆rψ–+=

+ α*
2 2β*

2–( )∆ ∂φ
∂z
------ 

  α ⊥
2 α*

2– 2β*
2+( )+

× ∂2

∂z2
------- ∂ψ

∂z
------- ∆rψ– 

  Ms t( )
ρ

------------δ r( )
2πr
---------δ' z( ),–

α0
2

α||
2 λ|| 2µ||+( )/ρ; α⊥

2 λ⊥ 2µ⊥+( )/ρ;= =

α*
2 λ⊥ 2µ*+( )/ρ; β*

2 µ*/ρ,= =
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dinate; i.e, we apply the transform (t, z, r)  (ω, kz,
kr), where the Fourier–Bessel transform with respect to
the r coordinate is defined as

where J0(x) is the zero-order Bessel function. Changing
the variables according to the rules kr = ωp and kz = aω,

f kr( ) r r f r( )J0 krr( )d

0

+∞

∫=

f r( )⇔ kr kr f kr( )J0 krr( ),d

0

+∞

∫=
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where p is treated as the horizontal component of the
slowness vector [12], we obtain the system of linear
equations for the potential transforms  and :

(8)

The solution to system (8) has the following form:

φ ψ

ω2 1 α||
2 p2– α

*
2 a2–[ ]φ

– iω3a 1 α||
2 α

*
2– β

*
2+( ) p2– β

*
2– a2[ ]ψ

Ms ω( )
2πρ

---------------=

iω3a 1 α
*
2 p2– α⊥

2 a2–[ ]φ– ω4 p2+

× 1 β
*
2 p2– α⊥

2 α*
2– β*

2+( )a2–[ ]ψ = iωa
Ms ω( )
2πρ

---------------.–
(9)

φ
Ms ω( )

2πρω2
----------------

p2 a2+( ) 1 β*
2 p2 a2+( )– α⊥

2 α||
2 2α*

2–+( ) p2a2–

∆ a p,( )
---------------------------------------------------------------------------------------------------------------------------;=

ψ
iMs ω( )

2πρω3
----------------

a α||
2 α

*
2–( ) p2 α

*
2 α⊥

2–( )a2+
∆ a p,( )

---------------------------------------------------------------------------,=
where ∆(a, p) is the determinant of system (8),

It can easily be shown that expressions (9) for the
potentials are rearranged to the corresponding expres-
sions for an isotropic medium when α|| = α⊥  = α and
β∗  = β.

Now, we proceed to the wave field calculation for
the transversely isotropic medium. The determinant
∆(a, p) is a bicubic polynomial (a sixth-degree polyno-
mial) in a:

This polynomial can be represented in another form.
Changing the variable a2 = c–2 – p2 and performing sim-
ple rearrangements, we obtain

∆ a p,( ) p2 1 α ||
2 p2– α

*
2 a2–[ ]=

× 1 β
*
2 p2– α⊥

2 α
*
2– β

*
2+( )a2–[ ]

+ a2 1 α
*
2 p

2
– α⊥

2 a2–[ ] 1 β
*
2 a2– α ||

2 α
*
2 β

*
2+–( ) p2–[ ] .

∆ a p,( ) α⊥
2 β*

2 a2 a1
2–( ) a2 a2

2–( ) a2 a3
2–( ).=
(10)

where c1(p) and c2(p) are the roots of the biquadratic
dispersion equation

(11)

The coefficients in the biquadratic equation (11) are the
functions of the horizontal slowness p and are given by
the formulas

Taking into account expression (10) for the determi-
nant, solutions (9) for the potentials can be represented
in the form

∆ a p,( ) Φ p( ) p2 a2+( ) 1 c1
2 p( ) p2 a2+( )–[ ]=

× 1 c2
2 p( ) p2 a2+( )–[ ] ,

Φ p( )c4 2α⊥ β*Q p( )c2– α⊥
2 β*

2+ 0.=

Φ p( ) 1 α⊥
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2–( ) p2 α
*
2 α||

2–( ) α⊥
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*
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2–( ) α*
2 β*

2–( ) ] p4,
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2 β

*
2 α⊥

2 α
*
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2 2β
*
2–( )[–+(=
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2 α*

2–( )α⊥
2 ] p2 )/ 2α⊥ β*( ).
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2πρω3c1
2 p( )c2
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------------------------------------------
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To calculate the displacement potentials, we carry
out the inverse Fourier transform with respect to the
variable kz = ωa and apply the residue theorem. As
can easily be seen, the right-hand sides of Eqs. (12)
have simple poles at the points a1, 2 = ±ip, a3, 4 =

± , and a5, 6 = ± . Figure 1
shows the positions of these poles under the assumption
that a3, 4 and a5, 6 are real. Taking into account that a =
Rea + iIma and ω ≥ 0 and using the Jordan lemma, we
obtain that the integration path should be closed in the
lower half-plane for z > 0 and in the upper half-plane
for z < 0. To correctly trace around the poles located on
the real axis, one can use the limiting absorption prin-
ciple [14], which shifts the poles away from the axis so
that only waves outgoing from the source to infinity
appear in the solution; i.e., this principle ensures the
correct asymptotic behavior of the solution. As can eas-

ily be seen, the poles a1 = –ip, a3 = + , and

a5 = +  are encircled by the path for z > 0,

and the poles a2 = +ip, a4 = – , and a6 =

 are encircled by the path for z < 0. Per-
forming the corresponding calculations and applying
the inverse Fourier–Bessel transform with respect to
the horizontal slowness p, we obtain the following
result:

c1
2– p( ) p2– c2

2– p( ) p2–

c1
2– p( ) p2–

c2
2– p( ) p2–

c1
2– p( ) p2–

– c2
2– p( ) p2–

φ ω r z, ,( ) iωΨs ω( )α0
2 p pd

Φ p( )
------------J0 ωpr( )

0

∞

∫–=

× i p3 α⊥
2 α||

2 2α*
2 ) ωp z–( )exp–+(





iIma

+ip

–ip

Rea
c1

2– p( ) p2––

c2
2– p( ) p2–– + c2

2– p( ) p2–

+ c1
2– p( ) p2–

Fig. 1. Integration path and the rule of tracing around the
poles for z > 0.
(13)

One can see from relationships (13) that the potential φ
is a symmetric function of z and the potential ψ is an
antisymmetric function of z, which follows from the
symmetry of the initial system of equations (6). In the
limiting case of an isotropic medium, Eqs. (13) yield
the well-known solution [12, 15]

Substituting the above solutions for potentials (13)
into Eqs. (5) and taking into account the fact that
∆rJ0(ωpr) = –ω2p2J0(ωpr) and ∂J0(ωpr)/∂r = −ωpJ1(ωpr),
we obtain the solution to the problem on the wave gen-
eration by an explosion-type point source in an elastic

+
1 β

*
2 /c1

2 p( )– α⊥
2 α||

2 2α
*
2–+( ) 1 c1

2 p( ) p2–( ) p2–
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2– p( ) p2– c2

2 p( ) c1
2 p( )–( )

------------------------------------------------------------------------------------------------------------------
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transversely isotropic infinite medium in terms of the
displacement components:

(14)

where ζ1, 2(p) =  are the vertical compo-
nents of slowness. One can see that the inhomogeneous

wave proportional to (  +  – 2 )exp(–ωp|z|)
appearing in solution (13) for the potentials disappears
in solutions (14) for the displacement components.
Expressions (14) contain both the quasi-longitudinal
qP-wave and the quasi-transverse qSV-wave. Note that
the problem under consideration can be solved without
invoking the potentials. Namely, as follows from solu-
tion (14), the problem can be solved by using the Fou-
rier–Bessel transform of the zeroth and first orders for
the vertical and horizontal velocity components.

ASYMPTOTIC SOLUTION: THE METHOD
OF STATIONARY PHASE

Further rearrangements of solutions (14) can be
accomplished using the method of stationary phase to
calculate asymptotically the integrals with respect to
the horizontal slowness p. With this purpose in mind,
we transform the integral with respect to the horizontal
slowness p over the semi-infinite interval (0, +∞) into
the integral over the whole real axis (–∞, +∞) by using
the fact that the integrand is an even function [12].
Assuming the argument in the Hankel functions to be
large ωpr @ 1 (which is identical to the condition λ !
r, where λ is the wavelength of the radiated signal), we
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replace the Hankel functions in the expression for the
displacement components with their asymptotic series
expansions for large arguments:

where (ωpr) and (ωpr) are the first- and sec-
ond-kind Hankel functions of order ν. The stationary
points are determined as the positions of the phase
extrema in the exponential terms of solutions (14),
exp[–iω(pr + ζ1, 2(p)|z|], and satisfy the equation
dζ1, 2(p)/dp = –r / |z|. Carrying out the differentiation,
we find that the stationary points pqP(|z|/r) and pqS(|z|/r)
are determined as the solutions of the following
implicit equations:

(15)

Expanding the phases of exponents in the Taylor series
near the stationary points pqP(|z|/r) and pqS(|z|/r) and cal-
culating the integrals of the resulting exponents, we
obtain

(16)

Taking into account Eq. (16) and replacing the argu-
ment of the factors multiplying the exponents in the
considered integrals with the stationary points, we
obtain the final expression for the displacement compo-
nents:
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(17)
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In deriving Eqs (17), we used the expression

which follows from dispersion equation (11).

If the second derivatives of ζ1, 2(p) with respect to
the slowness are negative, solutions (17) can easily be
represented in the time domain:

(18)

The effective spreading factors (without separation of

the angular factors)  in Eq. (18) are
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In Eqs. (19), it is assumed that the amplitude of the
elastic displacement potential is normalized so as to
satisfy the equality α0 = α⊥ .

Explicit expressions for the displacement field can
be obtained for waves propagating along the directions
r = 0 and z = 0. For a wave propagating along the z axis,
we have r = 0 and p = 0. To eliminate the apparent sin-
gularity in Eqs. (17) at r = 0, we expand Eq. (15) for the
stationary point in a series for r  0 (p  0). Taking
into account the fact that c1(p = 0) = α⊥ , c2(p = 0) = β∗ ,

and d /dp|p = 0 = 0, we obtainc1 2,
2–
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Taking into account the above consideration and the
fact that Φ(p = 0) = 1, we arrive at the final result:

(20)

For a wave propagating along the r axis (z = 0), the
solution to Eqs. (15) is pqP = 1/α|| and pqS = 1/β∗ . In
this case, we must eliminate the singularities appear-
ing in the factors ζ1(pqP), ζ2(pqS), d 2ζ1(pqP)/dp2, and
d 2ζ2(pqS)/dp2. Performing the corresponding transfor-
mations, we obtain

(21)

As follows from Eqs. (20) and (21), only longitudinal
waves propagate in the vertical and horizontal direc-
tions.

WAVE FRONT EQUATION FOR qP-
AND qSV-WAVES: RESULTS

OF CALCULATIONS 
FOR THE DISPLACEMENT FIELD

Let us derive the equations describing the wave
fronts (the surfaces of equal phase) for the quasi-longi-
tudinal qP-waves and the quasi-transverse qSV-waves.
From solutions (17), it follows that the wave front equa-
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Fig. 2. Wave fronts for the quasi-longitudinal qP-wave and
the quasi-transverse qSV-wave at C = 0.05.
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tion for both qP- and qSV-waves can be found as the
solution to the implicit system

(22)

where C is an arbitrary constant. One would solve sys-
tem (22) by determining the quantities pqP(|z|/r) and
pqS(|z|/r) from the second equation and substituting the
resulting expressions into the first equation. However,
this method is inconvenient, because the functions
pqP(|z|/r) and pqS(|z|/r) cannot be determined in an
explicit form. A more efficient approach consists in
solving the first equation for |z| and substituting the
result in the second equation. Then, we obtain an equiv-
alent system that is more convenient for calculations:

(23)
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Fig. 3. (a) Vertical and (b) horizontal displacement compo-
nents in the Bakken shale transversely isotropic medium for
the distance r = 50 m.
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The first equation of system (23) is solved using a
numerical procedure to determine pqP(r/C) and
pqS(r/C), which are then substituted into the second
equation to determine z. Using system (23), one can
easily find the edge points of the wave fronts of qP-
and qS-waves. For r = 0 (pqP = 0 and pqS = 0), we find

 = α⊥ C and  = β∗ C. For z = 0 ( pqP = 1/α|| and

pqS = 1/β∗ ), we obtain  = α||C and  = β∗ C.
Figure 2 shows the calculated wave fronts for a
“Bakken shale” transversely isotropic medium with the
parameters α⊥  = 3.85 km/s, ε = 0.26, δ = 0.15, and f =
0.61 [4]. For this medium, the behavior of the front of
the quasi-longitudinal wave resembles an ellipsoid of
revolution and the front of the quasi-transverse wave
resembles an oblate sphere.

Figures 3 and 4 show results calculated from Eqs. (17),
(20), and (21) for the vertical and horizontal displace-
ment components in the same medium (Bakken shale)
for the distances r = 50 and 100 m. The ten paths shown
in the figures correspond to different directions, from
0° (the vertical direction) to 90° (the horizontal direc-
tion) at a step of 10°. As Figs. 3 and 4 show, only lon-
gitudinal waves propagate in the horizontal and vertical
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Fig. 4. (a) Vertical and (b) horizontal displacement compo-
nents in the Bakken shale transversely isotropic medium for
the distance r = 100 m.
directions. The maximal velocity of the quasi-trans-
verse wave occurs in the direction near 45°, because the
calculations show that the maximum occurs just in this
direction. Figure 3 illustrates the formation of quasi-
longitudinal and quasi-transverse waves. At longer dis-
tances (Fig. 4), these waves are split in the time of
arrival and are easily visualized separately. In the calcu-
lations, we used the seismic source function (the veloc-

ity potential (t) = dΨs(t)/dt) in the form of the Ber-
lage impulse often used for geophysical simulations:

with frequency f0 = 100 Hz and B = 0.7. Here, B =

Ω/(2πf0), Ψ∞=  is the static value of the elas-

tic displacement potential and Θ(t) is the Heaviside
step function.

SUMMARY

In this paper, we obtained the exact and asymptotic
solutions for the acoustic field generated by an isotro-
pic pulsed point source in an infinite transversely iso-
tropic elastic medium. The exact solution for the dis-
placement field is obtained in the form of a double inte-
gral over the horizontal slowness and the frequency by
using the method of integral transforms. We used the
Fourier transform for both time and the vertical coordi-
nate and the Fourier–Bessel transform for the radial
coordinate. The calculation of the inverse Fourier trans-
form with respect to the vertical slowness by using the
residual theorem reduces the double integral to the lin-
ear one.

The calculation of the integral with respect to the
horizontal slowness by the method of stationary phase
reduces the exact solution to an asymptotic solution
convenient for numerical calculations. We derived the
formulas for calculating the spreading factors and the
wave fronts of quasi-longitudinal qP- and quasi-trans-
verse qSV-waves generated by an isotropic pulsed point
source in an infinite transversely isotropic elastic
medium. The wave fronts are described by a system of
implicit equations.

APPENDIX

Five independent parameters are required to exhaus-
tively describe the elastic properties of a transversely
isotropic medium. Thomsen [16] was the first to sug-
gest the parameters VP0, VS0, ε, δ, and γ, where VP0 and
VS0 are the velocities of longitudinal and transverse
waves propagating along the symmetry axis and ε, δ,
and γ are the dimensionless parameters describing the
deviations of the parameters of the anisotropic medium
from those of an isotropic medium. The expressions
relating these parameters to the elastic moduli of the
medium can be found, for example, in [5, 13]. Here, we

Ψ̇s

Ψ̇s
1 B2+( )2

B
----------------------2π2 f 0

2Ψ∞t Ωt–( ) 2πf 0t( )Θ t( )sinexp=

Ψ̇s t( ) td
0

+∞∫
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present only the relationships between them and the
parameters used in this paper:

The parameters α||, α∗ , and β∗  used in this paper and
the parameter β|| characterizing the velocity of trans-
verse SH waves polarized in the azimuthal direction
can be expressed through the constants ε, δ, f, and γ:
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Abstract—Laws manifesting themselves in the formation of the space–frequency distribution of the intensity
of the acoustic field generated by a point source of wide-band radiation are considered. Most attention is con-
centrated on the study of the effect of diffraction focusing on the formation of the interference structure of the
acoustic field. © 2001 MAIK “Nauka/Interperiodica”.
A space–frequency interference structure is formed
in the course of the propagation of acoustic waves in
oceanic waveguides. This structure is characterized by
the presence of the lines of the maximal values of the
field intensity J( f, r) in the f–r plane, where f is the radi-
ation frequency and r is the horizontal distance [1–6].
From the condition of the interference of the modes
with the numbers l and m, it is possible to determine the
equation for the corresponding interference lines
rl, m( f ). This equation has the form [5, 7–10]

(1)

Here, the quantity

(2)

corresponds to the period of interference of the modes
under consideration with the horizontal wave numbers
kl determined from the dispersion equation for each
specific waveguide.

Each interference line given by Eq. (1) has a certain
inclination angle with the tangent βl, m determined by
the expression following from Eq. (1) [5]:

(3)

where cl and vl are the corresponding values of the
phase and group velocities of modes,

(4)

and ω = 2πf is the cyclic frequency.
At certain conditions that were considered in detail

earlier [1, 5, 6, 11], we can ignore the dependence βl, m
on the mode numbers and on the radiation frequency in
Eq. (3). This provides an opportunity to treat the quan-
tity βl, m approximately as an invariant that has a certain
value βl, m ≈ β characteristic of a fixed group of modes
in a corresponding oceanic waveguide [1, 6, 7, 11].

rl m, pRl m, p 1 2 …, ,=( ).=

Rl m, 2π/ kl km–=

βl m,
rl m,

ω
--------/

drl m,

dω
-----------

v l

cl

-----–
1 cl/cm–
1 v l/vm–
-----------------------,= =

cl ω/kl, v l dω/dkl,= =
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The major laws manifesting themselves in the for-
mation of a space–frequency interference structure of
acoustic fields in deep- and shallow-water oceanic
waveguides were investigated quite extensively in the
papers cited above [1–11]. However, insufficient atten-
tion was given to the study of the possible effect of the
diffraction focusing of acoustic beams on the behav-
ior of J( f, r). The manifestation of this effect in oce-
anic waveguides was considered exhaustively only
for the case of their excitation by a source of tone
radiation [12–15].

This is precisely the reason why the purpose of this
study is the investigation of the effect of diffraction
focusing on the formation of the space–frequency inter-
ference structure of acoustic fields in multimode oce-
anic waveguides.

As is well known (see [12–15]), in the case of a
fixed radiation frequency, the diffraction focusing of
the field is most pronounced within certain intervals of
horizontal distances

(5)

If we consider only the well predictable (and, there-
fore, being of most interest) large-scale interference
structure formed by the neighboring pairs of interfering
modes, the expressions for the minimal Rmin and the
maximal Rmax periods of such a focusing will have the
form [12–15]

(6)

Here, the quantity

(7)

corresponds to the period of the rearrangement of the
interference structure of the field formed by the neigh-

mRmin r mRmax m 1 2 …, ,=( ).≤ ≤

Rmin min Rg l l 1+ ; l 1+ l 2+, ,( ){ } ,=

Rmax max Rg l l 1+ ; l 1+ l 2+, ,( ){ } .=

Rg l l 1+ ; l 1+ l 2+, ,( )
Rl l 1+, Rl 1+ l 2+,

Rl l 1+, Rl 1+ l 2+,–
------------------------------------------=
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boring pairs of interfering modes with the periods of
interference Rl, l + 1 and Rl + 1, l + 2 (see Eq. (2)).

It is quite natural that the smaller the value of the
difference

(8)

of the corresponding maximal and minimal periods
(Eqs. (6)) (i.e., ∆R/Rmin ! 1), the more pronounced the
diffraction focusing of the tonal radiation with the spa-
tial period Rmax in a plane-layered oceanic waveguide.
However, even in the case of a large difference
between the values of Rmax and Rmin (Eqs. (6)) when
the value of the corresponding ratio is comparable to
unity, ∆R/Rmin ≈ 1, the diffraction focusing can be
noticeable for certain groups of modes carrying the
major part of energy with relatively small changes in
the value of Rg(l, l + 1; l + 1, l + 2). In this case, the
greater the number of modes Lm = lb – ls in each such
group ls ≤ l ≤ lb, the more noticeable the diffraction
focusing of the acoustic field in the corresponding
intervals of horizontal distances:

(9)

where

(10)

and ls and lb correspond to the boundary values of the
mode numbers characterizing a specific group.

From the aforesaid (see expressions (5)–(10)), it fol-
lows that, in plane-layered oceanic waveguides, the
characteristic features caused by the effect of diffrac-
tion focusing can be observed in the formation of the
space–frequency distribution of the intensity J( f, r) of
the acoustic field excited by a point source of wide-
band acoustic radiation. Namely, the interference lines
(Eq. (1)) for the corresponding mode groups concen-
trate in the f–r plane in certain intervals of horizontal
distances (see conditions (5) or (9)). As a result, in the
f–r plane, the interference lines rl, m (of the first order)
form other (probably wider) interference structures
rg(l, m) (of the second order) characteristic of each
waveguide and these structures are also associated with
the maximal values of the intensity of the acoustic field.

The width of the newly formed interference struc-
tures rg(l, m) depends on the number of modes Lm effec-
tively forming the corresponding zones of the diffrac-
tion focusing of the acoustic field at each frequency and
on the range of variation characterizing the tangent of
the inclination angle βl, m of the first-order interference
lines rl, m (Eq. (1)) for these modes.

In this connection, it is of interest to obtain the
approximate analytical dependences of βl, l + 1 and Rmax
on the frequency of radiation for any simple model of
an oceanic waveguide in order to compare the inclina-

∆R Rmax Rmin–=

mRs r mRb,≤ ≤

Rs min Rg l l 1+ ; l 1+ l 2+, ,( ){ } ,=

Rb max Rg l l 1+ ; l 1+ l 2+, ,( ){ } ,=

ls l lb≤ ≤( ),
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tions of the interference lines of the first order rl, l + 1
with the inclinations

(11)

of the interference lines of the second order rg(l, l + 1) =
mRg(l, l + 1; l + 1, l + 2). Moreover, this would provide
an opportunity to evaluate the positions of the spatial
regions of the diffraction focusing of the acoustic field.

To do this, we consider the three simplest models of
waveguides, namely: an isovelocity waveguide with a
perfectly rigid bottom

(12)

a subsurface waveguide

(13)

and a parabolic waveguide

(14)

Here, n(z) is the dependence of the refraction index of
the acoustic waves on the depth z; H1, H2, and H3 are the
characteristic vertical scales of inhomogeneity of the
corresponding waveguides; and ε ! 1 is the parameter
characterizing the maximal change in the refraction
index in a subsurface waveguide (Eq. (13)).

For such models (Eqs. (12)–(14)), the analytical depen-
dences for horizontal wave numbers are known [16]:

(15)

(16)

where in Eq. (16)

(17)

Here, k = ω/c, c is the minimal value of sound velocity,
xl ≤ 1 in Eq. (15), and xl ≤ γ in Eq. (16).

In considering the case of the multimode propaga-

tion, which is of major interest (kH1 @ 1, kH2 @ 1,
kH3 @ 1), we restrict our consideration to the modes of
low numbers with the corresponding small grazing
angles (xl ! 1). The introduction of this restriction is
determined by the fact that the quantity βl, m (Eq. (3)) is
an invariant in the asymptotic sense. Namely, as it is

α l l 1+,
Rg

ω
-----/

dRg

dω
---------=

Rmax

ω
-----------/

dRmax

dω
--------------≈

n2 z( ) n1
2 z( ) 1 0 z H1≤ ≤( ),= =

n
2

z( ) n2
2

z( ) 1 ε/ z/H2( )cosh
2

+= =

0 z ∞≤ ≤( ),

n2 z( ) n3
2 z( ) 1 z/H3( )2 ∞– z ∞< <( ).–= =

kl k 1 xl– ,=

xl

π l 1/2–( )
kH1

------------------------ 
  2

, n z( ) n1 z( )=

2 l 1/2–( )
kH3

-----------------------, n z( ) n3 z( ),=

=

kl k 1 ε+ 1 γ xl–( )2+ , n z( ) n2 z( ),= =

xl
2l 1/2–

kH2 1 ε+
--------------------------,=

γ ε 2k 1 ε+ H2( ) 2–
+ .=

ε
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demonstrated in [5] and follows from the results pre-
sented in [6, 7, 11], this quantity does not depend on the
radiation frequency and on the mode numbers only
within the range of variation of ω that noticeably
exceeds the critical frequencies ωl of the corresponding
modes, where the corresponding asymptotic depen-
dences kl(ω) are valid at ωl/ω  0. Naturally, the
same restriction (ωl/ω ! 1) is retained in the case of the
determination of the value of αl, l + 1 (Eq. (11)).

Then, proceeding from Eq. (3) and using the
approximate dependences that follow from Eqs. (15)
and (16) and are obtained by expanding them in a series
to the terms of the second order of smallness in xl, we
obtain

(18)

As follows from Eq. (18), within the framework of
the waveguide models under consideration (Eqs. (12)–
(14)), the quantity βl, l + 1 takes a definite value βl, l + 1 =
β ≈ 1, which almost does not depend on the radiation
frequency and the mode number in the multimode
propagation conditions kH1 @ 1, only in the case of an
isovelocity waveguide for modes with relatively small
numbers. In this case, it is appropriate to consider the
invariant βl, l + 1 = β of the space–frequency interference
structure of the acoustic field. However, in the case of a
subsurface and a parabolic waveguide (Eqs. (13) and
(14)), which allow a refraction focusing of acoustic
fields (see [16]), the quantity βl, l + 1 depends linearly on
the radiation frequency and the mode number, and,
therefore there is no sense in discussing any invariant
for the interference lines of the first order in these situ-
ations. The latter conclusion means that the statement
put forward by Grachev [11] about the existence of the
corresponding invariant β in a parabolic waveguide
where its inverse value is taken equal to zero (β–1 = 0,
see [11]) is wrong.

Now let us proceed to the determination of the tan-
gent of the inclination angle αl, l + 1 of the second-order
interference lines. To do this, we first find with the nec-
essary precision the approximate dependences for the
periods of interference of neighboring modes in the
waveguides under consideration (Eqs. (12)–(14)):

(19)

βl l 1+,  = 

1 π/kH1( )2 l2 1/4+( ), n z( )– n1 z( )=

1 8kH2 ε 1 ε+( )3 l 1+( ), n z( )–  = n2 z( )
1 4kH3l, n z( )+ n3 z( ).=

n z( ) n1 z( ): Rl l 1+,
D1/l

1
π

4kD1
------------- 4l2 1+( )+

--------------------------------------------,≈=

D1
2
π
---kH1

2;=
(20)

(21)

Substituting Eqs. (19), (20), and (21) into Eq. (7),
we obtain the approximate dependences for the spatial
periods of the rearrangement of the interference struc-
ture formed by the neighboring pairs of modes:

(22)

(23)

(24)

Using Eqs. (22)–(24), we obtain from Eq. (11) that
the tangent of the inclination angle of the second-order
interference lines has the same value in all waveguides
under consideration, and this value is approximately
equal to unity. Thus, for ωl /ω ! 1, the quantity α l, l + 1
is a real (in comparison with βl, l + 1) invariant of the spa-
tial–frequency interference structure of the field in
waveguides with a monotonic variation of the spatial
period of interference of neighboring modes with their
number (see Eqs. (19)–(21)).

It is natural that the analogous value αl, l + 1 ≈ 1 is
obtained when the expressions for the maximal spatial
period of the diffraction focusing, which follow from
Eqs. (22)–(24), are substituted into Eq. (11):

(25)

The last observation provides an opportunity to gen-
eralize the statement on the invariance of the quantity
αl, l + 1 for a wide class of waveguides with monotonic
dependences of Rl, l + 1 on l and also to correct it for the
waveguides with nonmonotonic dependences of Rl, l + 1
with the corresponding extreme values Rl, l + 1 = Rc at
certain l = lc. Indeed, assuming that, in the case of the

n z( ) n2 z( ): Rl l 1+,=

≈
πH2 1 ε+( )/ε

1 2l 5/2+
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≈ D2/ 1 ε 1 ε+( )
πH2
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multimode propagation of acoustic waves, the condi-
tions of the applicability of the WKB approximation for
the mode representation of the field in oceanic
waveguides are satisfied, we can use the expressions for
Rmax obtained in [14] for the determination of the quan-
tity αl, l + 1 (Eq. (11)):

(26)

Here, Dl(ξl) ≈ Rl, l + 1 is the dependence of the cycle
length of the corresponding Brillouin rays on the ray
parameter ξl = kl/k and ξl = ξc is the value of this param-
eter corresponding to the mode with the number l = lc
at which the extreme of the function Dl(ξl) is attained.
Then, we find from Eqs. (11) and (26) that, in oceanic
waveguides with a monotonic dependence of the cycle
length of the Brillouin rays on the ray parameter, the
quantity αl, l + 1 ≈ 1 is an invariant, whereas in oceanic
waveguides with the corresponding nonmonotonic
dependence Dl(ξl), the value of αl, l + 1 can vary within
a given range 1/2 ≤ αl, l + 1 ≤ 1 for ωl/ω ! 1.

Thus, for all really possible models of oceanic
waveguides, the tangent of the inclination angle of the
second-order interference lines in the case ωl/ω ! 1 var-
ies in a much narrower range of values, 1/2 ≤ αl, l + 1 ≤ 1,
than the tangent of the inclination angle of the first-
order interference lines, –∞ < βl, l + 1 < ∞. This is just the
reason why the quantity αl, l + 1 rather than the quantity
βl, l + 1 should be treated as an invariant of the space–fre-
quency interference structure of acoustic fields in oce-
anic wavequides in the frequency range noticeably
higher than the critical frequencies of the correspond-
ing modes.

In the final part of this paper, we quantitatively illus-
trate the manifestation of the effect of the diffraction
focusing on the formation of the space–frequency inter-
ference structure of the acoustic field by using the sim-
plest model of an oceanic waveguide. In order to com-
plement the results obtained by Petukhov [14] and to
provide their “succession,” we also use here a model in
the form of an isovelocity water layer of thickness H
with the sound velocity c and the density ρ, which over-
lies a liquid halfspace with the corresponding acoustic
characteristics cb and ρb.

The numerical calculations of the dependence of the
spatial period characterizing the rearrangement of the
interference structure of the neighboring pairs of modes
Rg on their number l and on the space–frequency distri-
bution of the intensity of acoustic field J0(f, r) = rJ(f, r)
normalized to the geometric spread were conducted in

Rmax

k
2π
------max Dl

3/ dDl

dξ l

---------
 
 
 

,
dDl

dξ l
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k2

4π2
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4/ d2Dl
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the frequency range 290 ≤ f ≤ 300 Hz for the same values
of acoustic parameters as those used by Petukhov [14]:
H = 300 m, c = 1.45 km/s, ρ = 1 × 103 kg/m3, Òb =
1.7 km/s, and ρb = 1.6 ρ.

As follows from the dependences of Rg on l given in
Fig. 1, the diffraction focusing of the acoustic field in
its first zone (m = 1) must manifest itself most notice-
ably in the distance interval 59 ≤ r ≤ 76 km. This is con-
firmed by the distributions J0( f, r) calculated for the
same depths of the source zs and the receiver z and
shown in Figs. 2 and 3 in a brightness form with the
dynamical range 15 dB. It is necessary to note the fol-
lowing laws. First, the number of the most intense
interference lines of the second order in the first zone
of the diffraction focusing at zs = 4.5 (Fig. 2) and 9 m
(Fig. 3) is completely determined by the corresponding
beam structure of the spatial (in depth and horizontal
distance) distribution of the intensity of the acoustic
field, which was studied by Petukhov [14] (see Figs. 2,
3 there). Second, the position of the most intense inter-
ference line of the second order in the f–r plane, which
manifests itself most noticeably at zs = 9 m (see Fig. 3),
is described by the equation r = Rmax ≈ D1 (see Eq. (25)).

It is also of interest to compare the behavior of the
dependences of the quantities βl, l + 1 (Eq. (3)) and αl, l + 1

(Eq. (11)) on l, which are given in Fig. 4. As one can see
(from Fig. 4), the tangent of the inclination angle βl, l + 1

of the first-order interference lines varies in a much
smaller range of values than the analogous value αl, l + 1

for the second-order interference lines. However, at
l  1, both these quantities tend to the same value
slightly exceeding unity. Here, it is necessary to note
that the asymptotic behavior αl, l + 1  βl, l + 1 at l  1
occurs only in an isovelocity waveguide with a homo-
geneous bottom. The latter is also true for analogous
models of waveguides with a perfectly rigid or per-
fectly soft bottom, where, at l  1, the quantities

70

0 20

Rg, km

10 30 40 50 60 l
50

60

80

90

Fig. 1. Spatial period of the rearrangement of the interfer-
ence structure of neighboring pairs of modes Rg (Eq. (7))
versus the mode number l at f = (s s s) 290 and (d d d) 300 Hz.
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Fig. 2. Space–frequency distribution of the normalized intensity of the acoustic field J0 (r, z) at zs = z = 4.5 m.

Fig. 3. Space–frequency distribution of the normalized intensity of the acoustic field J0 (r, z) at zs = z = 9 m.
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βl, l + 1 and αl, l + 1 also take the same value, but this value
is now slightly less than unity.
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Abstract—The results of experimental studies of the energy and angular structure of a sound field in the region
of the Iberian Basin in the northeastern Atlantic are discussed. The experiments are carried out in a two-channel
waveguide whose axes are located at depths of approximately 450 and 2000 m. A continuous pseudonoise sig-
nal in the frequency range 2.5–4.0 kHz is emitted. The signals are received by the omnidirectional hydrophones
and, simultaneously, by a 10-m-long vertical array, which allows one to realize a narrow beam reception (~2.5°)
in the vertical plane. The source and the receiver are located in a 500-m-thick layer within the upper sound chan-
nel. The field characteristics are measured in the course of a continuous change of distance from 1 to 65 km.
The comparison of the experimental data with calculations shows that the sound field structure formed by the
lower channel is much closer to the theoretical results than the structure formed by the upper channel. In the
upper sound channel, the shadow zone manifests itself only slightly and the first convergence zone begins
approximately 7–11 km nearer to the source than predicted by the calculations. The corresponding angular
sound field structure is fairly pronounced in the vertical plane and bears no evidence of the random behavior
that is peculiar to the fields scattered by the inhomogeneities. © 2001 MAIK “Nauka/Interperiodica”.
One of the key problems in studying sound fields in
the ocean is the determination of the correspondence
between experimental data and the computational
model [1–3]. The solution of this problem is necessary
not only for developing an adequate waveguide model
and increasing the reliability of hydroacoustic predic-
tions, but also for successfully solving the tomography
problems. The long-standing investigations carried out
in various regions of the ocean have shown that, even in
the stable conditions of a single-axis underwater sound
channel of the tropical type, when the basic experimen-
tal and calculated dependences agree well, noticeable
differences are observed in the fine structure of the
sound field. First of all, this refers to the locations of the
convergence and shadow zones and, especially, to the
angular and temporal structure of the sound field [4–8].

The situation is much more complicated in the case
of a biaxial underwater sound channel that occurs in
many regions of the ocean. For example, such a channel
is observed in the region of the Bermudas, off the east-
ern coast of North America, in the southern part of the
Norway Sea, in the Iberian Basin off the Portugal coast,
and in some other regions of the Atlantic ocean. In the
first two regions, a two-channel system with the upper
channel axis at a depth of 200–250 m is formed due to
the appearance of an additional maximum in the sound
velocity profile C(z) at a depth of ~400–450 m, which
is caused by the sloping front of the Gulf Stream. In the
Iberian Basin, the upper minimum of C(z) at a depth of
~450–500 m is caused by the warm Mediterranean
waters of higher salinity penetrating into the Atlantic
1063-7710/01/4703- $21.00 © 20268
through the Gibraltar Strait and forming a deep-water
sound velocity maximum at a depth of ~1200 m. As
they were carried out in different years, the experimen-
tal studies of the sound velocity structure in these
regions have shown that the extent of the agreement
between the experimental data and the calculated field
characteristics is much lower than for a single-axis
underwater sound channel of the tropical type [1, 2, 7].
Note that these calculations were performed in the ray
approximation, because the main body of the experi-
mental data on the angular, temporal, energy, and cor-
relation structure of the sound field was obtained for the
signals in the frequency range 1–5 kHz. Such an
approach is well justified, since, even for the maximal

relative sound velocity gradients a =  that

occur in the open ocean and for the above-mentioned

frequencies (f), the validity conditions  ! 1  of

the ray theory are satisfied. The correspondence of ray
and wave calculations for such situations was repeat-
edly verified (see, e.g., [3]). Moreover, the ray calcula-
tions allow one to easily obtain all the above-mentioned
parameters of the field structure. Using other methods
for solving the wave equation makes the problem of the
determination of the angular spectrum of the arriving
signals almost insolvable, especially if the frequency
band of the signals in use exceeds two octaves.
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Fig. 1. Dependence of the arrival angles α on the distance r: +α corresponds to the signals arriving from above; –α corresponds to
the signals arriving from below.
Let us consider the results of studying the energy
structure and the angular spectrum of the sound field,
which were obtained under conditions of the biaxial
channel in the Iberian Basin of the Atlantic Ocean. By
the angular spectrum we mean the dependence of the
intensity of the received signals on the grazing angle in
the vertical plane. The experiments were carried out in
1989 and 1991. The investigations (1989) have shown
that the field structure formed by the signals propagat-
ing in the lower channel (with the axis at a depth of
~2000 m) agrees well with the computational model.
The field structure in the upper channel with the axis at
a depth of ~500 m noticeably differs from the results of
calculations. According to theoretical views, the first
convergence zone formed by the rays of the upper
channel, with the source and receiver located at depths
from 180 to 200 m, must begin at distances 28–30 km;
at smaller distances (from 28 to 7 km), a geometric
shadow zone must be formed. Figure 1 shows the
experimental angular structure of the sound field, i.e.,
the dependence of the angular spectrum on the dis-
tance, α(r). From Fig. 1, one can see that the signals
characterized by the arrival angles α ≅  ±5° and propa-
gating in the upper channel are recorded almost in the
whole range of the distances r presented in this plot.

The results of the experiments of 1989 served as the
basis for the detailed investigations of the features of
sound propagation in the biaxial channel in the same
region in December 1991, during the expedition with
the research vessels Akademik Nikolai Andreev and
Akademik Boris Konstantinov of the Andreev Acoustics
Institute. The acoustic track was between the Ampere
seamount and the Josephine seamount at the sea depth
~4800 m. The variability of the sound velocity pro-
files C(z) measured down to a depth of 2300 m during
1.5 days in the test region is shown in Fig. 2a. The
ACOUSTICAL PHYSICS      Vol. 47      No. 3      2001
sound velocity profile C(z) at which the sound field
structure was studied and the ray pattern for the trans-
mission depth 180 m are presented in Fig. 2b. It can be
seen that the upper channel axis was at a depth of 450–
500 m and the axis of the lower channel was at a depth
of ~2000 m. As follows from the ray pattern, at this
depth of the sound source, the sound field at the recep-
tion depths from 100 to 1200 m is determined by two
groups of rays: the first group is completely within the
upper sound channel and the second group spans the
total waveguide depth. In this connection, it was neces-
sary to determine the contribution of each group of rays
to the sound field formation.

The experiment was carried out by a technique tested
in many previous oceanic expeditions [2, 7]. A transmit-
ting (almost omnidirectional) system was towed with a
speed of about 6–7 k at a depth of ~180 m along a track
from 1 to ~135 km long; i.e., the track covered the dis-
tances corresponding to the two convergence zones
formed by rays spanning the total thickness of the
waveguide. The signals were received by both the
omnidirectional hydrophones located in the upper oce-
anic layer (from 160 to 500 m) and the 40-m-long ver-
tical array with its center at a depth of Hr ≅ 186 m. The
signal reception was realized in the drifting mode of the
receiving ship. The array allowed one to study the
angular spectrum of the arriving signals in the vertical
plane in the angular range ±23° in a broad frequency
band. Because the source generated a continuous
pseudonoise signal in the range of relatively high fre-
quencies (2.5–4.0 kHz), the central part of the 10-m
receiving array was used to form the array beam in the
vertical plane. For the mean frequency of the range
used (fav ≅  3.2 kHz), the angular width of the main lobe
was α0.7 ~ 2.4° (at the level 0.7). Note that the structure
of the array was such that the angle of its deviation from
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Fig. 3. Variation of the signal intensity I(r) with distance in the case of the omnidirectional reception (Hr ≅  186 m) for a transmission
depth of 180 m: experiment (the solid line) and calculation (the dotted line); the vertical arrows show the calculated positions of the
beginnings of the first convergence zones formed by the signals propagating in the upper and lower channels.
the vertical line was less than 1°–1.5° at the maximal
speed of the ship drift (~1.5–2.0 k). In processing the
obtained data, some corrections (if necessary) were
introduced, since the sloping angle of the array was
determined with the use of specially developed preces-
sion inclinometers. In addition, the deviation of the
array in the direction toward the source could be esti-
mated from the difference in the arrival angles of two
signals, one of which was reflected from the bottom and
the other was reflected both from the bottom and the
ocean surface. The problems of array deviations from
the vertical line were considered in previous publica-
tions (see, e.g., [1, 8]). The distance between the trans-
mission and reception points (but not between ships)
was measured with a high accuracy with the use of a
hydroacoustic system of the distance measurement [9].
To this end, in the system of unified time that was
deployed aboard both ships, the continuous pseud-
onoise signal at certain times was mixed with short
pulses of high intensity. Having determined the angles
of the signal arrivals in the vertical plane and the prop-
agation times of the pulses over respective rays at the
receiving ship and using data on the sound velocity pro-
file, the distance to the source was calculated.

It is the measurements of the energy and angular
characteristics of the sound field at the initial part of the
track (up to ~65 km) that holds specific interest. This
part corresponds to the first shadow and first conver-
gence zones for the signals propagating through the
deep-water (lower) channel. At these distances (up to
~62 km), the best agreement was obtained between the
experimental field structure and the results of calcula-
tions for the sound field formed by the upper channel.
That is the reason why we will consider the results of the
ACOUSTICAL PHYSICS      Vol. 47      No. 3      2001
sound field studies only for the 65-km-long initial part of
the track.

Figure 3 shows the results of measuring the energy
structure of the field with the signal reception at a depth
of Hr ≅  186 m with the use of an omnidirectional hydro-
phone (the central hydrophone of the vertical array).
The sound field level at r = 1 km is taken as 0 dB for the
spherical decay law of the sound intensity. The dot-and-
dash line corresponds to the calculated values of the
sound field variation with distance in the case of the
spherical decay law with allowance for the sound atten-
uation in water that is equal to β = 0.2 dB/km for fav ≅
3.2 kHz. The experimental data are represented by the
solid line and the results of calculation by the dotted
line. The vertical arrows in the plot indicate the loca-
tions of the beginnings of the calculated convergence
zones for the rays that do not leave the upper channel
(~28 km) and for the rays spanning both the upper and
the deep-water (~61 km) channels. As the experiment
shows, the signals in the near zone were observed far-
ther from the source than predicted by the calculations.
The signal intensity noticeably decreases only starting
from distances of ~9 km. In this case, the minimal sig-
nal level with the transmission anomaly A ≅  –(10–12)
dB was recorded at distances of 13–14.5 km, which
corresponds to the middle of the shadow zone for the
rays trapped by the upper channel. According to the ray
pattern in Fig. 2b, the first convergence zone in the
upper channel at the reception depth (186 m) must
begin at a distance of ~27–28 km. It should be noted
that the whole set of the sound velocity profiles C(z)
presented in Fig. 1a, which characterizes the temporal
variability of the medium within a time far exceeding
the duration of the experiment, does not allow one to



 

272

        

GALKIN, SHVACHKO

             
“shift” this calculated beginning of the zone. In spite of
the ray pattern, the increase in the field intensity I(r)
began in the experiment from the distance r ~ 16 km; at
the distance r ≅  18–19 km, the transmission anomaly
was reached the value A = +(6–9) dB. As the distance
further increased, the intensity I(r) was little changed
on average, but it exhibited oscillations with the peak-
to-peak amplitude reaching ∆Imax ~ 10–15 dB. The sig-
nal intensity at the distance corresponding to the calcu-
lated beginning of the convergence zone for the rays in
the upper channel (r ≅  27–28 km) was not exceptional
by its character against the high total sound field level
(A ≅  +15 dB). At distances exceeding 40 km, the field
level began to decrease and reached the average values
of the transmission anomaly Aav ≅  +7 dB. Such a value
of the transmission anomaly was retained up to the dis-
tance r ≅  59 km. This distance is close to the calculated
end of the shadow zone (~62 km) for signals propa-
gating through the deep-water channel. At a distance
of ~60 km, the first convergence zone began for the
same rays. In this case, the sound field level increased
up to A ≅  +20 dB.

Thus, in contrast to the calculations, the total track
in the experiment was almost completely insonified by
the water signals up to the first convergence zone cor-
responding to the deep-water channel. The maximal
discrepancy between the experimental and calculated
structures was observed at distances from 7 to 28 km,
where, according to the calculation, the first shadow
zone for signals propagating only in the upper channel
must be located.

For a more detailed study of the sound field in the
upper channel, the energy characteristics of the
received signals were investigated not only at a depth of
186 m, but at other depths within a 500-m-thick subsur-
face layer. Figure 4 shows the sound intensity I(r) mea-
sured with omnidirectional reception at depths Hr equal
to 166, 186, 206, and 500 m, at distances from 9 to
65 km. These distances correspond to the first shadow
and first convergence zones for the signals propagating
in the deep-water channel. At the depths 166, 186, and
206 m, the measurements were carried out using the
upper, central, and lower hydrophones of the vertical
array, the data in Fig. 4b corresponding to the depen-
dence I(r) presented in Fig. 3. The measurements at a
depth of Hr ≅  500 m were carried out with the use of the
omnidirectional hydrophone. The experimental data
are shown by the solid curves, and the results of calcu-
lations for the depths 186 and 500 m, by the dotted
curves. As can be seen from these dependences I(r), the
general character of variations of the sound field struc-
ture with distance is identical for all depths of reception.
For all depths, beginning from a distance of 9–11 km, a
noticeable decrease in the signal intensity is observed,
which corresponds to the end of the near insonified
zone. At a depth of 186 m, such a decrease begins 2.0–
2.5 km farther from the source than predicted by the
calculation (see Fig. 3). At a depth of 500 m, these dif-
ferences are insignificant (Fig. 4d). In the middle of the
region with the reduced intensity, which was observed
at all depths at the distance r ~ 15 km, the transmission
anomaly increased with depth, from A = –(13–10) dB
in the layer where the vertical array was located (166–
206 m) to the value A = –(5–4) dB at a depth of 500 m.
Then, starting from r ≅  16 km, an increase in the signal
intensity was observed, which resulted in the formation
of the first convergence zone for rays of the upper chan-
nel. Already at a distance of 17–18 km, the transmis-
sion anomaly increased up to A = +(4–7) dB in the
entire range of depths studied. At greater distances, the
values of the anomaly continued to increase reaching
10–15 dB. As the distance increased up to the begin-
ning of the convergence zone determined by the signals
propagating in the lower channel (r ~ 60 km), the anom-
aly gradually decreased, being positive. Thus, under the
real oceanic conditions, the distance from the source to
the beginning of the first convergence zone in the upper
channel proved to be shorter almost by 7–11 km than
the distance predicted by the calculations (23–28 km) for
all depths of reception. It should also be noted that the
experimental dependences of the intensity on distance,
I(r), are in rather poor agreement with the corresponding
calculations (see the dotted curves in Figs. 4b, 4d).

As is seen from the plots, the first convergence zone
determined by the rays propagating through the deep-
water channel begins at distances from 57 to 61 km,
depending on the reception depth. The maximal value
of the transmission anomaly weakly depends on the
reception depth and varies from +20 to +18 dB as the
depth increases. From comparing the experimental data
for the beginning of the first convergence zone with the
calculated values (the latter are marked by the vertical
arrows in Fig. 4), we see that the discrepancies between
them are much less than for the rays of the upper chan-
nel. The boundary of the beginning of the convergence
zone in the experiment was nearer to the source only by
1.0–1.5 km than predicted by the calculation. Such a
discrepancy between the calculated boundary of the
zone and the experimental data obtained in real condi-
tions was multiply observed in various regions of the
ocean [1, 2, 7] and is common for the signals propagat-
ing in the deep-water channel.

The investigations of the angular spectra of the
received signals were carried out with the use of scan-
ning by the beam of a 10-m array in the angular range
±23°, the width of the main lobe being ~2.4°. The
angular spectra of arriving signals were measured
under a continuous variation of the distance from 1 to
65 km. This allowed one to obtain a detailed depen-
dence of the arrival angles in the vertical plane on the
distance, α(r), along the total acoustic track. The level
ratio of the signals arriving at the point of reception at
different angles allowed one to analyze the energy char-
acteristics of the spectra. The dependence α(r) mea-
sured in the experiment was almost identical to that
presented in Fig. 1, which was obtained in 1989 in the
same region at almost the same depths of the corre-
sponding points. In both cases, the signals with the
ACOUSTICAL PHYSICS      Vol. 47      No. 3      2001
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Fig. 4. Variation of the signal intensity I(r) with distance in the case of the omnidirectional reception for a transmission depth of
180 m and the depth of reception Hr ≅  (a) 166, (b) 186, (c) 206, and (d) 500 m.
arrival angles α ≅  ±5° insonified almost the whole
shadow zone for the water rays of the deep-water chan-
nel, including (what is very important) the shadow zone
for the water rays of the upper channel, which, accord-
ing to the calculations, was located at distances from
~7 to ~28 km. The similar behavior of the experimental
dependences α(r) obtained in the same region with an
interval of about two years points to the relative stabil-
ity of the sound field structure and its main characteris-
ACOUSTICAL PHYSICS      Vol. 47      No. 3      2001
tics, including those differing from the theoretical pre-
dictions.

It should be emphasized that, in both experiments
(1989 and 1991), the shadow zone at distances from
~15 to ~28 km corresponding to the initial region of the
intensity increase for the received signals was insoni-
fied not by randomly penetrating signals with unstable
characteristics but by signals with a rather high inten-
sity and with stable values of the arrival angles. In addi-
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tion, the phase front of the received signals was close to
a plane one (more exactly, the radius of curvature was
large compared to the array size) within the total length
of the vertical array or its major part. As a result, the
array response only slightly differed from the response
to a plane wave. All this means that the distances corre-
sponding to the calculated position of the shadow zone
are insonified by the signals arriving over a regular ray
structure. If we take into account that, in the energy
structure of the total field, i.e., the field recorded with
the use of omnidirectional hydrophones, an almost syn-
chronous rise of the intensity is observed at the same
distances for all reception depths (see Fig. 4), we can
state that the regular ray structure spans the entire range
of depths (from ~160 to 500 m). It should be noted
once again that these discrepancies between the exper-
iment and the calculations cannot be corrected by
allowing for the variability of the hydrological condi-
tions, which was observed during the experiment (see
Fig. 2a).

We dwell on the characteristics of the angular spec-
tra of the received signals in more detail. Figure 5 pre-
sents some realizations of the angular field structure
recorded at several distances along the track (12.2,

+20 +10 0 –10 –20
α, degtop bottom

+20 +10 0 –10 –20
α, degtop bottom

53.8 km 60.0 km

17.5 km 28.6 km

12.2 km 14.7 km

Fig. 5. Angular spectra of the received signals recorded on
different parts of the track under test.
14.7, 17.5, 28.6, 53.8, and 60.0 km), these distances
corresponding to the regions where the sound field con-
siderably varies. Note that the angular spectra pre-
sented in Fig. 5 were recorded, except for two of them
corresponding to the distances 17.5 and 28.6 km (below
they will be considered in detail), with the same ampli-
fication of the receiving system, which was taken as
0 dB. The rotation angles α of the main array lobe in
the vertical plane are plotted on the abscissa axis, and
the received signal level is plotted on the ordinate axis.
The angular spectrum at a distance of 12.2 km corre-
sponds to the very end of the near insonified zone,
which was located in the experiment beyond its calcu-
lated position (see the dotted curve in Fig. 3). At the
angle α ≅  –2.5°, the signal arrived with the clearly
defined front, as witnessed by the width of the array
response, which almost coincides with the response to
a plane wave (α0.7 ≅  –2.4°). In the experiment, the
minimal sound field level was recorded at a distance
of 14.7 km. On the noise background, one can see the
signals with a low intensity in the region of shallow
angles α, although these distances correspond to the
zone of the geometric shadow. The angular spectrum at
the distance r = 17.5 km refers to the beginning of the
first convergence zone for rays of the upper channel
(see Fig. 4). The angular spectrum is mainly deter-
mined by a well-defined intense signal arriving at the
point of reception from below, at an angle of about 5°.
For comparing with other spectra, the signal amplitude
must be increased by 4 dB, since the amplification ratio
of the receiving channel of the equipment was changed.
The distance 28.6 km corresponds to the calculated
beginning of the first convergence zone of the upper
channel. However, the angular spectrum presented in
Fig. 5 is a multiray one, which is specific for the middle
of the convergence zone rather than for its beginning.
Note that the signals received at a distance of 28.6 km
were the most intense ones of those presented in Fig. 5.
To perform the comparison, their amplitudes must be
increased by 12 dB. The angular spectrum recorded at
the distance r = 53.8 km refers to the part of the track
with a relatively low level of the sound field intensity,
immediately before the beginning of the first conver-
gence zone for rays propagating through the deep-
water channel (see Fig. 4). The last plot in Fig. 5 refers
to the very beginning of the first convergence zone for
the lower channel. At a distance of 53.8 km, the angular
spectrum is formed by several groups of rays by which
the signals propagate within the upper channel with the
arrival angles α ~ ±5°. At the distance r = 60.0 km, the
main contribution to the sound field is made by the sig-
nal arriving from below, at the angle α ≅  –12°, which is
characteristic of the beginning of the convergence zone.
The other signals, which propagate only through the
upper channel, are much weaker at this distance. It
should also be noted that the energy characteristics of
the signals in the angular spectra (Fig. 5) agree well
with the level of the total sound field in the case of
ACOUSTICAL PHYSICS      Vol. 47      No. 3      2001
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Fig. 6. Variations of the angular spectra of the received signals at the entrance to the first convergence zone (a) for the signals prop-
agating in the upper channel only and (b) for the signals propagating in both the upper and the lower channels.
omnidirectional reception, I(r), for a depth of 186 m
(see Fig. 4b).

For some sound field regions that are of special
interest, e.g., at the entrances to the convergence zones,
we investigated in detail not only the individual angular
spectra but the process of their variation as well. For
this purpose, we analyzed the realizations of the angu-
lar spectra that were sequentially recorded as the dis-
tance varied. Consider two examples of such variations
of the spectra for two parts of the track, which corre-
spond to the distances from ~16 to ~18 km and from
~55 to ~61 km.

The analysis of the angular structure of the field
showed that, starting from the distances of 13–14 km
where the minimal values of the signal intensity were
recorded for the total field (with omnidirectional recep-
tion), the angular spectra of the received signals begin
to vary, which is related to the appearance of groups of
rays indicating the approach to the convergence zone
for the upper channel. These changes in the angular
field structure can be observed in Fig. 6a where the
sequence of the angular spectra of the signals recorded
at distances from 16.3 to 17.7 km is presented. The sig-
nal arrival angles α in degrees are represented by the
abscissa axis. On the left side of this figure, the distance
from the sound source to the center of the receiving
array located at a depth of 186 m is indicated for every
realization. On the right side, the amplification ratios
ACOUSTICAL PHYSICS      Vol. 47      No. 3      2001
(in decibels) of the receiving channel are indicated.
According to these coefficients, the signal levels at the
distances 17.4 and 17.7 km must be increased by 4 dB
to be compared with the signals recorded at smaller dis-
tances. From these angular spectra, it is seen that,
beginning from a distance of 16.3 km (the first realiza-
tion from below), the amplitude of the signal arriving
from below at the angle ~2°–3° slowly increases;
beginning from the distance r = 17.2 km, this increase
is much accelerated. Such a rapid increase of the signal
level points to the fact that the signal enters into the
convergence zone, which starts with a caustic. The last
angular spectrum in Fig. 6a (for r = 17.7 km) corre-
sponds to the distance where the signal amplitude was
maximal for α ≅  (3°–4°). Simultaneously, the maximal
increase in the signal intensity was observed in the total
field under the omnidirectional reception (see Figs. 3,
4b). Note that, at distances from 16.3 to 17.2 km, the
front of the received signal differed from the plane one,
or it is possible that it was not completely formed,
which is evidenced by the broader angular response of
the array, as compared to the response to a plane wave.
At greater distances (over 18 km) up to r ~ 60 km, i.e.,
at distances corresponding to the shadow zone for rays
of the lower channel, the almost single-ray angular
spectrum is transformed into a multiray one (see Fig. 5
for r = 28.6 and r = 53.8 km). In this case, the arrival
angles α are close to the shallow grazing angles deter-
mined by the difference between the sound velocity at
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the reception depth and the maximal sound velocity
C(z) at a depth of ~1200 m.

The second example of the angular spectrum varia-
tions with distance is presented in Fig. 6b, which exhib-
its ten realizations of a rather large sequence of the
spectra recorded at distances corresponding to the end
of the shadow zone and the very beginning of the con-
vergence zone for the signals propagating through the
lower channel. In this figure, the same parameters are
plotted along the axes as in Fig. 6a. Only the data on the
amplification ratio for the receiving channel is absent
(to the right of the angular spectra), since it remains
constant during this time interval. As can be seen, all
angular spectra contain the signals that arrived through
the upper channel with grazing angles ~±5°. However,
at distances exceeding 59.6 km (the last four angular
spectra), the spectrum rapidly changes, because the sig-
nals propagating through the lower channel (see Fig. 2)
enter into the convergence zone. The beginning of the
zone corresponding to a caustic for signals arriving at
the point of reception from below (in Fig. 6b, at the
angle α ≅  –10°) was recorded at a distance of 60.5 km,
which is 1.5 km smaller than the calculated distance
corresponding to the beginning of the convergence
zone (62 km). As noted above, such a discrepancy
between the experimental data and the calculations is
common for the signals propagating in the deep-water
channel even in the stable (in a hydrological sense)
regions of the ocean.

Thus, the results of the experimental studies of the
energy characteristics of the sound field under omnidi-
rectional reception and its angular and energy structure
under directional (in the vertical plane) reception in a
two-channel waveguide with a source located within
the upper channel show that

(i) the sound field structure determined by the rays
arriving through the lower channel agrees well with the
results of calculations performed for a conventional
model of the waveguide; the presence of the upper
channel in the two-channel oceanic waveguide practi-
cally does not affect the results; the discrepancy
between the experimental and the calculated locations
of the shadow and convergence zones (for example, the
distance corresponding to the beginning of the first con-
vergence zone proves to be shorter by ~ 1.5 km, as com-
pared to the calculation) in many real cases is not of
fundamental importance; however, the so-called fine
structure of the field (the angular, temporal, and energy
structure) at every specific distance can greatly differ
from the calculated one, especially at the beginning and
end of a zone;

(ii) in real ocean conditions, the angular spectra and
the energy field structure formed by the rays of the
upper channel noticeably differ from the calculating
ones; the experiments show an almost complete inson-
ification of the whole tested track by the signals propa-
gating over water rays; the first shadow zone for the
rays trapped by the upper channel, or, more exactly, the
region with the low intensity of the received signals, is
much smaller in the experiment, as compared to the cal-
culations (for example, the length of such a region at a
source depth of 180 m and with the reception depths Hr
from 180 to 500 m was ~8–4 km, depending on Hr,
whereas its calculated length was ~22–13 km); it is
necessary to note that the major part of the shadow zone
(r > 16 km) was insonified not by random water signals
with unstable characteristics (for example, the signals
scattered by the inhomogeneities of the water column),
but by the ray structure with almost fully developed
plane fronts; in the experiments, the beginning of the
first convergence zone for the rays of the upper channel
was shifted by about 7–11 km (depending on Hr)
toward the source relative to the position obtained from
the calculations.
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Abstract—Sound propagation in a shallow sea is considered within the framework of the two-component
model of the sea floor. The porosity and the coefficients of absorption and volume scattering are treated as the
parameters characterizing the sea floor. These parameters are determined on the basis of the comparison
between the experimental and theoretical frequency spectra of a signal received from a wide-band source.
A conclusion is made about the relative contributions of different mechanisms of losses (absorption or scatter-
ing) in the sea floor at different sound frequencies. © 2001 MAIK “Nauka/Interperiodica”.
The decisive role of the sea floor in the formation of
the sound field of a point source (or a distributed
source) in a shallow water environment is well known.
This fact allows one to connect the characteristics of the
sea floor with the observed parameters of acoustic sig-
nals propagating in a shallow sea and to determine
(which is very important) these characteristics by com-
paring measured and calculated acoustic data with the
use of the quantitative comparison test. The character-
istics of the sea floor that correspond to the best agree-
ment between the calculations and the experiment are
taken as true under the condition of the adequacy of the
selected model of the shallow-water waveguide. In this
case, it is possible to use various arrays describing the
sound field as initial data, e.g., the spatial dependence
of the signal intensity as a function of distance to the
source in the water layer or the horizontal interference
structure of the sound field, the depth dependence of
the intensity or the vertical interference structure [1],
and the interference structure in the frequency domain
when wide-band signals are used [2–7]. On the whole,
such a technique, together with other similar methods
used for evaluating the parameters of the inhomogene-
ities of the underwater sound channel, has been called
acoustic tomography based on the medium-matched
signal processing [1]. We note that this technique pro-
vides an opportunity to determine the average acoustic
characteristics of the upper sediment layer along the
propagation path in a shallow sea.

An example of utilization of a similar technique is
given by Jensen and Kuperman [5] (see also [4, 7])
who, in the framework of the model of a homogeneous
liquid sea bottom, determined the frequency depen-
1063-7710/01/4703- $21.00 © 20277
dence of the coefficient α( f ) connected with the imag-
inary part of the wave number in the bottom k1:

(1)

where c1 is the sound velocity in the bottom.1 It was
assumed in this case that the coefficient α determined
by the loss of the sound energy in the sea floor depends
on the frequency in a phenomenological way:

, (2)

where f0 is a certain normalizing frequency and the
parameters α0 and b are determined on the basis of the
comparison of the experimental and calculated interfer-
ence structures of the sound field in the near-bottom
sound channel in the frequency domain.

This study is a continuation of our previous paper
[5]. Here, we try to derive a physically more adequate
dependence α( f ) that is based on the assumptions con-
cerning the floor structure and the role of different
mechanisms of sound absorption. The parameters
determining the frequency dependence are also to be
refined by comparing the calculated sound field in the
water layer with the experimental data.

Our approach is based on the following model of a
shallow sea. A water layer with the density ρ and the
sound velocity profile c(z) lies on a halfspace filled with
sediments (Fig. 1). These sediments are a two-compo-
nent medium, i.e., water plus mineral particles. The
main parameter that will be used to characterize the

1 Note that, in these notation, the coefficient of sound absorption in
the bottom is equal to β = 2Im k1.
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sediments is the porosity κ, which is the ratio of the vol-
ume occupied by seawater to the total volume of the
ground sample under consideration. Within the frame-
work of the simplified model used in our study, the
geoacoustic parameters of the bottom sediments are
expressed through the values of porosity. Namely, the
propagation velocity of longitudinal waves and the den-
sity in the sea floor, c1 and ρ1, can be adequately
described by the formulas [8]

(3)

where cH and ρH are the sound velocity in water and the
water density near the sea floor, respectively. Now, let
us consider the propagation loss in sediments that are
described by either the dimensionless coefficient α or
the coefficient β, which has the dimension of the recip-
rocal length. The main idea of this paper is the separa-
tion of the two basic mechanisms that in our opinion are
responsible for the sound attenuation in the sea floor.
The first mechanism is the sound absorption (the trans-
formation of the sound energy to heat). We will denote
the contribution of this mechanism by the coefficient αa
(or βa, respectively). The second mechanism is the
sound scattering by volume inhomogeneities. In this
case, the sound energy dissipates from the beam in var-
ious directions. The contribution of this mechanism is
characterized by the loss coefficient αv (or βv, respec-
tively).

c1 cH 1.631 1.78κ 1.2κ2+–( ),=

ρ1 ρH 2.604 1.606κ–( ),=

CH = 1465 m/s

Radiator
Z0 = 70 m

H ~~ 170 m

1470 1480 m/s
r = 13.82 km

Receiver
zi = H – 18.5 m

C0(z)

0

0 0.2 0.4 0.6 0.8

0.2

0.4

0.6

βaf, dB/km Hz

κ

0.8

1475

Fig. 1. Model of a shallow-water waveguide and the exper-
imental conditions.

Fig. 2. Coefficient of sound absorption divided by frequency
as a function of porosity for different regions of the ocean.
The scatter of the parameters is shown in the figure.
As experiments show, the coefficient βa measured
for the ground in shallow-water regions is proportional
to the sound frequency f in a wide frequency range
from 10 Hz to 1 MHz, βa = βaf f, which corresponds to
a constant value of the parameter αa connected with the
absorption coefficient βaf by the relationship αa =

βaf [dB/km Hz]. According to the literature

data [8, 9], the quantity βaf is determined by the semi-
empirical expressions

(4)

This mechanism can be represented mainly as the
result of friction between particles. An increase in the
sound frequency means that each particle performs
more vibrations per unit time, which makes the loss
proportional to frequency. Figure 2 demonstrates the
dependence of the absorption coefficient βaf on porosity
according to empirical Eq. (4). The scatter of the exper-
imental data obtained for βaf in different regions of the
ocean is also shown in this figure.

We note that, in the theory of water-saturated porous
media [9, 10], the absorption mechanism due to the
motion of the pore liquid relative to the ground skeleton
is considered in addition to the losses caused by friction
between particles. In this case, the viscous friction
force arises, which opposes the relative motion of the
liquid and solid phases. This also leads to a dissipation
of the wave energy and its transformation to heat. At
low frequencies, this mechanism must lead to a qua-
dratic dependence of the absorption coefficient on fre-
quency [10]. However, the measurements performed
for the sediments of the continental shelf demonstrate a
relative smallness of the contribution of this mecha-
nism to the total loss. We should indicate one more
mechanism of losses in highly porous sediments (sus-
pensions) where particles do not contact each other but
are kept at a distance by the forces of an electrochemi-
cal nature. In this case, the friction between particles is
absent. As a result, the frequency dependence of the
absorption coefficient is not linear. However, this is true
for deep-water clays [11].

Another mechanism responsible for the propagation
loss is the scattering of sound by the surface and vol-
ume inhomogeneities [12, 13]. Since most of shallow-
water regions of the oceanic shelf have a smooth bot-
tom relief, in describing the sound propagation at low
frequencies (<100 Hz) it is sufficient to take into
account only the general change in depth along the
acoustic path, and this change is usually known. The

c1 km/s[ ]
27.3

---------------------

βaf
dB

km Hz
----------------

=  

0.2747 0.527+ κ , 0 κ 0.472< <
4.903 1.7688κ , 0.472 κ 0.52< <–

3.3232 4.89κ , 0.52 κ 0.65< <–

0.7602 1.487κ 0.78κ2, 0.65 κ 0.9.< <+–
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dimensions of the surface inhomogeneities relative to
the general relief in this case are much smaller than the
wavelength, and their scattering properties can be
ignored. Thus, the second mechanism is the scattering
by volume inhomogeneities that we describe by the
total coefficient of volume scattering βv. It is deter-
mined as the ratio of the sound power W scattered by a
unit volume in all directions to the intensity I0 of the
incident plane wave:

(5)

For volume inhomogeneities of various dimensions,
one can obtain [14, 15] that the total coefficient of vol-
ume scattering depends on frequency according to a
power law with the power index varying from four to
two, depending on the characteristic size of the inho-
mogeneities. This means that, in the case of inhomoge-
neities comparable to the wavelength, an intermediate
frequency dependence must be observed: βv ~ f 2–4. We
approximately describe the combined effect of scatter-
ing from all inhomogeneities by the power dependence
βv ~ f b or

(6)

where αv is the frequency-dependent specific coeffi-
cient of volume scattering, which can be represented in

a form analogous to Eq. (2): αv = ( f / f0)b – 1, b = 2–4.
According to the closeness of the value of b to one or
another value, it is possible to qualitatively evaluate the
size of inhomogeneities that make the greatest contri-
bution to the losses caused by the volume scattering of
sound. The value of αv characterizes the power of the
field scattered in all directions (divided by a unit vol-
ume, a unit intensity of the incident wave, and one

hertz). The specific values of  and b are assumed to
be such that Eq. (6) most closely describes the fre-
quency dependence of the signal in the range under

consideration. In this case, the parameters  and b are,
generally speaking, different for the same bottom but for
different frequency bands, because the variation of the
frequency band changes the relationships between the
dimensions of inhomogeneities and the wavelengths,
which changes the characteristics of the scattering.

Thus, assuming that the losses in the bottom are
caused mainly by the two indicated mechanisms, we
have a corresponding frequency dependence for the
absorption coefficient:

(7)

Let us evaluate the values of the coefficients in Eq. (7)
by comparing the calculated and experimental interfer-
ence structure of the acoustic field in the frequency
domain. The basis for our calculation is the following
well-known expression for the sound field produced in

βv
W
I0
-----.=

βv

2παv

c1
------------- f ,=

αv
0

αv
0

αv
0

α αa αv+ αa αv
0 f / f 0( )b 1– .+= =
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a waveguide at a point with the coordinates (r, z) by a
tone source located at the point (0, z0):

(8)

where the complex coefficient A characterizes the
spectral power W( f ) and the initial phase of the radi-

ator, |A | = ; ψn(z) and ξn are the eigen-
functions and eigenvalues (Re{ξn} > 0; Im{ξn} > 0) of
the Sturm–Liouville problem:

(9)

Here, m = ρ1/ρH. We note that the frequency depen-
dence of the received signal in Eq. (8) is determined by
all terms on the right-hand side of the equation, because
the eigenfunctions and eigenvalues depend on fre-
quency. Using Eq. (8) at fixed positions of the source
and the receiver and assuming that the eigenfunctions
and eigenvalues depend on frequency as on a parame-
ter, in the case of our model we calculate a set of depen-
dences |u(r, z; f )|(theor) (i.e., we determine the interfer-
ence structure of the sound field in the frequency
domain) for different values of the coefficients in Eq. (7).
The dependence c(z) measured in the experiment is
used in these calculations.

As in our previous paper [5] we used the interfer-
ence structure of the sound field experimentally mea-
sured at a stationary path in the Barents Sea as the
experimental dependence |u(r, z; f )|(exp). Let us recall
the major parameters of the experiment. Sounding was
performed with the help of a piston-type radiator,
which excited wide-band pulsed signals with a linear
frequency modulation in the band 25–95 Hz. The dura-
tion of each signal was 40 s. The radiator was lowered
to a depth of 70 m. The signal reception was performed
by a single hydrophone at a depth of 151.5 m. The dis-
tance between the source and the receiver was 13.82 km.
The sea depth was varying weakly along the path and
was equal to H ≈ 170 m. According to the data of a Para-
sound parametric echo-sounder, the upper layer of the
bottom sediments along the stationary path was almost
homogeneous down to the maximal depth of echo-
sounding ≅ 40 m. We note that the hypothesis on a
quasi-homogeneous sea bottom (a two-component
medium) was put forward proceeding just from these
data limited in depth. This hypothesis served as the
basis for the waveguide model used in this paper. We do
not have any detailed data on the geological structure of
the bottom along the stationary path. On the other hand,
the utilization of geological data obtained in other
regions of the Barents Sea is not justified because of
their strong variation. The main experimental result
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used in this study is the spectrum of the received signal
averaged in the frequency band 5 Hz. Precisely this spec-
trum represented the interference structure of the sound
field in the frequency domain at the observation point
|u(r, z; f )|(exp). It should be noted that, after the averaging,
the signal spectrum did not depend on time; i.e., it did not
change from pulse to pulse during the whole time of
measurement. In other words, the averaged interference
structure obtained in such a way did not depend on the
fluctuations of the waveguide parameters determined by
the mesoscale variability of the medium (tides and inter-
nal waves) and could be used for the determination of the
desired acoustic characteristics of the sea floor. There-
fore, the calculated dependences |u(r, z; f )|(theor) were also
averaged in the frequency band 5 Hz.

The rms deviation σ of the theoretical dependence
from the experimental one was used as a comparison test.
Let there be the experimental and theoretical spectra,

 and , that consist of M frequency readings
of the of the sound field magnitude: |u |i = |u(r, z; fi)|;
i = 1, …, M. Then, we have

(10)

u i
exp( ) u i

theor( )

σ u i
exp( ) u i

theor( )–( )2

i 1=

M

∑ .=
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Fig. 3. Frequency dependences of the loss coefficients α.
(1) The dashed line corresponds to the result of our previous
paper [5] α = 2.8 × 10–6f 2.24 without separation of the loss
mechanisms. (2) The thick line shows the total loss accord-
ing to the results of this paper, α = αa + αv. The thin lines
represent the frequency dependences of the coefficients of
absorption αa and scattering αv. The gray area shows the
scatter of data due to the fluctuations of the experimental
spectra.
The minimum σ (ideally, equal to zero) corresponds to
the best choice of the bottom model, and the parameters
of the latter can be considered close to reality.

We take the quantities κ, αa, , and b as the
unknown characteristics of the bottom and assume that
the velocity and density in the bottom are defined
through the porosity by Eq. (3). As for the connection
of porosity with the absorption coefficient defined by
Eq. (4), the absorption calculated according to the aver-
aged formula (4) can widely differ from the real data
corresponding to a specific region because of the large
scatter of the experimental data obtained in different
regions of the ocean (see Fig. 2). Therefore, we assume
that the absorption coefficient αa must be determined
independently, along with the porosity and the parame-
ters of volume scattering. In this case, the complete list
of values on which the theoretical spectrum depends is

as follows: z0, z, r, c0(z), cH, H, κ, αa, , and b. The
values of the first six parameters can be measured
directly, while the last four parameters are determined
from the matching conditions. An essential point for the
procedure of matching used in this study is the differ-
ence in the effect of the variation of single parameters
on the spectrum. For example, the variation of the
porosity κ leads to a shift of the spectral pattern as a

whole in frequency. The other three parameters (αa, ,
and b) mainly influence the energy characteristics of
the spectrum and do not cause its shift in frequency.
Thus, at the first stage, we determine the value of poros-
ity in such way that the interference peaks of the theo-
retical spectra coincide in frequency with the corre-
sponding experimental peaks. Taking into account the
interval of realistic values, the desired value of the
ground porosity lies within the limits 0.3–0.4. The next
stage is a search for the optimal parameters of damping.
According to previous calculations [5] that qualita-
tively testify to the domination of the volume scattering
by small-scale inhomogeneities, the optimal value of
the power index is sought in the region b ~ 4 together

with the determination of the coefficients αa and  by
an exhaustive search. The coefficient A is also selected
to satisfy the condition of the minimal σ for each com-
bination of parameters. (The exact value of the coeffi-
cient A in the process of experimenting was unknown
because of the insufficient precision of the absolute cal-
ibration of the source.)

As calculations show, the best coincidence of the
theory and experiment is observed in the frequency
band 28–70 Hz with the effective value of porosity being
equal to 0.3.2 According to empirical formulas (1) and
(2), this corresponds to the relative density of the
ground ρ1/ρH = 2.1 and to the sound velocity in the sea
floor c1 = 1765 m/s. The values obtained for the specific

2 A good agreement of experimental and calculated data was
achieved only in this frequency band.
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αv
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αv
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coefficients of absorption αa and volume scattering αv
are as follows: αa = 0.005 and αv = 9.3 × 10–8f 3, or α =
0.005 + 9.3 × 10–8f3, where f is the frequency in Hz. The
dependences (αa, αv, α) are given in Fig. 3. The same
figure shows the boundaries of the spread in the values
of the parameter α due to the random fluctuations of the
received spectra.

The curves demonstrate the similarity of the results
obtained by determining the frequency dependence of
the absorption coefficient on the basis of the technique
used in this paper and the results presented in our pre-
vious paper [5]. Moreover, we can make some conclu-
sions about the mechanisms of losses in the sea floor.
One can see from Fig. 3 (in particular) that, at the fre-
quencies lower than 40 Hz, the general losses in the sea
floor are caused mainly by absorption, whereas, at the
frequencies higher than 40 Hz, the volume scattering
dominates.

The numerical value of the specific absorption
coefficient expressed in more common units is βaf ≈
0.1 dB/km Hz. This value is much smaller than the one
calculated by the empirical formula (4) (0.4 dB/km Hz),
although it lies generally within the scatter of data. It
should be noted that other methods used for the deter-
mination of the damping coefficient (for example, by
the averaged decay curve representing the decrease in
the sound field intensity with distance [16], or by a
direct measurement of the ground samples in the labo-
ratory) also lead to values much lower than those
obtained from the empirical formula (4). Presumably,
the explanation of this fact is connected with the spe-
cific types of ground that occur in this water area. They
consist mainly of highly porous clay mixed with stones.
As a result, the average porosity is low (~0.3) because
of the presence of solid inclusions, and absorption is
determined mainly by the clay filler; i.e., it is character-
ized by the values corresponding to absorption in the
case of porosity equal to 0.7–0.9. Turning to Fig. 2, we
can conclude that in the Barents Sea the absorption
coefficients for ground with the porosity ~0.3 (thin clay
with stone inclusions) and ~0.8 (homogeneous clay,
silt) must approximately coincide and be equal to
~0.1 dB/km Hz. As one can see from the same figure,
the scatter of experimental data at κ ~ 0.3 really has
similar values near the lowest boundary, which con-
firms the reasoning given above. At the same time, the
wide difference between the minimal values of absorp-
tion and the average coefficient of absorption in the
case of porosity equal to 0.3 demonstrates in our opin-
ion the particular features of the ground of the Barents
Sea, while for other regions of the ocean, the typical
ground has the form of coarse-grained sand with a
porosity of 0.3. In this case, the sound absorption is
ACOUSTICAL PHYSICS      Vol. 47      No. 3      2001
3−5 times greater than in homogeneous clay ground,
or, in the case under study, in the inhomogeneous
ground of the Barents Sea type.

On the whole, in our opinion the results of this study
are the evidence in favor of the use of the two-compo-
nent model of the sea floor for describing the sound
propagation in many regions of the Barents Sea.
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Abstract—It is theoretically and experimentally confirmed that the electromechanical coupling coefficient of
SH waves propagating in a Y-cut lithium niobate plate along the X direction can exceed 30% when the plate
thickness satisfies the condition h/λ = 0.02–0.15. This value of the coupling coefficient is approximately six to
seven times greater than the maximal value obtained for SAW in the same material. Such a high value of K2

offers a possibility to control the wave velocity by varying the electrical boundary conditions, e.g., by moving
a conducting screen toward the plate surface. The effect of such a screen on the properties of the SH waves is
studied both theoretically and experimentally. On the whole, the results of the study show that the use of
SH waves offers considerable improvements in the parameters of the known SAW devices and also opens up
the possibilities for the development of new devices and sensors that have to operate in contact with a liquid
medium. © 2001 MAIK “Nauka/Interperiodica”.
Shear horizontal (SH) waves propagating in thin
piezoelectric plates are attracting the interest of many
researchers today [1–3]. A distinctive feature of these
waves is the almost total absence of the surface-normal
component of particle displacement when the condition
h/λ ! 1 is satisfied (here, h is the plate thickness and λ
is the wavelength). Because of this feature, the waves
can propagate in a plate that is contact with a liquid
without any considerable energy loss through the wave
excitation of the liquid medium. Thus, on the basis of
SH waves, it is possible to develop devices and sensors
that can be efficiently operated in contact with a liquid.
It should be noted that similar sensors based on surface
acoustic waves (SAW) usually fail, because the Ray-
leigh SAW strongly attenuate when the surface of their
propagation is in contact with a liquid medium. The
other distinctive feature of SH waves in plates is the
very high value of the electromechanical coupling coef-
ficient (K), as compared to the case of SAW [2–4].

The purpose of this paper is to determine the cut and
thickness of the lithium niobate plate and the direction
of the SH wave propagation in it to obtain the maximal
value of the electromechanical coupling coefficient.
The theoretical analysis shows that, for the Y-cut with
the X-propagation, the square of the electromechanical
coupling coefficient for SH waves, K2, exceeds 30%
when the plate thickness is within h/λ = 0.02–0.15. This
conclusion was confirmed experimentally. Such a high
value of K2 offers the possibility to control the wave
velocity by varying the electrical boundary conditions.
1063-7710/01/4703- $21.00 © 20282
The latter can be accomplished, e.g., by moving a con-
ducting screen toward the plate surface. Below, we
describe the theoretical and experimental studies of the
effect of such a screen on the properties of the waves
under investigation.

We analyze the acoustic wave propagation in a plate
of an arbitrary piezoelectric material. We consider a
wave that propagates along the x1 direction of a piezo-
electric plate bounded by the planes x3 = 0 and x3 = h.
The x3 axis is directed into the plate, and the region x3 >
h corresponds to the vacuum. We write the equation of
motion of the medium and the Laplace equation for the
plate in the form

where ui is the particle displacement in the plate; xj rep-
resents the spatial coordinates; t is time; Φ is the elec-
tric potential in the plate; ρ is the density of the
medium; and Cijkl , ekij , and εjk are the elastic, piezoelec-
tric, and dielectric constants.

In the vacuum region x3 > h, the electric potential
must obey the Laplace equation

ρ
∂2ui

∂2t
--------- Cijkl

∂2ul

x j xk∂∂
--------------- ekij

∂2Φ
x j xk∂∂

---------------,+=

ε jk
∂2Φ
x j xk∂∂

--------------- ε jlk

∂2ul

x j xk∂∂
---------------– 0,=

∂2ΦII

∂2xi

------------- 0,=
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where ΦII is the electric potential in vacuum in the
region x3 > h.

The mechanical and electrical boundary conditions
for the plane x3 = h have the form

where Tij = Cijkl∂uk/∂xl + ekij∂Φ/∂xk is the mechanical

stress in the plate and D3 and  denote the electric
induction in the piezoelectric plate and in a vacuum (in
the region x3 > h), respectively. To solve the problem
formulated above, we used the known method [5],
which allowed us to calculate the electromechanical
coupling coefficient of the SH wave for different cuts
and thicknesses of the lithium niobate piezoelectric
plate and for different propagation directions. The max-
imal electromechanical coupling coefficient was
obtained for the case of the Y-cut plate with the wave
propagation along the X direction: K2 = 36%. This
value is several times greater than the maximal value of
the corresponding coefficient for the Rayleigh SAW
(K2 = 5%). Therefore, we selected the aforementioned
cut for measuring the coefficient K2. The measurements
were performed by two independent methods.

Method 1. At the center of a lithium niobate plate 1
with the dimensions 20 × 35 mm2, we placed an inter-
digital transducer 2, which had a period of 1.26 mm, an
aperture of 13 mm, and the number of finger pairs N = 6
(Fig. 1a). The plate was glued to a specially designed
glass unit 3 whose dimensions were 50 × 50 × 6 mm3.
At the center of this unit, a rectangular window with the
dimensions 24 × 18 mm2 was made. The plate was fixed
to the unit by an epoxy adhesive in such a way that the
transducer was inside the window. Such a structure
allowed us to change the plate thickness from 530 to
80 µm by grinding and polishing the back side of the
plate, which corresponded to the variation of the ratio
h/λ from 0.42 to 0.064. At the same time, in this struc-
ture, the condition that the surfaces remained mechani-
cally free within the wave aperture was satisfied. In
addition, the effect of changes in the electrical contacts
on the results of measurements was eliminated,
because all electrical connections were inside the win-
dow and remained unaffected in the course of the
experiment. To maintain the plane-parallel configura-
tion of the plate, additional silicon plates were glued to
the unit along its perimeter, and grinding was per-
formed in the presence of these plates whose hardness
was higher than that of LiNbO3. The thickness of the
plate under investigation and its plane-parallel configu-
ration were controlled by a vertical telescope caliper
with a scale division of 2.5 µm. The edges of the
LiNbO3 plate had a jagged form to prevent the reradia-
tion of acoustic waves.

For each selected value of the plate thickness, we
measured the frequency dependence of the real and

Ti3e 2πh/λ( ) 0, Φe 2πh/λ( ) ΦIIe 2πh/λ( ),==

D3e 2πh/λ( ) D3
IIe 2πh/λ( ),=

D3
II
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imaginary parts of the transducer conductivity by using
an HP4192A impedance meter. The dependences
exhibited characteristic resonance peaks [2], which
corresponded to the excitation of acoustic waves. The
electromechanical coupling coefficient was determined
from the well-known relation [2, 3]

where Γmax is the maximal conductivity at the reso-
nance frequency f0, C is the capacitance of the trans-
ducer, and N is the number of finger pairs. The values
of Γmax and f0 were determined from the measured fre-
quency dependence of the real conductivity compo-
nent. As for the capacitance C, we first tried to deter-
mine its value from the frequency dependence of the
imaginary conductivity component. However, its com-
plex shape, which was caused by the reradiation of
acoustic waves inside the transducer, as well as the
presence of the stray capacitances and inductances, did
not allow us to obtain this value with sufficient accu-
racy. Therefore, to determine C as a function of h/λ, we
used the known relation [6]

where M is a coefficient that depends on the ratio of the
transducer strip width to its period, on the aperture, and
on the dielectric constant; εij represents the components
of the dielectric constant tensor of LiNbO3. The coeffi-
cient M was determined by equating the theoretical and
experimental values of K2 for the initial plate thickness.
The resulting experimental values of K2 obtained with

K2 Γmax/8 f 0CN ,=

C M
2πh ε11ε33 ε13

2–( )1/2

λε33
-----------------------------------------------

 
 
 

,tan=

1

2

3 3

(a)

1

2 35

44

(b)

Fig. 1. Device for measuring the electromechanical cou-
pling coefficient as a function of the plate thickness.
(a) Method 1: (1) the LiNbO3 plate, (2) an interdigital trans-
ducer, and (3) a glass unit; (b) method 2: (1) the LiNbO3
plate, (2, 3) two interdigital transducers, (4) a glass unit, and
(5) a metal electrode.
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this method are presented in Fig. 2 as a function of the
plate thickness.

Method 2. The other method of measuring K2 was
as follows. Two identical interdigital transducers 2
and 3 were placed on a lithium niobate plate 1. The
dimensions and the cut of the plate and the propaga-
tion direction were the same as in the first method.
The interdigital transducers were characterized by a
period of 1.26 mm, an aperture of 13 mm, and the num-
ber of the finger pairs N = 2 (Fig. 1b). The distance
between the transducers was 21 mm. A rectangular
metal electrode 5 20 mm long and 6.5 mm wide was
placed between the transducers. Such a delay line
geometry resulted in a periodic variation of the output
signal amplitude with frequency. By measuring the fre-
quency variation ∆f between two adjacent maximums,
it was possible to determine the velocity difference
between the nonmetallized and metallized surfaces:

where τm is the delay time for the signal propagating
below the metal electrode. Then, we obtain

The results obtained with this method for different
values of the plate thickness are also presented in Fig. 2.

∆V /V 1/ ∆f τm( ),=

K2 2∆V /V .=

0 0.1 0.2 0.3 0.4 0.5

10

20

30

40

Relative thickness of the plate

K2, %

1

2
3

Fig. 2. Dependence of the square of the electromechanical
coupling coefficient of SH waves on the normalized thick-
ness of the LiNbO3 plate (the Y-cut plate with the X-propa-
gation): (1) theoretical curve, (2) experimental data
obtained by method 1, and (3) experimental data obtained
by method 2.
On the whole, our study showed a good agreement
between the theoretical and experimental data and con-
firmed that, for SH waves, it is possible to obtain the
value of the electromechanical coupling coefficient
K 2 = 36%, which far exceeds the maximal value of K2

achieved for SAW in the same material.
Now, we consider the propagation of SH waves in a

plate when a perfectly conducting screen is placed near
it in the plane x3 = –d. In this case, the mechanical and
electrical boundary conditions have the form

Here, ΦI and  are the electric potential and induction
in vacuum in the region 0 > x3 > –d and ΦIII is the electric
potential at the boundary of the metal screen x3 = –d.

As a result of our calculations, we obtained the
dependences of the relative velocity variation on the
normalized width of the vacuum gap, d/h, between the
conducting screen and the piezoelectric plate for differ-
ent values of the quantity h/λ (Fig. 3a). These depen-
dences do not involve the wave frequency. One can see
that, as the gap widens, the velocity of the SH waves
increases. The maximal value of the wave velocity vari-
ation corresponds to the difference between velocities
in the plate with a metallized surface and a plate with a
nonmetallized surface, i.e., to the square of the electro-
mechanical coupling coefficient.

The experimental study of the effect of the conduct-
ing screen on the velocity of SH waves was also per-
formed. We used the delay line shown in Fig. 1b, but
without the metal electrode. The plate thickness was
140 µm (h/λ = 1.1). To increase the output signal ampli-
tude, we used an inductance for compensating the
capacitance of the transducer and an r.f. transformer for
matching the active component of the transducer
impedance with the wave resistance of the cable. As a
result, the level of the delayed signal exceeded the level
of the undelayed electromagnetic interference by 15 dB,
which allowed us to perform reliable measurements in
a continuous mode.

We used a specially developed precision mechanical
system, which provided the possibility to vary the
width of the gap between the electrode and the piezo-
electric plate. The gap width was controlled by a clock
indicator of microdisplacements with an accuracy of
2.5 µm. The master r.f. oscillator was an HP3335 fre-
quency synthesizer. The phase of the delayed signal rel-
ative to the reference one was measured by an
HP8405A phase difference meter. It was found that the
variation of the gap width did not cause any changes in
the amplitude of the output signal, but only shifted its
phase. The experimental dependence of the phase shift
on the gap width is shown in Fig. 3b. This figure also
presents the phase values predicted theoretically. One
can see that the theory and the experiment agree well

Ti3 0, Φ ΦI, D3 D3
I , at x3 0,=== =

ΦIIIe 2πhd /λ–( ) 0, at x3 d .–= =

D3
I
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Fig. 3. (a) Dependence of the relative variation of the SH wave velocity on the normalized width d/h of the gap between the lithium
niobate plate (Y-cut, X-propagation) and a perfectly conducting screen for h/λ = (1) 0.01, (2) 0.1, and (3) 0.5. (b) Dependence of the
phase of an SH wave on the width d of the gap between the lithium niobate plate (Y-cut, X-propagation) and a metal screen for h/λ =
1.1: (d) theoretical and (+) experimental data.
when the gap width exceeds 20 µm. The discrepancy
between theory and experiment for smaller values of
the gap width can be explained by the imperfect paral-
lelism and flatness of the two surfaces. The total phase
variation was 234° when the gap width varied within
0−200 µm, the corresponding velocity variation being
about 6%.

Thus, we confirmed both theoretically and experi-
mentally that the coefficient of electromechanical cou-
pling of SH waves propagating in lithium niobate plates
can exceed 30%. This value is approximately six to
seven times greater than the maximal value obtained for
SAW in the same material. We theoretically and exper-
imentally demonstrated the possibility of controlling
the wave velocity by moving a conducting screen
toward the plate. On the whole, the results of our study
show that the use of SH waves offers considerable
improvements in the parameters of the known SAW
devices and opens up the possibilities for the develop-
ment of new devices and sensors intended for operation
in contact with a liquid medium.
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Abstract—The feasibility of determining the source bearing in a waveguide by an extended horizontal line
array with the use of the sound field interference pattern is studied. The sound field is generated by an omnidi-
rectional monochromatic point source and is represented as a sum of modes. The case of a small number of low-
frequency modes is considered. © 2001 MAIK “Nauka/Interperiodica”.
The directional properties of an extended horizontal
line array in an underwater acoustic waveguide have
been studied in a series of papers [1–5]. The sound field
was represented as a sum of a small number of modes,
which allowed the physical interpretation of the results.
The effect of ambiguity in the determination of the
exact source bearing because of the sound dispersion in
the waveguide was investigated in detail. A method for
determining the exact source bearing by multichannel
processing of the signal received by the array was
described in [6]. 

In the cited papers, the array response is determined
as the Fourier transform of the pressure field U at the
array aperture with respect to spatial frequencies [7].
Below, we investigate the directional properties of the
same array when the Fourier transformation is per-
formed for the pressure field intensity UU* at the array
aperture. We consider a method for determining the
source bearing that is similar to the method presented
in [6]. 

In the sea and ocean waveguides, due to the interfer-
ence between modes in the case of low frequencies and
between rays in the case of high frequencies, the spatial
oscillations of the total sound field intensity take place
[8, 9]. In this case, the interference between a pair of
modes (rays) forms the simplest interference pattern.
Below, we consider the operation of a horizontal
receiving array simultaneously crossing several such
interference patterns. 

An extended horizontal line array of aperture L is
located in an underwater acoustic waveguide where a
sound field is generated by an omnidirectional mono-
chromatic point source. The latter is located in the far
zone of the array (the Fraunhofer zone). The angle of
the array rotation in the horizontal plane with respect to
the direction to the source is denoted by α, and the hor-
izontal distance between the source and the center of
the array is denoted by R. The array is equipped with a
compensator, which provides the compensation for a
1063-7710/01/4703- $21.00 © 20286
given angle β in the horizontal plane by introducing a
linear phase distribution over the aperture [10]. 

The sound field in a waveguide is represented as a
sum of the modes propagating along the waveguide,
each with its own phase velocity C1 [11]. We eliminate
from our consideration the attenuating modes and the
lateral waves, since their intensity rapidly decays with
distance. The array output signal compensated by the
angle β is proportional to the quantity (for the consid-
ered way of processing) 

Here, UX(x) is the sound pressure at the array segment
located at the distance X from its center, UX(x) (x) is
the sound field intensity at this segment, and KK is the
wave number which the compensator is tuned to. Tun-
ing the compensator to a given phase velocity implies
the realization of a signal delay in every channel of the
receiving array according to the phase velocity CK =
ω/KK , where ω is the emission frequency. 

The propagation of m unattenuating modes in a
waveguide is described by the expression 

(1)

where Al characterizes the degree of excitation of the
lth mode and is defined by the eigenfunctions and
eigenvalues of the respective Sturm–Liouville problem
with given boundary conditions [11], ξl and bl are the
horizontal and vertical components of the wave vector

UA UX x( )UX* x( ) j– KK x β( )sin( )exp x.d

L
2
---–

L
2
---
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UX*

UX x( ) 1

R
-------- Al bl ξ l Z0 Z R, ,, ,( )
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m
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× jξ l R x α( )sin+( ) jωt–[ ] ,exp
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of the lth mode, Z0 and Z are the depths of the emission
and reception, and t is the current time. 

With allowance for Eq. (1), the signal at the array
output can be presented as 

where 

(2)

Here, Dlq is the array response to the interference pat-
tern of the lth and qth modes under the processing of
the signal intensity over the array aperture and the role
of the wave number is played by the quantity equal to
the difference in the horizontal components of the wave
numbers of these modes ξl – ξq. As is seen from Eq. (2),
the response Dlq contains the information about the
source bearing characterized by the angle α. This fact
is due to the dispersion of sound in the waveguide when
the modes arrive at the array with different phase veloc-
ities. It is evident that a similar processing of the sound
intensity over the array aperture in free space provides
no information on the source bearing. In this case, only
one mode arrives at the array with the phase velocity C
in free space. 

As in the previous papers [1–3], we determine the
array response as the signal intensity (normalized to its
maximum) at the array output, this intensity depending
on the angles α and β (hereafter the normalizing factor
is omitted): 

(3)

It is evident that the array response D(α, β) is a
superposition of responses Dlq to individual pairs of
modes forming respective interference patterns in the
waveguide. 

According to Eq. (2), the direction of the main lobe
of the response Dlq(β) on the axis of compensation
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angles β, i.e., the quantity , can be determined from
the condition 

or 

(4)

It is evident that the position of  is determined by the
value of the wave number of the compensator KK. If

KK = ξ – ξq , we have  = α and the maximum of the
response Dlq is directed toward the source. When KK <

ξl – ξq, the angle is  > α, and when KK > ξl – ξq, the

angle is  < α. Correspondingly, the response Dlq is
shifted to the right or to the left of the value β = α on
the axis of the angles β. 

Now, we proceed to the numerical results. As a
waveguide, we chose an isovelocity water layer with a
pressure-release surface and a rigid bottom. In this case
[11], we have 

(the origin of coordinates is at the bottom, and the Z
axis is directed upward). 

Figure 1 shows the scanogram D(β) of an array of
aperture L = 20λ placed in a waveguide of thickness
H = 1.5λ, where λ is the sound wavelength. The source
and the receiving array are placed at the bottom, Z0 =
Z = 0, at the distance R = 100λ apart. The direction to
the source is α = 60°. In such a waveguide, three modes
can propagate without attenuation and three interfer-
ence patterns of respective pairs of modes are formed.
The curve D(β) exhibits three maxima, namely, max-
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Fig. 1. Scanogram of an array in a waveguide: the responses
to the interference patterns formed by the (1) first and sec-
ond, (2) first and third, and (3) second and third modes and
(4) the response DK. 
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Fig. 2. Sound field intensity in the case of the propagation of the first and third modes in a waveguide. 
ima 1–3, that correspond to these patterns. The wave
number of the compensator KK = ξ1 – ξ3 and, according
to Eq. (4), the angular position of the maximum of the
response D13 , i.e., maximum 1, corresponds to the

direction to the source  = α. Two other maxima, 2
and 3, are shifted along the axis of angles β to the left. 

As an illustrative example, Fig. 2 shows the interfer-
ence pattern of the wave field formed by the first and
third modes at some segment of the waveguide (maxi-
mum 1 in Fig. 1 corresponds to the response to this pat-
tern). The coordinates (R, Z) lie in the horizontal plane,
and the sound intensity normalized to its maximal value
is represented by the vertical axis: 

β13
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Fig. 3. Scanogram of an array in a waveguide: the responses
to the (1) first, (2) second, and (3) third modes. 
For comparison, Fig. 3 shows the usual scanogram
obtained with the same array when the sound field over
its aperture is processed rather than its intensity. Here,
maxima 1–3 correspond to the responses to three
modes propagating in the waveguide. In this case, the
wave number of the compensator is equal to the hori-
zontal wave number of the first mode KK = ξ1 and, as a

consequence,  = α [1–3]. 

Let us return to Eq. (3) for the array response. It can
be written as follows 

(5)

where 

is the scanogram of the array at the angle α = 0, and it
is determined by the array aperture L and the wave

number of the compensator KK. The quantity 
is a constant, and the first terms in the braces on the
right-hand side of Eq. (5) correspond to maximum 4 in
Fig. 1. In what follows, we will consider the angles α
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that widely differ from zero. Maximum 4 in the scano-
gram of Fig. 1 in the region of the zero values of the
angle β can easily be eliminated by an adaptive pro-
cessing of the signal received by the array [12]. There-
fore, we can eliminate this maximum from our consid-
eration, and we will ignore it in our calculations. 

A continuous line array can be replaced by a dis-
crete equidistant array of the same aperture, which con-
sists of N omnidirectional receivers of identical sensi-
tivity (taken as unity in our calculations). In this case,
the response Dlq is determined as 

Here, d is the separation between adjacent receivers of
the array, which acoustically are not coupled to one
another. For a discrete array in free space, the absence
of secondary diffraction maxima equal to the main one
in its response is determined by the condition d ≤ λ/2
[10]. In the case under consideration, a similar condi-
tion also takes place: d ≤ Λlq/2, where Λlq = 2π/(ξl – ξq)
is the wavelength of the interference pattern of the lth
and qth modes [8, 9]. It is evident that Λlq > λ and, for
example, for the case under study, Λ12 = 8.4λ, Λ13 =
2.3λ, and Λ23 = 3.3λ. Therefore, the condition that the
array response has only one, main, maximum is writ-
ten as 

Thus, in the case under consideration, if the previous
array size L is retained, the number of array elements
can be reduced by half with the corresponding twofold
increase in the interelement distance d. 

Let us consider the determination of the source
bearing by processing the intensity field at the array
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Fig. 4. Total response of an array tuned to three interference
patterns. 
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aperture. This problem is solved by a method that is
similar to that described previously [6], but with a
simultaneous use of several compensators. Their num-
ber should not exceed that of the interference patterns
in the waveguide. Each compensator is tuned to its own
interference pattern. In this case, the tuning of the com-
pensator means that a signal delay is introduced
according to the phase velocity CK = ω/(ξl – ξq) in the
channel of each array receiver. Having tuned the com-
pensators to various interference patterns and combin-
ing the signals from their outputs incoherently (without
considering their phases), we obtain a total response.
The latter exhibits one large maximum directed toward
the source, βmax = α, and many small maxima forming
the background on the axis of the compensation angles
β. The appearance of the large maximum is caused by
the fact that, in the curve of the response of each com-
pensator, there is only one maximum directed exactly
to the source and corresponding to the interference pat-
tern to which it is tuned. Being added together, all these
maxima give one large maximum in the curve of the
total response, and this maximum is directed toward the
source. A random summation of the peaks correspond-
ing to other responses to various interference patterns
forms the background at the angles β ≠ α. 

Figure 4 presents the result of combining the
responses from three compensators, each being tuned
to its own interference pattern in the waveguide. The
angular position of the main maximum corresponds to
the direction to the source βmax = α = 60°. Figure 5 pre-
sents the result of the summation of the signals from the
outputs of ten compensators of the same array in a
waveguide of thickness H = 2.5λ. In such a waveguide,
five unattenuating modes can form ten interference pat-
terns. Other parameters of the problem are the same as
before. Here, we also have βmax = α = 60°. 

In order to determine the exact source bearing in the
waveguide, it is necessary to know the sound propaga-
tion conditions, namely, the phase velocities and the
eigenfunctions of modes, at the array site [6]. It is
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Fig. 5. Total response of an array tuned to ten interference
patterns. 
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assumed that they are determined just before the deter-
mination of the source bearing. 

At large angles α and with the use of extended
arrays, all or most of the interference patterns appear as
separate peaks in the response curve. However, depend-
ing on the technical conditions, only part of the inter-
ference patterns may be separated. In this case, the
number of the processing channels is limited by the
number of the separated interference patterns, and the
compensators are tuned to their reception. Then, the
source bearing is determined by only a part but not all
of the interference patterns existing in the waveguide. 

For arbitrary angles α, the solution can be obtained
with the use of two horizontal arrays placed at right
angles to one another. Each of the arrays will operate at
large angles α, for example, from 45° to 90°. In this
case, small angles for one array will be large for the
other array and vice versa. This means that, for any
direction to the source, one of the arrays can separate
several interference patterns and, according to the
results presented above, the exact source bearing can be
determined. 
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Abstract—Various types of resonant elements that can be used for increasing the transmission loss of panels
in narrow frequency bands are analyzed. The main physical phenomena determining the transmission loss of
sound waves in panels with resonant elements are studied. Three main principles of increasing the transmission
loss realized in panels with resonant elements are described: the principle of soft reflection, the principle of hard
reflection, and the principle of compensation. The relations for estimating the transmission loss of panels with
resonant elements, which model the main physical phenomena governing the propagation of sound waves, are
presented. © 2001 MAIK “Nauka/Interperiodica”.
In solving practical problems of noise control in
industry and transportation, it is often necessary to con-
siderably increase the transmission loss of panels in a
narrow frequency band. This problem becomes partic-
ularly important when discrete low-frequency compo-
nents dominate in the spectrum of noise to be sup-
pressed. The transmission loss of panels in a low-fre-
quency band, as a rule, is restricted from above by the
“mass law.” The required increase in the transmission
loss of a panel in this frequency band (compared to the
loss expected according to the mass law) with strict
limitations on the mass and size can be achieved by
mounting resonant elements on the panel.

There are a great number of publications devoted
to the study of various types of mechanical and acous-
tic resonant elements mounted on panels that are used
for reducing the vibration and increasing the sound
absorption. But the number of similar publications
dedicated to the increase in the transmission loss of
panels is quite limited. Here, we can mention the
papers [1–4] where design and experimental data are
presented that demonstrate the possibility of using
resonant elements for a narrow-band increase in the
transmission loss of panels.

However, as far as we can judge from the publica-
tions, a clear description of the physical phenomena
that determine the effects of the increase in the trans-
mission loss of panels with resonant elements is cur-
rently lacking. Our paper fills in this gap. It is devoted
to the study of the nature of these physical phenomena
and their generalized description.

To establish the main physical processes that deter-
mine the increase in the transmission loss of a panel
with resonant elements, we restrict our consideration to
the simplest model—an unbounded, purely inertial
plane panel with a system of resonators, which is
1063-7710/01/4703- $21.00 © 20291
excited by a normally incident plane sound wave. The
action of the resonant elements on the panel is consid-
ered to be uniformly distributed over the panel surface.
With these simplifications, the process can be described
by a system of one-dimensional linear equations in
which all the quantities characterizing the system are
averaged over the surface.

For the analysis, we use a known method according
to which the relationship between the pressures Pj and
the velocities Vj on either side of the panel is described
by the transfer matrix A:

(1)

where P1, P2, V1, and V2 are the complex amplitudes of
the corresponding quantities. The subscript 1 corre-
sponds to the physical quantities on the side of the inci-
dent waves and the subscript 2 corresponds to the quan-
tities on the side of the transmitted waves. The positive
direction of the particle velocity is opposite to the
direction of propagation of the incident sound wave.

The transmission loss is described by the following
relation in terms of the transfer matrix elements and the
impedances of the media:

(2)

Here, ρ1 and ρ2 are the media densities, c1 and c2 are the
sound speeds in the media, and Pi and Pt are the com-
plex pressure amplitudes in the incident and transmit-
ted waves, respectively. Below, the parameters of the
media are assumed to be equal.
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We consider the simplest cases when identical reso-
nant elements are located on one side of the panel. Each
element consists of one inertial body and an elastic
bond. The resonant elements can be excited in three
ways: by vibration of the panel on which they are
mounted, by the sound pressure directly applied to the
inertial body, and by a combined effect of the panel
vibration and the sound pressure.

The first case, when the resonant element is excited
by panel vibration, corresponds, in particular, to
dynamic vibration dampers, which consist of inertial
bodies elastically connected with the panel and practi-
cally not interacting directly with the medium (Fig. 1a).
At the resonance frequency, due to the effect of antires-
onance, the input impedance of the panel sharply
increases and a hard reflection of sound waves takes
place. Consequently, for the principle of increasing the
transmission loss on the basis of the effect of antireso-
nance, we will use the term “the principle of hard
reflection.” Panels with resonant elements realizing the
principle of hard reflection will for brevity be called
hard reflectors.

The main parameters characterizing a resonant ele-
ment of a hard reflector are the resonance frequency ωr,
the Q-factor, and the mass per unit area of inertial bod-
ies m. The transfer matrix AHR of a hard reflector can be
written as a product of the matrix of the inertial parti-
tion and the matrix of the layer of resonators

(3)

where M is the mass per unit area of the panel. At the
resonance frequency, the increase in the transmission

AHR
1 iωM

0 1 
 
  1 iωm 1 α2/Ω+( )

0 1 
 
 

,=

Ω 1 α2 iα /Q, α+– ω/ωr,= =

(a)

(b)

(c)

Fig. 1. Panels with resonant elements realizing the princi-
ples of (a) hard reflection, (b) soft reflection, and (c) com-
pensation.
loss compared to the transmission loss in a panel with-
out resonators is determined by the following approxi-
mate relation

(4)

The second case, when a resonant element is excited
by the sound pressure acting directly on the inertial
body, corresponds, in particular, to Helmholtz resona-
tors (Fig. 1b), as well as to resonant elements that
vibrate only in the plane of the panel and, consequently,
are not excited by its transverse vibrations. At the reso-
nance frequency, the input impedance of such a struc-
ture can be much less in absolute value than the wave
impedance of the medium. In this case, the incident
sound waves are reflected from it as from a layer of a
material with a considerably lower impedance. Hence,
for the principle of increasing the transmission loss on
the basis of a high resonant compressibility, we will use
the term “the principle of soft reflection,” and the sys-
tems working on this principle will be called soft reflec-
tors.

The main parameters of the resonant elements of
soft reflectors include the resonance frequency, the
Q-factor, and the average thickness of the air cavity h,
which is equal to the ratio of the total volume of cavities
to the panel area. For a Helmholtz resonator, the direct
influence of the size of its neck on the transmission loss
is practically not observed. This is explained by a neg-
ligibly small effect of the interaction between the reso-
nators and the panel. The transfer matrix ASR of soft
reflectors with resonant elements located on the side of
incident sound can be written as a product of the matrix
of the inertial partition and the matrix of the layer of
resonators:

(5)

The increase in the transmission loss of the panel that
realizes the principle of soft reflection can be estimated
at the resonance frequency by using the relation

(6)

where λ is the sound wavelength.
We consider the third case (Fig. 1c) when a resonant

element is excited simultaneously by the panel vibra-
tions (as in hard reflectors) and by the sound pressure
(as in soft reflectors). In this case, a sharp increase in
the transmission loss can be achieved on the basis of the
“compensation principle.” When the resonant elements
are located on the side of incident waves, at frequencies
higher than the resonance frequency, their inertial bod-
ies vibrate out of phase with the sound pressure. At a

∆RHR ωr( ) 10 1 βHR
2+( ),log≈

βHR m= Q/M, Mωr @ ρc.

ASR
1 iωM

0 1 
 
  1 0

iω/kΩ 1 
 
 

, k ρc2/h.= =

∆RSR ωr( ) 10 1 βSR+( )2,log≈
βSR h= ωQ/c Q2πh/λ , Mωr @ ρc,=
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certain frequency, which can be called the frequency of
compensation, the forces of pressure acting directly on
the panel are compensated by the forces of pressure
arising in cavities due to the vibrations of the inertial
bodies of resonators. The resonant systems realizing
this principle can be called compensators.

When the resonant elements are located on the side
of the transmitted waves, the increase in the transmis-
sion loss at the frequency of compensation is explained
by the fact that the volume velocity of the panel is com-
pensated by the volume velocity of the inertial bodies
of resonators vibrating out of phase with the panel.

The main parameters characterizing the resonant
elements of compensators are the Q-factor, the fre-
quency of compensation ωc, the average thickness of
the air cavity h, and the relative area of openings σ in
which inertial bodies of mass m are located. These
parameters are related by the equation

(7)

The transfer matrix of a compensator can be written as

(8)

Comparing this expression with Eqs. (3) and (5),
one can see that the transfer matrix of the layer of res-
onators, Eq. (8), can be represented as a product of the
matrix of the layer of resonators of a hard reflector; the
diagonal matrix; and the matrix of the layer of resona-
tors of a soft reflector with the same thickness, Q-fac-
tor, and resonance frequency. Consequently, depending
on the parameters, the resonant system described by
Eq. (8) can realize one of the three principles of
increasing the transmission loss. Expression (8) is com-
mon for all three types of resonators possessing one
degree of freedom and located on the side of the incident
waves. Expressions (3) and (5) are the limiting cases,
when one of the two ways of the resonator excitation is
neglected. Depending on which of the three principles
determines the increase in the transmission loss to a
greater extent, the panel with resonators should be
assigned to one of the three types of resonant systems.

ωc
2 kσ2

m 1 σ–( )
----------------------, k ρc2/h.= =
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When the mass of the panel is sufficient and the
influence of a close resonance frequency is not strong,
the increase in the transmission loss at the frequency of
compensation can be obtained from the approximate
relation

(9)

The first term on the right-hand side of Eq. (9)
describes the increase in the transmission loss due to
the compensation of pressure. The second term
describes the influence of the inertial properties of res-
onators. The third term describes the influence of the
compressibility on the increase in the transmission loss
at the frequency of compensation.

We assume that limitations are imposed on the mass
of the vibrating body of a resonator and on its thick-
ness. Let the Q-factors of various types of resonators be
known beforehand. Then, by comparing the dimension-
less parameters βHR, βSR, and βCR, it is possible to
determine which of the three types of resonators can
provide the greatest increase in the transmission loss
when mounted on a single inertial partition.

In the case of equal Q-factors of the resonators,
compensators are more efficient than soft reflectors
when the condition m/hρ > 1 is satisfied, i.e., when the
mass of the vibrating body of the resonator is greater
than the mass of air in the resonator cavity. Hard reflec-
tors are more efficient than the soft ones when m/hρ >
Mωr/ρc or m/M > 2πh/λ, i.e., when the ratio of the mass
of vibrating bodies to the mass of the panel is greater
than the ratio of the resonator thickness to the sound
wavelength divided by 2π. Hard reflectors become
preferable to compensators when m/hρ > (Mω/ρc)2.
These conclusions are valid when the Q-factors are suf-
ficiently large and the condition Mω @ ρc is satisfied.

Figure 2 shows the transmission loss calculated for
panels with various types of resonators that have equal
Q-factors (Q = 25) and provide the same effect (9.5 dB)
at a resonance frequency of 100 Hz. Hard reflectors
have a dip in the transmission loss curve at the fre-
quency of the mass–elasticity–mass resonance (ωmM =

ωr ). Compensators have a dip at the res-

onance frequency (ωr = ωc ), because at this fre-
quency the effect of the resonators on the panel is
enhanced. Soft reflectors, unlike the resonators of other
types, increase the transmission loss of panels at all fre-
quencies.
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For the case of the resonators with the parameters
used in Fig. 2 and with equal efficiency, the mass of the
inertial body of compensators is less than the mass of
the inertial body of hard reflectors. The thickness of the
air cavity of compensators is half as great as the thick-
ness of the air cavity of soft reflectors. Thus, when lim-
itations are simultaneously imposed on the mass and
the thickness of a panel with resonators, compensators
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Fig. 2. Transmission loss for three types of resonators with
an equal effect of increasing the transmission loss and equal
Q-factors: HR corresponds to a hard reflector, SR to a soft
reflector, and CR to a compensator; Q = 25, M = 5 kg/m2,
hSR = 0.05 m, hCR = 0.025 m, mCR = 0.4 kg/m2, mHR =
0.5 kg/m2, and fr = fc = 100 Hz.

Fig. 3. Increase in the transmission loss at the resonance fre-
quency for three types of resonators at a constant ratio of the
mass of inertial bodies to the mass of air in the resonators
(m/hρ = 8.3); Q = 25, M = 5 kg/m2, and fr = fc = 100 Hz.
can be much more efficient, as compared to soft and
hard reflectors.

Figure 3 illustrates the increase in the transmission
loss at the resonance frequency after three types of res-
onators with equal Q-factors are mounted on the panel.
For hard reflectors, the abscissa axis represents the
mass of vibrating elements, and, for soft reflectors, the
abscissa is the average thickness of the air cavity. Com-
pensators are determined by these two parameters. The
ratio of the mass of vibrating elements to the mass of air
confined in the resonators is constant in this figure
(m/hρ = 8.3). Since this ratio is close to the dimension-
less mass of the panel (Mωc/ρc = 7.6), compensators
are more efficient than the two other types of resonators
for this ratio of masses, which is clearly seen in Fig. 3.

Figure 4 illustrates the efficiency of compensators
as a function of the ratio of the mass of the vibrating
body to the mass of air in the resonators for a constant
product of these masses and, hence, for a constant βCR =
5. The abscissa axis represents the logarithm of the
mass ratio. The zero abscissa value corresponds to the
mass ratio for which the dimensionless parameters of
compensators and soft reflectors are equal; the unit
value corresponds to the equality of the dimensionless
parameters of hard and soft reflectors; and the value 2
corresponds to the equality of the dimensionless
parameters of compensators and hard reflectors. For
comparison, the figure shows the increase in the trans-
mission loss that does not depend on the ratio of the
mass of the vibrating body to the mass of air in resona-
tors and is obtained without regard for the compress-
ibility and the inertial properties of resonators (the sec-
ond and fourth matrices in Eq. (8) are omitted).

From Eq. (9) and Fig. 4, it is seen that the compress-
ibility contributes to the transmission loss of compen-
sators. As the mass ratio decreases, the effect of com-
pressibility increases and, when m < hρ, the resonant
system can be attributed to soft reflectors. The inertial
properties of the resonant elements of a compensator
adversely affect the transmission loss. With an increase
in the mass ratio (their product remaining constant), the
efficiency of compensators drops.

When the equality m/M = σ/(1 – σ) is fulfilled, a
minimum is observed in the efficiency of compensators
(a dip in Fig. 4 for m/hρ ≈ (Mω/ρc)2). In this case, the
frequency of compensation coincides with the fre-
quency of mass–elasticity–mass resonance of the panel
with resonators. The panel and the inertial body of a
resonator gain the same acceleration due to the action
of pressure before the compensators.

For masses of vibrating elements commensurable
with the panel mass, the influence of the inertial prop-
erties of resonators at the frequency of compensation is
significant, which can considerably decrease the effi-
ciency of compensators. To reduce this undesirable
effect and to shift the frequency of the mass–elasticity–
mass resonance, it is necessary to decrease the mass of
ACOUSTICAL PHYSICS      Vol. 47      No. 3      2001
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the inertial body, which will reduce the effect of com-
pensation. More complicated resonant systems based
on the compensation principle make it possible to solve
this problem without reducing the efficiency.

The transfer matrices of panels with a system of uni-
form resonant elements with one degree of freedom are
represented in Eqs. (3), (5), and (8) as the products of
more simple matrices. Every matrix used in the expan-
sions is determined by one function expressing the iner-
tial, elastic, or compensating properties of the panel
with resonators. Since each of these elementary matri-
ces satisfies the reciprocity principle, i.e., its determinant
equals unity, we can represent a panel with a system of
resonators as a sequence of layers in which inertial, com-
pensatory, and elastic properties are concentrated. They
can be interpreted as inertial, compensating, and elastic
elementary layers, respectively.

In general, an arbitrary sound insulating system
described by a transfer matrix can be represented as a
sequence of three elementary layers

The expression iωM(ω) has the meaning of the input
impedance from the side of the transmitted waves in the
absence of pressure on the opposite side. The expres-
sion K(ω)/iω has the meaning of the input impedance
from the side of the incident waves with an immovable
opposite surface of the system. The function C(ω) rep-
resents a coefficient connecting the pressures on both
sides of the system for an immovable surface on the
side of transmitted waves, as well as the coefficient
connecting the velocities on both sides of the system in
the absence of pressure on the side of incident waves.

Drawing a mechanical analogy, we consider an ele-
mentary inertial layer as the mass M(ω) and an elemen-
tary elastic layer as the stiffness K(ω). Then an elemen-
tary compensating layer can be considered as a lever
with the ratio of the lever arms C(ω) (Fig. 5).

Thus, by using resonant elements mounted on a
panel, it is possible to achieve a considerable increase
in its transmission loss in a narrow band of low frequen-
cies. The increase in the transmission loss can be based
on one of three principles. The principle of hard reflec-
tion is realized by using resonant elements excited by
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 
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0 C ω( ) 
 
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vibrations of the panel and operating on the basis of the
antiresonance effect. The principle of soft reflection is
realized by using resonant elements excited directly by
the sound pressure and operating due to the large reso-
nant compressibility. The principle of compensation is
realized by using resonant elements excited by both
panel vibrations and sound pressure.

From the point of view of the sound transmission, an
arbitrary sound insulating system described by a trans-
fer matrix can be represented as a sequence of three ele-
mentary layers: a layer with inertial properties, a layer
with compensating properties, and a layer with elastic
properties. In each of these layers, the corresponding
principle of increasing the transmission loss can be
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∆R, dB

10log(m/hρM)
–

2

Fig. 4. Increase in the transmission loss at the resonance fre-
quency for a compensator at a constant dimensionless
parameter βCR as a function of the ratio m/(hρ ), where

 = Mωc/ρc.

M

M

P2V2

M

C K
P1V1

Fig. 5. Schematic representation of the sequence of three
elementary layers.
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realized. Each elementary layer is determined by one
complex function of frequency, so that an arbitrary
sound insulating system can be characterized by three
frequency functions, which determine its inertial, com-
pensating, and elastic properties.
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Abstract—A method is considered for processing the signal received by a flexible acoustic array bent in such
a way that random phase shifts exceeding 2π occur between the receiving elements. It is shown that these phase
shifts can be filtered out if the random bends of the array are characterized by a low-frequency spatial spectrum.
The efficiency of the method is tested by numerical modeling. © 2001 MAIK “Nauka/Interperiodica”.
An advantageous and sometimes the only possible
way for the acoustical monitoring of media is forward-
scattering location (FSL). The advantages of FSL con-
sist in using a signal that is scattered by the located
object in the direction corresponding to the maximal
level of scattering. In this direction, which coincides
with that of the propagation for the insonifying sound
field, the signal scattered by the object exists even when
the object completely absorbs the incident field. The
ordinary reflection location is useless in this case. How-
ever, the aforesaid advantage of the FSL is accompa-
nied by a number of difficulties in its implementation.
Two such difficulties are most significant. The first one
is the need in a nearly full suppression of the insonify-
ing field for the scattered signal to be detected in the
same direction. The second difficulty consists in the
presence of a high-level background (the forward
reverberation) that is caused by the sound scattering by
multiple small-scale inhomogeneities of the water bulk,
bottom, and surface of the basin.

Recently, a number of works have appeared that
seek for ways to overcome the aforementioned difficul-
ties. The direct signal of the projector can be attenuated
by the special-purpose dark field methods [1–3]. This
signal can also be eliminated by improving the spatial
resolution of the locator. The forward reverberation can
be effectively suppressed by using a focused extended
array [4]. The properties of the near-field reverberation
in a shallow sea (where it is most important) have been
studied in a number of papers [5–8]. From these stud-
ies, the conclusion can be drawn that the near-field
reverberation has statistical properties which are close
to those of the additive noise familiar to acousticians.
The only difference is that the effect of additive noise
can be reduced by increasing the signal intensity,
whereas the near-field reverberation cannot be elimi-
nated in such a way. The only way to suppress the near-
field reverberation relative to the transmitted signal is to
increase the aperture of the receiving array.
1063-7710/01/4703- $21.00 © 20297
Fixed acoustic arrays that have the required net
apertures are complex and expensive systems which, in
addition, are not transportable. The problem of con-
structing mobile large arrays can be successfully solved
by switching to arrays in the form of long cables of neu-
tral buoyancy with built-in acoustically active ele-
ments. The neutral buoyancy of such devices implies
the possibility for a nearly unlimited elongation of the
array to produce very large apertures. For a cable array,
the spatial separations of adjacent elements are fixed
and, therefore, they must be stiff for the array to operate
properly. The requirements for the stiffness of a long
array become more strict as the array length increases.
These requirements are just what impedes the manufac-
turing of flexible arrays with large apertures.

Let us assume that we can produce a flexible array
that is sufficiently stiff up to the aperture A. Consider
how an array of much greater aperture, say 10A, will
work. It will be randomly bent, but the spatial spectrum
of the bends will be limited by some spatial frequency
band lying below 2π/A. Because of bending, the phases
of the signals received by different array elements will
considerably (by more than π) differ from those
received by a linear array. Because of the random and
variable nature of such phase shifts, they can hardly be
compensated for by processing the received signal. As
a result, the array operation will be ineffective.

The objective of this paper is to study the applicabil-
ity of cepstral analysis for improving the efficiency of
an FSL system with a long flexible focused array. As far
as we are aware, the problem of applying cepstral anal-
ysis to signal processing in arrays has never been inves-
tigated. The results of this study lead to some conclu-
sions that can be applied not only to FSL but also to
some other problems.

Let a long flexible array operate in the FSL mode.
This means that the sound field received by the array is
mainly produced by a single high-power monochro-
matic source, which is of primary importance for us. An
additive noise and a forward reverberation are added to
001 MAIK “Nauka/Interperiodica”
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this field. The reverberation can also be included into
the additive noise, apart from the effects that accom-
pany an increase in the intensity of the direct signal. We
assume that the power of the source is sufficient for the
interference to be entirely determined by the level of
the near-field reverberation. We use the term “array
shape” for the phase shifts at the array elements, which
are caused by both offsets of the elements from their
undisturbed positions and the effects of the medium
inhomogeneities. We also assume that the spatial spec-
trum of the array shape is much narrower than the entire
frequency band of the array. The spatial frequency band
of the array is determined by the modulus of the wave

vector, ± , where λ is the wavelength. We normalize

this quantity to the array resolution, which is equal to

the separation of the array side lobes, , where L is

the array aperture. The normalized bandwidth of the
spatial spectrum of the received signals is the ratio of
the array aperture to the half-wavelength. We assume
that the spatial spectrum of the array bends has a much
smaller bandwidth and begins from zero frequency.
The spatial spectrum of the signal is also narrow: its
bandwidth is much smaller than the array resolution,
and this spectrum lies within the domain determined by
the angle at which the direct signal arrives at the array.
By positioning the sound source far enough from the
normal to the array aperture, one can prevent the spec-
tra of the signal and the array bending from overlap-
ping. Let us try to make use of this fact to filter out the
array bending from the signal.

The array is supposed to work in a monochromatic
wave field. Then, the signals received by its elements
can be represented as complex numbers whose modu-
lus characterizes the amplitude of the received oscilla-
tion and the argument indicates its phase [9]. The
received signal characterized by random phase shifts
between the array elements can be written as

(1)

where M(x) is the complex signal (complex amplitude
[9]) received by the array that has no phase distortions
and Φ(x) represents random phase changes at the
receiving elements. The values of the phase shifts are
not limited, and it is possible that |Φ(x)| @ 2π for nearly
all values of x.

Only the quantity P(x) is to be subjected to filtering
or to other manipulations, because individual factors in
Eq. (1) are not observable. Figure 1 shows the spectrum
of P(x) for a situation when M(x) is a sum of three plane
waves of different directions. The curves are plotted for
different array bends. Figure 1a corresponds to the
absence of bends. In the subsequent figures, the bends
increase, the array shape being the same. For a small
bend (Fig. 1b), the discrete spectral line that corre-
sponds to the plane wave is still well pronounced. For
stronger bending, the pattern features merge to yield a

2π
λ

------

2π
L

------

P x( ) M x( ) iΦ x( )[ ] ,exp=
continuous spectrum. The plane-wave discrete line is
also present in Fig. 1d, but its level is too low to be dis-
tinguished. The level of the discrete line becomes
higher as the array length increases. However, it is not
the proper way to reach the required selectivity: Fig. 1d
is more realistic than Fig. 1b, and the array length
(524 wavelengths) is large enough in the sense that it is
close to the value required for the array to be robust
with respect to the forward reverberation.

Thus, in spite of the differences in the spectra, the
ordinary method does not allow one to filter out random
phase shifts at the array elements from the received
wave field, because these processes are coupled in a
multiplicative manner. Nevertheless, there exists a way
to spectrally separate the wave field and the array bend-
ing. This way is the well-known method of cepstral
analysis [10]. The technique of cepstral analysis had
been specially developed for separating multiplied sig-
nals. However, as far as we know, this technique had
only been for a spectral separation of the signal spectra.
With this method, an outstanding problem was solved
by Oppenheim et al. [10]: with the use of nothing but
the result of filtering (a speech signal), the signal gen-
erated by vocal cords and fed to the filter input was
reconstructed, and the frequency response of the filter
(larynx) was measured. Such an operation has never
been applied to arrays and to multiplied signals.

The spectral selection of multiplied signals is based
on taking the logarithm of them. Let us take the loga-
rithm of Eq. (1) in view of the fact that the logarithm of
a complex quantity is defined as

Then, we obtain

(2)

Transformation (2) is realized in the following way.
The logarithm of the function modulus is calculated.
The function argument is determined from the arctan-
gent of the ratio of the imaginary and real parts of the
function. This procedure yields the argument of the
complex function to an accuracy of 2π, because the
exponential of the imaginary argument is multivalued.
Thus, after each ±π, the argument found in this way
will exhibit a jump of 2π. As a result, the spectrum of
the argument will broaden, and no subsequent filtering
will be possible. The jumps should be eliminated. To
this end, the value 2π should be added or subtracted at
the instants of the argument jumps. Upon this eliminat-
ing procedure, we will obtain the value of the function
argument. In [11], a condition is obtained for this pro-
cedure to yield the true phase value in digitizing the
points of the space. The condition requires the function
spectrum to considerably decrease toward high fre-
quencies and to be limited. The discrete samples of the
function must be separated in accordance with the
Kotel’nikov theorem; i.e., the separation should be
smaller than the inverse width of the function spectrum.

z( )log z( )log i z( ).arg+=

P x( )( )log M x( )( )log i M x( ) Φ x( )+( )arg[ ] .+=
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Fig. 1. Spectrum of the spatial frequencies (angular spectrum) for a bent array receiving three plane waves: (a) no bending; (b) small
bends (the phase changes by less than π); (c) ten times greater bends; (d) ten times greater bends, as compared to the previous plot.
The horizontal axis represents the spatial frequencies normalized to the inverse aperture of the array; the vertical axes represent the
spectral level (in dB).
According to Fig. 1, these conditions are met in our
case.

As a result of taking the logarithm of the complex
signal received by the array, the following quantities
are obtained: the real component in the form of the log-
arithm of the amplitude distribution for the received
signals undisturbed by the phase shifts at the array ele-
ments and the imaginary part that is represented by the
sum of phases of the signal and noise. Thus, the prob-
lem of signal and noise selection is reduced to an addi-
tive one. Note that taking a logarithm is the only math-
ematical transformation that meets this condition. No
other “ordinary” procedures will yield the same result
in separating multiplied signals. If logarithms of the
signal and noise (or their arguments, as in our case)
have nonoverlapping spectra, they can be separated.
Thereby, in principle, the signal can be extracted from
noise. If this is done, one can use the array as if there
were no random phase shifts at its elements.

The problem is whether it is possible that the signal
and noise spectra do not overlap, and, if such a possi-
bility exists, does it exist in all cases or only in certain
special cases. The spectrum of the second summand in
Eq. (2) is a low-frequency one by definition. This sum-
mand can be filtered out. The situation is more compli-
ACOUSTICAL PHYSICS      Vol. 47      No. 3      2001
cated for the first summand of the real part in Eq. (2),
i.e., for the wave field.

Let us write down this term as a sum of plane waves.
To be specific, let us take four waves of different prop-
agation directions:

(3)

Here, αk represents not only the spatial frequency of the
signal received by the array but also the angle of inci-
dence of the plane wave [3]. Unity stands for the zero
spatial frequency (the wave that is incident on the array
at the zero angle). The argument of sum (3) is the angle
at which the sum of vector summands is observed, these
summands representing individual terms of the sum (3).
In this case, the mathematical model (1) is not valid if
the phase shifts are caused by the array bending. Actu-
ally, in such a situation, the phase shift of each wave is
determined not only by the array shape, which is com-
mon for all waves, but also by the propagation direction
of each wave. Let us assume for a while that the phase
shifts are not governed by the array bending but caused
by mechanisms independent of the propagation direc-
tion of the wave. At first, we consider the signal separa-

M x( ) 1 a1 iα1x( )exp+=

+ a2 iα2x( )exp a3 iα3x( ).exp+
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tion in this simplified situation and determine the con-
ditions for selecting the spectra. After that, we can
return to the case of a bent array.

The spectrum of the argument of the wave field at
the array is governed by the velocity of rotation of the
resulting vector about the origin of coordinates, this
velocity depending on x. Note that, if the resulting vec-
tor rotates in a full circle and produces one or several
rotations about the origin of coordinates, the argument
spectrum (3) will be rather high-valued in the low-fre-
quency band. In this case, the argument spectra of the
signal and noise cannot be separated. However, if the
resulting vector only oscillates about some position, the
spectrum of its oscillations will be fully determined by
the rotational velocities of individual summands
around the end of the resulting vector. In this case, the
argument spectrum (3) will occupy the same region as
the signal spectrum. Thus, the argument spectrum of
the sum of waves that arrive at the array at sufficiently
high angles and the argument spectrum of the random
phase changes at the array elements can be separated.

For this opportunity to come true, it is necessary and
sufficient that sum (3) involve unity and the modulus of
the sum of the remaining terms in Eq. (3) be no greater
than unity. One of these conditions can be replaced by
a weaker requirement. Sum (3) may not include unity,
but it must contain the plane wave whose amplitude
exceeds the sum of all remaining terms for an arbitrary
x. In this case, prior to the signal processing, the spec-
trum should be shifted by multiplying it by the expo-
nential of the imaginary argument of the quantity at
which the highest summand becomes equal to unity.

After that, the selected phase should be filtered:

where G(x) is the impulse response function of the filter
[9]. Upon filtering, the signal should be transformed to
the initial form by the following procedure:

where B(x) is the modulus of the received signal that
was not distorted by phase shifting at the array ele-
ments.

An additive noise cannot crucially change the situa-
tion. Actually, let us add the additive noise to Eq. (1):

(4)

One would infer from Eq. (4) that adding the noise
can fully destroy the algorithm, because now the output
signal is a product of the two functions that are to be
separated by using the phase of this product; i.e., we
have a more complicated mathematical dependence.
However, this dependence is simplified if the added

Θ xm( ) G xm xn–( )Ψ xn( ),
n

∑=

S x( ) B x( ) iΘ x( )[ ] ,exp=

P x( ) M x( ) iΦ x( )[ ] N x( ).+exp=
noise level is much lower than at least one of the sig-
nals. Let us reduce Eq. (4) to the logarithmic form:

(5)

It follows from Eq. (4) that the added noise does not
change the situation if its level is lower than that of the
signal. Again, we have two cofactors. The first one is
given by Eq. (1). As earlier, its phase is additive with
respect to the signal and its distortions. The phase of the
second cofactor (which is braced in Eq. (4)) is simply
added in the form of additive noise to the sum of the
phases of the signal and its distortions, because the
noise level is low relative to the signal. Hence, the
described nonlinear transformation results in that the
additive noise remains. All illustrations are shown with
the additive noise.

The proposed algorithm was numerically modeled.
The initial signal is shown in Fig. 1d. Figure 1a presents
the result of signal processing with the separation of the
spectra of the wave field and phase changes at the array
elements. This result confirms the statement that, if the
filtering is successful, the array can work either with
random low-frequency phase shifts or without them.

Let us now consider what can be done to solve the
FSL problem. In this case, the array “sees” a single sig-
nal (all other signals are treated as an additive noise).
For the single direction, random phase shifts can be
caused by the array bending.

Let the array receive two spherical waves: one from
the source and the other, with another curvature of the
wave front but with the same arrival direction, from the
scatterer. We assume that the scatterer is located just
opposite the sound projector:

(6)

where

Here R1 is the distance to the source, R2 is the distance
to the scatterer, and α is a factor that depends on the
propagation direction of the wave. This factor is com-
mon for both the source and the scatterer: they differ in
nothing but distances and signal levels.

Let us introduce the following additional procedure.
Multiply Eq. (1), with Eq. (5) substituted into it, by the
factor

E(x) = exp(–iαx).

To do so, one must know the angle α. Its value can
be roughly estimated from the position of the maxi-
mum in the response of the bent array, and, then, it can
be refined by fitting. Fitting proceeds until the minimal
spectral width of the array response is achieved in the

P x( ) M x( ) iΦ x( )[ ] 1 N x( )
M x( ) iΦ x( )[ ]exp
------------------------------------------+

 
 
 

.exp=

M x( ) iαx Q R1 x,( )+( )exp=

+ r iαx Q R2 x,( )+( ),exp

Q β x 0.5L–( )2, β 2π
L

------ 2R
L

------- 
 

2

1+
2R
L

-------.–==
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Fig. 2. Angular signal spectrum for the bent array receiving a spherical wave: (a) without filtering out the bend-caused distortions;
(b) and (c) with filtering. The compensation for the sphericity of the wave front is performed (a) partially and (c) completely. The
axes are the same as in Fig. 1.
signal processing. This processing procedure uses the
cepstrum in the same way as above, with the exception
that the sphericity of the wave front is compensated for.
The compensation is required to obtain the dark field
(to eliminate the direct signal of the source). To this
end, it is sufficient to subtract the value of Q(x), which
is calculated by Eq. (6) for the actual distance to the
source, from the phase obtained by taking the loga-
rithm. If the distance is unknown, it can also be deter-
mined by fitting. Figure 2 is an example. According to
Fig. 2, a partial compensation for the spherical spread
of the wave broadens the spectrum of the received sig-
nal beyond the filter band. So, an indication is
obtained that can be used to fully compensate for the
sphericity of the wave and to estimate the distance to
the source [4].

As a result of such a processing in the FSL proce-
dure, we obtain the necessary and sufficient conditions
for separating the spectra of logarithms of the cofactors
in Eq. (1). Actually, multiplying the complex-conju-
gated exponentials yields the required unity, and the
added signal of the scatterer is much smaller than unity.

Figure 3 illustrates the numerical modeling of the
proposed FSL signal processing. This figure is analo-
gous to that presented in [4] for a purely linear array,
but it shows a fragment of the pattern received by a bent
focused array. In modeling, the level of the scattered
ACOUSTICAL PHYSICS      Vol. 47      No. 3      2001
signal received by the array was specified to be –60 dB
relative to the source signal level at the same array. The
level of the additive noise (the forward reverberation)
was also –60 dB.
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Fig. 3. Fragment of the pattern received by a bent array (as
in Fig. 1c) that operates in the FSL mode [4]. The scat-
tered signal is 60 dB lower than the signal from the
source, but arrives from the same direction. The noise
level is also –60 dB. The horizontal axis represents the azi-
muth angle (in the same units as in Fig. 1); the vertical axis
represents the distance (in units of the array resolution [4]).
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In principle, cepstral signal processing can be suc-
cessfully applied not only to FSL. When there is more
than one signal, the waves should be preliminarily
selected in their directions by using the response of the
bent array, if it is possible. To this end, the array bends
must be closer to the case shown in Fig. 1c. Among
these responses, at least one should be found for which
the processing yields the response shown in Fig. 1a.
With this signal as a basis, one can determine the array
shape for the proper phasing of all array elements as
applied to all possible directions of signal arrivals.

To determine the array shape, one should separate
low frequencies from high ones in the course of filter-
ing and, then, reconstruct only the low frequencies. If
this procedure is performed for a single source, it
results in the true shape of the array. Figure 4 illustrates
the modeling of this procedure.

By using the proposed signal processing, we can
create arrays whose sizes are sufficient for implement-
ing the FSL scheme.

The numerical experiments were performed for the
following values of the parameters: the array was
assumed to contain L = 1024 receiving elements spaced
at 0.5λ. A possible realization of the array shape is
shown in Fig. 4. This shape is obtained by using the
method whose detailed description can be found in [8].
It is a realization of a normally distributed random
function with a given spectrum. The spectrum was

specified by its samples spaced at intervals of . The

array shape was determined by 15 frequency values

2π
L

------

2

0 200 400 600 800 1000 1200

0

–2

Fig. 4. Reconstruction of the array shape. The horizontal
axis shows the coordinates of the array; the vertical axis
shows the phase shifts (in radians). The thick line indicates
the phase shifts determined by processing the signal
received by the array from one of the sources; the thin line
shows the difference between the reconstructed array shape
and the shape preset in modeling.
(with two spectrum samples for each frequency). These
frequencies began from zero, and, in total, there were
512 possible frequency values.
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Abstract—A fifth-order evolution equation with cubic nonlinearity is derived for describing the wave pro-
cesses in nonlinearly elastic, inhomogeneous deformed structures. The Backlund transform and an exact soli-
ton-like solution are obtained for this equation. A relation between this equation and the nonlinear Schrödinger
equation is pointed out. © 2001 MAIK “Nauka/Interperiodica”.
The main condition for deriving soliton evolution
equations is the mutual compensation of effects associ-
ated with nonlinearity, dispersion, and the property that
the structure is thin-walled. Dispersion of strain waves
propagating in thin-walled structures is connected with
inertia characterizing the normal motion. Mathemati-
cally, this means that all soliton solutions rely on the
momentless component of the mode of deformation,
because the contribution of the couple stress to the
wave process is provided by quantities of a higher order
of smallness. At the same time, for some materials, the
couple stress cannot be ignored. Among these are
media with a microstructure, media with inclusions
whose rigidity is much higher than the rigidity of the
shell, some composites, etc. In these problems, the
question arises as to how adequately the nonlinear wave
process can be described by the Korteweg–de Vries-
type equations. To answer this question, one should
qualitatively study the nonintegrable evolution equa-
tions that appear when the couple stress is taken into
account. 

One of the methods for simulating the behavior of
shells and plates whose inhomogeneity is caused by the
distribution of their material rather than by its quality is
the constructive anisotropy method (CAM) [1]. The
essence of this method is that, instead of the inhomoge-
neous shell, it considers a homogeneous shell with the
equivalence being provided by additional terms in the
expressions for stresses and moments, which allow for
the inhomogeneity. 

Consider a cylindrical Kirchhoff–Love shell rein-
forced in two directions with mutually orthogonal
ribs placed symmetrically on both sides of the median
surface. Assume that the shell is made of a nonlinearly
elastic material with a cubic stress–strain dependence: 

σi Eei mei
3,–=
1063-7710/01/4703- $21.00 © 20303
where σi is the stress, ei is the strain, E is the Young
modulus, and m is the constant characterizing the shell
material. We assume that the ribs exhibit rigidity only
under flexure in their planes and ignore their rigidity
under flexure in the orthogonal directions and under
torsion [1]. Note that the rib’s flexural rigidity per unit
length of the space between the ribs is usually much
higher than the flexural rigidity of the shell, while the
rib’s cross-sectional area referred to the unit length of
the space between the ribs usually is several times
smaller than the shell thickness. 

The equations of motion for an element of a nonlin-
early elastic cylindrical shell, when written in terms of
stress and moments, coincide with the corresponding
equations for an elastic shell and have the form [2] 

(1)

where U, V, and W are the displacements of the median
surface of the shell in the x, y, and z directions, respec-
tively; γ is the specific weight of the shell material; g is
the free fall acceleration; t is time; h is the shell thick-
ness; and the superscript n indicates the stresses and
moments in the region of nonlinear elasticity. 
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In compliance with the CAM and according to [2],
the stresses and moments of an inhomogeneous nonlin-
early elastic shell can be written as 

(2)

where Ik = zk – 1dz, (k = 1, 3); µ is the Poisson

ratio; εx = Ux ; εy = Vy – kyW; γxy = Uy + Vx ; κx and κy are
the parameters of the curvature variation; E1 and E2 are
the Young moduli of the ribs parallel to the x and y axes,
respectively; J1 and J2 are the moments of inertia of the
cross-sections of these ribs with respect to the lines that
pass through their centers of gravity; and d1 and d2 are
the distances between the ribs in the y and x directions. 

Relationships (1) and (2) can be used to derive the
equations of motion of a shell element in terms of dis-
placements. Assuming that the wave process is axially
symmetric, we write the equations for the longitudinal
and normal displacements: 

(3)

(4)

Nx
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1 µ2–
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n 1

1 µ2–
--------------= I1 εy µεx+( )[ ] ,
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1 µ2–
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E1J1

d1
-----------κ x,–=

My
n 1

1 µ2–
-------------- I3 κ y µκ x+( )[ ]

E2J2
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-----------κ y,–=

Hn 1
2 1 µ+( )
-------------------- I3γxy[ ] , Tn 1

2 1 µ+( )
-------------------- I1γxy[ ] ,= =

σi
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h/2–

h/2∫

Uxx µkyWx–
4m
3E
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2Uxx 2 µ 1+( )kyUxUxxW–(–
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2Wx µ 1+( )ky

2UxxW
2 2 µ 1+( )+ +

× ky
2UxWWx 3µky

3W2Wx– …)+
γ
g
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E
--------------Utt,=

µkyUx ky
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4m
3E
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× kyµUx
3 1 µ+( ) ky

2Ux
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3UxW
2–[ ]– ky

4W3–( )

–
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Ed1
-------------------------------Wxxxx …+
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gE
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To study equations of motion (3) and (4), we intro-
duce independent and dependent dimensionless vari-
ables 

(5)

where A is the amplitude disturbance parameter, l is the
characteristic wavelength, and R is the radius of curva-
ture of the median surface. Below, we omit the asterisks
marking the dimensionless variables. 

The substitution of variables (5) into Eqs. (3) and (4)
reveals three small parameters 

which characterize the nonlinearity of the wave pro-
cess, its dispersion, and the shell’s property of being
thin-walled. 

We consider the case when these three parameters
are of the same order of smallness (ε ~ δ1 ~ δ2). 

Assume that the disturbance propagates along the
generatrix of the shell at a constant velocity and slowly
changes its parameters in time. According to the multi-
ple scale method [3], we consider new independent
variables and the expansions of the dependent variables
into series in powers of the small parameter ε, which
correspond to the assumption concerning the character
of the disturbance: 

(6)

Substituting Eqs. (6) into the equations of motion,
we obtain a system of equations in the lowest order in ε: 

(7)

(8)

From Eq. (8), we derive the relationship between the
normal and longitudinal displacements: 

(9)

By substituting Eq. (9) into Eq. (7), we obtain the
expression for the dimensionless velocity of the longi-
tudinal wave in the shell: C2 = 1 – µ2. 

U* U
A
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A
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h
-----, X* x

l
--,====

Y* y
R
---, t* Eg

γ 1 µ2–( )
----------------------

t
l
-,==

ε A
l
---, δ1

hR( )1/2

l
-----------------, δ2

h
R
---,= = =

ξ x Ct, τ εt,=–=

U U0 εU1 …, W W0 εW1 ….+ +=+ +=

1 C2–( )U0ξξ µW0ξ– 0,=

W0 µU0ξ– 0.=

W0 µU0ξ .=
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When the conditions  = 0(ε2) and  = 0(ε–1)

are satisfied, we obtain the following system of equa-
tions in the first order nonlinear in ε: 

(10)

The only variation of these equations from the corre-
sponding equations for a homogeneous shell [4] is that
Eq. (10) contains a term with the fourth derivative,
which describes the effect of the couple stress on the
wave process. By virtue of Eq. (9), this system yields
the following equation for the longitudinal strain com-
ponent Ψ = U0ξ: 

(11)

where α = (1 – µ – µ2 – µ3)(1 – µ2)–1/2, β = (1 –

µ2)1/2, and 

ω = 0.5(1 – µ2)1/2µ2.

Equation (11) obtained above was never mentioned
earlier in the literature on the theory of solitons and its
applications. Note that the scale transformations 

reduce this equation to the form (asterisks are omitted) 

(12)

where σ = . Equation (12) is also invariant under the

transformations Ψ ° –Ψ, x ° –x, and t ° –t. 

RELATION BETWEEN EQUATION (12)
AND THE NONLINEAR SCHRÖDINGER 

EQUATION (NSE)

The relation between Eq. (12) and the NSE mani-
fests itself when the solution to Eq. (12) is sought in the
form of a slowly modulated wave train [5]. 

Let the solution to Eq. (12) have the form 

(13)

We assume that the expansion parameter is small, ε !
1, and the functions Φn slowly vary within the wave-
length and within one cycle. We consider a disturbance
that is much longer than the wavelength and moves at

E1J1R

Ed1l4
--------------- m

E
----

µ2U1ξξ µW1ξ–

–
4m
E

------- 1 µ– µ2–( )U0ξ
2 U0ξξ 2CU0ξτ+ 0,=

µU1ξ W1–
4m
3E
-------µ2U0ξ

3+

+ C2W0ξξ 1 µ2–( )W0ξξξξ– 0.=

Ψτ αΨ2Ψξ– βΨξξξ– ωΨξξξξξ+ 0,=

2m
3

------- µ2

2
-----

Ψ* α 3/2– ω1/2Ψ, x* α1/2ξ , t* α5/2ω 1– τ===

Ψt Ψ2Ψx– σΨxxx– Ψxxxxx+ 0,=

αβ
γ

-------

Ψ x t,( ) εnΦn x t,( ).
n 1=
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some velocity C. The profile of the disturbance slowly
varies in time. This can be taken into account by intro-
ducing the variables ξ = ε(x – Ct) and τ = ε2t. Thus, Φn
can be represented as 

(14)

For Φn to be real, the condition ζ(n, –l ) = ζ(n, l )* must be
satisfied (here, the asterisk means complex conjuga-
tion). Then, the time and space derivatives in Eq. (12)
are replaced as follows: 

(15)

In expressions (15), the derivatives with respect to x
and t refer to the phase and the derivatives with respect
to ξ and τ refer to the amplitude. 

By substituting expansion (13) into Eq. (12) and
equating the terms with the first three powers of ε, we
obtain 

(16)

(17)

(18)

Substituting Eq. (14) into Eq. (16) and combining
the terms with equal values of l, we obtain 

The case l = 0 is not informative. At l = ±1, we obtain
the dispersion relation for the linearized problem: 

Equation (17) yields  ≡ 0 and ζ(1, 0) = f(τ) = 0.
For |l | ≥ 2, it is necessary that ζ(2, l ) = 0. Then, the
propagation velocity C of the disturbance can be cal-
culated as

At l = ±3, Eq. (18) gives 

For |l | > 3, we have ζ(3, l) ≡ 0. 
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As a result, Eq. (18) yields the NSE for ζ(1, 1): 

(19)

Since 3σk + 10k3 =  = , we can recast Eq. (19)

in the form 

(20)

In fact, the above procedure relates the NSE to the
evolution equation of the form 

where N is the number of terms with odd derivatives
with respect to x beginning with the fifth one (the case
N = 1 is considered above). The dispersion relation and
the disturbance propagation velocity take the form 

and the coefficient of  in Eq. (20) is calculated by
the formula 

THE BACKLUND TRANSFORM
AND THE EXACT SOLUTION TO EQUATION (12)

According to the singular manifold technique [6, 7],
we seek a solution to Eq. (12) in the form of the series 

(21)

where Ψj and F are the new unknown functions of
independent variables. By substituting Eq. (21) into
Eq. (12), we obtain the equalities 
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From Eq. (21), it follows that the function Ψ2 must sat-
isfy the original equation 

By setting Ψj = 0 for j ≥ 3, we obtain the following
transformation for the solutions to Eq. (12): 

(22)

This relationship is the Backlund transform. It
allows one to find the exact solutions to Eq. (12) if the
function F satisfies the overdetermined system of non-
linear equations the first two of which have the form
(we omit the remaining equations, because they are
lengthy): 

(23)

(24)

Assuming that F = 1 + exp(k0x – ω0t), we obtain that all
equations of system (23), (24) are satisfied identically
if ω0 depends on k0 as 

A soliton solution to Eq. (12) can be obtained by
substituting expression F = 1 + exp(k0x – ω0t) into
transformation (22) at Ψ2 = 0. In this case, we have 

and the desired exact solution has the form 

(25)

Note that solution (25) is a subsonic (ω0 < 0) soli-
ton-like disturbance. 

The singular manifold technique used in this paper
allows us to extend the results to the spatially two-
dimensional analog of Eq. (12): 
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Equation (26) has the Backlund transform in the form
of Eq. (22) and the exact soliton-like solution 

In this case, ω0 depends on k0 and k1 as 

The results of the above analysis show that the
inclusion of the couple stress in the simulation of the
strain wave propagation in nonlinearly elastic, inhomo-
geneous thin-walled structures leads to a new fifth-
order evolution equation. Although this equation is
nonintegrable, it has a Backlund transform and an exact
soliton solution and it is closely related to the nonlinear
Schrödinger equation. 
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Abstract—The possibility of using the effect of the modulation of ultrasound by vibrations due to the presence
of cracks for the nonlinear acoustic detection of cracks is demonstrated. The method is based on a pulsed ultra-
sonic sounding with gating the received signal and simultaneously exciting low-frequency vibrations in the
sample. The presence of a crack is characterized by the modulation of the ultrasonic wave reflected from the
crack. The visualization of the crack position in a model object (a metal rod) is performed. The possibility of
selecting a crack on the background of an intense signal reflected from a cavity is experimentally demonstrated.
The manifestation of the nonlinear properties of a crack is studied as a function of the polarization of the flexural
vibrations of the rod. © 2001 MAIK “Nauka/Interperiodica”.
The appearance of cracks results in a change in the
physicomechanical properties of samples and struc-
tures and makes the possibility of their further use
problematic. If a crack has appeared, it usually grows
with time. That is why the development of the methods
of early diagnostics of cracks and their continuous
monitoring is necessary.

The classical methods of ultrasonic flaw detection
[1–3] are ineffective in the case of closed cracks of a
small size. At the same time, such cracks cause a sharp
increase in the nonlinear acoustic effects, which opens
up possibilities for using the methods of nonlinear
acoustic diagnostics in this case.

Historically, the effect of acoustic harmonic genera-
tion [4–6] was the first to be used for nonlinear acoustic
diagnostics. This effect has been studied intensively up
to now [7–12]. Later, other nonlinear effects were used
for the diagnostics of materials: the shift of the resonant
frequencies and the increase in the loss with a growing
amplitude of the acoustic wave [13–15].

In our opinion, the method most sensitive to the
presence of cracks is the one based on the modulation
of ultrasound by vibrations [16–24]. The principle of
this method is that vibrations are excited in the object
under study at the low-frequency natural modes and,
simultaneously, an ultrasonic wave is generated in the
object. The level of the low-frequency excitation
should be sufficient to cause changes in the acoustic
properties of a crack under vibration. These changes
result in the modulation of the ultrasonic wave. The
ultrasonic wave transmitted through the object or
reflected from the defects is received and processed.
The result of processing is represented as a spectrum
comprising both the ultrasonic carrier frequency and
the products of the nonlinear interaction in the form of
1063-7710/01/4703- $21.00 © 20308
the side frequencies corresponding to low-frequency
vibrations. The presence of cracks is determined by the
presence of side frequencies in the spectrum. The meth-
ods of synchronous detection and spectral analysis
make it possible to detect the side frequencies with the
amplitudes 50–70 dB lower than the fundamental fre-
quency level. Having a set of statistical data for “good”
and “bad” samples obtained by the method of nonlinear
acoustic diagnostics and verified by other independent
methods, it is possible to evaluate reliably the degree of
imperfection of such objects by using thereafter only
the method of nonlinear diagnostics.

However, for solving a number of practical prob-
lems, it is of interest not only to reveal the presence of
defects in an object but also to determine their posi-
tions. Therefore, we propose to develop the method of
nonlinear acoustic diagnostics by using the method of
pulsed ultrasonic sounding with gating the received
signal.

The first observation of the modulation of a pulsed
signal reflected from a crack was reported in [25]. Later,
the technique based on recording the modulation of a
pulse sequence was realized in our experiments [26].

This paper presents a closer investigation of this
technique, its preliminary version being published in
our preprint [27]. One of the purposes of this paper is to
show the possibility of determining the type of defects
that cause a strong linear reflection but differ in the
nonlinear response, namely, cracks and cavities in a
solid. Another aspect is connected with the investiga-
tion of the possibilities of this method in relation to the
polarization of the excited vibrations.

The measuring technique is as follows. The sample
under study is excited at a low-frequency flexural mode
of frequency F. Simultaneously, by using a piezoelec-
001 MAIK “Nauka/Interperiodica”
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tric transducer, a sequence of ultrasonic pulses with the
repetition frequency f0 and the carrier frequency f is
radiated into the sample. Ultrasonic pulses reflected
from various defects of the sample are received and
range-gated. For a fixed position of the gate pulse, the
spectral analysis of the gated signal is carried out dur-
ing the time corresponding to several periods of the fre-
quency F.

Obviously, in the general case, the spectrum of the
analyzed signal consists of a set of harmonics corre-
sponding to the following frequencies: kf ± (n f0 ± mF),
where k, n, m = 0, 1, 2, 3, … . When a defect does not
exhibit nonlinear properties (for instance, a cavity), the
received signal has no side components determined by
the modulation of ultrasound by vibrations; i.e., k ≠ 0
and m = 0. If the defect exhibits nonlinear properties (a
crack), the received signal is modulated by vibrations
and the spectrum of the signal contains the whole set of
the aforementioned frequencies (k = 0, 1, 2, … and m ≠
0). The spatial position of the gated signal is deter-
mined according to the known method by its time delay
relative to the beginning of the radiation of the ultra-
sonic wave. Thus, the problem of the crack visualiza-
tion is reduced to determining the presence and the
level of the modulation with the frequency F in the
gated signals and to plotting the dependence that repre-
sents the distance versus the level of the modulation
with the frequency F .

When the defect is a crack, various combinations of
internal structures having linear or nonlinear properties
may occur along the direction of sounding. Therefore,
in our model experiment, we investigated two main
cases: with a cavity lying before a crack along the
direction of radiation and with a crack before a cavity.
The results obtained by using the nonlinear technique
were compared with the dependence representing the
amplitude of the reflected signal versus the depth of
sounding and measured by the conventional linear tech-
nique using the amplitude detection of the signal of the
received ultrasonic wave.

As an object of investigation, we used a duralumin
rod with a length of 770 mm and a diameter of 10 mm.
The rod had a crack and a cavity, each of them being at
a distance of 310 mm from one of the rod ends. To
make a crack, a saw cut 0.5 mm wide and 4 mm deep
was made in the rod. A mica plate was inserted in the
cut, and then it was sealed with epoxy resin. After the
resin hardened, the rod was loaded until the appearance
of a crack at the plate site. As a cavity, we used a hole
of diameter 1.6 mm. The axis of the hole was perpen-
dicular to the bottom of the crack.

The experimental setup is schematically represented
in Fig. 1.

The rod rests on two V-shaped supports at a distance
of 100 mm from its ends. A load with the mass 560 g,
which consists of a metal disc, an electrodynamic
vibrator, and an accelerometer rigidly connected to
each other, is suspended from the center of the rod. The
vibrator excites the rod at the first mode of flexural
ACOUSTICAL PHYSICS      Vol. 47      No. 3      2001
vibrations (F = 12 Hz). The amplitude of vibrations at
the center of the rod equals 1 mm. Ultrasonic transduc-
ers of a combined type are glued to the ends of the rod.
Ranging and reflection are used. Connecting the first or
second transducer to the ultrasonic sounder, the sound-
ing can be carried out from the side of the crack or from
the side of the cavity. The frequency of the radiated
wave is 1.2 MHz, the width of the ultrasonic pulse is
20 µs, and the sounding frequency is 293 Hz. The pres-
ence of the modulation of frequency F in the received
signal was determined as follows. The received signal
of the ultrasonic wave was successively subjected to
synchronous phase detection, gating, averaging over
the gate pulse duration, and storage by a sample-and-
hold circuit until the next gated signal was received.
The gate pulse of width 0.5 µs and period 3.73 s was
automatically retuned with a step of 1 µs (the range res-
olution was 2.6 mm).

For a fixed position of the gate pulse, the rod made
about 44 vibrations. During this time, the transient con-
nected with the retuning of the gate pulse died out and
the analysis of the signal was performed. For the anal-
ysis, the gated signal was fed to a narrow-band filter
with a resonance frequency of 12 Hz and subjected to
the amplitude detection. The peak value of the detected
signal was stored by a sample-and-hold circuit, and, via
an A/D-converter, it was fed to a computer where it was
recorded for the whole cycle of the gate pulse retuning,
from the beginning of the radiation of the ultrasonic
pulse to its reflection from the opposite end of the rod.
In total, 149 steps of gate pulse retuning were used. The
total time of the analysis was 556 s.

The specially designed gating device made it possi-
ble to perform the measurements in two regimes. In the
first regime, the position of the gate pulse was set man-
ually. In this case, the signal was analyzed at a fixed
range, which made it possible to investigate its spectral
characteristics for various levels of excitation of the rod
vibrations. In the second regime, the gate pulse position
was tuned automatically. This regime allowed us to
determine the change in the signal characteristics along
the whole length of the rod, but only for a fixed level of
excitation.

Computer
Ultrasonic
sounder

Oscillator

Vibrator

Load F

Transducer 1 Crack Cavity Transducer 2

Fig. 1. Schematic view of the measuring setup.
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Fig. 2. Oscillograms of the received signal for sounding from the side of (a) the cavity and (b) the crack (the abscissa axis represents
the distance).
–60

–50

A
m

pl
itu

de
, d

B

Frequency, Hz

–70

–80

–90

–100

(b)

–60

–50
10 20 30 40 500

–70

–80

–90

–100

(a)

Fig. 3. Spectra of the gated signal reflected from (a) the cav-
ity and (b) the crack.
Figure 2 shows the variations of the signal ampli-
tude at the ultrasonic transducer, which were obtained
for the sounding from the side of the cavity and from
the side of the crack, and the marks indicating the posi-
tions of the cavity and the crack. The abscissa axis rep-
resents the distance determined from the delay time of
the received signal t by the formula r = 2Òt, where c =
5167 m/s is the measured velocity of the longitudinal
ultrasonic wave in the rod.

From these figures, it is seen that, after the reflection
from the first defect, the signal envelope strongly
changes. The reflected signal is tailed due to the disper-
sion and interference of waves in the rod. One can see
that the pulsed sounding with the use of amplitude
detection of the signal of the reflected ultrasonic wave
makes it possible to determine the presence of a defect
but does not allow one to determine its type.

For illustrating the use of the nonlinear method, we
make the gate pulse coincident with the first maximum
of the signal reflected from a defect and perform a spec-
tral analysis of the gated signal. The resulting spectro-
grams are given in Fig. 3.

The spectrograms show that, by the presence of har-
monic components, it is possible to reliably identify the
ACOUSTICAL PHYSICS      Vol. 47      No. 3      2001
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Fig. 5. The modulation depth as a function of the crack orientation and the gate pulse position. The crack is at a distance of 46 cm,
and the cavity is at a distance of 31 cm from the radiator.
type of the revealed defect—a cavity or a crack. By
using additional rods with various models of the crack
and the cavity, it was shown that a crack caused the
appearance of harmonics with the levels within –20 to
–60 dB relative to the amplitude of the reflected signal,
depending on the type and amplitude of the excitation
of flexural vibrations. The presence of modulation can
be determined even at the stage of gating the front of
the received signal.

Figure 4 illustrates the change in the amplitude of
the harmonic of frequency F in the case of the auto-
matic tuning of the gate pulse. It is seen from the figure
that the distance at which the spectral components with
the frequency of flexural vibrations appear in the
reflected signal corresponds to the distance to the crack.
The detection of the crack by the nonlinear method is
possible on the background of the ultrasonic wave scat-
ACOUSTICAL PHYSICS      Vol. 47      No. 3      2001
tering by the cavity, whereas the conventional ampli-
tude detection of the received signal is unable to solve
this problem (see Fig. 2).

The nonlinear characteristics of a crack manifest
themselves in a different way, depending on the polar-
ization of vibrations relative to the crack. To investigate
this effect, the rod was rotated about its axis and the
dependence of the modulation depth on the rotation
angle was measured. The angle 180° corresponds to the
case when the opening of the crack faces upward, and
the angle 0° corresponds to the downward position of
the opening. The measurements were made at 20° inter-
vals. The results of measuring the level of modulation
as a function of the angle of the crack orientation and
the gate pulse distance are given in Fig. 5. As can be
seen from the figure, when the crack is compressed by
a static flexure under the action of load (the angle
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180°), the modulation depth is maximal. When the
crack faces downward, it becomes open and the low-
frequency flexural vibrations of the same amplitude
lead to much smaller changes in the parameters of the
ultrasonic wave.

CONCLUSIONS

By the example of finding the positions of a crack
and a cavity in a model object (a rod), the efficiency of
using the pulsed ultrasonic sounding with gating the
received signal in the method of nonlinear acoustical
diagnostics is demonstrated. It is shown that the nonlin-
ear method makes it possible to determine the position
of a crack by its nonlinear properties, independently of
the presence of a cavity before the crack.

It is shown that the nonlinear properties of a crack
manifest themselves in different ways, depending on
the polarization of the low-frequency vibrations of the
object and on the static stress at the crack. This means
that, in the nonlinear acoustical diagnostics of objects
and structures, it is desirable to perform the measure-
ments with the excitation of vibrations of different
polarizations. One more interesting possibility of the
development of the method of nonlinear acoustical
diagnostics is related to nonlinear flaw detection with
simultaneously applied static loads. These loads can
open or close the existing cracks and change their non-
linear properties. This kind of measurements can be
used for determining the internal stresses applied to a
crack, as well as the opening stress of a crack.
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Abstract—Features of the sound field in the coastal zone are theoretically investigated in the case of a moving
airborne sound source. It is shown that two factors govern the drastic increase in the signal level measured at
the observation point when the source moves near the shoreline: the directional property of the field transmitted
from the air into the water and the structure of the normal wave in the wedge near the caustic. The magnitude
of the increase in the sound field level depends on the depth of the reception point and, what is more essential,
on the structure of the bottom. © 2001 MAIK “Nauka/Interperiodica”.
In an experiment carried out in the coastal zone,
Gordienko et al. [1] revealed an interesting feature of
the sound field excited by a source moving in air. The
experiment was as follows. Sound pressure receivers
were mounted at the bottom of the coastal shelf, at a
distance of 1 km from the shoreline. The sound source
was a helicopter flying at a height of 50 m along various
paths differently oriented relative to the shoreline.
When the source moved from the receiver toward the
coast, the level of the receiving signal drastically
increased at some points of the path and near the shore
line, the positions of these points depending on fre-
quency. In this paper, we try to explain this interesting
phenomenon.

Features of the sound transmission from air into
water are reasonably well understood. In the frame-
work of the ray theory, the problem on the sound field
excited in a liquid halfspace by a harmonic point source
located in air was solved in [2, 3]. The exact solution to
this problem, the errors of the ray approximation, and
the field of the lateral wave were studied in [3–7]. Urick
[8] reported the results of one of a few experiments
with an airplane flying over the shallow sea and noted a
fairly good agreement between the experiment and the
theoretic calculation. The effect of the sea roughness on
the sound transmission from air into water was studied
in [8–10]. The mode theory of sound propagation in the
waveguide with depth-dependent sound velocity was
described in [11], and in [12], a comparison of the
results of calculations by mathematical models based
on the ray theory, the normal wave theory, and the
method of the parabolic equation was carried out.

The inclusion of the features of sound propagation
in the coastal zone is the most difficult part of the prob-
lem under consideration. A number of approximate
mathematical methods are presently known for calcu-
lating the sound field in irregular waveguides, including
1063-7710/01/4703- $21.00 © 20313
the coastal zone. The method of cross sections, the ray
theory, and the method of the parabolic equation are
among them. The peculiarity of the sound propagation
problem under consideration is that the effect experi-
mentally observed by Gordienko et al. [1] falls in the
region for which the validity of the known approxima-
tions either fails or, at least, appears problematic. As
will be shown, an airborne source excites the most
prominent normal wave at the moment when it moves
over the wave caustic. The caustic is one of the most
characteristic features of the sound field in wedge-
shaped regions. It is the source passage over the normal
wave caustics that causes the drastic increase in the
field level at the reception point. For this reason, the
mode approach appears natural for the problem under
consideration. However, the adiabatic approximation
of the method of plane cross sections, which is widely
used for calculating the sound fields in irregular
waveguides, is appropriate for accurate calculation of
the normal wave field only for depths exceeding the
critical depth of this mode [13]. The following pattern
is currently adopted for the sound propagation upward
over the slope. Normal waves almost do not interact in
the course of the propagation up to their critical sec-
tions where an essential portion of the mode energy is
transferred to the bottom in the form of a directed
beam. In the critical section region, discrete modes
strongly interact with the modes of the continuous
spectrum and the propagating mode is transformed into
an exponentially decaying nonpropagating mode.
Mathematically, the field of the nonpropagating mode
is the analytical continuation of the field of the propa-
gating wave through the critical section [14]. For
depths close to the critical depth, an additional term
comes into play; this term was called the lateral wave
and decays with distance from this section according to
the power-law dependence [13, 14]. From the stand-
point of the Brillouin rays corresponding to normal
001 MAIK “Nauka/Interperiodica”
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waves of a definite number, the passage through the
critical section is known to correspond to a change in
the grazing angles of the Brillouin rays from subcritical
values to supercritical ones. With further propagation
upward along the slope, the grazing angles of the Bril-
louin rays are increased and are maximal at the caustic,
which separates the shadowzone from the illuminated
zone of the normal wave field. This caustic is the enve-
lope of the set of the horizontal rays which are the pro-
jections of the Brillouin rays onto the horizontal plane
[15–18]. The caustic region of the normal wave is usu-
ally excluded from consideration, because it is com-
monly believed that the field of the normal wave is
weak for depths smaller than the critical depth.

Nevertheless, it should be noted that the field near
the caustic of the normal wave depends on the bound-
ary conditions at the lower boundary of the waveguide.
If the waveguide overlies a fluid halfspace that models
the sand or silt bottom, the field at the caustic is actually
small. However, if the bottom reflects the sound well, a
significant level of the field of the normal wave can be
expected at the caustic. For subcritical depths, the fea-
tures of the field of normal waves are most exhaustively
investigated in [19] for a homogeneous wedge overly-
ing a liquid halfspace. The solution in this case was
expanded in cylindrical sections rather than in plane
cross-sections, which considerably reduces the mode
interaction (see [20, 21]). However, the behavior of the
field near caustics was not investigated, because the
caustic field is small for the model used in these works,
i.e., a wedge overlying a liquid halfspace. The use of a
little-known approximate approach (the method of
approximate variable separation [22]) made it possible
to obtain analytical expressions for the normal wave
field, including the caustic region [23]. However, this
approach is of limited utility, because it essentially
restricts the choice of the model of the bottom. Actu-
ally, the field of the normal wave in the caustic region
is adequately investigated only for the simplest models
of the coastal zone, such as a homogeneous wedge with
perfectly reflecting sides, which allow an exact calcula-
tion of the caustic field.

The ray method [24] could be considered as an alter-
native approach to the problem on the field exited in the
coastal zone by a moving airborne source. However, the
increase in the field occurs in the experiment just within
the time intervals when the source moves near the
shoreline where the depth of the sea is small and the
applicability of ray methods becomes problematic.

Because the construction of a mathematical model
corresponding to the effect observed in [1] is a difficult
problem, we start with the simplest problem. Consider
the field exited by an airborne source in the wedge-
shaped region filled with a homogeneous liquid
medium with the density ρ = 1 g/cm3 and the sound
velocity c = 1.5 km/s. The lower side of the wedge is
assumed to be perfectly hard. From above, the wedge
adjoins the air with the density ρA = ρ/mA (mA = 800)
and the sound velocity cA = cnA (nA = 2/9). In the cylin-
drical coordinate system (r, y, ϕ), the wedge-shaped
region is specified by the inequalities 0 < r < ∞, |y| < ∞,
and 0 < ϕ < Φ, the y axis coincides with the wedge edge,
the half-plane ϕ = 0 corresponds to the water–air inter-
face, and the wedge side ϕ = Φ is assumed to be per-
fectly hard. Below, we will add complexity to the
model.

Consider two cases: (1) the harmonic point source
of frequency ω = 2πf is located in the water wedge at
the point P(rp, 0, ϕp); (2) the point source is located in
air at the height hp. In the first case, the half-plane ϕ =
0 can be considered as a perfectly soft boundary [11],
and the sound potential Ψ(r, y, ϕ) (Ψ ~ e–iωt) is repre-
sentable in the form of the Sommerfeld–Malyuzhinets
integral [25, 26]

, (1)

where k = ω/c, S(α) = (α – ϕp) –

, and

(2)

The integration is carried out along a certain contour Γ
in the plane of the complex variable α. Two representa-
tions—the mode representation and the ray representa-
tion—can be obtained from integral (1).

The exact solution in the form of the sum of normal
waves is as follows:

where

(3)

(4)

A useful asymptotic representation of the integral

appearing in Eq. (3) for the normal wave field  (Φ !
π) was obtained using the saddle-point method [26].
The form of this representation depends on the position
of the observation point relative to the normal wave
caustic separating the shadow zone from the illumi-
nated zone. For the wedge with perfectly reflecting

Ψ r y ϕ, ,( ) 1
2πi
-------- ikR α( )[ ]exp

R α( )
--------------------------------S α ϕ+( ) αd

Γ
∫=

π
4Φ
------- π

2Φ
-------cosec

π
2Φ
-------cosec α ϕ p+( )

R α( ) r2 rp
2 y2 2rrp αcos–+ + , ReR α( ) 0.>=

Ψ Ψ̃n r y ϕ, ,( ),
n 1=

∞

∑=

Ψ̃n r y ϕ, ,( ) 2
Φ
----Wn ϕ( )Wn ϕ p( )–=

×
ikR α( ) iµnα+[ ]exp

R α( )
-------------------------------------------------- α ,d

Γ1

∫

µn n
1
2
---– 

  π/Φ, Wn ϕ( ) µnϕ .sin= =

Ψ̃n
ACOUSTICAL PHYSICS      Vol. 47      No. 3      2001



SOUND FIELD FEATURES IN THE COASTAL ZONE OF A SHALLOW SEA 315
–10

0 0.4
I, dB

x, km
0.30.20.1 0.5 0.6 0.7 0.8 0.9 1.0

0

10

20

30
L1 L2 L3

z

P

Fig. 1. Comparison of the calculations according to the mode (the dashed line) and the ray (the solid line) theories for a wedge with
a perfectly hard lower side. The angle of the wedge is Φ = 0.05, and the sound frequency is 50 Hz. The waterborne source is located
at a depth of 40 m at a distance of 1 km from the wedge edge; x is the horizontal distance from the reception point to the wedge edge,
and the reception depth is 3 m. The lower part of the figure shows the wedge section by the vertical plane y = yp = 0.
sides, the caustic of the nth normal wave is described by
the hyperbola

where Ln = µn/k is the distance from the wedge edge to
the caustic of the nth mode in the vertical plane y = 0.
Normal waves with rp < Ln are only slightly excited by
the source.

In terms of the geometric optics, the field excited by
the point source in the wedge with perfectly reflecting
sides can be represented, correct to a small term corre-
sponding to the diffraction correction, as the sum of the
fields of the real source and the imaginary sources
located at an arc of the circle r = rp, y = 0 [27]. In this
representation, the angular coordinates of the imagi-

nary sources  are determined by the angular coordi-
nate of the real source ϕp:

.

Thus,

(5)

where

(6)

 =  is the distance

from the imaginary source to the point P, and  is the

r rp+( )2 y2+ r rp–( )2 y2+– 2Ln,=

ϕm
±

ϕm
± 2mΦ ϕ p, m± 0 1 2 …,±,±,= =

Ψ r y ϕ, ,( )
iχm

+( )exp

Rm
+

----------------------
iχm

–( )exp

Rm
–

----------------------+ ,
m

∑=

χm
± kRm

± ∆m
± ,+=

Rm
± rp

2 r2 2rpr ϕ ϕm
±–( )cos– y2+ +

∆m
±

ACOUSTICAL PHYSICS      Vol. 47      No. 3      2001
phase step divisible by π and caused by the reflection

from the perfectly soft upper side:  = mπ and  =
(m – 1)π. The summation in Eq. (5) is carried out over

all m = 0, ±1, ±2, … that satisfy the condition  < π.

The calculations carried out by Eqs. (5) (the ray rep-
resentation) and (3) (the mode representation) demon-
strated a fairly good agreement between their results
even in the shadow zone of all normal waves. Figure 1
compares the field intensities calculated using the ray
and mode representations for the depth z = 3 m (x, y, z
are the Cartesian coordinates) and for y = 0. The lower
part of the figure shows the section of the wedge-
shaped region by the vertical plane perpendicular to the
wedge edge. The number of rays arriving at every
observation point is 126. The dependence of the inten-
sity on the x coordinate of the observation point clearly
shows the mode structure of the field (Fig. 1). The
arrows in Fig. 1 show the positions of the caustics of the
first, second, and third normal waves. These positions
are determined by the expression x ≅  Ln = µn/k. For x <
L2, the field is determined by the first mode only. Then,
the second mode comes into play, it interferes with the
first mode, and so on. The difference between the ray
and mode calculations occurs only near the source,
which is caused by the fact that we used the asymptotic
representation for the integral appearing in Eq. (3) for
the fields of the normal waves. This representation is
applicable when Φ ! π and is appropriate for calculat-
ing the field in the caustic region and at a distance from
the caustic [26], but it is inappropriate for calculating
the fields near the source. It should be noted that the ray
calculation gives a fairly good result even in the shadow

∆m
± ∆m

–

Φm
±
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zones of all normal waves where the waveguide depth
is less than the wavelength. This fact gives grounds to
expect that ray calculations will be useful for consider-
ing more complicated models of the coastal region.

It is interesting to find out how the ray calculation
according to Eq. (5) yields a shadow zone near the
wedge edge and a sharp increase in intensity at the caus-
tic of the first normal wave. Let y = 0 for simplicity. The

phase of the sound potential of an imaginary source 
at the reception point S(r, 0, ϕ) is given by Eq. (6). We
calculate the phase difference between the fields pro-

duced by the imaginary sources  and :

We have, approximately,

Assuming that rp @ r for simplicity, we obtain

(7)

Note that Eq. (7) obtained in ray terms involves the
parameter L1 = π/(2Φk), which is the distance from the
wedge edge to the caustic of the first normal wave. This
formula demonstrates that, if the reception point S
approaches the wedge edge (r  0), the phase differ-

ence is   π; i.e., the fields of every pair of imag-

inary sources,  and , are added with opposite
phases. A similar situation takes place for every pair of

imaginary sources  and . Thus, the summation
yields small fields in the shadow zones of all normal
waves.

Similar considerations and exact calculations show
that, if the observation point S is at the caustic of the
normal wave, numerous groups of imaginary sources

(with angular coordinates  ~ ±π/2) produce fields
with relative phase shifts divisible by 2π, which causes
an increase in the intensity at the caustics. For the
observation points S located near the midpoint between
the caustics, the phase shifts between the fields of adja-
cent imaginary sources are equal to π multiplied by an
odd number. Thus, the features of the field in a wedge
that can be easily interpreted in terms of normal waves
(like shadow and caustic zones) are explained by the
phase relations between the rays in terms of the geo-
metric optics approach.
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Consider now the second case: a harmonic point
source is located in air at the height hp above the water
wedge with a perfectly hard lower side. Solving this
problem, we again will use both the ray and the mode
approaches.

According to [11], in a plane waveguide contacting
with air from above, the field of the normal wave
excited by an airborne source differs from the field of
the normal wave excited by a source in water by a factor
describing the excitation coefficient of this normal
wave as a function of the vertical coordinate of the
source. For example, for the waveguide of depth H
whose lower boundary is perfectly hard and the upper
boundary is with air, we have the following expressions
for the sound potential of the normal wave at the recep-
tion point S(ρ, z) (ρ and z are the coordinates in the
cylindrical coordinate system of the plane waveguide):

(8)

where

for the waterborne source located at the point P(0, zp) and

where

(9)

for the airborne source located at the point P(0, –hp).

The small term /(mAH ) appearing in the expo-
nent in Eq. (9) describes an exponential increase of the
field with increasing height of the source. This increase
is caused by the features characteristic of the fields of
leaky-wave modes. We will not consider these modes
because, in the conditions of our calculations, the small
term is below 0.0005. Additionally, we note that the
absolute value of the excitation coefficient of the nth
mode, , is independent of the horizontal coordi-
nates of the source P.

For the wedge-shaped region whose one side is per-
fectly soft and the other side is perfectly hard, the field
of the normal wave excited by a waterborne harmonic
point source located at the point P(rp, yp, ϕp) is
described by Eq. (3). One can show that, if the angle of
the wedge is sufficiently small and the observation
point is near the source, Eq. (3) is reduced to Eq. (8)
where the depth H of the reference waveguide is the
depth of the wedge at the source site Hp. Taking this fact
into account, we replace the factor Wn(ϕp) in Eq. (3)
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valid for the normal wave excited in the wedge by a
waterborne source by the factor An(hp):

(10)

where ςnp = (n – 1/2)π/Hp, qnp = ,
and will use the expression thus obtained for describing
the field of the normal wave excited in the wedge by an
airborne source. In so doing, we obtain that the sound
potential of the nth mode excited by an airborne source
is given by the following approximate expression:

(11)

In the calculations by the ray theory, we computed the
parameters of the sound field excited in water by an air-
borne source according to the formulas given in [2, 3]
and used the method of imaginary sources [28] that
considerably simplifies the calculation of the parame-
ters of the ray propagating in the wedge. Figure 2 shows
the results of the calculation for an airborne harmonic
point source located at the height hp = 50 m. The solid
and dashed lines correspond to the results obtained
according to the ray and mode approaches, respec-
tively, and show the sound intensity as a function of the
coordinate xp of the source. As one can see, the calcu-
lated results are in good agreement and demonstrate
clearly defined pattern of normal waves.

An hp( )
iςnp

mAqnp

--------------- iqnphnp( ),exp=

ςnp
2 k2 1 nA

2–( )/nA
2+

Ψn r y ϕ, ,( ) 2
Φ
----Wn ϕ( )An hp( )–=

×
ikR α( ) iµnα+[ ]exp

R α( )
-------------------------------------------------- α .d

Γ1

∫
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The excitation coefficient Wn(ϕp) of the normal wave
in the case of a moving waterborne source, Eq. (4),
depends on the angular coordinate ϕp of the source and
is independent of the coordinate rp. For a moving air-
borne source, the situation is different: the excitation
coefficient of the normal wave An given by Eq. (10)
depends on the coordinate xp, which is the horizontal
distance from the source to the wedge edge. This
dependence follows from the fact that the parameters qn

and ςnp appearing in Eq. (10) for An depend on the
wedge depth at the source site, Hp = xp . Figure 3
gives an example of this dependence; it shows the abso-
lute value of the excitation coefficient |An| of the nth
mode as a function of the coordinate xp of the moving
airborne source for different mode numbers n. The
parameter L1 = µ1/k = π/(2Φk) is the distance from the
wedge edge to the caustic of the first normal mode; the
distance between the edge and the caustic of the nth
mode is Ln = (2n – 1)L1. One can see that the excitation
coefficient of the nth mode is maximal at xp = Ln, i.e., at
the moment the moving airborne source appears over
the caustic of this normal wave. With a further increase
in xp (i.e., as the source moves from the caustic toward
greater depths), the excitation coefficient of this mode
decreases. At xp = Ln (i.e., at the moment the source
appears over the caustic of the nth normal mode), all
excitation coefficients An coincide: An = nA/mA.

Compare now the sound fields excited in the water
wedge by airborne and waterborne moving sources.
Figure 4 shows the sound field intensity (in dB) as a
function of the coordinate xp of the source P measured

Φtan
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Fig. 3. Absolute value of the excitation coefficient for the (1) first, (2) second, and (3) third normal waves in the case of a moving
airborne source.
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Fig. 4. Intensity of the sound field received at the point S (x = 1 km, z = 49 m) in the water wedge as a function of the horizontal
distance xp between the wedge edge and the source moving (1) in air at the height hp = 50 m and (2) in water along the straight line
ϕp = 0.045 rad. The wedge angle is Φ = 0.05 rad, and the sound frequency is 50 Hz.
from the wedge edge in the horizontal plane. The cal-
culation was carried out for the reception point S
located in the water wedge near its lower boundary, at
a depth of 49 m and at a distance of 1 km from the
wedge edge. An increase in the coordinate xp corre-
sponds to the motion of the source P away from the
wedge edge; in this case, the horizontal distance
between the points P and S decreases. In Fig. 4, curve 1
ACOUSTICAL PHYSICS      Vol. 47      No. 3      2001
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corresponds to the airborne source located at the height
hp = 50 m over the wedge surface and curve 2 corre-
sponds to the waterborne source moving along the
straight line ϕp = 0.045 (i.e., near the lower boundary;
in this case, all normal waves are effectively excited
and received). The arrows in Fig. 4 mark the positions
of the caustics of normal waves. For the source coordi-
nate xp varying from L1 = 0.15 km to L2 = 0.45 km, only
the first normal wave is excited. For the waterborne
source, its excitation coefficient remains constant in our
case (and equal to sinµnϕp). From the comparison of
curves 1 and 2 for xp varying from L1 to L2, one can see
that, for the airborne moving source, the field increase
observed at the reception point S during the source
motion toward the wedge edge appears to be greater
than for the waterborne moving source. For the air-
borne moving source, this increase measures 15 dB and
only 7 dB for the waterborne moving source (during the
source motion, the distance from the source P to the
reception point increases from 0.6 to 0.85 km). Thus,
the closer the airborne moving source is to the caustic,
the stronger it excites the normal wave.

To better understand the features of the sound field
excited in the wedge by an airborne harmonic point
source, we consider the pattern of the Brillouin rays
corresponding to the normal wave of some definite
number [15]. At the observation point S in the vertical
plane passing through the source and perpendicular to
the wedge edge, the field of the normal wave can be
represented as the superposition of two plane waves; in
this pattern, the Brillouin rays corresponding to the nor-
mal wave with the number n form a set of straight lines
tangential to the circle r = Ln. Near the caustic, the graz-
ing angle of the Brillouin rays approaches π/2. The far-
ther the point from the caustic, the smaller the value of
this angle. The fact that the airborne source most
strongly excites the mode with number n at the moment
it is over the corresponding caustic can be explained if
we take into account the directional property of the
field transmitted into the water halfspace by the air-
borne source: energy is predominantly transmitted in
the vertical direction, and only a small portion of it is
transmitted in a nearly horizontal direction [8, 11].
Such a source will excite the normal wave the stronger,
the closer to vertical the Brillouin rays corresponding to
this wave, which is realized at the caustic. For other
models of the coastal zone, this effect must also occur,
because the grazing angles of the Brillouin rays are
maximal near the caustic, and this is the situation in
which the major part of the energy of the airborne
source is transferred to the corresponding mode. For
the source located in the water wedge, the excitation
coefficient is independent of the horizontal coordinate
of the source.

Thus, the first feature of the sound field excited in
the wedge by a moving airborne source is that the exci-
tation coefficient of the normal wave depends on the
horizontal coordinate and the normal wave is best
ACOUSTICAL PHYSICS      Vol. 47      No. 3      2001
excited when the source is located over the caustic of
this wave.

It is the caustics of the normal waves that determine
the sharp increases in the field intensity. It appears that,
at the instant the source passes over the caustic of the
normal wave with the number n, the absolute value of
the excitation coefficient, |An| = nA/mA, is independent
of the mode number n, and the field intensity in the
caustic region is determined by the depth of the obser-
vation point S. The results of calculations shown in
Figs. 2 and 4 (curve 1) correspond to the case of an air-
borne source moving at a height of 50 m and differ in
the depth z of the reception point S: z = 3 m (the point S
is close to the surface) for Fig. 2 and z = 49 m (the point
S is close to the bottom) for Fig. 4. In the first case, the
field intensity at xp = Ln increases with the mode num-
ber n according to the linear dependence of the factor
Wn(ϕ) = sinµnϕ ≈ (n – 1/2)πz/Hs as a function of n for
z ! Hs, where Hs is the sea depth at the source site S. In
the second case, no prominent dependence of the field
on the number n occurs at the caustics xp ≈ Ln, because
z ≈ Hs and |Wn| ≈ 1 in this case.

Now, we will add complexity to the model of the
coastal zone by introducing different models of the bot-
tom. We will describe them by the reflection coefficient
as a function of the grazing angle. Consider first the
model of the coastal zone in the form of a homogeneous
water wedge overlying a liquid halfspace. In the calcu-
lations, we will use the ray approach, because no accu-
rate calculation procedure is known for the field near
the normal wave caustics when the lower side of the
wedge is not perfectly reflecting. The method of imag-
inary sources offers a possibility for a simple calcula-
tion of all parameters of rays connecting the airborne
source with the observation point in the water wedge
(the ray displacement accompanying the reflection
from the bottom is not taken into account).

Figure 5 shows the sound intensity of the field
excited by the source moving at a height of 50 m. The
results were calculated for a frequency of 50 Hz and for
two models of the medium: curve 1 corresponds to a
wedge whose lower side is perfectly hard, and curve 2
corresponds to a wedge overlying the halfspace of sand
with the density ρb = 1.7 g/cm3 and the sound velocity
cb = 1.7(1 – 0.018i) km/s. The angle of the wedge was
set equal to Φ = 0.04. The reception point was located
at a depth of 39 m at a distance of 1 km from the wedge
edge. In the first case (a perfectly hard bottom), a prom-
inent increase in the field level occurs at the reception
point S at the instant the source passes over the caustic
of the first normal wave. In the second case (the bottom
is the sand halfspace), the field level decreases as the
source approaches the wedge edge and no increase in
the field level is observed.

These calculations show that the effect observed in
the experiment depends on the parameters of the bot-
tom. Figure 6 presents the results calculated for other
bottom models with intermediate reflecting properties
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Fig. 5. Intensity of the field versus the horizontal coordinate xp of the airborne source moving at a height of 50 m for two bottom
models: (1) a perfectly hard bottom and (2) a sand halfspace. The wedge angle is Φ = 0.04 rad, the sound frequency is 50 Hz, and
the receiver is located at a depth of 39 m at a distance of 1 km from the wedge edge.
between the two above models. All curves are cut at a
level of –65 dB. The curves are given in the order of
decreasing fields in the caustic region of the first mode.
The lower part of Fig. 6 schematically represents the
corresponding models of the sea bottom. Below, we
describe these models in the order of increasing com-
plexity (rather than in the order given in Fig. 6).

Model (a): A wedge with a perfectly hard lower side.
Model (b): Outcrops of hard basalt rock are often

characteristic of the coastal zone near the shoreline; for
this reason, we consider the model composed of two
wedges whose angles are Φ = 0.04 and Φb = 0.02 for the
water and bottom wedges, respectively; it is assumed
that the sides of the water and bottom wedges are adja-
cent, but the edge of the bottom wedge is shifted by a
distance of rv = 0.3 km relative to the edge of the water
wedge. A perfectly hard boundary is assumed to under-
lie the wedge system. In this model, the reflection coef-
ficient is V = 1 if the reflection occurs for r < rv , other-
wise it depends on the thickness of the sediment layer
d at the point where the ray is reflected.

Model (c): A water wedge overlies an elastic half-
space (basalt) with the density ρb = 3 g/cm3, the veloc-
ity of longitudinal waves cb = 6(1 – 0.002i) km/s, and
the velocity of transverse waves ct = 3(1 – 0.01i) km/s.

Model (d): A water wedge overlies a liquid bottom
wedge with a perfectly hard lower side. The liquid
wedge with the angle Φb is used as a model of the sed-
iment layer, because experimental data show that the
thickness of the sediment layer decreases toward the
shoreline [29]. By and large, the model is composed of
two adjacent wedges with a common edge; the upper
water wedge is characterized by the angle Φ = 0.04 and
the lower edge of sand (the bottom) is characterized by
the angle Φb = 0.02 and a perfectly hard lower side. In
this model, the reflection coefficient of the lower side of
the water wedge is specified as coincident with the
reflection coefficient of a liquid layer of thickness d
depending on the coordinates of the reflection point.

Model (e): This model differs from model (b) in that
it uses the boundary with an elastic halfspace (basalt)
instead of the perfectly hard lower boundary.

We now direct our attention to the calculations pre-
sented in Fig. 6. For the models with a well reflecting
bottom, the calculation by the ray theory shows a
clearly defined pattern of normal waves. A prominent
intensity increase corresponding to the caustic of the
first normal wave can be seen for the moments the
source moves near the wedge edge. The better the bot-
tom reflectivity, the higher the field level at the caustic
of the first mode. Other increases in the field level are
also related to the caustics of normal waves. The caus-
tics of the second and third normal waves disappear for
certain models of the bottom. This fact depends on the
behavior of the normal wave field as a function of
depth. If the depth of the reception point nearly corre-
sponds to the minimum of this function, the corre-
sponding caustic disappears. Figure 7 shows the
ACOUSTICAL PHYSICS      Vol. 47      No. 3      2001
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Fig. 6. Intensity of the field versus the horizontal coordinate xp of the airborne source moving at a height of 50 m for models (a)–(e).
The wedge angle is Φ = 0.04 rad, and the sound frequency is 50 Hz. The receiver is located at a depth of 49 m at a distance of 1 km
from the wedge edge. The lower part of the figure schematically represents the corresponding models of the sea bottom.
results of similar calculations for model (b) at a fre-
quency of 300 Hz. The mode structure of the field is
seen for small xp.

The lack of information about the bottom structure
prevents us from comparing the experimental results
[1] with the calculations. Nevertheless, qualitatively,
our theoretical results agree well with the experimental
data. For example, Gordienko et al. [1] reported that,
for the frequencies 60–80 Hz, the prominent increase in
the signal level occurred at the moments the source
moved near the shoreline over the sea with the depth
Hp = (0.2–0.3)λ. This depth just corresponds to the
depth H = 0.25λ of the caustic of the first normal wave
in the wedge with perfectly reflecting sides (in the ver-
tical plane passing through the source perpendicularly
to the wedge edge). The subsequent increases in the
signal level occurred for the sea depths at the source
ACOUSTICAL PHYSICS      Vol. 47      No. 3      2001
site Hp = (1.2–1.4)λ and Hp = (1.7–2.2)λ, which
approximately correspond to the sea depths at the sites
of caustics of the third mode H3 = 1.2λ and the fourth
mode H4 = 1.75λ. From the comparison of these
results, one can conclude that the bottom is almost per-
fectly reflecting near the shoreline and may have a more
complex structure in the region corresponding to the
caustic of the fourth mode.

Thus, two factors govern the sharp increase in the
signal measured by a waterborne receiver in the case of
an airborne source moving near the shoreline. The first
factor is the directional property of the field transmitted
from air into water. The second point is the structure of
the normal wave in the wedge. This structure is charac-
terized by large grazing angles of the Brillouin waves at
the caustic of the normal wave. As a result, the source
most strongly excites the normal wave at the moments
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Fig. 7. Intensity of the field versus the horizontal coordinate xp of the airborne source moving at a height of 50 m for model (b). The
wedge angle is Φ = 0.04 rad, the sound frequency is 300 Hz, and the receiver is located at a depth of 39 m at a distance of 1 km from
the wedge edge.
it moves over the caustic. The magnitude of the sound
field increase depends on the depth of the reception
point and, what is more essential, on the bottom struc-
ture (the higher the bottom reflectivity, the greater the
signal increase). A sediment layer with a positive gradi-
ent of sound velocity can, possibly, serve as an addi-
tional bottom model for which the effect under study
can be expected. As is known [30], the pattern of the
normal wave propagation over a rising bottom is dras-
tically changed in this case: at the critical depth, the
energy of the mode propagates toward the coast rather
than is lost in the bottom sediments. It may appear that
an increase in the signal level can occur in this case as
well; however, this model was not considered above.
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Abstract—The sound field distortions due to the diffraction by the surface of the carrier of hydroacoustic
equipment are discussed. A self-contained hydroacoustic buoy in the form of a hollow spherical shell is consid-
ered as an example. The sound field formed near such a buoy is calculated with the use of approximate and exact
equations of the shell motion. Results of full-scale experiments with a self-contained hydroacoustic buoy are
presented. It is concluded that the effect of diffraction by the carrier of hydroacoustic equipment should be taken
into account in full-scale hydroacoustic measurements. © 2001 MAIK “Nauka/Interperiodica”.
The changes that occur in the sound field as a result
of the diffraction by different elements of the measur-
ing equipment are discussed in the monograph by
Beranek [1]. This monograph describes the perturba-
tions of the sound field near a perfectly rigid sphere and
a cylinder and presents the dependences of the pertur-
bations on the dimensions of the bodies in terms of the
wavelength, as well as on the distance and the angle of
incidence. Some practical recommendations concern-
ing the reduction of the effect of diffraction on the
results of hydroacoustic measurements can be found in
the book by Bobber [2].

The characteristic feature of the full-scale hydroa-
coustic measurements performed on the basis of sta-
tionary and self-contained hydroacoustic buoys is the
presence of a large-size carrier of the measuring equip-
ment near the hydrophone. This paper presents compu-
tational and experimental studies of the effect of the
diffraction of sound waves by the surface of the equip-
ment carrier on the measured sound pressure. As an
example, we consider a self-contained hydroacouatic
buoy in the form of a hollow spherical shell made of a
titanium alloy and enclosing the measuring equipment.
The measuring hydrophone is usually placed directly at
the top of the buoy housing. Such an arrangment of the
equipment is widely used in practice [3].

To calculate the sound field near the buoy, it is nec-
essary to use the theory of scattering by an elastic
spherical shell. This phenomenon has been studied in
many papers. Among the earlier publications, we
should note the paper by Junger [4] in which the solu-
tion was obtained for a thin spherical shell. The scatter-
ing by an elastic shell of an arbitrary thickness was con-
1063-7710/01/4703- $21.00 © 20323
sidered by Goodman and Stern [5]. Most of the subse-
quent studies were devoted to the nature of the
interaction of sound with elastic bodies [6–9]. An inter-
esting review describing the history of research con-
cerned with this subject was published by Lyamshev
[10]. Among the recent works, we can mention papers
[11–14].

Let us consider the scattering of a plain sound wave
by an elastic spherical shell. We will use the results
obtained in the monograph by Shenderov [15]. We
introduce a spherical coordinate system with the ori-
gin O at the center of the shell. The outer and inner radii
of the shell will be denoted by a1 and a2, respectively.
Let the incident plane wave propagate in the direction
opposite to the x axis. We assume that the point of
observation A is determined by the coordinates r and θ.
The angle θ is measured from the x axis, as shown in
Fig. 1. The media inside and outside the shell are char-
acterized by the densities ρ1 and ρ2 and by the sound
velocities c1 and c2, respectively.

Ox

A

r
θ

ρ1, c1ρ2, c2

Fig. 1. Geometry of the problem.
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The sound field of the incident wave can be repre-
sented in the form

(1)

where k2 is the wave number in medium 2 and p is the
amplitude of the sound pressure. Here and below, the
factor exp(iωt) involved in the expressions for the
sound field will be omitted for brevity.

For the incident wave p0, for the field inside the shell

p1, and for the field of the scattered wave , the fol-
lowing expansions are valid:

(2)

(3)

(4)

Here, jn and  are the Bessel and Hankel spherical
functions of order n; Pn(x) is the Legendre polynomial;
and An and Bn are the numerical coefficients determined
from the conditions set at the shell boundary:

(5)

where Vn is the amplitude of the nth mode of the radial
component of the particle velocity at the outer surface
of the shell, Zn is the mechanical impedance of the
shell, and ω is the circular frequency.

Setting k2r1 @ 1, from Eqs. (5.48) and (5.49) of
monograph [15], we obtain

(6)

(7)
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  ,
where µ1 = k1a1, µ2 = k2a2, w1 = ρ1c1, w2 = ρ2c2, ZS1 =

−iw1jn(µ1)/ (µ1), ZS2 = iw2 (µ2)/ (µ2), k1 is the

wave number in medium 1, and i is the imaginary unit.

The main difficulties encountered in calculating the
diffraction of sound by elastic bodies are related to the
determination of the mechanical impedances. The cited
monograph [15] presents several theories of mechani-
cal impedances of spherical shells. We selected two of
them for our consideration.

According to the theory taking into account the
flexural and longitudinal vibrations of the shell and
ignoring the rotary and shear inertia, the mechanical
impedance is equal to Zn = – iωρhξn, where ρ is the
density of the material of the shell, h is its thickness,
and ξn is the dimensionless quantity determined by the
formula

(8)

Here, m = n(n + 1), h1a = h2/(12a2),  = (ωa)2ρ(1 –

σ2)/E, g1 = –(  + 3 + σ), g2 = (1 – σ2 – )/h1a, g3 =

(  + 1 – σ)(  – 2 – 2σ)/h1a, g4 = (  + 1 – σ), and E
and σ are Young’s modulus and Poisson’s ratio of the
shell material.

This theory is valid for thin shells for which the
product of the wave number of flexural waves by the
shell thickness is much less than unity: kfh ! 1, i.e.,
[12ω2(1 – σ2)ρh2/E]1/4 ! 1, and for modes of vibration
for which the spatial period exceeds the flexural wave-
length.

To determine the mechanical impedances of a
spherical shell of an arbitrary thickness, it is necessary
to use an exact theory. The exact equations of the shell
motion can be derived by expressing the normal and
tangential stresses through the radial and tangential dis-
placements from the Hooke law and by substituting the
resulting expressions into the equilibrium equations in
spherical coordinates. As a result, one obtains a system
of two second-order partial differential equations. By
solving this system, one can determine the mechanical
impedance of the shell. According to [15], the expres-
sion for the impedance calculated in this way has the
form (Eq. 5.92 from [15])

jn' hn
1( ) hn

1( )'

ξn

h1a

xL
2

-------
m3 m2g1 mg2 g3+ + +
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2

xL
2 xL

2

xL
2 xL

2 xL
2

(9)Zn

i– a1 pn/ω
Cn jn' µL1( ) Dnnn' µL1( )+[ ]µL1 n n 1+( ) En jn µt1( ) Fnnn µt1( )+[ ]–

---------------------------------------------------------------------------------------------------------------------------------------------------------.=
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Here, jn and nn are the Bessel and Neumann spherical
functions of order n;

and

where kL and kt are the wave numbers of the longitudi-
nal and transverse waves in the shell material and λ and
µ are the Lamé constants; Cn, Dn, En, and Fn are the
coefficients determined from the system of linear equa-
tions

where the elements of the matrix ||aij || are as follows:

The second and fourth rows of the matrix ||aij || are
obtained from the first and third rows, respectively, by
substituting µL2 = kLa2 for µL1 and µt2 = kta2 for µt1. The
coefficient pn is a term in the Legendre polynomial
expansion of the sound pressure at the outer surface of
the sphere.

After the impedances are calculated by Eq. (8) or by
Eq. (9), they can be substituted into Eqs. (6) and (7). As
a result, the sound field of the reflected wave and the
field inside the shell will be determined.

To characterize the sound field distortions caused by
the presence of the spherical shell, we will use the
dimensionless complex quantity Y that is equal to the
ratio of the total sound pressure in the presence of the
shell to the sound pressure in its absence. For a plane
wave, we obtain

µL1 = kLa1 = ωa1/ λ 2µ+
ρ

----------------,

µt1 = k ta1 = ωa1/ µ
ρ
---,

aij

Cn

Dn

En

Fn

pna1
2/µ–

0

0

0

= ,

a11 2µL1
2 jn'' µL1( ) λ

µ
---µL1

2 jn µL1( ),–=

a12 2µL1
2 nn'' µL1( ) λ

µ
---µL1

2 nn µL1( ),–=

a13 2n n 1+( ) jn µt1( ) µt1 jn' µt1( )–[ ] ,=

a14 2n n 1+( ) nn µt1( ) µt1nn' µt1( )–[ ] ,=

a31 2 µL1 jn' µL1( ) jn µL1( )–[ ] ,=

a32 2 µL1nn' µL1( ) nn µL1( )–[ ] ,=

a33 µt1
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a34 µt1
2 nn'' µt1( )– n2 n 2–+( )nn µt1( ).–=
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The quantity Y was calculated for a spherical shell
with the outer radius a1 = 425 mm and the wall thick-
ness h = 18 mm; the shell material was assumed to be a
titanium alloy. In our calculations, we used the following
parameters: ρ = 4550 kg/m3, σ = 0.3, E = 1.1 × 1011 Pa,
ρ2 = 1000 kg/m3, c2 = 1500 m/s, ρ1 = 1.29 kg/m3, and
c2 = 346 m/s.

The point of observation was set at the distance r =
0.47 m from the center of the shell in the direction
opposite to the wave incidence (θ = π), which corre-
sponds to the hydrophone position directly on the hous-
ing of the self-contained hydroacoustic buoy. The cal-
culations were performed for the frequency range from
100 Hz to 6 kHz (ka ≈ 0.4–10). In Eq. (10), we retained
the modes with the numbers from one to twenty inclu-
sive.

The results of the calculations by the approximate
and exact theories of mechanical impedances are pre-
sented in Fig. 2. For comparison, in the same figure, we
present the frequency dependences of |Y | calculated for
a stiff and a compliant sphere. The complex shape of
the frequency dependence of Y is determined by the
elastic properties of the shell. A detailed study of the
interaction of sound with an elastic body requires the
separation of the scattered field into the background
and the resonance components [6], after which the lat-
ter component can be analyzed by the type of waves.
For this purpose, one can use, e.g., the Sommerfeld–
Watson transformation [7, 8] or the resonance scatter-
ing theory [9].

The resonances caused by the natural vibrations of
the shell can be determined by comparing the resonance
frequencies of individual partial modes in Eq. (10) with
the natural frequencies of the “dry” shell at the corre-
sponding mode, the latter frequencies being determined
from the equation ξn(ω) = 0. The presence of the asso-
ciated mass of the medium in which the shell is
immersed must reduce the values of the natural fre-
quencies. The table presents the results of calculating
the first resonance frequencies for several modes of
vibration with the use of the exact and approximate the-
ories.

The frequency dependences of |Y| for four partial
modes are presented in Fig. 3. From the plots, one can
see that the zeroth and first modes have no pronounced
resonances and the resonance peak of |Y| at the fre-
quency 830 Hz (ka = 1.5) is caused by the mechanical
resonance of the shell at the second mode.

Our calculations provide the possibility to compare
the exact theory with the approximate one and to refine
the limits of validity for the latter. The curves obtained

Y
p0 p2
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-------------------- 1 ik2r θcos–( )exp+= =

× 2n 1+( )inBnhn
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Fig. 3. Frequency dependences for four partial modes.
for the quantity |Y | with the use of the two theories prac-
tically coincide, the difference being observed only for
some of the resonance peaks and dips (Fig. 2). These
discrepancies are explained by the deviation of the
eigenfrequencies calculated for the mechanical vibra-
tions of the shell by the two theories. From the table,
one can see that the values of the resonance frequencies
calculated by the approximate theory in the frequency
range under study are on the average 2% less than the
values provided by the exact theory. Thus, the approxi-
mate theory is applicable at least for kfh < 1/4 with the
amount of calculation being considerably reduced.

Now, let us consider the experimental data obtained
in the full-scale conditions. The equipment carrier was
a self-contained hydroacoustic buoy. Its dimensions
and mechanical parameters corresponded to the values
used in the calculations.
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Frequencies of the natural mechanical vibrations of the spherical shell, Hz

Mode 0 1 2 3 4 5 6 7

Approximate theory 3120.02 3821.62 1358.65 1621.87 1754.48 1870.81 2012.51 2200.93

Exact theory 3188.12 3902.17 1387.99 1655.49 1789.22 1906.15 2048.45 2236.83
The source of the signal was the ambient noise of
the water medium with the characteristics close to nor-
mal noise [16]. The frequency spectrum of the ambient
noise in the water region under study had a smooth
maximum at a frequency close to 500 Hz and gradually
decreased with increasing frequency. Generally speak-
ing, the parameters of the ambient noise vary with time,
but these variations are relatively slow, and the param-
eters can be considered as stationary within one record.
A considerable disadvantage of such a source of sound
is the spatial anisotropy of the ambient noise, which can
depend on the experimental site and conditions.

In the experiment, we compared the signals
obtained from two hydrophones: one hydrophone was
mounted directly at the top of the buoy housing, and the
other was carried by a float at a distance of 7.5 m and
used as reference. The buoy was placed at a depth of
about 120 m, and the sea depth at the experimental site
was 260 m. The digitized signals were continuously
recorded for 3 min, the intervals between the records
being about 16 min. The interval between the first and
the last records was 11 h. The measurements were per-
formed in the frequency range 200–2500 Hz.

The weather conditions during the experiment were
characterized by a gradual decrease in the force of the
wind and water waves. As a result, the ambient noise
ACOUSTICAL PHYSICS      Vol. 47      No. 3      2001
level decreased from the beginning to the end of the
experiment by about 8 dB. Figure 4 shows the hydro-
phone signal spectra averaged over a single record. The
two upper curves were obtained at the beginning of the
experiment. The reference hydrophone recorded only
the ambient noise of the water region under study,
whereas, in the spectrum of the signal of the first hydro-
phone, one can see peaks and smooth maximums that
are caused by the effect of the buoy housing.

The difference between the spectra of the signals
obtained from the hydrophone positioned at the buoy
and from the reference hydrophone provides the fre-
quency dependence of |Y|. Figure 5 displays such
dependences obtained at the beginning (curve 1) and at
the end (curve 2) of the experiment. As one would
expect, the value of |Y| does not depend on the sound
pressure level and is determined exclusively by the
properties of the buoy housing: curves 1 and 2 in Fig. 5
practically coincide. The maximal sound field distor-
tion due to the housing of the buoy reaches 10 dB.

Curve 3 in Fig. 5 corresponds to the theoretical fre-
quency dependence of |Y |. Comparing the results of our
calculations with the experimental data, we can see a
good agreement for the resonance frequencies of
modes 2–4. A small difference between the correspond-
ing resonances frequencies for higher modes is presum-
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Fig. 5. Comparison of the experimental and the calculated frequency dependences of |Y |.
ably related to the deviations of the shell from the
spherical form. The theory considerably overestimates
the values in the vicinities of the resonances, because it
does not take into account the losses in the shell mate-
rial and the fact that the shell consists of two hemi-
spheres.

Thus, the diffraction of a sound wave by the surface
of the equipment carrier can noticeably affect the
results of hydroacoustic measurements. The quantity Y
characterizing the sound field distortions near the car-
rier has a frequency dependence of a complex shape
and is determined by the mechanical parameters of the
buoy housing and the position of the measuring hydro-
phone. The maximal distortion of the sound field is
observed near the eigenfrequencies of the shell vibra-
tions in the medium. A relatively good agreement
between the theory and the experimental data makes it
possible to calculate the sound field distortions at the
stage of the development of hydroacoustic systems and
in planning the experiments.
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Abstract—The synthesis of a linear array by a given directional pattern is considered under the only constraint
that the number of array elements is specified. The formulation of the problem allows solving it with the help
of the Newton method, which is the most efficient method of convex programming. It is shown that the possi-
bility to vary the array element coordinates in the course of the array synthesis provides a much higher synthesis
quality than that achieved with fixed-geometry arrays. © 2001 MAIK “Nauka/Interperiodica”.
Many different approaches to the synthesis of arrays
are known at present. One of the most widespread is the
synthesis by the directional pattern [1]. However,
almost all known methods of synthesis by the direc-
tional pattern place significant constraints on the solu-
tion to the problem. Most frequently, they require the
element coordinates to be fixed. In order to synthesize
an array that provides the best fit to the given pattern
with a sufficiently small number of elements, one has to
use the synthesis methods based on a search through all
available parameters of the array elements: their coor-
dinates, sensitivities, and phase delays in the signal pro-
cessing channels. In our opinion, in spite of its evident
formulation, this problem has not received the attention
it deserves in the literature on acoustic array synthesis.
Works on the optimization of nonuniformly spaced
arrays, which are few in number, usually study particu-
lar types of arrays (for example, wide-band arrays with
interelement distances being multiples of a given mini-
mal interval are addressed in [2], and the optimal ele-
ment arrangement is discussed in [3] as applied to the
problem of hydroacoustic positioning). 

This paper considers the problem of the linear array
synthesis by a given directional pattern under the only
constraint that the number of array elements is fixed
(this constraint being of no fundamental significance).
We assume that the array performs the spatial process-
ing of one frequency component of the acoustic field,
consists of 2N + 1 omnidirectional elements (transmit-
ters or receivers), and has a phase center. In this case,
its directional pattern DN(u, x) has the form 

(1)

Here, x is the vector with the components xi1, xi2, and
xi3, where xi1 is the sensitivity of the ith array element
in the transmit or receive mode, xi2 is the phase shift
introduced into the signal processing channel of the ith

DN u x,( ) xi1 xi2 2πuxi3+( ).cos
i 1=

N

∑=
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element, and xi3 is the distance from the ith element to
the array phase center relative to the wavelength at the
operating frequency, and u = sinθ, where θ is the angle
with respect to the broadside direction. 

Let the desired shape D0(u) of the directional pattern
DN(u, x) of the synthesized array be given. We formu-
late the array synthesis problem as follows: given the
desired directional pattern D0(u) and the goal function 

(2)

it is necessary to determine the vector  that satisfies
the condition 

Thus, the array synthesis problem is as usual
reduced to the minimization of a multivariate goal
function. It should be noted that, unlike arrays with
fixed coordinates, for arrays with variable element
coordinates, the solution to the problem of minimiza-
tion of the above goal function can be found only
numerically. 

An important circumstance which determines the
choice of the minimization method is the fact that the
vector of the first derivatives of CN with respect to x (the
gradient) and the matrix of the second derivatives (the
Hesse matrix or the Hessian) can be calculated analyti-
cally for the above goal function. The optimal minimi-
zation technique for the functions with such properties
is the Newton method, which is characterized by a
higher convergence rate and a higher stability than
other known numerical minimization techniques [4]. In
the problem under study, the Newton method is partic-
ularly advantageous, because the function DN(u, x) is a
sum of terms of the same structure and, therefore, the
gradient and the Hessian of the goal function have the
property that the structure of their elements belonging

CN x( ) DN u x,( ) D0 u( )–[ ] 2 u,d

∞–

+∞
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x*

CN x*( ) minCN x( ).=
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Fig. 1. (a) Amplitude and (b) phase distributions of the element sensitivity along the (1) nonuniformly spaced and (2) uniform syn-
thesized arrays (the ordinate axis represents the normalized distance from the array phase center). 
to one receiver (transmitter) of the array is the same as
the structure of any other receiver (transmitter) of this
array. 

Let us illustrate this method of solving the problem
by the example of the synthesis of a linear array whose
directional pattern approximates the cosecant pattern,
which is widely used in practice. Figures 1 and 2 show
the results of synthesizing a seven-element, nonuni-
formly spaced array by a given cosecant pattern that is
nonzero in the range θ = 2°–6°. For the sake of compar-

–90 900

1

1

2

3

D(θ)/Dmax

θ, deg

Fig. 2. (1) The given cosecant pattern and the directional
patterns of the (2) nonuniformly spaced and (3) uniform
synthesized arrays. 
ison, Figs. 1 and 2 also show results of the synthesis and
the directional pattern of an array with a given regular
arrangement of the same number of elements, which
was synthesized for the same desired cosecant pattern
by varying only the amplitudes and the phase delays of
each element (in this case, the problem can be solved
by the Fourier method [1]). These results show that the
array with elements whose coordinates are varied in the
course of the synthesis is much closer to the desired
pattern than the regularly spaced array, the optimal
positions of the array elements relative to the phase
center being widely different from the regular arrange-
ment. 

The quality of the nonuniformly spaced synthesized
array in comparison with that of the uniformly spaced
array is clearly illustrated by the standard deviation
(Eq. (2)) calculated for the arrays of both types and rep-
resented as a function of the total array length and the
number of the array elements. Figures 3 and 4 show
these functions normalized by the maximum of the
directional pattern. The comparison shows a consider-
able advantage of the nonuniformly spaced arrays in
terms of the standard deviation at a given number of
array elements. As for the dependence of the standard
deviation on the array length, arrays of both types pro-
vide almost equal standard deviations irrespective of
the shape of the given directional pattern when the
number of the array elements is not too large. 

An important characteristic of any array is its stabil-
ity to deviations in the parameters of individual ele-
ments from the design values (the parametric robust-
ness). Most frequently, these deviations are random in
ACOUSTICAL PHYSICS      Vol. 47      No. 3      2001
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their nature; they are associated with a spread in the ele-
ment sensitivity and in the phase delay in the process-
ing channel, as well as with the errors in positioning the
transducers in the array. We assume that these parame-
ters are Gaussian and that their standard deviations are
σa, σϕ, and σr , respectively. 

The squared directional pattern Der(u, x) of the array
averaged under the above assumptions was calculated
in [5]: 

where M means averaging over an ensemble of patterns
and ∆ is the coefficient determined by variances of the
array element parameters. The quantity ∆ was calcu-
lated in [5] under the assumption that only the ampli-
tude and phase errors are present. In our problem,
errors in the element positions are also present. There-
fore, the coefficient ∆ can easily be shown to change
and to become 

where k is the wave number. One can see that, in prac-
tice, the last term in this formula is far from being small
relative to the first two terms. 

We also estimate the average standard deviation
Cer(x) determined by Eqs (1) and (2) with errors present
in all parameters of the array elements. By removing
the brackets in Eq. (2), one can easily show that 

(3)

This expression was derived using the equality 

The second term on the right-hand side of Eq. (3)
characterizes the effect of random errors in the param-
eters of the array elements on the standard deviation.
The dependence of the ratio of this quantity calculated
for the uniform array to that calculated for the nonuni-
formly spaced array on the number of array elements is
plotted with a dashed line in Fig. 4. From Eq. (3), it fol-
lows that this ratio is exclusively determined by the
average (theoretical) values of the array element
parameters and is independent of their variances. The
results presented in Fig. 4 show that, when the number
of elements is small, the uniform array is more stable
than the nonuniformly spaced one; however, the stabil-
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ity of both types of arrays becomes almost the same as
the number of elements increases. 

The conclusions derived above remain qualitatively
valid for other types of directional patterns. 

The full-scale experiments carried out in Ladoga
Lake corroborate the basic results of this paper to
within the experimental error. 
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Fig. 3. Standard deviation CN versus the array length for the
(1) uniform and (2) nonuniformly spaced arrays. The hori-
zontal axis represents the array base measured in the wave-
length units.

Fig. 4. (1) Difference –  of the standard deviations

for the uniform ( ) and nonuniformly spaced ( )

arrays and (2) the ratio between the contribution of random
errors in the array element parameters to the standard devi-
ation for the uniform array to the corresponding quantity for
the nonuniformly spaced array versus the number of array
elements. 
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Abstract—The condition of equivalence of the space–time distributions of thermal sources in the focal region
is introduced for the sources caused by the absorption of focused ultrasonic beams with different aperture
amplitude distributions in biological tissue. The Gaussian beam model, which allows the simplest analytical
solution of the biothermal equation, is used to obtain fairly accurate approximations in the form of explicit func-
tions describing the spatial distribution and the time dynamics of thermal fields and thermal doses along the
beam axis and along the radius in the focal plane. This provides an opportunity to conduct a rapid analysis
(without multiple numerical integration) of the results of active surgical (thermodestructive) action of ultra-
sound on biological tissue and, first of all, to determine the characteristic dimensions of the zone of thermal
destruction of biological tissue. The approximate analytical solutions are important for the determination of the
effect of the beam parameters (the radius of the aperture and the frequency) on the characteristic dimensions of
the zone of thermal destruction. © 2001 MAIK “Nauka/Interperiodica”.
The heating (hyperthermia) of a specified region of
biological tissue (in most cases, a malignant growth)
due to the absorption of ultrasound transmitted through
it is used as an effective therapeutic treatment or a non-
invasive surgical method based on the thermal destruc-
tion of the biological tissue by a high-intensity focused
ultrasonic beam [1].

In the therapeutic mode of ultrasonic hyperthermia,
the temperature in a specified region of the patient’s
body is maintained strictly within the range 42–45°ë
for several dozen minutes. For this purpose, one has to
use an ultrasonic intensity of the order of 10 W/cm2 in
the heated region. In the case of prolonged action, such
a small overheating of the biological tissue suppresses
the vital functions of cells, which leads to a so-called
cytotoxicosis effect. Taking into account the maximal
discrimination of the thermal action upon a malignant
growth (owing to its increased thermal conductivity
and a reduced blood flow in it), the therapeutic mode of
hyperthermia is used to suppress the vital functions of
cancer cells. Because of the long duration of the ultra-
sonic therapy process with the strict requirements on
the admissible temperature of the heated region, it is
necessary to take into account different factors affect-
ing the heating conditions (e.g., the blood flow, the
physiological reactions of the body, etc.), which is a
difficult problem from both the theoretical and experi-
mental points of view.

Another (nonthermal) approach to therapeutic ultra-
sonic action on the cell structures was proposed and
realized by Burov [2, 3] in the middle 1950s. However,
this approach was not properly developed in the follow-
ing years. The distinctive feature of this approach is the
1063-7710/01/4703- $21.00 © 20333
exposure of the selected cells (e.g., tumor cells) to suffi-
ciently intense ultrasound (150 W/cm2 with a flat quartz
radiator at a frequency of 1.5 MHz) at temperatures that
are normal from the point of view of the vital functions
of cells and do not exceed 39–40°ë, which is provided
by the small duration (1–3 s) of a single cycle of inson-
ification. In this case, the ultrasonic action leads to fine
cytological and functional changes causing remission
of both the insonified malignant formation and the
metastases produced by this formation while leaving
the cells viable.

An alternative to the therapeutic modes of ultra-
sound utilization in medicine is the high-temperature
(T > 60°ë) action on biological tissues, which can be
realized only by using focused ultrasonic beams. In this
case, a high temperature (70–90°ë) exceeding consid-
erably the threshold of protein coagulation is attained
in the focal region within a short time (1–10 s), which
leads to a total thermal destruction (coagulation necro-
sis) of the selected region of the biological tissue (e.g.,
a malignant growth). This mode is frequently called
ultrasonic surgery.1 The focusing of an ultrasonic beam
with the frequency 1–2 MHz provides an opportunity to
localize the zone of thermal destruction of the biologi-
cal tissue by controlling the focal region of the beam
and produce the intensity 1–3 kW/cm2 in the focal
region at a realistic ultrasonic intensity (of the order of
0.5–1 W/cm2) at the focuser. Such an intensity provides
the necessary high temperature. The short duration of

1 This noninvasive process is equivalent to excision of tissues in
conventional surgery. Ultrasound of a much lower frequency (tens
of kilohertz) is also used for dissection of tissues.
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this procedure and the high temperature provide certain
grounds for ignoring various factors characteristic of
biological tissues (cooling by the blood circulation,
physiological reactions, etc.), the characteristic mani-
festation times of which exceed the time of a single
ultrasonic action. However, in the case of the applica-
tion of ultrasonic surgery, the problem of predicting the
space–time dynamics of the thermal field and, corre-
spondingly, the zone of thermal destruction of the bio-
logical tissue with the aim for this zone to coincide with
the region of the tissue to be “removed” and to cause
the least possible effect on the surrounding healthy tis-
sue is very important. Below, in order to solve this
problem (for a rapid analysis of the expected results of
the surgical ultrasonic action), we obtain rather simple
approximate (but with a very small error) analytical
expressions providing an opportunity to easily deter-
mine the characteristic dimensions of the zone of ther-
mal destruction depending on the basic parameters,
such as the duration of the ultrasonic action, the aper-
ture radius, the operating frequency, and the basic char-
acteristics of the biological tissue.

The resulting effects of thermal ultrasonic action on
the biological tissue are determined by the space–time
dynamics of the temperature field. This dynamics is
described by a heat conduction equation with distrib-
uted heat sources caused by the ultrasonic absorption in
the biological tissue. This equation taking into account
the process of convective cooling (heat “removal”)
because of the blood circulation (perfusion) is called
the biothermal equation, or the Pennes equation [4]:

(1)

where δT = T(x, y, z, t) – T0 is the excess of the current
local temperature T over the normal equilibrium inter-
nal temperature of the tissue T0 (usually, T0 = 37°ë), ∆
is the three-dimensional Laplacian, q is the volume
density of thermal sources (nonstationary sources in the
general case), ρ = 1.1 × 103 kg/m3 is the density of the
biological tissue, κ = 1.5 × 10–7 m2/s is the characteristic
value of the thermal diffusivity of the biological tissue,
Ct ≈ Cb ≡ C = 3.8–4.1 J/kg °ë are the almost equal ther-
mal conductivities of the biological tissue and blood,
W = 0.5–70 kg/(m3 s) is the perfusion (the blood flow
through the unit volume of the biological tissue per unit
time for different types of biological tissues, from mus-

cles to kidneys), and τ ≡  = 15–2000 s is the

perfusion time (the characteristic time scale of blood
circulation).

The substitution of δT = θe–t/τ eliminates the convec-
tive term from Eq. (1) and leads to the equation

(2)
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q
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We can represent the density of thermal sources in
the form

(3)

where q(x, y, z) = –divI is the spatial distribution of
sources due to the ultrasonic absorption in the biologi-
cal tissue, I = 0.5Re(VP*) is the real part of the product
of the complex amplitude of the acoustic velocity V by
the complex-conjugate amplitude of acoustic pressure
P, and Q(t) is the on–off function of the ultrasonic
action.

In the simplest case, Q(t) is expressed with the help
of a step function (the Heaviside function) U(t)

(4)

where t0 is the time of ultrasonic action on the tissue
and U(t) is equal to zero for t < 0 and to unity for t ≥ 0.

The analysis of the process and result of hyperther-
mia is usually conducted on the basis of a time-con-
suming numerical solution (see, e.g., [5]) of the four-
dimensional Eq. (1), which prevents a rapid determina-
tion of the necessary dependences of the resulting char-
acteristics on the basic “input” and procedural parame-
ters. Therefore, the most advanced (in the sense of ana-
lytical solution) models and the approximate solutions
to Eq. (1), which can be determined in a finite form, are
very important.

The solution of the standard inhomogeneous heat
conduction equation (2) for θ with the zero initial con-
dition can be expressed through the time and space con-
volution of the thermal source function with the Green
function for this equation [6]. Taking into account the
relation between θ and the desired function δT, as well
as Eqs. (3) and (4) and the rules of integration of an
expression with the step function, and simulating the
region of ultrasonic propagation by the halfspace z ≥ 0,
we can represent this solution in the form

(5)

where the integration limits at the stage of heating at t ≤
t0 are

(6)

and, at the stage of cooling at t > t0, they are

(7)

Taking into account the temperature at the stage of
cooling is important for predicting multiple ultrasonic
action on the selected region (e.g., a large tumor).

In the case of the natural situation of an axially sym-
metric ultrasonic beam and, hence, an axially symmet-
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ric function of thermal sources q, the solution given by
Eq. (5) can be simplified by integrating the Green func-
tion over the angle. The dependence on the angle man-
ifests itself if we proceed to the cylindrical coordinates
(r, ϕ, z) using the relation (x – x ')2 + (y – y ')2 ≡ r2 + r '2 –
2rr'cos(ϕ). This yields the following solution to Eq. (1)
in the cylindrical coordinates for axisymmetric
sources:

(8)

Proceeding from sparse opportunities (see [7]) for
the selection of the function q(r, z) needed for taking
the integrals in a finite form in Eq. (8), we can arrive at
its unique form as a Gaussoid with respect to r ' when
the integral in Eq. (8) is taken with respect to this vari-
able and the function corresponds to the specific model
of the Gaussian focused beam in the parabolic approx-
imation. The focusing system parameters typical of
ultrasonic surgery (the radius of the focuser a = 5 cm,
the focal distance R = 10 cm, the frequency f = 1 MHz,
and the characteristic value of ultrasonic intensity at the
focuser I0 = 1 W/cm2) provide an opportunity to use the
parabolic approximation [8] to a high accuracy for cal-
culating the acoustic field and the field of thermal
sources in the focal region where the active ultrasonic
action on the biological tissue occurs leading to its ther-
mal destruction. In this approximation, the complex
amplitude A(r, z) of the pressure field p = A(r, z)eikz – iωt

of axisymmetric wave beams in a medium with the
coefficient of linear absorption α is described by the
equation

and the solution is described with the help of the bound-
ary value of the amplitude A(r, z = 0) and the Green
function:

It should be noted that, in the utilized frequency
range, the absorption coefficient of the biological tissue
depends almost linearly on frequency, and, therefore,
α = α0 f, where the value of α0 is determined by the spe-
cific type of the biological tissue; f is the frequency in
megahertz. However, we can consider α0 ~ 5 (1/m MHz)
as the typical value.
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We assume that a focused beam with the curvature
radius of the wave front (the focal distance) R and with
the transverse amplitude distribution described by a
real function g(r) normalized to the maximal value of
A0 is formed at the boundary z = 0. Then, we have

Correspondingly, the function of the spatial distri-
bution of thermal sources caused by the absorption of
an axisymmetric ultrasonic beam in the biological tis-
sue is equal to

(9)

The model of a Gaussian focused beam

where ag is the initial radius of the effective (with
respect to the amplitude) aperture of the Gaussian
beam, provides an opportunity to calculate in the final
form the maximal number of integrals in the solution
given by Eqs. (8) and (9) and use fairly accurate analyt-
ical approximations for all the remaining integrals that
cannot be taken.

The function of the spatial distribution of thermal
sources for a Gaussian focused beam being absorbed in
the biological tissue is determined in the parabolic
approximation by the expression

(10)

where ld = π f/c is the diffraction length of the Gaus-

sian beam and I0 =  is the maximal intensity at the

transducer in the case of the Gaussian distribution of
the pressure amplitude with the maximal value P0.

In the case of the utilization of the Gaussian focused
beam model in the calculation as an equivalent of a real
beam, one needs to satisfy certain relations for their
comparability. If a real beam is characterized by the
focal length Rac, the aperture radius of the radiator aac,
and the initial distribution g(r) normalized to the ampli-
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tude maximum at the radiator, the equivalence relations
between it and the Gaussian beam are

(11‡)

(11b)

(11c)

The relation given by Eq. (11b) expresses the equal-
ity of the energy “contributed” to both beams at z = 0,
and Eq. (11c) provides the equality of the maximal val-
ues of the thermal source function at r = 0, z = R.2 The
aperture radius and the maximal “input” intensity of the
model Gaussian beam are expressed unambiguously
with the help of these two formulas using the analogous
parameters of a real beam with which the model beam
is compared. Then, we can use (to a certain approxima-
tion) the obtained “equivalent” Gaussian beam to con-
duct further prognostic calculations of thermal fields.
For example, an ultrasonic beam radiated by a focusing
transducer with a uniform aperture distribution of the
pressure amplitude normalized to the maximum (a pis-
ton-type transducer), i.e.,

(12)

2 The coordinate of the maximum of the thermal source function,
which is determined analytically, differs to a certain extent from
z = R. However, this difference is negligible for the considered
typical parameters of the beam.
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Fig. 1. Spatial distribution in the focal region of thermal sources ca
sonic beams from radiators of the (a) piston and (b) Gaussian typ
corresponds to an equivalent model Gaussian beam
with the parameters

(13‡)

(13b)

Figure 1a shows the spatial distribution in the focal
region of the function of the thermal sources caused by
the absorption of a focused ultrasonic beam from a pis-
ton-type transducer; the distribution is calculated
according to Eqs. (9) and (10) for ap = 5 cm, R = 10 cm,

and  = 1 W/cm2. Figure 1b shows the analogous dis-
tribution for an equivalent Gaussian focused beam with
the corresponding (according to Eqs. (13)) parameters

ag = 5/  cm, R = 10 cm, and  = 4 W/cm2. A more
obvious comparison of these two functions of thermal
sources is given in Fig. 2 where the cross-sections of
these functions along the z axis at r = 0 (Fig. 2a) and
their sections by the focal pane z = R (Fig. 2b) are
shown. The coincidence of the focal peaks substanti-
ates the definition of the beam equivalence (Eqs. (11)).
The natural difference in the region of the base (“ped-
estal”) of the main peak does not play any significant
role in the case of short heating cycles with the dura-
tion of several seconds, when the temperatures and the
thermal doses in this region do not exceed the thresh-
old values.

Now, we use the model of the Gaussian focused
beam for calculating the space–time dynamics of ther-
mal fields. The substitution of the function of thermal
sources (10) into solution (8) provides an opportunity
to calculate the integral with respect to r ' in it and, thus,

ag ap/ 2,=
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p( ).=
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2 I0
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0
0.25
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7
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Imax = 2400 W/cm2
f

used by the absorption of equivalent (according to Eq. (11)) ultra-
es. The beam parameters are given in the text.
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Fig. 2. Cross-sections of the spatial distributions shown in Fig. 1 by the planes (a) r = 0 and (b) z = R. The solid line corresponds to
an ultrasonic beam from a piston-type radiator, and the dashed line is for the Gaussian beam.
to reduce the number of integrals that cannot be “taken”
down to two. In this case, the solution takes the form

(14)

where F(z) = 1 –  +  and the values of t1 and

t2 are selected according to Eqs. (6) and (7).

We stress that the model of the Gaussian beam is the
only one that reduces the solution for the thermal field
to two repeated integrals as against three or four such
integrals for all other models. The obvious form of the
solution given by Eq. (14) provides an opportunity in
this case to interpret the performed integration (averag-
ing) over r ' as the reduction of the thermal problem to
a problem that is one-dimensional along the z axis and
has a function of thermal sources analogous in its struc-
ture to the initial one (Eq. (10)), but has the character-
istic transverse scale that exhibits a time increase (dif-
fusion) in addition to the spatial variation along the z
axis.

It is possible to obtain rather accurate analytical
approximations for the obtained exact but implicit solu-
tion (14) on the basis of which it is difficult to analyze
the dependences of the characteristic dimensions of the
thermal effect region on the fundamental parameters of
the ultrasonic beam (the initial aperture radius, the ini-
tial intensity, the frequency, etc.). It is necessary to indi-
cate first that, considering the process of ultrasonic sur-
gery, when a high temperature in the focal region is
attained after several seconds, we can assume the per-
fusion time in Eq. (14) to be infinite, i.e., τ  ∞.
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Moreover, it is convenient to consider two selected
directions: along the beam axis where r = 0 and along
the radius in the focal plane z = R. The analysis of
Eq. (14) shows that, in the case of integration with respect
to z', the dynamics of the integrand is mainly determined

by a rapidly decaying factor , which

provides an opportunity to perform a substitution
z '  z in the remaining factor with a relatively slow
dependence on z ' and factor it out from under the inte-
gral sign. In this case, we can take –∞ as the lower limit
for this integral. This provides an opportunity to inte-
grate in a closed form both repeated integrals in Eq. (14)
and obtain the following approximate dependences:

along the beam axis at r = 0,

(15)

where δz = z – R;

in the focal plane at z = R and r > 0,

(16)

where E1(z) = dt is the exponent integral func-
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to Eqs. (6) and (7) and correspond to the analyzed stage
of heating or cooling.

The precision of the obtained analytical approxima-
tions is demonstrated in Fig. 3, which presents the time
variation of the maximal temperature calculated by the
exact Eq. (14) and approximate Eq. (15) at the point r =
0, z = R under the five-second action (the heating stage)
of a Gaussian ultrasonic beam with the parameters ag =

5/  cm, R = 10 cm, and  = 4 W/cm2 and further
cooling after the beam is turned off. One can see that
these two results almost coincide. The approximation
given by Eq. (16) provides the same high precision in
the focal plane. Figure 3 also presents the analogous
dependence obtained from Eqs. (12), (9), and (8) for an
equivalent (in the sense of Eqs. (13)) ultrasonic beam
from a focusing piston-type transducer with the corre-

sponding parameters ap = 5 cm, R = 10 cm, and  =
1 W/cm2. The closeness of the curves obtained for the
two models of ultrasonic beams demonstrates the effi-
ciency of the introduced equivalence condition (11).
We also note the useful practical conclusion following
from the result shown in Fig. 3. One can see that, at the
cooling stage, which is long relative to the heating time,
the temperature remains sufficiently high and far
exceeds the safety threshold of 43°ë. Therefore, it is
necessary to take into account the sufficiently long
stage of cooling in analyzing the mode of multiple
ultrasonic action on the biological tissue.

The approximate expressions (15) and (16) make it
possible to analyze and almost instantly calculate many
practically useful dependences, for example, the
dynamics of the time variation of the temperature pro-
files along the z axis and far from the r axis in the focal
plane or the time dependence and the spatial profiles of
temperature as functions of the basic parameters of the
radiator (R, a, f) and the medium (κ, α). A very infor-
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Fig. 3. Time variation of the maximal temperature incre-
ment in the beam focus for the Gaussian beam: results of the
calculations by the (1) exact and (2) approximate solutions;
(3) the same dependence for an equivalent beam from a pis-
ton-type radiator.
mative dependence that can be obtained from Eq. (15)
is the dynamics of the characteristic dimension along
the z axis of the region bounded by an isotherm with the
preset temperature excess δT0, for example, the region
with the boundary of the biological threshold tempera-
ture 43°ë where δT0 = 43 – 37 = 6 (°ë). Expressing the
dependence δz(t) from Eq. (15) for the heating stage at
a constant value of δT, we obtain

where  =  is the

time for initially attaining a preset temperature in the
center of the region.

Up to now, the time–space dynamics of the quantity
fundamental for the theory of any thermal process, i.e.,
temperature, or, more precisely, the temperature incre-
ment δT relative to the equilibrium temperature equal
to approximately 37°ë, has been considered. However
the result of a thermal action on biological tissue in the
form of either its functional change, or termination of
its vital functions, or a direct thermal destruction up to
burning out is determined not by the absolute change in
the temperature of this region of the biological tissue
δT but by a certain integral characteristic of this quan-
tity and the total time of the ultrasonic action on the tis-
sue (the time of exposure or insonification). This char-
acteristic is called the thermal dose, or the equivalent
time of heating. The significance of such a characteris-
tic is intuitively clear, and its analog is the radiation
dose in the case of radiation damage to a live organism.
In the case of heating of a biological tissue, it is neces-
sary to proceed from the fact that there is a certain
empirically determined threshold value of temperature,
which is equal approximately to 43°ë. Starting from
this value, the temperature action lasting for a certain
time leads to an impairment of the vital functions of the
tissue cells. This exposure time for the indicated thresh-
old temperature is about 100 min. It is proposed to
recalculate the real exposure time tT at another, higher
value of temperature T [9] into the equivalent (with
respect to the threshold temperature) exposure time
teq.43 according to the empirical formula3 

teq.43 (min) = 2T – 43tT (min). (17)

This simple expression provides an opportunity, by the
known effects of heating of biological tissue at the tem-
perature 43°ë during the time teq.43, to expect the same
result (for example, termination of the vital functions of
cells) in the case of a thermal action with the tempera-

3 A theoretical basis for such a dependence is the comparability
with the Arrhenius reactions whose rate depends exponentially on
the reciprocal absolute temperature.
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ture T during the time tT. Equation (17) is easily gener-
alized for the case of varying temperatures:

(18)

The integration in Eq. (18) embraces a very short initial
time interval (see Fig. 3) with the temperature T < 43°ë
(δT < 6). In this case, according to [9], it is necessary to
take the base of the exponential integrand function
equal to four. However, just the small duration of the
indicated interval and the temperature far exceeding the
threshold value almost within the whole integration
interval make it possible to use Eq. (18) with a constant
base in the integrand without any noticeable error. The
surfaces teq.43(r, z) = const determine the boundaries of
the volume regions that differ in the result of the thermal
ultrasonic action, including the boundary teq.43(r, z) = 100
that confines the region of the cells destructed by heat.
Figure 4 shows the regions corresponding to different
doses (equivalent times) that are calculated proceeding
from Eq. (18) on the basis of Eq. (14) for the case of the
propagation of a Gaussian focused ultrasonic beam
with the characteristic parameters I0 = 4 W/cm2, a =

5/  cm, R = 10 cm, f = 1 MHz, and tT = 10 s in bio-
logical tissue, the common center of the regions almost
coinciding with the focus. The central dark region cor-
responds to the spatial scales of thermal destruction of
biological tissue. The light boundary marks the focal
region for the intensity where it decreases to half of its
maximal value.

Thus, the results of the determination of spatial
boundaries of thermal doses with preset equivalent
times at these boundaries and the determination of the
dynamics of these boundaries are most informative and
illustrative for the prediction and optimization of ther-
mal action on biological tissues. However, the numeri-
cal determination of the temperature fields as a function
of spatial and time variables from the exact solution
(and, especially, their determination from the initial
Eq. (1)) for further numerical integration in Eq. (18)
make this procedure very laborious in the sense of both
the computation time and the required computer mem-
ory. Moreover, important dependences of the character-
istic times and time dynamics of the zone of thermal
destruction of tissue on the beam (radiator) parameters
cannot be determined from the complex and implicit
Eqs. (8) and (18). Taking this into account, we can see
that the obtained analytical approximations (15) and
(16) are very important for the prediction estimates of
these characteristics and dependences. For example,
the substitution of Eq. (15) into Eq. (18) provides an
opportunity to obtain an explicit dependence of thermal

teq.43 r z t, ,( ) 2T r z t ', ,( ) 43– t '.d

0

t

∫=

2
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doses along the z axis on all possible parameters in the
case of heating:

where

Substitution of Eq. (16) into Eq. (18) makes it possible
to obtain analogous dependences along the r axis in the
focal plane with the help of a single numerical integra-
tion.

Thus, the utilization of the Gaussian focused beam
model taking into account the introduced concept of its
equivalency and comparability with other models of
amplitude distribution provides an opportunity to
obtain the time–space dependences of thermal charac-
teristics (temperature fields and thermal doses) in an
explicit analytical form, which is necessary for predict-
ing the effectiveness of the procedure of ultrasonic sur-
gery (thermal destruction) and for optimizing this pro-
cedure depending of the basic parameters of the equip-
ment and the biological tissue. The exact and
approximate solutions obtained above for the thermal
conduction equation in the axisymmetric case are also
useful for analyzing other thermal processes.
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Abstract—On the basis of the results of an acoustic experiment, which was carried out in the Indian Ocean with
the use of explosive sources of sound, the effect of the refraction of sound waves in the sediment layer on the levels
and the structure of the sound field formed in the water column at short ranges, namely, in the first geometric
shadow zone and in the insonified zone below the channel axis, is considered. The length of the acoustic track
under study is 45.0 km, and the frequency range is 10–500 Hz. © 2001 MAIK “Nauka/Interperiodica”.
The main factor that determines the sound field lev-
els in the geometric shadow zones of the ocean is the
reflectivity of the ocean bottom. Among the variety of
structures responsible for the variability of the “illumi-
nation” levels in the shadow zones, a thick layer of
unconsolidated sediments underlying the water–bot-
tom interface is of special interest. The presence of a
positive vertical gradient of sound velocity in this layer
causes a refraction of sound waves in the bottom. This
effect substantially increases the contribution of the
bottom arrivals to the total sound field levels in the
water column. The numerous abyssal planes of the
ocean bed are covered by thick silt layers, and the
refraction of sound waves in the sediment layer must
manifest itself in one or another way in the results of
acoustic measurements performed in these regions
[1–4]. Therefore, to calculate the sound fields in such
regions, one has to choose an adequate model of the
ocean bottom [5].

The phenomenon under discussion is most pro-
nounced in the Bengal debris cone in the Indian Ocean
where the thickness of the sediment layer reaches 4 to
5 km in the central part of the region (at the equator)
and decreases down to 100–200 m toward the periphery
(to the south of 8° S). The vertical gradient of the sound
velocity in the 1-km-thick upper part of the sediment
layer is within 0.86–1.87 s–1 [6].

Earlier, we already studied the effect of the sound
wave refraction on the long-range sound propagation in
this region [7]. The effect manifested itself as the partial
illumination of the shadow zones at low frequencies.
Below, we will consider the contribution made by the
signals interacting with the sediment layer to the sound
field levels at short ranges, namely, in the first shadow
zone and in the insonified region below the channel
axis.

The experiment was carried out on a 45-km-long
acoustic track oriented along the 6° S latitude. The
1063-7710/01/4703- $21.00 © 20341
sound velocity profile in the region of the experiment
was typical of the tropical zone of the Indian Ocean
(Fig. 1a). The 30-m-thick upper layer was a mixed
water layer with a sound velocity of 1541.1 m/s at the
surface and with a small positive sound velocity gradi-
ent. Below, a 150-m-thick water layer with a sharp neg-
ative gradient of the sound velocity was observed. The
sound velocity minimum was weakly pronounced. At
the depths from 900 to 1500 m, a pseudo-isovelocity
layer occurred with a mean velocity of about 1491.0 m/s.
Near the bottom, at a depth of 5000 m, the sound veloc-
ity was practically equal to the sound velocity at the
surface (1541.6 m/s), which resulted in a considerable
effect of the bottom on the sound field formation in the
ocean. The depth dependence of the sound velocity was
practically the same along the entire acoustic track. The

H, km

4

3

2

1

1500 1520
C, m/s

12.8°

10 20 30 40 50 R, km

0°

zone

Geometric
shadow

(‡) (b)

Fig. 1. (a) Depth dependence of the sound velocity and
(b) the ray pattern illustrating the propagation conditions in
the region of the experiment.
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measurements were performed for the depths from 0 to
2000 m. For greater depths, the values of the sound
velocity were taken from archival data and refined in
the course of the experimental data processing.
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Fig. 2. Changes in the form of the smoothed spectra of two
signals (a water-only signal and a surface reflected or
refracted signal) with increasing distance. The reception
depth is 3000 m. The segments of horizontal lines indicate
the distances from which the signals are received and the
spectrum level corresponding to –40 dB.
According to the echo sounding data, the depth of
the ocean varied along the track from 4.0 to 5.0 km.
Below the water–bottom interface, the echo sounding
records revealed a sediment layer 200–250 m thick.

The receiving ship, which carried isolated sound
receivers lowered to the depths 250 and 3000 m, lay at
the starting point of the track. The transmitting ship
started its motion from the site of the receiving ship in
the western direction. When moving at full speed, it
dropped charges with hydrostatic detonators, the weight
of each explosive charge being 2.88 kg. The charges
were planned to explode at a depth of 200 m at intervals
of 1.0 km along the whole path. The first charge
exploded at a distance of 0.9 km and the last charge at a
distance of 45.3 km from the receiving ship. The dura-
tion of the experiment was 2.5 h.

The propagation conditions for the selected trans-
mission and reception depths were such that, for the
distances under study, the lower receiver positioned
below the channel axis fell in the insonified zone,
whereas the upper receiver fell in the geometric shadow
zone beginning from distances of about few kilometers
(Fig. 1b).

The first stage of the experimental data processing
was related to the refinement of both the geometry of
the experiment and the parameters of the sound chan-
nel. The transmission depth measured by the period of
the gas bubble fluctuation was 189 ± 5 m.

To refine the archival values of the sound velocity in
the ocean at the depths exceeding 2000 m, we analyzed
the variations that occurred with increasing distance in
the smoothed spectrum of two water signals (a direct
signal and a signal reflected from the surface and, at
large distances, refracted in the upper water layer)
recorded by the lower hydrophone (Fig. 2). For each of
the spectra shown in Fig. 2, the distance from which the
signal was received and the spectrum level correspond-
ing to –40 dB are indicated by segments of horizontal
lines. A monotone increase in the period of the spec-
trum oscillations with distance is caused by a decrease
in the time delay between the two signals; its monoto-
nicity is violated at a distance of about 32.0 km from
the source. This means that a signal propagating along
a ray leaving the source in the downward direction and
having a turning point at the reception depth arrives at
the lower horizon. With a further increase in distance,
the ray directed downwards and reaching this horizon
will have a turning point at longer distances and below
the reception depth. As a result, the time delay between
the signals leaving the source upwards and downwards
and arriving at the reception point will increase, and,
correspondingly, the period of oscillations of their
spectrum will decrease, which we observe in the plots
presented in Fig. 2.

The calculations showed that, to achieve a better
agreement with the experimental data, the sound veloc-
ity at the depth 3000 m should be taken by 1.2 m/s less
than predicted by the archival data. Therefore, we intro-
ACOUSTICAL PHYSICS      Vol. 47      No. 3      2001
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duced some corrections in the positive gradient of the
sound velocity at large depths.

In discussing the wide possibilities of the acoustical
methods of monitoring the ocean medium, one should
also mention that, from an analysis of the changes in
the spectra shown in Fig. 2, one can derive the informa-
tion on the sound velocity gradient above the transmis-
sion horizon, as well as on the position of the lower
boundary of the subsurface sound channel. The esti-
mates of these depths can be obtained from the analysis
of the spectrum of the aforementioned water signals
after this spectrum is extrapolated to the origin of coor-
dinates, i.e., to 0.0 Hz. Quantitatively, this can be
explained as follows. For two signals arriving at the
reception point, their total intensity has the form

(1)

where A1 and A2 are the amplitudes of the signals, ω is
the circular frequency, ∆τ is the time delay between the
arrivals, and ∆ϕ is the phase shift. At the frequency
0.0 Hz, we obtain

(2)

When one signal is reflected from the surface, the
phase difference ∆ϕ is close to π. In this case, the inten-
sity A2 = (A1 – A2)2 will be minimal and the origin of
coordinates will correspond to the minimum of the
spectrum. When the signal ceases being reflected from
the surface, the phase difference ∆ϕ sharply decreases
and the spectrum level at the origin of coordinates will
be characterized by some intermediate value.

The calculations show that, in the case under con-
sideration, a ray leaving the source upwards and
refracted at the lower boundary of the subsurface sound
channel reaches the lower horizon of reception for the
first time at a distance of 13.9 km. The experimental
estimate based on a more detailed analysis of the spec-
tra of the aforementioned signals yields this value for
the interval between two points of the explosion: 13.15
and 14.15 km.

And finally, the last and most important refinement.
Because of the considerable drift of the receiving ship
in the northeasterly direction, it was necessary to take
into account the changes in the bottom relief between
the transmitting and receiving ships for each of the
points of explosion. According to the calculations, the
arrival times of the signals reflected from the bottom
are highly sensitive (at a fixed reception depth) to the
ocean depth. In Fig. 3, the circles show the experimen-
tal values of the time delays between the arrivals of sin-
gly bottom reflected signals received by the lower
hydrophone and the arrivals of the “water-only” sig-
nals. (We note that, because the lower hydrophone is
relatively far from the surface, the bottom arrival record
from the lower hydrophone represents two signals
arriving at the reception point with an interval of sev-
eral seconds.) The dashed curves in the figure show the
calculated dependences for several values of the ocean

A2 A1
2 A2

2 2A1A2 ω∆τ ∆ϕ+( ),cos+ +=

A2 A1
2 A2

2 2A1A2 ∆ϕ( ).cos+ +=
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depth taken to be constant within the track. One can see
that the experimental and calculated (for a constant
depth) dependences noticeably differ from each other,
especially at short distances. The solid curve, which
agrees well with the experimental data, corresponds to
the bottom relief corrected for each point of explosion
(Fig. 1b). All subsequent calculations are performed
with allowance for this bottom relief.

We begin the analysis of the structure of the bottom
arrivals on the basis of the record obtained for the first
pair of signals that experienced a single interaction with
the bottom and were recorded by the lower hydro-
phone. For short ranges, from the records of the bottom
arrivals in the case of a practically normal incidence,
we can conclude that the sediment layer is a complex
structure of thin layers with different thicknesses. The
study of their variation with distance with the aim to
obtain detailed information on the bottom structure
proved to be impossible because of the large intervals
between the points of transmission. No pronounced
signal termination was observed in the experiment. At
the same time, the records obtained for the initial third
of the track reveal a signal reflected directly from the
water–sediment boundary and arriving before all other
signals at the point of reception from these distances.
The changes observed in the amplitude of this signal
with increasing distance suggest some conclusions.
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Fig. 3. Range dependence of the time delay between a sin-
gly bottom reflected and a water-only signal: the experimen-
tal data (circles) and the calculations for a sloping bottom
(the solid lines) and for a constant depth H of the ocean (the
dashed lines). The reception depth is 3000 m.
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Fig. 4. Form of the bottom arrival recorded by the lower hydrophone within the distances 10–15 km. The zero on the time axis cor-
responds to the arrival of the signal reflected from the water–bottom boundary.
Within a distance of 11.2 km, the amplitude of the sig-
nal is practically constant and, then, it begins to
decrease (Fig. 4). Starting from the distance 15.05 km,
an intense arrival from the bulk of the sediment layer
begins to overtake the signal that is mirror reflected
from the water–bottom boundary, and the following
variation of the amplitude of the latter signal cannot be
observed any longer because of the arising interference
effects. However, even with these limited data, we can
conclude that the observed variations in the amplitude
of the bottom reflected signal correspond to the case
when the sound velocity in the uppermost part of the
sediment layer is less than the sound velocity in water
near the bottom. Beginning from the distances exceed-
ing 30 km, the bottom arrival ceases being resolvable in
time with the arrival of the water-only signals. There-
fore, it is impossible to observe the sharp increase that
occurs in the amplitude of the signal reflected from the
water–bottom boundary at low grazing angles, this
increase being typical of the situation under study.
However, one can assume that the total internal reflec-
tion from the water–bottom boundary will not be
observed and all sound energy incident on the ocean
bottom will easily penetrate into the bottom at any
grazing angles.
As was mentioned above, starting from the distance
15.05 km, the signal reflected from the water–bottom
boundary begins to lag behind the intense signal arriv-
ing after the interaction of sound with the sediment
bulk. From the data reported in the literature and from
the results of our numerical experiments with the sim-
plest bottom models, it follows that such a situation
should occur in the presence of two factors: a sloping
water–bottom boundary and a positive vertical gradient
of the sound velocity in the bulk of a fairly thick sedi-
ment layer.

The presence of the slope of the water–bottom
boundary was already established above. The presence
of a vertical sound velocity gradient is revealed by ana-
lyzing the form of the signals that interacted with the
sediment layer. The gradient of sound velocity in the
sediment layer causes a refraction of sound waves in it,
which results in the formation of a caustic. It is known
that a signal propagating along a ray touching a caustic
will acquire an additional phase shift of π/2; i.e., it will
take the form of the derivative of the initial signal [4].
Figure 5 shows the forms of the shock wave of a water-
only signal, its derivative, and a signal that returned into
the water layer after interacting with the sediment layer.
The presence of the phase shift equal to π/2 in the latter
ACOUSTICAL PHYSICS      Vol. 47      No. 3      2001
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signal relative to the initial signal is evident, which tes-
tifies to the existence of a positive gradient of the sound
velocity in the sediment layer and, as a consequence, to
the refraction of sound waves in it.

To estimate the effect of the bottom on the sound
field levels at short ranges in the ocean, we analyze the
results obtained by recording the signals from the lower
hydrophone, which are well resolved in time. Figure 6
presents the range dependences of the sound intensity
for a central frequency of 200 Hz for water-only signals
and for the first pair of signals that experienced a single
interaction with the bottom. The analysis bandwidth is
50 Hz. From these dependences, one can see that,
beginning from the distances 10–12 km, a considerable
and steep increase in the level of the bottom arrival is
observed with its maximum being reached at a distance
of 13 km. For the distances that correspond to the max-
imal level of the bottom arrival, the intensity of the
sound field formed by the bottom arrivals exceeds the
intensity level of water-only signals. The superposition
of the water and bottom signals leads not only to an
increase in the total field, but also to flattening of the
minimums of its interference pattern.

The complex oscillatory behavior of the bottom
arrival level in the course of its decrease indicates that
this arrival, in turn, is a superposition of signals arriving
along two kinds of rays: the rays refracted by the sedi-
ment layer and the rays reflected from the water–bot-
tom boundary.

The energy that returns to the water column after the
interaction of the sound waves with the sediments pen-
etrates into the upper layers of the ocean and causes an
illumination of the shadow zone. The maximal level of
the sound field at the upper reception horizon (250 m)
and, after the sound reflection from the surface, again at
a depth of 3000 m is observed at the distances 17 and
21 km, respectively. All three aforementioned dis-
tances, i.e., 13, 17, and 21 km, are connected by a ray
that leaves the source at an angle of 31.5°. Assuming
that the vertical gradient of the sound velocity in the
sediment layer is about 1.0 s–1, we can infer that the
turning point of a ray with such an exit angle must lie
200 m below the water–bottom boundary (where the
sound velocity is 1.715 km/s). This result agrees well
with the data on the thickness of the sediment layer
along the track.

Since the bottom in the region under study has a
complex structure with a sloping boundary and, also,
because of the absence of reliable information on the
geological–acoustical characteristics of the bottom, we
do not perform any numerical calculations of the sound
field levels to compare them with the experimental
data. However, it is easy to show that, in the case under
study, the mean sound field level in the shadow zone
proves to be fairly close to the level of the sound field
formed as a result of the mirror reflection from a homo-
geneous liquid halfspace with the longitudinal wave
velocity 1.715 km/s (in agreement with the exit angle
ACOUSTICAL PHYSICS      Vol. 47      No. 3      2001
specified above, i.e., 31.5°). Figure 7 presents the cal-
culated range dependence of the sound intensity at the
upper reception horizon for such a bottom model and
the experimental data for a central frequency of 400 Hz
with the analysis in a 1/3-octave band. The experimen-
tal and calculated levels of sound intensity were corre-
lated by matching the corresponding levels for the
water-only signals at the lower reception horizon at the
given frequency. One can see that the mean sound field
level in the shadow zone is predicted with fair accuracy.
This closeness of the mean levels clearly demonstrates
the substantial contribution of the bottom refracted
arrivals to the levels of the sound field in the shadow
zone. At the same time, the oscillatory behavior of the
experimental curve indicates that the real bottom struc-
ture is much more complicated than the structure
adopted in the computational model.
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Fig. 5. Oscillograms of the signals: (a) the form of the shock
wave of the initial signal (a water-only signal at a distance
of 6.7 km), (b) the derivative of the shock wave, and (c) the
shock wave of the signal that interacted with the bulk of the
sediment layer. The reception depth is 3000 m.

Fig. 6. Range dependence of the sound intensity at a fre-
quency of 200 Hz in the insonified zone (1) for water-only
signals and (2) for signals that experienced a single interac-
tion with the bottom. The analysis bandwidth is 50 Hz.
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Summarizing the results of our study, we note that
the refraction of sound waves in the sediment layer con-
siderably affects the formation of the energy and time
structure of the sound field at low frequencies. Firstly,
we observe a noticeable increase in the sound field level
in the insonified zone below the channel axis and a con-
siderable illumination of the shadow zone. According
to our estimates, in the insonified zone, within the dis-
tances 10–20 km, the increase in the sound field level
varies from 3 dB in the frequency range 50–250 Hz to
1.5 dB at a frequency of 500 Hz. The mean sound field
level in the shadow zone proves to be close to the field
level produced by the mirror reflection of sound from a
bottom in the form of a homogeneous halfspace with
the longitudinal wave velocity far exceeding that
observed in the upper layers of the real bottom. The
critical angle of reflection from such a halfspace is
close to the exit angle of the ray for which the refraction
in the sediment layer begins 200 m below the water–
bottom boundary. Secondly, the decrease in the sound
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Fig. 7. Range dependence of the sound intensity in the geo-
metric shadow zone: the experimental data (circles) and the
calculation for the bottom model in the form of a liquid half-
space with a sound velocity of 1715 m/s. The central fre-
quency is 400 Hz with the 1/3-octave bandwidth.
field level with distance in the shadow zone has the
form of an oscillatory dependence, which is a result of
the interaction of two signals: the signal reflected from
the water–bottom boundary and the signal refracted in
the bulk of the sediment layer. Thirdly, in the insonified
zone, a similar oscillatory decrease in the level of the
bottom arrivals with distance leads to a transformation
of the interference pattern formed by the water signal
arrivals and to a flattening of the minimums of this pat-
tern.
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Abstract—Transmission of a pulse with a velocity different from the velocity of longitudinal waves is observed
in a material with a microstructure. It is demonstrated that, in the presence of an internal structure, the wave
properties of a medium acquire some particular features that cannot be described in terms of the classical theory
of elasticity. © 2001 MAIK “Nauka/Interperiodica”.
Investigation of the dynamic behavior of materials
with microscopic inhomogeneities cannot be con-
ducted in full in the framework of the classical models
of continuous media, which ignore the material struc-
ture. Many real materials whose properties are deter-
mined by their supermolecular structure, i.e., by dislo-
cations, grains, residual internal stress, and micro-
scopic cracks [1–4], belong to such complex media, as
do granular and reinforced materials [5]. Despite the
difference in molecular composition, the internal space
of almost all optically opaque structural materials is
available for waves of a mechanical nature. Therefore,
the acoustic sensing techniques with different kinds of
action on the material (pulsed or continuous, mono-
chromatic, polychromatic, or random) are often used to
study the internal structure and the physical and
mechanical properties of real media [6–11].

The results of acoustic sensing of a material are used
as a rule to solve two problems. The first one is the eval-
uation of the applicability range of unconventional,
newly introduced models of the medium behavior. In
this case, the mathematical model of the material
dynamics is assumed to be known and, hence, the law of
the conversion of the action ξ to the response η = Ψ × ξ,
where Ψ is the conversion function, is also known. An
experiment confirms or refutes the existence of a
desired physical phenomenon, e.g., a new type of
waves or some other feature, predicted in the frame-
work of the proposed model [8–12].

The second problem is the development of a theoret-
ical model of a medium according to the results of
experimental observations. In this case, one has to
solve an inverse problem: the determination of the con-
version function Ψ by the acoustic response η at a pre-
set external action ξ. Solving this problem without
a priori information on the function Ψ is very difficult.
Therefore, artificial media are used in the experimental
investigation of strain waves in a material with a micro-
1063-7710/01/4703- $21.00 © 20347
structure. Such an approach was used by different
researchers [8, 9, 13, 14] who prepared a special artifi-
cial composite medium for testing the micropolar the-
ory of elasticity.

In our experiments, to study strain waves in a mate-
rial with a microstructure, we used a pulsed action ξ on
the material and observed the response η of the latter to
this action. Dynamic tests were conducted according to
the Kol’skiœ technique using the Hopkinson split rod
(Fig. 1). The medium under investigation in the form of
a cylindrical sample with the diameter 20 mm was
installed between two steel cylinders. A striker (a steel
cylinder with a length from 50 to 150 mm) was accel-
erated by a light-gas gun to the velocity 10–20 m/s and
struck the end of a steel rod to excite a one-dimensional
strain wave in it. A pair of strain gauges positioned on
the rods at the points x1 and x2 symmetrically with
respect to the sample detected the waves that were inci-
dent on the sample, transmitted through it, and reflected
from it. The signals from the gauges were recorded by
a digital oscilloscope. The digitization time was 50 ns,
and the total length of the dynamic process that could
be recorded was 500 µs or 1024 points. The data
obtained were subjected to the necessary computer pro-
cessing. A detailed description of the experimental
technique can be found in [15].

In the simulation of a dynamic process, the wave
propagating in the sample and the measuring cylinders
was assumed to be one-dimensional and the properties
of the sample and the cylinders were taken to be linear.
The prediction of the dynamics is based upon the
space–time theory of wave propagation [16, 17]. If we
describe the pulse propagation in the coordinates x, t by
taking into account the rod dimensions and the velocity
of wave propagation in the material (Fig. 2), the forma-
tion of a wave pattern in the sample and cylinders
becomes apparent and, therefore, it becomes clear how
to obtain the information on the velocity of the wave
001 MAIK “Nauka/Interperiodica”
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Fig. 1. Experimental setup.
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Fig. 2. Schematic representation of the space–time behavior of a signal in the sample and in the measuring rods.
motion in the sample under the effect of the pulse
ξ(x0, t) from the obtained oscilloscope records. Part of
the incident pulse ξ(x0, t) is reflected from the front
end of the sample because of the difference in the
wave impedances of the materials of the measuring
rod Zr = ρrCr and the sample Zsp = ρspCsp, which in our
case are equal to Zr = 46 × 106 kg/(m2 s) and Zsp = 3.9 ×
106 kg/(m2 s), respectively. The coefficients of single
reflection R and transmission T for a signal incident on
the contact boundary are calculated according to the
formulas [16]

R = (Z2 – Z1)/(Z2 + Z1), T = 1 – R.

Here, Z2 is the impedance of the medium into which the
wave enters and Z1 is the impedance of the medium
from which the wave goes out. A pulse transmitted into
the sample arrives at the rear end and also gets divided
into the reflected and transmitted parts equal to R(1 – R)
and (1 – R)2, respectively. We note an important fact that
needs to be taken into account while interpreting the
experimental oscilloscope records. A compression (or
tension) pulse changes its polarity depending on the
direction of its propagation, i.e., from which medium it
arrives and on which medium it is incident. As the sam-
ple impedance is always smaller than the impedances
of the steel rods (Zsp ≤ Zr), the coefficient of reflection R
from the front end of the sample (i.e., from a soft
boundary) is negative and the reflected pulse changes
its polarity. In the case of the reflection from the rear
end, the reflection coefficient is R > 1 and the polarity
of the reflected pulse does not change. It is evident that
the response curve of the strain gauge positioned at the
point x1 consists of the sum of the oscilloscope records
of the incident signal ξ1(x1, t), the signal reflected from
ACOUSTICAL PHYSICS      Vol. 47      No. 3      2001
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Fig. 3. Response of the reference sample made of an aluminum alloy.
the front end of the sample ξ2(x1, t), the signal reflected
from the rear end and transmitted through the front end
into the measuring rod ξ3(x1, t), and so on, as long as the
process of rereflection continues (Fig. 2). If the sample
length is small, the delay τ0 = lsp/Csp in the arrival time
of the signal ξ3(x1, t) relative to the arrival of the signal
ξ2(x1, t) is smaller than the pulse length τ and the
summed parts ξn(x1, t) overlap. The complex structure
of the response causes problems for the interpretation
of the oscilloscope records and leads to the necessity of
simulating the response form by calculating several
first components. For example, in [13] this procedure is
performed for seven rereflections of a signal. Thus,
some incorrectness in interpreting the observed wave
phenomena and the appearance of errors in calculating
the wave velocities in the studied material become pos-
sible. The pulse velocity in the steel rod Cr is deter-
mined experimentally according to the time interval
between the peaks of the signal that traveled a calibrat-
ing distance. In the case of a small length of the sample,
a direct experimental determination of the velocity Csp
by the indicated technique is impossible. In such a sit-
uation, Csp is usually estimated indirectly according to
the known or measured parameters of the material, E
and ρ. In order to measure directly the velocity Csp, it is
necessary to use a sample where the delay time is
longer than the pulse length (τ0 > τ). Such a condition
contradicts the requirements of the Kol’skiœ technique
[14]. The classical version of the Kol’skiœ technique
presumes the use of short samples (with the length
smaller than the diameter) in which a homogeneous
mode of deformation is realized. We used both short
and long samples in our experiments. In these samples,
the mode of deformation is not homogeneous and rep-
resents a combination of overlapping traveling strain
waves. Such a deviation from the Kol’skiœ technique is
acceptable, because the purpose of our study is the
measurement of the kinematic and dynamic character-
istics of the wave process in the sample rather than the
L PHYSICS      Vol. 47      No. 3      2001
determination of quasi-static stress–strain dependence
in the material. In this connection, the requirements of
the equality of stress and strain at the ends of the sam-
ple are unnecessary. The values of strain amplitudes in
the reflected and transmitted pulses are calculated using
the reflection and transmission coefficients according
to the formulas

R = (1 – Y)/(1 + Y), T = (1 – R), (n = 1),

Here, Y = Zr/Zsp is the ratio of the impedances of the
steel rod and the sample and n is the number of the
pulse transmission through (reflection from) the
boundary.

The tested materials were an AMTs-type aluminum
alloy, which was used as the reference medium without
a granular microscopic structure, and a tungsten–epoxy
composite consisting of an epoxy resin and ball-shaped
tungsten pellets with the diameter from 0.02 to 0.2 mm.
The composite density was about 2000 kg/m3. Acoustic
measurements of the velocity of longitudinal waves
with the precision 50 m/s were conducted using the
pulsed technique [8, 9], which consisted of the mea-
surement of the travel time of an ultrasonic wave pulse
at a known distance. A USN-52 device of the Krau-
tkramer company was used for this purpose. The value of
the velocity in the composite at the frequencies 1–5 MHz
was cl ≅ 1950 m/s. The attenuation at these frequencies
was 4.5–5 dB/cm. The dynamic modulus of elasticity,
which was measured using a sample with the thickness
10 mm under strain up to 0.02 by the technique
described in [14], was 4502 MPa. The results of inde-
pendent tests of the sample made of the same material
were well reproduced. Typical oscilloscope records of
the sample response to a dynamic action are given in
Figs. 3–6. Experiments were conducted using two sam-
ples made of the tungsten–epoxy composite: the first
sample had the length 10 mm and the second one, 75 mm.

Rn 4Y / 1 Y+( )2[ ] Y 1–( )/ Y 1+( )[ ]2n 1– ,=

Tn 4Y / 1 Y+( )2[ ] Y 1–( )/ Y 1+( )[ ]2n 1– ; n 1>( ).=
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Fig. 4. Response of a sample made of a material with a microstructure; the sample length is 10 mm.

Fig. 5. Response of a sample made of a material with a microstructure; the sample length is 75 mm.
The samples were manufactured so as to satisfy the
conditions τ0 < τ in the first case and τ0 > τ in the second
case. The reference sample made of the aluminum alloy
was used for the comparison of results. The upper oscil-
loscope records in the figures correspond to the signal
from a resistance strain gauge installed at the point x2,
and the lower records, to the signal from the resistance
strain gauge installed at the point x1. The ordinate axis
is calibrated in arbitrary units proportional to the strain,
and the abscissa represents the time in µs. The mea-
sured time delay between the peaks of the incident and
reflected pulses at the distance 1000 mm gives the value
of the velocity in the rod Cr = lr/T = 5000 m/s, which
agrees well with the calculated value of Cr = (E/ρ)1/2 for
the rod material. Interference is observed in the mea-
sured signal because of the interaction of the surfaces
of the rod and the sample (misalignment, roughness,
nonflatness, etc.). One can see from the given figures
that the dynamic response of the samples made of the
tested materials (the aluminum alloy and the epoxy
compound) is well predictable (Fig. 3). Small differ-
ences are caused by signal attenuation due to the dissi-
pation in the medium. More essential differences
between the predicted form of the response and the
experiment arise in the case of samples made of a tung-
sten–epoxy composite. These differences are repre-
sented by not only the signal attenuation but also by the
appearance of time misfits (Figs. 4, 5). Such effects
were observed only in the samples made of the tung-
sten–epoxy composite and did not manifest themselves
in the sample made of the aluminum alloy. This fact can
be explained proceeding from the model of a micropo-
lar medium in which the waves of microrotation can
exist. Equations for a longitudinal wave u and the
waves of microrotation φ in a centrally symmetric
micropolar medium in the case of the wave propagation
along the x axis have the form [7]

(1)

ρ∂2u

∂t2
-------- λ 2µ+( )∂

2u

∂x2
--------–

x∂
∂

d1ux
2 d2φ1

2 d3uxφ2+ +( ),=

J
∂2φ1

∂t2
---------- β 2γ+( )

∂2φ1

∂x2
----------– 4αφ1+

x∂
∂ 2d2φux–( ),=

J
∂2φ2

∂t2
---------- γ ε+( )

∂2φ2

∂x2
----------– 4αφ2+ d4uxφ2 d5φ1 x, φ2.–=
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Fig. 6. Response of a sample made of a material with a microstructure. The signal is obtained from the resistance strain gauge
installed on the sample in the longitudinal direction.
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Here, u is the longitudinal displacement of the medium
particles; φ1 and φ2 are the projections of the vector of
particle rotation onto the x and y axes, respectively; J is
the moment of inertia of a particle with respect to the
axis passing through its center of gravity; λ and µ are
the Lame constants; α, β, γ, and ε are the linear con-
stants of microelasticity; and dk are the nonlinear coef-
ficients. It follows from Eq. (1) that the value of the
propagation velocity of waves of microrotation (spin
waves) depends on the direction of microrotations of
particles and differs from the propagation velocity of
longitudinal waves. A theoretical analysis of different
cases of propagation of elastic waves in a medium with
a microstructure can be found, e.g., in [7].

Since the samples were identical in design and the
conditions of dynamic loading were also identical, it is
natural to assume that the differences observed in the
responses are caused by the particular features of the
internal structure of the tested material. The differences
in the responses include not only the signal absorption
related to different dissipation of the oscillation energy
in the material, but also the appearance of new addi-
tional oscillations in the oscilloscope record, which
agrees with the experimental results [13]. The latter
effect is caused by the existence of new types of oscil-
lations predicted theoretically in a medium with an
internal structure. These oscillations are excited in a
sample as a result of dynamic action and propagate in it
carrying the excitation energy with the velocities differ-
ent from the velocity of longitudinal waves. The cor-
rectness of the interpretation of the observed distortions
that is given in [13] is questionable, because it is
grounded on the use of the experimental data obtained
within a half-period of microrotation waves predicted
in the medium. In order to demonstrate unambiguously
the presence of new types of oscillations in a medium
with an internal structure, it is necessary to investigate
the arising distortions of a pulse by using samples of
different lengths. Since part of the energy is carried
ACOUSTICAL PHYSICS      Vol. 47      No. 3      2001
along the sample with smaller velocity than the main
pulse, the latter becomes spread, as can be seen in Fig.
4 (the short sample). After traveling a large distance in
the medium, a part of the pulse produced by the new
type of oscillations must separate from the main pulse
and exist independently. In this case, the distortions
observed previously must disappear from the main
pulse. The experimental results confirm this assump-
tion, as can be seen in Fig. 5.

The propagation velocity of a strain pulse in a mate-
rial with a microstructure was determined using the tech-
nique described above. It follows from Fig. 5 that the
velocity Csp = 2lsp/τ0 can be equal to 1200–1300 m/s.
The spread in values is caused by the ambiguity in the
determination of the reference point in measuring the
propagation time of a pulse and by the influence of the
pulse delay in the sample–rod transition layer on the
result. The analysis of the dynamics of the pulse prop-
agation in the sample provides an opportunity to
decrease the influence of the factors mentioned above
on the results of measurements. The velocity of the
pulse propagation was calculated at the length 4lsp (tak-
ing into account the multiple reflection) with the preci-
sion 50 m/s on the basis of the oscilloscope records of
signals from the resistance strain gauges installed on
the sample (Fig. 6). The resulting value of the velocity
is equal to 1300 m/s, which does not correspond to the
velocity of longitudinal waves in these materials. In
addition, a separation of the action pulse into two com-
ponents is observed, which is evidence of the fact that
the pulse is carried by two types of oscillations that dif-
fer in velocity. The difference in velocities was equal to
the value comparable with the measurement error. The
nature of this effect and its detailed quantitative evalu-
ation are the subject of further experimental studies.

Thus, we observed experimentally the propagation
of an elastic pulse in a material with a microstructure.
The propagation velocity of the pulse was found to dif-
fer from the velocity of longitudinal waves. It was dem-
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onstrated that the presence of an internal structure
introduces particular features into the wave properties
of a medium and these features cannot be described in
terms of the classical theory of elasticity.
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Abstract—An algorithm based on the two-channel processing and the confluence analysis techniques is pro-
posed for obtaining the averaged spectra of additive components of a nonstationary random signal. A numerical
experiment demonstrating the efficiency of the proposed algorithm is conducted. The algorithm is tested using
a real signal recorded at a human thorax and including breath and cardiac sounds and a stationary background
noise. © 2001 MAIK “Nauka/Interperiodica”.
The development of electronic devices for recording
auscultative data along with the new techniques for data
processing supplemented by computer analysis pro-
vides an opportunity to considerably increase the effi-
ciency of the diagnostics of respiratory disorders.1 This
is connected not only with high sensitivity of the
devices but also with the possibility of a simultaneous
processing of acoustic data received through several
channels and its recording in the form of power spectra,
coherence functions, respiratory sonograms, etc.
Today, the broad opportunities offered by the computer
processing of breath sounds allow one to consider dig-
ital auscultation as an approved clinical technique for
investigating the respiratory system [1–3].

However the computer analysis of auscultative data
brings about several problems that are nontrivial from
the point of view of the data processing. One of these
problems is the separation of lung and cardiac sounds
in the total signal recorded on the thorax surface.

The importance of this problem is connected with
the fact that the level of the sound signals generated by
one’s heart is very high (as compared to breath sounds).
This leads to the masking of important auscultative
diagnostic signs by the cardiac sounds, which in this
case play the role of interference. This phenomenon is
aggravated by the fact that, in performing the frequency
analysis, one deals with averaged spectra. As a result,
the respiratory diagnostic signs appearing once or twice
during the total realization under analysis can become
undetectable.

The problem of separating the breath and cardiac
sounds is also of importance for cardiologists when the
detection of a weak diastolic and systolic murmur is
necessary (in this case, the respiratory sounds play the
role of interference).

1 Auscultation is listening to breath and cardiac sounds.
1063-7710/01/4703- $21.00 © 20353
There are several approaches that allow one to solve
this problem to a certain degree. First, one can use the
signals obtained when the patient holds his breath. Tak-
ing into account the absence of correlation between
breath and cardiac sounds and performing the proce-
dure of subtraction of uncorrelated interference, it is
possible to obtain the desired statistical characteristics
of the signal. Unfortunately, this technique is often
inadmissible, because, even for healthy people, holding
one’s breath leads to a change in the character of the
cardiac activity and the statistical characteristics of car-
diac sounds can be changed. Moreover, in the case of
children and some categories of patients, this method
cannot be realized.

In connection with the aforesaid, the techniques
most popular in practice are those in which the effect of
cardiac sounds and sounds connected with muscle
vibration are suppressed in the frequency range below
100 Hz by the filters eliminating (or reducing) the low-
frequency part of the analyzed sound signal [4]. How-
ever, such a direct solution of the problem can lead to a
considerable loss of diagnostically meaningful infor-
mation [5, 6], because it is difficult to apply a standard
approach to a human body that is characterized by a
large variability in both normal and pathological states.
If it is necessary to retain the low-frequency part of the
spectrum, other more sophisticated methods are used:
recording of breath sounds within the interval between
cardiac tones [7] or utilization of adaptive filtering
techniques in the digital processing [8, 9]. The advan-
tages and shortcomings of the indicated algorithms are
analyzed in more detail in the paper by Iyer,
Ramamoorthy, and Ploysongsang [10], who used a
modified Kalman filter to solve the problem of separat-
ing the breath and cardiac sounds.

Below, we suggest a technique for solving this prob-
lem on the basis of the two-channel processing of sig-
001 MAIK “Nauka/Interperiodica”
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nals. The technique allows one not only to solve the
main problem (the separation of additive components
from the total signal), but also to calculate additional
diagnostic parameters.

It is evident that the problem can be solved most
effectively when the corresponding algorithm contains
the maximal amount of a priori information on the
nature of the signals to be separated. Therefore, the
development of adequate models describing the forma-
tion of the signals recorded at the thorax surface is of
primary importance.

Now, there is no consensus on the mechanisms that
govern the formation of the breath sounds. The model
suggested in [11–13] seems to be the most adequate
one. In this model, it is assumed that the breath sounds
detected at the thorax have a twofold nature. First, they
are the sound generated in the trachea due to the turbu-
lent airflow passing through it and then transformed in
the course of its propagation through the lung and tho-
rax tissues. The second source of breath sounds is the
minor air-carrying channels with diameters of 2–3 mm.
The sounds arising there have a weaker intensity. How-
ever, they are formed in the immediate vicinity of the
thorax surface where the signal is recorded.

Taking the model suggested in [13] as the basis, we
assume that the sound signal received by a sensor posi-
tioned at the thorax is the sum of three uncorrelated
components: the cardiac sounds, the breath sounds, and
the background noise. This model is schematically rep-
resented in Fig. 1.

Here, s1 represents the lung sounds, which, accord-
ing to the majority of researchers, are generated in the
trachea and bronchi [11, 12]; s2 represents the cardiac
sounds; Hmp is the frequency characteristic depending
on the properties of the lung tissue (p = 1, 2); um1 and
um2 are the lung and cardiac sounds transformed in the
course of their propagation through the lung and thorax
tissues; nd is the background noise; and ym is the signal
received by the mth sensor.

The frequency characteristic Hmp reflects the trans-
formation of the sound signals generated in pth source
in the course of their propagation to the mth sensor.

The problem is to estimate the signal um1(t) from the
available realization of the additive sum ym(t) = um1(t) +
um2(t) + nd(t) of the signal (t) and the interferenceûm1

Hmp

Hmp

Σ

nd

um2

um1s1

s2

ym

Fig. 1.
um2(t) + nd(t). It is clear that the choice of what to take
as a useful signal and what to consider as interference
depends on whether a cardiologist or a lung doctor per-
forms the examination of the patient.

In solving the problem, we proceed from the fact
that it can be solved as soon as it will be possible to
determine the spectra of the additive components of the
recorded signal. This will provide an opportunity to
apply the theory of optimal linear filtering and, in so
doing, to solve the problem of interest.

It should be noted that each of the additive compo-
nents of the signal ym(t) has a complex structure. Both
breath and cardiac sounds are nonstationary random
processes, which exhibit not only periodic intensity
variations, but also a frequency modulation.

The point is that, even in the case of normal breath
sounds, the spectrum of inhalation slightly differs from
the spectrum of exhalation [14], not to mention the
breath sounds in the case of lung pathology.

As for cardiac sounds, they are divided into tones
and noise. Tones I and II always accompany the normal
operation of the heart. Tones III and IV appear less
often. The noise (systolic and diastolic murmurs) occur
mainly in the case of heart defects. Each of these com-
ponents has its own characteristic frequency band (30–
120 Hz for tone I, 70–150 Hz for tone II, 50–600 Hz for
systolic murmur, and 120–800 Hz for diastolic mur-
mur).

In the described conditions, the process at the output
of the mth sensor is described by the equation

(1)

where N is the number of sensors, p corresponds to the
source number, and hmp(τ) is a pulsed transition func-
tion satisfying the equation

We solve this problem using the signals recorded by
two sensors. We denote the hypothetic transition func-
tions between the sensors for each of the sources by
α(f) and β(f), i.e., α = |H11|/|H21| and β = |H12|/|H22|. We
denote the phase shift between the signals at the sensors
as θ1(f) for the first source and θ2(f) for the second one.
We note that the functions α(f), β(f), θ1(f), and θ2(f) are
time independent; i.e., it is assumed that the properties
of the lung tissue through which the sound signals
propagate remain constant within different phases of
breath and heart cycles. We also assume that the back-
ground noise recorded by each sensor is stationary and
mutually uncorrelated. Taking into account the mutual
uncorrelation of the cardiac and breath sounds, which is
determined by the difference in their origin, we obtain

ym t( ) hmp τ( )sp t τ–( ) τd∫
p

∑ nd,+=

p 1= 2; m, 1 N ,,=

Hmp f( ) hmp τ( ) 2πfτ( )exp τ .d∫=
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the following system of equations for the instant power
spectra:

(2)

where W1 and W2 are the instant autospectra of the sig-
nals recorded in the first and second channels, respec-
tively; W12 is their cross-spectrum; 81 and 82 are the
instant autospectra of breath and cardiac sounds in the
second channel; α281 and β282 are the corresponding
autospectra in the first channel; and 83 and 84 are the
autospectra of the background noise in the first and sec-
ond channels, respectively.

Eliminating the autospectra 81 and 82 from the
system of Eqs. (2), we arrive at the expression

(3)

where the stationary coefficients A, B, and C are the
functions depending on α, β, θ1, and θ2 and the coeffi-
cient D in addition depends on the stationary spectra
83 and 84 .

Let t1, t2, …, tM be the time moments for which the
values of the observed spectra W1, W2, W12 at the fre-
quencies f1, f2, …, fN are known. Then, from the known
values of W1(tj , fi), W2(tj , fi), and W12(tj , fi), it is possible
to determine the regression coefficients Ai, Bi, Ci, and
Di for each fixed frequency fi by the least-squares
method. After the determination of the regression coef-
ficients, we can determine the values of αi , βi , θ1i , and
θ2i for each i by solving the system of equations

(4)

where , , and  are the estimates of the regres-
sion coefficients corresponding to each frequency
band. Here, we should bear in mind that the regression
coefficients have imaginary and real parts and, there-
fore, the system of Eqs. (4) is overdetermined.

Substituting the known values of α, β, θ1, and θ2
into system (2) and averaging its left-hand and right-
hand sides over time, we can resolve this system with
respect to the desired time-averaged spectra of breath
and cardiac sounds, U1 and U2.

A series of numerical experiments was conducted in
order to test the obtained theoretical results and to
reveal the potentialities of the proposed method.

Four Gaussian uncorrelated sequences of random
numbers sp(tk) (k = 1, K, where K is determined by the

W1 t f,( )

=  α f( )281 t f,( ) β f( )282 t f,( ) 83 f( )+ +

W2 t f,( ) 81 t f,( ) 82 t f,( ) 84 f( )+ +=

W12 t f,( ) α f( )81 t f,( ) iθ1 f( )–( )exp=

+ β f( )82 t f,( ) iθ2 f( )–( ),exp

AW1 BW2 CW12 D+ + + 0,=

A α i βi θ1i θ2i, , ,( ) Âi=

B α i βi θ1i θ2i, , ,( ) B̂i=

C α i βi θ1i θ2i, , ,( ) Ĉi,=

Âi B̂i Ĉi
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length of realization) with unit dispersion, a zero average
value, and different spectra were generated by a random-
number generator. The length of each sequence was
selected so as to simulate the situation when each
sequence represents a random process having a dura-
tion of ≈20 s and digitized with the sampling rate
2560 Hz. Precisely these parameters of the studied real-
izations of the sound signals recorded at the thorax of a
patient were used in the experiments described in our
previous papers [13, 14].

Then the first and second sequences were multiplied
by the functions ap(tk) (p = 1, 2) simulating the enve-
lopes of breath and cardiac sounds (see Fig. 2) with the
periods of breath cycle T1 = 3.5 s and heart cycle T2 =
1 s. The third and fourth sequences simulated the Gaus-
sian background noise.

After that, an initial signal was formed in each chan-
nel according to Eq. (1):

(5)

Here, the signal in the second channel a2(tk)s2(tk) (“car-
diac sounds”) was shifted relative to the corresponding
summand in the first channel by τ0 , and the value of γ
was determined by the desired level of background
noise (two versions of background noise were used:
“white noise” and “colored noise”).

In the experiment, the values of the time shift varied
within the range 0–0.05 s and the values of α and β
were set equal to 1 and 2, respectively. One of the real-
izations of such a mixed nonstationary signal (at γ =
0.1) and its spectrum are given in Fig. 3. Curves 1, 2,
and 3 describe the spectra of the mixed signal, “breath
sounds,” and “cardiac sounds,” respectively.

Both signals were processed according to the algo-

rithm described above, and the estimates , , , ,

and  were obtained in the result.

It is well known [15] that the problem of the least-
squares method is ill-posed. Therefore, the regression
coefficients in Eq. (3) are calculated by two techniques:

y1 tk( ) αa1 tk( )s1 tk( ) βa2 tk( )s2 tk( ) γsn1 tk( )+ +=

y2 tk( ) a1 tk( )s1 tk( ) a2 tk( )s2 tk( ) γsn2 tk( ).+ +=



α̂ β̂ τ̂0 U1

〈

U2

〈
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0.4

0.6

0.8

1.0
Inhalation

Exhalation
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Fig. 2. Envelopes of ( ) cardiac and (- - -) breath sounds set
in the numerical experiment.
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Fig. 3. (a) Realization of the preset signal and (b) the spectra of the preset signal and its additive components.
the Tikhonov regularization method and the method of
confluence analysis. The numerical experiment showed
that the confluence analysis gives a somewhat smaller
scatter of estimates.

The estimates , , and  were used to estimate
the reconstructed spectra of “breath” and “cardiac”

sounds,  and .

Figure 4a presents the plots of the preset and recon-
structed power spectra of the corresponding sounds.
The ratio between the levels of “cardiac” sounds and
background noise was U2(f)/Un(f) = γ, where Un(f) is

α̂ β̂ τ̂0

Û1 Û2
the time-averaged autospectrum of stationary back-
ground noise, which is the same for both channels.
Curve 1 describes the preset spectrum of “cardiac”
sounds, and curve 3 describes the preset spectrum of
“breath” sounds U1 and U2 characterized by a wider

frequency band. Their reconstructed estimates,  and

, are represented in the figure by curves 2 and 4,
respectively.

The preset and calculated spectra of “breath” sounds
coincide in the figure with graphical precision (curves 3,
4). As for “cardiac” sounds (curves 1, 2), here we also

U1

〈

U2

〈
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Fig. 4. (1) Preset spectrum of “cardiac” sounds; (2) reconstructed spectrum of “cardiac” sounds; (3) preset spectrum of “breath”
sounds; (4) reconstructed spectrum of “breath” sounds; and (5) preset spectrum of background noise.
have a good agreement between the preset and calcu-
lated curves, although the dispersion of the estimate

 tends to grow with increasing frequency.
The equivalence of the estimates of the preset and

reconstructed spectra was quantitatively verified by the
method suggested in [16]. According to this method,
the statistics

(6)

obeys the χ2-distribution with N degrees of freedom.

Here, (f) and (f) are the estimates of the averaged
spectra to be compared and nd1 and nd2 are the averag-

Û2

X2 1
nd1
------- 1

nd2
-------+

1– Ĝ1 f i( )
Ĝ2 f i( )
----------------log

2

i 0=

N

∑=

Ĝ1 Ĝ2
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ing numbers for these estimates. In this case, the region
of acceptance of the hypothesis that G1(f) = G2(f) is

(7)

where α1 is the significance level of the criterion.

The results of the analysis of the realizations under
investigation demonstrated that the hypothesis on the
equality of the preset and reconstructed spectra can be
accepted for “breath” sounds within the whole fre-
quency band (0–1000 Hz) with the significance level
α1 = 0.05 and for “cardiac” sounds within the frequency
band 0–450 Hz with the significance level α1 = 0.01.

The case when the background noise is uniform
within the whole frequency band (γ = 0.1, τ0 = 0.01 s)
is presented in Fig. 4b. From this figure, one can see

X2 χn; α1

2 , n≤ N ,=
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how the signal-to-noise ratio affects the efficiency of
reconstruction.

Figure 5 presents the results of the calculation of the
delay time τ0. The calculated values of  are repre-
sented by the ordinate axis, and the preset values of τ0,
by the abscissa axis. Apparently, in this case, the effi-
ciency of the algorithm also proves to be fairly high (the
correlation coefficient is r = 0.97).

It is clear that the conducted numerical experiment
is of only illustrative character. Nevertheless, it demon-
strates a very high efficiency and reliability of the sug-
gested algorithm. Moreover, the auxiliary parameters
(α, β, and θ) obtained as a result of the algorithm oper-
ation have an independent meaning for the problems of
diagnostics of respiratory disorders.

In fact, almost all kinds of lung pathology lead
either to changes in the spectra of breath sounds (rales
and crepitations arise) or to changes in the characteris-
tics of the channel of the sound signal propagation (the
density of lung parenchyma, the sound velocity, and the
amplitude–frequency characteristic change). In the last
case, traditional methods of auscultation have little effi-
ciency, and to reliably diagnose such diseases as
chronic pneumonia or dust diseases, it is necessary to
use X-ray examination, which is often objectionable.
At the same time it is well known that the spectral char-
acteristics of breath sounds strongly depend on the
breathing intensity, which is difficult to control during
real clinical tests [13, 14]. Thus, the differences
between the spectra of breath sounds can be large even
for healthy patients. The utilization of the two-channel
(multichannel) processing of the recorded signals pro-

τ̂0

10–3 10–2 10–1

τ0

10–2

10–1
τ0

Fig. 5. Comparison of the ( ) preset and (s) calculated val-
ues of τ0 .
vides an opportunity to solve this problem to a certain
degree. In this case, the use of the coherence function,
which is a very sensitive instrument for the detection of
dry rales against an uncorrelated noise, allows one to
diagnose the first group of lung pathology [13, 14],
while the use of the parameters α, β, and θ, which
strongly depend on the acoustic characteristics of the
lung parenchyma, makes it possible to separate the sec-
ond group of disorders.

In addition, the possibility of separating the breath
and cardiac sounds and the background noise provides
an opportunity to reveal the particular features of the
corresponding spectral characteristics that are masked
in the total signal.

In conclusion, we present an example of the separa-
tion of cardiac and breath sounds in a real signal. To do
this, we first consider the validity of the assumption on
the time independence of the frequency transfer func-
tions between the sensors. The signals subjected to the
processing were recorded by the technique described in
[13, 14], which includes the two-channel recording of
signals detected by sensors fixed on the right and left
sides of the patient’s thorax. Figure 6a shows a respira-
tory sonogram of such a signal received by a sensor
positioned at the level of the seventh rib, at the angle of
the left shoulder-blade. It should be noted that the res-
piratory sonogram is a three-dimensional image of the
signals recorded by the sensor in the time–frequency–
intensity coordinates. The intensity is represented in the
form of the constant-level contours separated from each
other by 10 dB and covering the whole range of 40 dB.
In the figure, one can see the differences between the
spectra of inhalation and exhalation.

The isolines of the function H(t, f ) =
10 W1(t, f )/W2 (t, f )] drawn at a step of 5 dB are
presented in Fig. 6b. Here, W1(t, f) and W2(t, f) are the
“instant” spectra of the signals recorded by the sensors
that are fixed at the level of the seventh rib at the angles
of the left and right shoulder-blades, respectively. Com-
paring Figs. 6a and 6b, one can see that the transition
function between the right and left sensors, H(t, f),
strongly depends on time within the whole breath
cycle. At the same time, during the phase of inhalation
or exhalation, H(t, f) remains almost constant along the
time axis for the diagnostically meaningful frequency
range (50–1000 Hz).

Thus, if we complement the algorithm proposed
above with the unit separating inhalation and exhala-
tion, the suggested model that assumes the time invari-
ance of the frequency transition characteristic is quite
acceptable within each phase of the breath cycle.

To obtain the spectrum of cardiac sounds, we have
“cut out” from the initial realization those parts of the
signal where tones I and II of cardiac sounds were well
defined during the pause between exhalation and inha-
lation. The averaged spectrum of cardiac sounds calcu-

[log
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lated in such a way is given by a thin solid line in Fig.
7 (curve 2).

Then, the same sample (17 s long) was processed
according to the algorithm suggested in this paper. The
spectrum obtained as a result of the algorithm applica-
tion is given in Fig. 7 by a dotted line (curve 3).

Curve 1 in Fig. 7 shows the spectrum of the initial sig-
nal including the breath and cardiac sounds and the sta-
tionary background noise (the spectral levels are in dB).

The good agreement between curves 2 and 3 proves
not only the efficiency of the algorithm for separating
the spectral characteristics of additive components
ICAL PHYSICS      Vol. 47      No. 3      2001
from the total noise signal but also the adequacy of the
suggested model of the sound signals recorded at a
human thorax.

Evidently, the proposed algorithm can be applied
not only in medical acoustics. The problem of separat-
ing the additive components from a random signal, as
well as determining the delay times, is important for
many fields connected with the processing of random
signals. The above example of the determination of the
spectral characteristics of breath and cardiac sounds
and background noise, which comprise the total signal
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recorded at a human thorax, is very illustrative and
almost classical for the problems of this type.
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Abstract—Two new methods of acoustic monitoring of the sea medium are tested in a shelf region. One of the
methods is the difference-pulse technique in which the variability of the medium is characterized by the difference
in the energies of the sequences of arrivals of two multiray signals. The other method is the self-sustained oscillator
technique in which the information on the changes that occur in the water temperature, the velocity of currents,
and other parameters of the medium is obtained from the frequency deviation of a self-sustained oscillator that has
a feedback loop closed through the underwater sound channel. © 2001 MAIK “Nauka/Interperiodica”.
Since the pioneering work [1] on acoustic tomogra-
phy was published, intense studies of the methods and
instruments for underwater acoustic monitoring have
been performed to tackle the problems of climate fore-
casts, monitoring of the environment, and the search for
fish, as well as the problems of security in economic sea
zones and ports, the operation safety of oil and gas
plants and pipelines, etc. [2–6]. In spite of the growing
understanding of the scientific and practical signifi-
cance of these methods, along with considerable
progress achieved in increasing the accuracy and broad-
ening the scope of the acoustic methods of measuring the
parameters of a medium, underwater acoustic monitor-
ing and ocean tomography are still at the stage of theo-
retical studies and experimental testing [3–8].

Most experiments in different ocean and sea regions
were carried out with the use of the correlation method.
With this technique, a resonant sound source generates
a long broad-band pseudonoise signal of sufficient
intensity. The signal received at the opposite end of the
path to be monitored is subjected to cross-correlation
processing. As a result, one obtains the correlation
function that exhibits maximums determining the prop-
agation times for individual rays (modes) [1, 6]. In this
method, the accuracy of measuring the times increases
with the spectral width of the emitted signal and with
the signal-to-noise ratio. Therefore, one has to con-
struct high-power broad-band sound sources and trans-
mit long signals and assume that the medium does not
change within the time of the data acquisition. The dis-
tortions of the signal spectrum, which are caused by the
mode interference at the reception point, and the fluctu-
ations of the medium during the acquisition time
decrease the sharpness of the correlation peaks and lead
to lower accuracy in measuring the propagation time.
Thus, in the pioneer global experiment by Munk [3],
which was carried out in January 1991, an acoustic
1063-7710/01/4703- $21.00 © 20361
power of 3500 W of the multielement projector was
required with the 12-Hz band around the central fre-
quency 57 Hz and with the 50-min signal duration. The
cost of such a projector predominated in the total cost
of the experiment. The analysis of other large-scale
experiments [3–5] showed that it is necessary to
develop alternative monitoring methods suitable for
application on the scales of a strait, lake, or harbor.
A goal was advanced to develop simpler methods of
underwater acoustic monitoring that are self-adjustable
to the constant part of the medium transfer function.
With such methods, a lower acoustic power and a nar-
rower frequency band can be used and higher sensitiv-
ity to the medium variations can be achieved. The
medium variations, i.e., the movements of inhomoge-
neities of a hydrophysical, technogenic, or biological
nature, temperature trends, and water currents, are the
objects to be monitored in long-term observations in a
relatively small sea region or lake. In this connection,
some methods [8, 10–12] were developed, and, as the
preliminary tests show, these methods are promising in
the aforementioned sense, although further studies and
improvements are required.

One of the methods [10, 11] is based on analyzing
the difference in sequences of the signal arrivals, which
are spread in time because of the multiray propagation.
The method is called the difference-pulse method. It is
useful in that, for eliminating the constant part of the
medium transfer function and the bottom reverberation
interference, only the difference in the time sequences
is analyzed for each pair of the continuously transmit-
ted pulses. The time sequences can be obtained, for
instance, by the correlation analysis, with the use of the
M-sequence, or another broad-band signal. However,
the study of the methods shows that time-delay spec-
trometry [7, 8] is the most advantageous technique.
S.D. Chuprov from the Acoustics Institute was the first
001 MAIK “Nauka/Interperiodica”
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Fig. 1. Sound speed profile, ray pattern, and sea-floor relief for the path perpendicular to the coast.
to apply this technique to ocean sensing in 1985. The
time-delay spectrometry was instrumentally imple-
mented in Nizhni-Novgorod State Engineering Univer-
sity, under the supervision of N.I. Knyazeva. In this
method, the sound source transmits linearly frequency-
modulated (LFM) pulses with an optimally chosen time
of the frequency sweep and adjustable repetition rate.
On the opposite path end, the hydrophone receives sev-
eral LFM pulses (according to the number of rays)
whose instantaneous frequency difference corresponds
to the time delay in the signal arrivals for different rays.
By multiplying (heterodyning) the transmitted and
received signals with subsequent filtering, one obtains
the sequence of the arrivals. Subtracting these
sequences from one another for the successive pulses
reveals every change that occurs in the medium during
the time separating the pulses. On the axis of the time
difference, these changes manifest themselves for the
rays (modes) that are most strongly affected by the
medium inhomogeneities. Thus, the difference-pulse
method detects the changes on the propagation path
and is insensitive to the mean propagation conditions,
including the reflection from the stationary bottom and
the refraction by the medium inhomogeneities that
remain unchanged within the interval between the
pulses. To test the difference-pulse method in an exper-
imental tank, during the interval between pulses, we
placed a ball in water in the trajectory of a reflected ray.
In the difference pattern, the signal appeared only in the
position that corresponded to the time of this very
reflection [8].

In-sea tests of the difference-pulse method were car-
ried out at the Black Sea shelf, near Gelendzhik, at the
experimental site of the Southern Branch of the Insti-
tute of Oceanology of the Russian Academy of Sci-
ences. This experiment did not allow us to obtain such
a striking and unambiguous result as in the tank. The
experiment was performed in autumn when sharp
northeasterly off-shore winds (the Novorossiisk “bora”)
create currents, temperature drops, and internal waves.
It is evident that an internal wave reconstructs the entire
pattern of the sound field, whereas a separate obstacle
(such as the ball in the tank) influences only certain
reflections.

Figure 1 shows the ray pattern, the sound speed pro-
file, and the sea-floor relief at the experimental site.
Two reversible piezoelectric transducers were bottom-
moored at points A and B; they formed a path, 1 km in
length, that was oriented perpendicularly to the coast.
The propagation conditions were useful in that most
rays were spread near the absorptive bottom (silt-cov-
ered sand). Therefore, the intensity-predominating sig-
nal arrivals seem to be associated with the rays that
leave the source at the angles close to 9° and 10° (see
Fig. 1).

Figure 2 illustrates how the difference-pulse method
works. The presented example corresponds to periodic
variations in the first signal arrival Fig. 2a, which are
probably caused by an ashore-propagating, short-
period internal wave generated by the off-shore wind in
the vicinity of the depth drop. The fluctuations in the
arrival times were not higher than 0.2 ms and had a
period of about 20 min. Figure 2b shows the sequences
that were obtained by time-delay-spectrometry pro-
cessing for the LFM pulses transmitted through the
path in times A, B, and C, i.e., the ones separated by the
half-period (A–B) and period (A–C) of the internal
wave (see Fig. 2a).

Figure 2c presents two differences of the time-
power sequences: A–B (the dotted curve) correspond-
ing to a high difference value and B–C (the solid curve)
corresponding to a low one. Note that the first two rays
in Fig. 2b are actually unresolved ray pairs (that are
very close in their arrival times). They cannot be
resolved because both the sound source and the
receiver were close to the bottom. It is also worth men-
tioning that the strongest effect of the medium variabil-
ity is experienced by the second (later) power-dominat-
ing ray, this difference in the effects being caused by
the type of density stratification and the associated type
of the internal wave that influences the temperature
only on the deep-water part of the path.
ACOUSTICAL PHYSICS      Vol. 47      No. 3      2001
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The second method of the acoustic monitoring of
the medium variability and its integral (path-averaged)
parameters is called the self-sustained oscillator
method [10, 12]. The main feature that determines its
efficiency and capability of self-adaptation to the
medium is that the medium to be monitored is itself a
part of the self-sustained oscillator and serves as the
time-delaying feedback loop, with the delay being gov-
erned by the sound speed and the path length, and the
feedback coefficient being frequency dependent.

A simplified layout of this method is presented in
Fig. 3. The shown regenerative circuit consists of the
sound source (with the sensitivity ER = UR /PR); an elec-
tronic amplifier (with the transfer factor KE = US /UR)
which has a nonlinear amplitude response and an
adjustable transfer factor; a transmitting electroacous-
tic transducer (with sensitivity ES = PS /US); and an
acoustic path that closes the loop (with frequency-
dependent transfer factor KW = PR /PS). Such a scheme
presumably was first considered by Yu.M. Sukharevskiœ
in his analysis [9] of sound amplification in a hall in
1940.

It is convenient to characterize the regenerative cir-
cuit by the loop transfer factor M = ERKEESKW. Obvi-
ously, the circuit cannot be self-excited until M < 1, and
the scheme operates as a regenerator for the ambient
noise in the sea. At M ≥ 1, the scheme works as a self-
sustained oscillator whose frequency is determined by
the maximum in the spectrum of the ray (mode) inter-
ference at the reception point when the condition of
phase matching is met.

There are two operational modes for the monitoring
scheme at hand:

1. In the regenerative mode (M < 1), the received
ambient noise is retransmitted from a distant point, this
regime significantly increasing the contrast of the ray
interference spectrum and allowing the interray time
delays to be measured to a high accuracy. The varia-
tions of the delays in time can be used to get the infor-
mation on the processes that occur on the path.

2. In the self-excitation mode (M ≥ 1), the system
emits a nearly monochromatic signal. Its frequency is
determined by the maximum in the interference spec-
trum, and the frequency deviations and their spectrum
reveal the type of the variability, e.g., the changes
caused by a vessel or a fish shoal crossing the path.

To illustrate these considerations, let us apply the
linear approximation to a simple case of single-ray
propagation. Assume that M < 1, so that the system
operates in the regenerative mode. Then, the hydro-
phone receives the noise PN and the transmitted signal
PR (Fig. 3): (PN + PR)ERKEES = PS. At the same time,
PR = PSKW. Hence, we obtain

(1)

Here, ERKEES = M/KW is the transfer factor for the
entire electroacoustic circuit of the system (Fig. 3).

PN PSKW+( )ERKEES PS.=
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From Eq. (1), we can determine the acoustic pres-
sure measured at 1 m from the source:

(2)

As far as M < 1, the circuit is linear (the limiter does
not operate) and the transfer factor A (see Fig. 3) can be
expressed as

PS

ERKEESPN

1 M–
---------------------------.=

+0.2

0

–0.2
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C

(a)

(b)
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∆Plin
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0.5
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A–C

A–B

KW(f, r); τ(c, v, r)

KE(p, f)

ER ESPN

M

Fig. 2. Difference-pulse method of acoustic monitoring:
(a) fluctuations of arrivals for the signal transmitted through
the path; (b) sequences of arrivals for three pulses at the
points A, B, and C; and (c) difference-pulse sequences (A–B)
for the intervals of the medium variability and (A–C) for the
inter-period variability.

Fig. 3. Simplified layout of the regenerative system for
underwater acoustic monitoring: ER and ES are the sensitiv-
ities of the electroacoustic transducers; KE is the transfer
factor of the amplifier; KW is the transfer factor of the prop-
agation path; PN is the ambient sea noise; and M =
ERESKWKE is the loop transfer factor for the whole circuit.
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(3)

Obviously, M, i.e., the loop (regenerative) transmis-
sion factor, is generally a complex quantity, which, for
a monochromatic signal, can be written as M = M0e1ϕ,
where ϕ is the phase increment that consists of the
phase shift ϕE(ω) in the electroacoustic part of the cir-
cuit (transducers, amplifier) and the phase increment
ϕW = ωτ due to the signal propagation along the path
(path length L, propagation time τ). For arbitrary phase
shifts ϕE , the path length can be treated as constant, and
the phase ϕW determines the condition of a positive or
negative feedback and takes all allowable values
depending on the frequency ω. By taking into account
the phase ϕW as the only variable that is informative in
the specified monitoring scheme, we can write

A
PR

PN

------
PSKW

PN

--------------
M

1 M–
--------------.= = =

M M0e
iϕW M0 ωτ( )cos j ωτ( )sin–( )= =

0

1

2

3

4

M

PN

∆f(1 – M)

0

1

2

3

PS

PN
PN

1 M+
--------------

PN

1 M–
--------------

∆f  = C/L

∆f(1–M)

M

fn fn+1 fn+2

(b)

(a)

Fig. 4. Calculated frequency response for the spectrum part
in the noise regeneration scheme for (a) M = 0.7 and (b) M
varying over the frequency band; PN is the initial noise level
(treated as unity), ∆f is the difference between the neighbor-
ing frequencies of positive feedback, and M is the loop
transfer factor in the regenerative circuit.
and obtain the following expression for the absolute
value of A:

(4)

From this expression, one can estimate the regener-
ation-caused modification of the noise spectrum. For
the frequencies of positive feedback, |A| has a maxi-
mum value and cosϕW = 1; i.e., the signal arrives at the
hydrophone in phase. Hence,

(5)

For the negative-feedback frequencies (the noise level
decreases), |A| has a minimum value, cosϕW = –1, the
signal arrives in antiphase, and we have

(6)

Obviously, the difference between the neighboring
frequencies of positive feedback is constant for all rays
(all propagation times τ over the ray) within the entire
frequency band. This difference can be obtained from
the condition ϕW = 2πn, where n is a positive number.
Hence, we can write

(7)

For positive feedback, the frequency bandwidth of the
maximum in |A| can be estimated as ∆fmax = ∆f(1 – M0)
at a level of 0.7.

In Fig. 4, the calculated noise spectrum is shown for
the regenerative operational mode. The upper plot cor-
responds to M = 0.7 with the constant loop transfer fac-
tor M for all frequencies; the lower curve is obtained for
a value of M that varies in frequency (e.g., because of
the nonuniformity in the amplifier frequency response
or the medium transfer function). A similar effect also
takes place when M is constant within a certain fre-
quency band, but a peak occurs in the spectrum of the
regenerated noise.

The process of noise regeneration leads to a much
higher contrast in variations of M or in those of the
medium transfer coefficient KW (which is the same).
Thus, the maximum in the interference signal spectrum
or in the frequency dependence of M can be detected to
a high accuracy, if the frequencies of positive feedback
are sufficiently close to each other, this being the case
for a long acoustic path. For instance, for path lengths
of 1.5 and 15 km, these frequencies will be separated by
1 or 0.1 Hz, respectively. When M = 1, the operational
mode changes to the self-sustained oscillator mode.
The oscillations occur at the maximal values of M (the
central frequency in the lower plot of Fig. 4). In this
case, the side spectrum maximums are suppressed
because of the amplifier nonlinearity at high signal
amplitudes.

A
M0

1 2M0 ϕWcos– M0
2+( )0.5

-----------------------------------------------------------.=
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1 M0–
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A
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τ
---

c
L
---.= =
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The above considerations are valid for single-ray
sound propagation. Multiray propagation makes the
explicit analysis more complex: only numerical model-
ing leads to some results that are unfortunately far from
being accurate and unambiguous. That is why we
decided to experimentally solve the problem of the fre-
quency grid of positive feedback for the multiray case,
at different signal amplitudes and time delays.

Figure 5 illustrates the experiment for the path
length L = 1 km (see Fig. 1). The upper plot presents the
noise spectrum for a frequency band of 2500 Hz, with
the maximum at 6509 Hz. The band of analysis was
limited by nothing but the responses of the transducers.
Figure 2b shows the sequence of signal arrivals. Note
that the two initial predominating rays are separated by
1 ms in time, this separation being illustrated by the
peaks in the interference spectrum, which are spaced by
1 kHz in frequency. Observing the time variations of
the interference pattern seems to be quite informative
for path monitoring. Thereby, one can separate the rays
and detect the inhomogeneities on the path. Neverthe-
less, further methodical and theoretical developments
of this method are still required. One can expect that the
regenerative method will be useful in the studies of the
interference spectra (for instance, such as those carried
out in the Marine Physical Laboratory of the Scrips
Institute of Oceanology, USA, [13]) or in monitoring
the dislocations of the wave-field phase fronts (as was
proposed in [14] for one of the methods of underwater
acoustic tomography).

Note that, in the regenerative mode, the frequencies
of the interference maximums can be measured to a
high accuracy. This fact is illustrated by the middle plot
in Fig. 5. Here, the regeneration spectrum is presented
within the band 37 Hz, in the vicinity of the main max-
imum (about 6509 Hz) in the interference pattern (M =
0.9). The situation is identical to the calculations illus-
trated by Fig. 4. According to the experiment, the max-
imum can be traced to an accuracy of about 0.005 Hz at
a frequency of 6500 Hz, the relative accuracy being
about 10–6 in this case.

The following experimental conclusion is worth
mentioning: All frequency separations ∆f (Eq. (7))
between the positive-feedback peaks are constant.
These separations proved to be equal to 1.56 Hz for the
example at hand (Fig. 5), this value corresponding to the
travel time for the second intensity-dominating ray (see
Fig. 3), which is transmitted through the path within
0.64 s. In other words, the frequency grid of positive
feedback is equidistant in the vicinity of the main max-
imum of the ray interference for the regeneration mon-
itoring scheme.

In long-term observations of the spectra (similar to
the middle plot in Fig. 5), we noticed that the frequency
grid of positive feedback remained unchanged and
equidistant, but the interference maximum that fol-
lowed the changes in the propagation conditions on the
path was slowly displaced with changes in the ampli-
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tudes of the corresponding peaks (the grid step kept to
be equal to 1.56 Hz). However, at a sufficiently high
displacement of the maximum (by 8–10 Hz over 40–
50 min), the grid abruptly changed its step to 1.58 Hz,
this value corresponding to the first intensity-dominat-
ing ray. Then the situation can be repeated. Such a
behavior of the regeneration spectrum near the interfer-
ence maximum leads to the conclusion that the self-
sustained oscillations (if M ≥ 1) occur at a frequency
close to the interference maximum that is created by a
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Fig. 5. Experimental testing of the regenerative monitoring
system (Fig. 3) in the regime of measuring the interference
spectrum (two upper plots) and in the self-excitation regime
(the lower plot).
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Fig. 6. Self-excitation of the self-sustained oscillator: zero time is the instant when the sound source was switched on in the circuit
(as indicated by the arrow); 0.63 s is the time of the single-cycle propagation along the path.
number of ray arrivals (the amplitude condition) with
the phase condition that is provided by a single power-
dominating ray. However, we must confess that the
changes in the frequency grid of positive feedback can-
not be always unambiguously related to the travel time
over a certain ray (frequency differences of 1.62 and
1.48 Hz were observed). Nevertheless, the fact that the
grid remains equidistant is interesting by itself. It seems
that sometimes the physical reasons for forming the
grid step can be associated with an individual ray and
sometimes this mechanism is governed by a vector sum
of several rays. This interesting fact still needs to be
theoretically explained.

By turning to Fig. 5 again, one can notice that the
increase in M to M ≥ 1 leads to the self-excitation of the
oscillator. In this regime, a monochromatic signal is
observed whose frequency is highly sensitive to the
changes in the propagation conditions on the path,
including passages of a vessel or a fish shoal, changes
in the water temperature, the presence of currents or
other inhomogeneities in the water bulk. If the path is
sufficiently long and the time needed for the oscillator
to reach a steady state is long (the time constant of the
self-sustained oscillator was 8–9 s in our case), the
wind-generated surface waves with periods of 2–3 s do
not suppress the oscillations, though generally the
waves destroy the signal coherence. The high value of
the time constant of the self-sustained oscillator with a
feedback through the underwater sound channel is one
of the main features of this monitoring technique. The
effect of the time constant on the capability to monitor
the inhomogeneities of different scales in time and
space is a subject of special studies. Nevertheless, we
mention the fact that the self-sustained oscillator imme-
diately responds to a sharp change in the propagation
conditions (a passage of a vessel across the path, for
instance). After that, the oscillator frequency recovers
in accordance with its time constant, and the medium
inhomogeneities with periods 20 s and over are traced
by the system relatively smoothly.

Figure 6 illustrates the process of excitation of the
self-sustained oscillator from the level of natural ambient
noise to monochromatic oscillations on a 1-km-long
path (Fig. 1). At zero time, the transmitting transducer
was switched on in the operating circuit, (see Fig. 3,
the time of switching on is indicated by the arrow). The
excitation process took about 9–10 s, which approxi-
mately corresponded to 15 cycles of sound propagation
over the path (a single cycle of 0.63 s is indicated in
Fig. 6). It is worth mentioning that, on a path of about
100 m in length, it is practically impossible to obtain
stable oscillations if even weak surface waves are
present. With longer paths, the stability of the self-sus-
tained oscillator becomes higher, although the instant
response to a perturbation (path crossing by a vessel)
still remains.

The acoustic power that is required for the self-sus-
tained oscillator to work is low, because the oscillator
is always excited at a frequency that is close to the
interference maximum, and the circuit amplification
must only compensate for the loss related to the
sound propagation through the medium. This com-
pensation occurs at the frequency of the interference
maximum, and the emitted spectrum is narrow (the
bandwidth is usually less than 0.01 Hz at a frequency
of about 6000 Hz).
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Let us consider several experimental examples that
illustrate the self-sustained oscillator method [12]
tested at the Black Sea shelf (Fig. 1). These examples
do not include the measurements that were accompa-
nied by vessel passages near the path, because, in these
cases, the self-sustained oscillations were suppressed
or their frequency varied with high amplitude (if the
vessel passed far enough from the path). The measuring
system was similar to that shown in Fig. 3 but comple-
mented with a frequencymeter (or a periodometer for
low-time-lag recording of the oscillation frequency)
and a recorder of the frequency deviations. The pre-
dicted monochromatic nature of the oscillator signal
(with a Q-factor of 106, see the lower plot in Fig. 5)
allowed us to use a periodometer, thereby simplifying
the circuit and making it lag-free. The electroacoustic
transducers used in the experiment were reversible, so
that the direction of the sound propagation could be
changed to opposite without losing the spatial position
of the phase. Hence, the projection of the velocity of the
current onto the path could be measured. The use of
separate sound sources and receivers would cause addi-
tional problems in performing the measurements.

Figure 7 is an example. Figure 7a represents a frag-
ment of the oscillator frequency record (the record
width corresponds to a frequency band of 4 Hz). After
sunset at 20:00, the water began to cool down, as indi-
cated by the upward trend in the record. Within the
record fragment labeled as R (which corresponds to
nearly a 1-hour period), the direction of sound propaga-
tion was changed to its opposite. The frequency
increase in this fragment corresponds to the observed
velocity of the current in the direction along the path
(about 0.05 m/s). Figures 7b, 7c show the oscillator
spectra that were measured at the points B and C just
before and after the change in the propagation direc-
tion. The complex form of the spectra is caused by the
so-called “soft” nonlinearity, which was used in this
case in the amplification circuit, the transmitted power
being low (just on the brink of self-sustained oscilla-
tions, M ≈ 1).

Figure 8 (where the abscissa axis represents the
local time in hours) shows another example of such a
monitoring procedure, which is interesting because of
the oceanographic regimes typical for a shelf. Similarly
to Fig. 7, fractions of the records are presented for the
self-sustained oscillator frequency. The shown frag-
ments cover the day-time, evening, and morning of the
next day. The record scale corresponds to a frequency
change of 10 Hz, which can be shown to correspond to
a temperature change of 1°ë.

The near-surface periodic temperature changes
labeled as S had amplitudes of about 0.01°ë and peri-
ods of 10–20 min. These temperature fluctuations seem
to be governed by short-period internal waves. The
fluctuations were quite pronounced in the records, this
being evidence of the high sensitivity of the method.
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The estimates showed that temperature fluctuations
ten times weaker can be detected. The subsequent
behavior of the record is also quite predictable: when
calm windless weather changed to a sharp off-shore
wind of 10–15 m/s at 18:00. (W indicates the beginning
of the wind), the warm water moved away from the
coastal area and a temperature decrease occurred on the
path. At night, the wind terminated, the sea became
dead calm, and, by the morning, warm waters returned
to the shelf in the form of trains of short-period internal
waves (at the right of Fig. 8).
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Fig. 7. Measurements of the evening-time decrease in the
water temperature and of the velocity of current by using the
self-sustained oscillator method on the path of Fig. 1: R is
the zone of inverted sound propagation; (a) is the example
of the frequency record for the self-sustained oscillator;
(b, c) are the spectra before and after the inversion of the
propagation direction. The frequency difference determines
the velocity of the current.
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Fig. 8. Record of the self-sustained oscillator frequency with the monitoring system of Fig. 3. On the left: the process of water warm-
ing; S is the region of temperature variations caused by internal waves; W is the beginning of the strong off-shore wind that caused
a decrease in the water temperature. On the right: return of warm waters by the internal-wave trains (after the termination of wind).
It is worth mentioning that a smooth record that is
free from frequency drops (similar to those shown in
Figs. 7, 8) was not always obtained. With high varia-
tions of the hydrological environment, sharp changes in
the oscillator frequency were observed. One can
assume that, in these cases, the maximums in the inter-
ference pattern abruptly changed their amplitudes,
rather than smoothly “drifted” in frequency, the latter
situation being typical of computer simulations that
imply slow changes in the mean water temperature.

The conclusion can be drawn that the primary tests
of the new methods for underwater acoustic monitoring
confirmed their feasibility and showed ways for further
theoretical and experimental studies required for the
methods to be practically implemented. In particular,
the tests revealed high sensitivity of the methods to the
variability of the medium, including the inhomogene-
ities of a hydrophysical, technogenic, or biological ori-
gin that occur on the propagation path. The experiments
also confirmed that the self-sustained oscillator method
of monitoring automatically adjusts itself to the propa-
gation conditions by closely tracing the frequency of
the interference maximum. Thereby, the possibility is
shown for narrow-band sound sources of comparatively
low power to be used in acoustic systems for monitor-
ing the water medium in straits, lakes, harbors, etc.
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CHRONICLE

   
Immanuil Lazarevich Fabelinskiœ 
(On His 90th Birthday) 
January 27, 2001, marked the ninetieth birthday of
the outstanding physicist, Corresponding Member of
the Russian Academy of Sciences, Immanuil Lazare-
vich Fabelinskiœ. 

Fabelinskiœ was born to the family of a medical doc-
tor in Garaevo, Belostok province, of the Russian
Empire. There, he studied at school and then worked as
a turner in a factory for two years. Then, he left Garaevo
for Moscow where he entered the Physics faculty of
Moscow State University. After graduating from the
university in 1936, he started his career as a researcher
under the supervision of G.S. Landsberg. In 1942,
Fabelinskiœ defended his candidate dissertation, and
later, as a staff member of the optical laboratory headed
by G.S. Landsberg at the Lebedev Physical Institute of
the Academy of Sciences of the USSR, he defended his
doctoral dissertation. The entire scientific career of
Fabelinskiœ is connected with the Lebedev Physical
Institute where he continues working today. 

Most of the scientific works by Fabelinskiœ are
devoted to molecular scattering of light. The spectra of
molecular scattering of light carry ample information
on the processes that occur in a material, on its struc-
ture, on the character of fluctuations, and on the waves
propagating in it. However, the extraction of this infor-
mation is not a simple problem. It is the unique talent
for experimentation, the fundamental understanding of
1063-7710/01/4703- $21.00 © 20369
physical phenomena, and the tireless energy in the
development and improvement of experimental equip-
ment that allow Fabelinskiœ to obtain reliable informa-
tion from his experiments. 

The study of molecular scattering of light was espe-
cially difficult before the appearance of lasers, because
all measurements required not only special lamps, but
also long exposure times. The invention of lasers gave
new life to this field of physics. 

For many liquids and gases, the spectrum of molec-
ular scattering of light is mainly determined by the fluc-
tuations of density. These fluctuations give rise to a
doublet (the Brillouin doublet). The distance between
the doublet components determines the velocity of
hypersound (sound with the frequency 109–1010 Hz),
and the width of these components determines the
hypersound attenuation coefficient. Fabelinskiœ
obtained the velocity and the attenuation coefficient of
hypersound in many liquids. The comparison of these
values with the corresponding values obtained for ultra-
sound revealed the dispersion of the velocity of sound
and the dependence of the attenuation coefficient on
frequency in a variety of liquids. Owing to these stud-
ies, acoustic spectroscopy has become possible in a
very wide frequency range: from 1010 Hz to several
hertz. This has made it possible to test the validity of
the relaxation theory in many liquids, to determine the
relaxation times, to find new relaxation regions, and in
some cases to determine the process responsible for
this relaxation. These studies largely contributed to the
progress of physical acoustics. 

In the course of these investigations, Fabelinskiœ
together with his colleagues arrived at the conclusion
that the relaxation theory is not valid for high-viscosity
liquids. They observed characteristic half-integer
dependences on frequency, which did not fit the relax-
ation theory, and formulated the requirements for a new
theory that could describe sound propagation in such
liquids. This gave impetus to the development of such
a theory. 

In addition to the Brillouin doublet, molecular scat-
tering of light produces a continuous spectrum whose
maximum coincides with the unbiased line and the
intensity monotonically decreases on both sides of this
maximum to a distance of 100–150 cm–1. This continu-
ous spectrum is called the Rayleigh line wing. It is
strongly depolarized. This spectrum is believed to be
related to the fluctuations of the anisotropy tensor (to
the rotation of anisotropic molecules). Fabelinskiœ and
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his colleagues showed that this spectrum can be
described by two relaxation times. These times were
determined for a variety of liquids. In studying the
wing, Fabelinskiœ and his colleagues observed a fine
structure (a doublet) for a number of low-viscosity liq-
uids. It was shown that this doublet is caused by shear
waves, and the distance between the components of the
doublet yields the propagation velocity of shear waves.
The novelty of this discovery becomes evident if one
remembers that, at that time, the shear modulus of such
liquids was believed to be zero. 

An important part of the investigations carried out
by Fabelinskiœ is related to the molecular scattering of
light near the critical layering point of binary solutions
and near the double critical layering point. These stud-
ies stimulated the development of the theory of critical
phenomena and, in particular, the theory of sound prop-
agation near the critical layering point. 

The investigations mentioned above were per-
formed by using lamps and low-power lasers whose
light did not affect the thermal fluctuations in the
medium. Using high-power solid-state lasers, Fabelin-
skiœ discovered and studied the stimulated Rayleigh-
wing scattering and the stimulated thermal (entropy)
scattering of light, both these phenomena being related
to the effect of light on the fluctuations of anisotropy
and entropy. He also observed the stimulated Brillouin
scattering in amorphous solids and compressed gases.
These phenomena have become an integral part of
modern nonlinear optics. 

Fabelinskiœ is the author of more than 150 scientific
works and the well-known monograph “Molecular
Scattering of Light” published in 1965. In 1968, a
revised and expanded version of this book appeared in
English. This monograph serves as a manual for many
researchers working with the molecular scattering of
light in Russia and in other countries. For his outstand-
ing contribution to science, Fabelinskiœ received the
Lomonosov prize (1966), the Mandel’shtam prize
(1991), and the Beruni Uzbekistan State Award (1993).
In 2000, Fabelinskiœ was awarded the Vavilov Gold
Medal. 

Fabelinskiœ is the founder of a school of physicists
who now are working in many cities of Russia and the
Commonwealth of Independent States. He is the center
of attraction for researchers whose interests lie in
molecular scattering of light and in adjacent areas. All
who have worked with Fabelinskiœ, as well as all who
know him, are happy that they have the possibility to
communicate with such a wise and kind person. 

The Editorial Board of Acoustical Physics and the
friends and colleagues of Immanuil Lazarevich Fabe-
linskiœ sincerely congratulate him and wish him health
and further success in his scientific activity. 

Translated by E. Golyamina
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