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Abelian Q balls are nontopological solitons that accommodate some conserved glo-
bal charge at a lower energy cost than would a collection of free scalar patticlémy
exist in theories that preserve some globdll) symmetry’ and whose scalar potential
satisfies certain dynamical constraints.

Q balls arise naturally in theories with supersymmetry. Supersymmetric extensions
of the Standard Model, e. g., MSSM, predict the existence of new scalar baryons and
leptons that have the requisite interactions that allowJdralls® BaryonicQ balls that
form along a flat direction in the potenfidican be entirely stabfé.

In addition to scalar interactions, the scalar fields may have gauge interactions as
well. This is the case in the MSSM, where the only scalar fields that carry a baryon
number, squarks, transform nontrivially under the c@a(3) gauge group. If the effect
of the gauge fields cannot be eliminated, the semiclassical description of the solitons may
be hampered by the complications related to confinement and other aspects of gauge
dynamics. It is important, therefore, to design a proper description of nontopological
solitons in the presence of gauge interactions. Previous treatments of supersyr@metric
balls have ignored the effects of the gauge fields because in many cases of interest it is
sufficient to deal with the gauge-invariant scalar degrees of freedom.

A straightforward approach t@Q balls in gauge theories would be to find a solution
to the equations of motion with a fixed global charge. With the use of Hamiltonian
formalism, the problem may be formulated as follows. Let the scalar figldse a
representatior{in general, reducibjeof some semi-simpléunbroken gauge groupG
spanned by the generatoFs. And let the scalar potentidl (¢) preserve a globdl (1)
symmetryg—e'®?¢, whereB is theU (1) generator that is assumed to commute With
To construct &-ball solution, one can find a minimum of the energy functional
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with an additional condition

. 1
f dstEf d3XT(p*B¢—¢TBp)=Q- 2
In addition, the Gauss constraint must also be satisfied,
D,E2—T2=0. 3

HereE?® (H?) is a generic notation for the non-Abelian eleciicagnetig field, D, is a

covariant derivative, thep are the canonical momenta of the scalar fields,
p=38L15(Dyp) =Dy, and theT? are the non-Abelian charge densities,

A 1
To= i—(pTTa¢>— ¢'T°p). (4)

In general, such a solution can have a nonzero non-Abelian charge, with the gauge fields
dying away slowly at infinity. It is unclear how to interpret such a solution in a theory
with confinement of non-Abelian charge. It is also difficult to find such solutions by
solving a complicated system of coupled nonlinear field equations.

In this note we formulate a set of simple sufficient conditions for the existence of
Q-ball solutions that do not carry any overall non-Abelian chafgeen though the
charge densities may not vanish locallfror this type of nontopological solitons the
issues of confinement are not essential, and the semiclassical description is valid.

Let us look for a minimum of functionall), at which all gauge fields are taken to
be zero, with additional conditior®) and(3). If the energy of a configuration found this
way is less than the energy of a collection of free scalar particles with the same Gharge
then aQ ball does exist. A field configuration that minimizes the energy over a subspace
of classical trajectories with zero gauge fields may not, of course, be the global minimum
of energy, nor is it necessarily a solution of the equations of motion. Clearly, a condi-
tional minimum of energyE over a subset of configurations is greater or equal to the
global minimum over the whole functional space. If the former is less than the energy of
a free-particle state, then so is the latter. By constructipiballs of this type have zero
gauge charges.

In order to formulate the sufficient conditions, we introduce the Lagrange multipliers

N\ and & that correspond to the constrain® and (3) (the latter is simply‘?a(x)zo
now), respectively, and reduce the problem to that of finding an extremum of

£ = f A p'p-+ 612+ U(4)] - f dExB(x)— Q| - f x0T, ()

The equation of motion fop gives

P(X)=—INBp—i£X(x) T . (6)

The equations fokh and ¢ are

Np'BT2+ §b¢T%{Ta,Tb}¢:O, a=1,...,din(G), (7)



JETP Lett., Vol. 67, No. 4, 25 Feb. 1998 Kusenko et al. 249

f d*x[A "B p+E°(x) $'BT4]=Q. 8

A Q ball exists if the system of equatiorfg) and (8) has a solution and if the
corresponding extremal value 8f ; is less than the energy of any free-particle state with
the same charge:

5)\,§<Qm_in{mi/bi}, (9)

wherem; is the mass of théth particle, which has the global charbe.

It is easy to see that the energy of a soliton can be found from the minimization of
a functional without the conjugate momenta,

£,= [ adlog+0,(00) (10
where
0,(6)=U($)~ NN $'B2g+ E(1, 6) 6TBT6], (11

and the£?(\, ¢) are found from the system of equatiaf?$. As in Refs. 2 and 9, one can
use the correspondence betwee® dall in the potentiall(¢) and a bounce inl=3

Euclidean dimensions in the potentla} (¢).

These conditions simplify in the thin-wall limit, where one can approximatethe
ball solution by a field configuration that vanishes outside a sphere with rRdiaisd is
d(x)=e 'ABHENL,  for |x|<R. If one defines\ =2VA/Q and £2=2V¢¥/Q, whereV
=47R%3, equationg7) and(8) become a system of linear equations Xoand &. It has
a solution if there exists a gauge-invariant polynomiaiaind ¢ with a nonzero baryon
number(cf. Ref. 10. The condition of stability of @ ball with respect to its decay into
the free scalar particles becomes

minyVU ()N (o) <min{m; /b;}. (12)

o0 i

For illustration, let us consider a scalar condensate associated wil #at direc-
tion in the MSSM! where the squarkqg) have nonzero VEVs. A color-singlet conden-
sate that satisfies equatiofi® at £2=0 can have the forng{’=e*"3x()(x)&}. The
constrainty7) are automatically satisfied for the off-diagonal generators of c8ld(3)

(in the Gell-Mann basjs The remaining two equations fa* and T® demand that(?)
X(x) =P (x)=(x)=¢(x). At the same time, the globalg(1) current j*(x)

=105 »q)= I\ ¢?(x) £ 0. Of course, the vanishing of the gauge charge is automatic
for every flat direction of the MSSM and need not be verified explicitly, thanks to the
general theorem®. The remaining conditior{9) is also satisfied as long as the scalar
potential grows more slowly than the second power of the scalar VEV along the flat
direction.

We have formulated the sufficient conditions for the existenc® dfalls in a class
of gauge theories. Although the true ground state in the sector of fixed charge may have
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nonvanishing gauge fields, its energy is less than that of the configuration we have
constructed. The latter, in turn, is less than the energy of any free-particle state with the
same global charge, which ensures the existence of a soliton.

We thank A. Cohen and S. Dubovsky for discussions. P. T. thanks the Theory
Division at CERN for hospitality. The work of P. T. is supported in part by CRDF Grant
RP1-187.
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It has been known for about eight years th&Th possesses an anomalously low-
lying nuclear level with energys5 eV! In 1994 it was established on the basis of an
analysis of measurements of the energiey dfansitions to the ground and first excited
states in??°Th that the energy of this level lies in the range 850 eV? There is
virtually no doubt that this low-lying stateve shall designate it d$s)) possesses spin
J™=3/2" and is the bandhead of the rotational bag@ Nn,A]=3/2"[631], where
K[Nn,A] are the asymptotic quantum numbers in the Nilsson model.

The first direct observation of a nuclear isomeric transitiofffith at optical energy
has recently been reportddRadiation corresponding to a direct nuclear transition with
energywy=3.5+=0.5 eV from a low-lying isomeric level to the ground state was ob-
served, as was radiation at 2.3-2.5 eV, which is attributed to the pretiisemeric
decay of the nuclear level 3/23.5+0.5 e\) via an electron bridge. Unfortunately, the
authors were unable to measure the half-life of the’ 3&el. We shall show below that
this is possible to do with an improved version of the apparatus used in Ref. 3.

Determining the lifetime is not the only requirement for making further progress in
the study of the properties of the 3/@3.5+0.5 eV) state. It is of interest to excite a large
number of??®"Th nuclei by radiation from a laser or a special lamfhis would make it
possible to produce a population inversion on nuclear levels, to develop a nuclear met-
rological light source, and to search fardecay of the low-lying state, the probability
and spectrum of which were predicted in Ref. 6.

0021-3640/98/67(4)/6/$15.00 251 © 1998 American Institute of Physics
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To design such experiments it is necessary to have an idea of the cross sections of
the processes and the lifetime of the 3(2.5+ 0.5 eV) level. For this it is in turn
necessary to know the nuclear matrix element of the isomeric transition. The ground state
of the #2°Th nucleus(which we designate dgr)) is the bandhead of the rotational band
5/27[633] (Ref. 7). For this reason the isomeric transition can be of multipole okter
or E2. As was shown in Ref. 4, the2 component can be neglected over a wide range of
hindrance factors for th&11 or E2 transitions. Thé1 transition between the 3/2631]
and 5/2[633] bands, with the asymptotic quantum numberchanging by 1, is forbid-
den and should be weak.

A transition similar to the one investigated is known to occufiit nuclei. There
the reduced probabilityB,,, of the M1 transition 3/23/631](312.17 keVy
—5/275/2633](0.0) in Weisskopf units equals 0.003@t the same time, the value of
Bw.u(M1) in the Nilsson mode(the matrix elements are calculated in Ref.i® more
than an order of magnitude larger than the experimental value. A similar situation may
occur in ??°Th as well. For this reason, we shall estimate the desired quantity
B(M1;3/2"3/2631]—5/2"5/2633]) for the >°Th nucleus on the basis of the existing
experimental data rather than model calculations.

Thus far only oneM1 transition between the bands 3[%31] and 5/2[633] has
been measured irf?°Th — this is the 25.3 keV transition between the states
9/2*5/2633](97.13 keV and 7/2°3/631](71.82 keV. Its reduced probability was
determined in Ref. 10B(M1;9/2" —7/2")=(0.032+0.006)u3=(1.8+0.3)x 10 2
W.u., whereuny=¢€/2M is the nuclear magnetofhere and below we use units with
=c=1). These data are sufficient to filB{M1;3/2"3/24631]—5/2"5/2633]) in the
case when the Coriolis interaction between the bands of interest is not very strong.

In the familiar situationsee, for example, Ref. 1the amplitudes of the interband
v transitions in nuclei are given mainly by the Alaga pure rotation relations. From this
standpoint, all the existing experimental data for the ground bant[ 688] in ??°Th and
the band 3/2[631] coupled to it attest to the fact that the Coriolis interaction of these
two bands is relatively weal®:'? Here the bands exhibit a pronounced rotational struc-
ture, the series expansions of the energies of the levels converge régitiand the
intensities of thex transitions to levels of the 372631] band as a result of decay of
the?33U(5/2"5/2 633]) ground state are only slightly higher than for the analogous levels
of the ground band® and so on. Moreover, analysis of the reduced probabilities of the
three measuredM1 y transitions between these bands 3tU (see Ref. 8§ viz.,
3/2"3/4631](312.17  keV)-5/2"5/2633](0.0), 5/2"3/4631](340.68 keV)
—7/2"5/4633](0.0), and 5/23/24631](340.68 keV)-7/2"5/4633](40.35 keV,
shows good agreemeftb within the accuracy of the measurememttaga pure rotation
relations. This also holds for the relative intensities of td transitions from the
5/2*5/2633](236.25 keV state to the 5/23/631](179.75 keV and 3/2 3/631]
X (149.96 keV states in*?°Ra (Ref. 13. There are no other measurdti transitions
between the rotational bands 3[&31] and 5/2[633].

On this basis, we shall first estimate the relevant reduced probability
B(M1;3/2"3/2631](3.5 eV)—5/2"5/2[633](0.0)) in??°Th according to the Alaga pure
rotation relations for transitions of the same multipole order between different states of
two rotational bands. To underscore the fact that we are talking about the “zeroth”
approximation we employ the notati@®(M1). Taking as the initial value the value of
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B(M1;9/2"5/2633]—7/2"3/2631]) from Ref. 10, we immediately obtain
B(O(M1)=(0.069+0.013 u3=(3.8+0.7) X 10 2W.u. (1)

Let us now examine the corrections introduced by the Coriolis interaction. As result
of this interaction there appear in the wave functiéns-s) of the nuclear states admix-
tures of states belonging to a neighboring banere| AK|=1) with the same angular
momentuml. In consequence, for example, tE2 interband transition 9/5/2[633]

X (97.13 keV)—5/2"3/2631](29.19 keV}, which is forbidden in terms of the asymp-
totic quantum numbers, has a relatively high reduced probability of 5 (Raf. 10. We

are interested mainly in how an admixture of the '82{631](29.19 keV state to the
ground state of?°Th changes the value &®(M1). A detailed exposition of the theory

of the Coriolis interaction in application to nuclear levels can be found in the monograph
Ref. 11. For this reason, we shall retain the notation adopted there, giving explanations
only where absolutely necessary.

We write the matrix element of thBl1 transition between the ban#s=3/2 and
K;=5/2, taking into account in the internal moment operators the terms that are linear in
. (Ref. 11:

(Kl MMDKi 1) =21+ 1C My Mol (L + D=1+ D)D), ()
HereC!™f is a Clebsch—Gordan coefficient aMj, and M, are matrix elements. For

K11
the time being, we are forced to treat the matrix elenidptas a free parameter. The
matrix elementM, can be calculated from the experimental data. In the expression

1
M2:E<Kf|[3+1:M(M11V:0)]|Ki> )

the brackets denote a commutatoiis a tensor index in the internéied to the nucleus
coordinate system, an&;|e ,4|K;) is the well-known parameter determining the mag-
nitude of the band mixingsee Ref. 11

The matrix elemenM, can be expressed in terms of the transition moments inside
the bands as

1
M2:_2<Kf|8+1|Ki>(<Ki|M(M11V:0)|Ki>_<Kf|M(M 1r=0)|Ks)), (4)

5

and the latter can in turn be calculated in terms of the effegtifaetors — the rotational
gyromagnetic ratiogg and the internal gyromagnetic ratmgy : (K| M(M1,r=0)|K)

= 3/4m(gx—gr)Kuy. For the ground band 5/2633] in ?>°Th one hasgr=0.309
+0.016 and gx=+0.128-0.017 (Ref. 10. For the 3/2[631] band the value
|gk—0gr|=0.58+0.09 was found in Ref. 12. We can ascertain the sign of the expression
within the absolute value signs. For an unpaired neuork ~0.63(5( o |ss| o). The

spin gyromagnetic ratio igff)z —3.8263 and the spin matrix element with respect to the
WFs of the internal motion in the Nilsson model was calculated in Ref. 9 as
(@kl|s3lek)=~0.15. Therefore for this bandyx—gg=—0.58t0.09 andgx~ —0.29,
which agrees well with the estimate0.23 based on the Nilsson model.
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We find the quantityK¢|e, 1|K;) from the reduced probability of the interba&@
transition 9/2 5/2633](97.13 keV)—5/2*3/24631](29.19 keV. In first order the Co-
riolis forces renormalize the internal operatoM(E2,v==*=1)— M(E2,v==*x1)
+/15/8re Que+ 1 (Ref. 11). We shall take the value 8.8&arn for the internal qua-
drupole momen@, (Ref. 10. It is obvious that the high intensity observed in Ref. 10 for
this forbidden(in terms of the asymptotic quantum numbers and A) transition is
mainly due to the additional part of the internal operator. Hence a simple calculation
gives(K¢|e,4|K;)=0.052.

On the basis of these estimates it is easy to show from @ysand (4) that M,
=—0.8X10 2uy. Using Eq.(2) the modulus of the matrix elemeM, can be recov-
ered from the reduced probability of the measuht transition 9/25/2633](97.13
keV)— 7/2"3/2631](71.82 keV, while the sign can be determined by comparing with
calculation according to the formuléf| M(M1)|i)=3/4mw((gk—gr){f|s.|i)+ (g
—gr){(f[l1]i}) in the Nilsson model. The result M,=0.33uy-

Now we can calculate the needed value of the reduced probability bflatransi-
tion from a low-lying level to the ground state. Substituting into E2).the computed
matrix elementdvi; andM,, we findB(M1) as

B(M1;3/2"3/4631]—5/2" 5/2633]) = 0.08613,=4.8x 102 W.u. (5)

The magnetic moment of the isomeric level 3{(3.5 eV) can be easily determined
from the relationu=ggrK + (gx — gr)K?/(1 +1). It was found thaj~—0.076uy, i.e.,
it has a different sign from and is much smaller in magnitude than the magnetic moment
of the ground statg.g,=0.45uy .

Comparing the values &(M1) from Egs.(1) and(5) shows that the small mixing
of the bands as a result of the Coriolis interaction increases the probability of the isomeric
M1 transition by approximately a factor of 1.2—1.3.

Let us now estimate the Iifetimé"if,zof the low-lying state. The upper limit is
determined by the width of the radiative nuclear transition. For the most prokeatle
cording to the plots given in Ref)¥alue of the energywy=3.7 eV and for the reduced
probability By, (M 1) from Eq.(5), the lifetimeT}), equals about 2.5 h. The real lifetime
of the isomeric level will be shorter because of the existence of an electron lE&ye
Thus, in sample No. 2 from Ref. 3, where, as estimated by the authors, the probability of
the EB is approximately four times higher than that of a direct nuclear emission, the
lifetime of the 3/2(3.5=0.5 e\) state was about 30 min. In sample No. 1, where the
probabilities of an EB and direct nuclear emission were found to be comparable, the
lifetime was apparently=1 h.

It is more difficult to determine the minimum possible lifetime of the '3/2.5
+0.5 e\ state. Let us consider first the case of an unexcited atom or molecule, when the
conversion decay channel is closed because the ionization potgriiareater thamy .
The probability of decay via an EB is maximum in the case when the eneggig in
resonance with the energy of an atoniae moleculay M1 transition from the ground
state|i) of the Th atom(moleculg. Then the complicated expression for the EB prob-
ability W, factorizes and assumes the simple faisee, for example, Eq28) in Ref.
14):

Wep=T"nPingeT, (6)
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whereT,, is the total width of the intermediate atomic or molecular stape in which
excitation of the atom occurs with relative probabilRycz7 in a nonradiative decay of
the isomeric nuclear leve(Here we are talking about the inverse of the NEET process
(Nuclear Excitation by Electron Transitith, whence the letter | in INEET The relative
probability can be calculated according to the formtila

Eﬁn(Ml;wN ;is—gr,i—n)
(&&= wn) 2+ (D + T+ 1924

)

PineeT=

whereE;; is the electron—nuclear interaction energy in second-order perturbation theory
andé , is the binding energy in atomic shells.

In Eq. (6) the quantityP,yget cannot exceed 1 by definition, since it is the relative
probability for the excitation of an atom per nuclear transition from an excited state to the
ground state. The largest radiative widihsfor energies of 3—4 eV in the Th atom equal
about 108 eV In the limit P;yge1— 1 expressior{7) gives a lower limit of 108 s for

- In reality, however, resonance, though not excluded theoretically, is extremely
unlikely. The atomic density of states in Th in the range of excitation energies 3—4 eV is
about 16 levels/eV*® For this reason, the detuning in the denominator in(&yjis of the
order of 102 eV. Calculations show that the square of the interaction energy has a
maximum value of about 13° eV? for the atomicM1 transitions B;,,— 8S;/,,9S5;,,. As
a result, it should be expected that the minimum lifetime of the isomer in an atom is
=10"?s. In the case of molecules, the density of excited states is much higher. However,
the atomic wave functions through which the EB occurs have small amplitudes in the
molecular orbitals. However, in each specific case there can be deviations in one direc-
tion or the other.

A very interesting case is that in which the atom or molecule is in a state whose
excitation energy is greater than the differerge- wy, and conversion decay of the
3/2*(3.5+0.5 eV) state becomes allowed. Here the spectrum of lifetimes of the isomeric
level is very wide and depends on the particular excited state in which the atom or
molecule is found. The corresponding estimates were made in Ref. 4. For us it is impor-
tant here that the decay via the internal electron conversion channel occurs over a fraction
of a second, i.e., rapidly compared with the characteristic half-life for decay via the EB in
the experiment of Ref. 3. This suggests the following experiment for determining the
lifetime of the low-lying level in?2°Th. A 233 target is irradiated for a short time by laser
light with photon energys, > 14— wy and with sufficient intensity. During the interaction
with the laser pulse, decay by internal electron conversion from excited atomic levels
occurs for a certain fraction of th@%Th(3/2_+,3.5i 0.5 eV) nuclei, which are always
present in &3 sample in the proportio@T: /T, where3=0.02—0.03 is the prob-
ability of population of the isomeric statbranching ratidin the & decay 0?3, which
has a half-life ofT},=1.592x 10° years. The current pulse of conversion electrons can
serve as the conversion-decay signal. After irradiation the number of isomeric nuclei and
their optical activity will recover in accordance with the law-&xp(—A;st), where\ s
=In2/TY}),. Besides optical measurements, this process can be monitored by a different
method in the case of a substantial decrease in the number of isomeric nuclei — by
repeating the laser pulses in different, gradually increasing time intervals and measuring
the conversion-electron current. This improvement of the experimental procedure of Ref.
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3 will not only make it possible to measu?lé'f’,2 but also to assert with much greater
confidence that the observed radiation is due to a nuclear transition.
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Estimates of electron—positron pair production in the
interaction of high-power laser radiation with
high- Z targets

D. A. Gryaznykh, Ya. Z. Kandiev, and V. A. Lykov®

All-Russia Scientific and Research Institute of Theoretical Physics Russian Federal
Sciences Center, 456770 Snezhinsk, Russia

(Submitted 12 January 1998
Pis'ma Zh. Ksp. Teor. Fiz67, No. 4, 239-24425 February 1998

Electron—positron production processes occurring in the interaction of
10'8-107° Wicn? laser radiation with higlZ targets are examined.
Computational results are presented for the pair production and the
positron yield from the target with allowance for the contribution of
pair production processes due to electrons and bremsstrahlung photons.
Monte Carlo simulations using the PRIZMA code confirm the estimates
obtained. The possible positron yield from hightargets irradiated

with 10°-10° TW laser radiation is estimated to be °:010.

© 1998 American Institute of Physids50021-364(108)00304-1

PACS numbers: 52.50.Jm, 25.30.Fj, 12.20.Ds

The possibility of electron—positron production by relativistic electrons accelerated
by a laser field was discussed quite a long time ‘atiovas estimated that the positron
production efficiency can be highThe papers cited considered the case of pair produc-
tion during oscillations of electrons in an electromagnetic wave in the focal region of
laser radiation. Here we examine a somewhat different pair production scenario.

The interaction of high-power laser radiation with matter results in the production of
fast, high-temperature electroh®Relativistic temperatures of fast electrofig=1 MeV
have been observed in experiments with high-power picosecond faSetsconsistent
electric fields confine these electrons in the target. When the electrons interact with the
matter in a highZ target, electron—positron pairs are produ¢see Ref. h The annihi-
lation photon spectrum can be used for diagnostics of the electron—positron plasma.

In the present letter we make estimates of the positron and photon yields as func-
tions of the laser power. We have made an assessment of the possibility of using high-
power (16-10° TW) ultrashort-pulse lasers to produce a high-luminosity positron
source. Such sources are required for the production of €lest0 eVj positrons with an
intensity of 1§ positrons/s. Such positrons have wide applications for the study of Fermi
surfaces, defects, and surfaces of matefials.

The interaction of relativistic electrons with matter can lead to electron—positron
pair production in the following two processes:

(iYe +Z—2e +et+7Z;

0021-3640/98/67(4)/6/$15.00 257 © 1998 American Institute of Physics
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FIG. 1. Total cross section for electron—positron pair production by an electron in the Coulomb field of a
=1 nucleus; numerical data, asymptotic expressions, and approximation formula.

(i)e +Z—e+y+Z—2e +e"+Z.
In Ref. 7 analytical and numerical calculations of the total cross section of the pair
electroproduction process are performed using the differential cross stétmurding
to this work the total cross section of the procé@ssear the threshold equals
72%r2a? (Ey—2mc?)3 L
Oe_2eet = 2304 (mC)3 ’ ( )

wherer is the classical electron radius=1/137,m¢c is the electron mass, argl, is
the kinetic energy of the initial electron. At high energies the cross section grdws as

28wZ2r2%a?
Oeroet = Teln3EO/mc2. 2

The approximation formula

2.30+ Ea[MeV])
— =, M

Ue_>2€e+=5.222|n3( 352

()

describes both limits.

Figure 1 shows the points obtained by numerically integrating the exact formulas for
the differential cross sectionthe asymptotic cross sectiof® and(1), and a plot of the
approximating function(3).

Let us examine the contribution of the procdgsto the electron—positron pair
production in matter. Let us assume that the fast electrons produced when the high-
intensity laser radiation interacts with matter are confined by self-consistent electric
fields, so that electron stopping in the target can be treated just as in an infinite medium.

The probability of pair production during electron passage in matter with energy loss
from E, to the threshold th¢® equals

Eo dE\ !
We= zmcza-eﬂzeeJr —& ﬂidE, (4)
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FIG. 2. Probability of positron production by an electron in the Coulomb field of a lead nucleus versus
temperature. The data points show the PRIZMA simulation results.

whereo._. 5.+ IS given by Eq(3), n; is the ion density, andE/dx is the electron energy
loss per unit path length.

Taking the Rohrlich—Carlsson formdfafor dE/dx, we carried out a numerical
computation of the integral in Ed4) for the case of lead. Averaging.(E) over the
relativistic Maxwellian distribution with temperatur€, we obtained the number of
positrons produced per initial electron versus temperature. This relation is shown in Fig.
2. Performing the same averaging with coefficiEntwe obtained the average energy of
the positrons produced.

The average positron energy determines the required thickness of the target, since
the mean free path in matter depends on energy. For lead this dependence is determined
by the formuld®

0.412E|l.265—ro.0954 InE, 0.01= Egs,
| 0.5E-0.1086, KE<20,

where[ E] is given in MeV and pA] in g-cm™ 2. The positron mean free path in lead for
different temperatures of the initial electrons is shown in Fig. 3.

pAet 5

Let us estimate the probability of pair production by bremsstrahlung phdfwos
cess(ii)). In contrast to the electrons confined in the target by the self-consistent electric
field, photons can escape from the target. The cross section of the proeasse™ is
tabulated in Ref. 14p. 267. Data on the incoherent photon absorption cross section
O 4incoh €CaN also be found there.

The probability of pair production by one photon with enegggquals

o + —(E)

y—ete
w,(e)=w,————
4 “ Oatol €)

whereo ,of €) = Oy_ete (€) + Taincor( €), Wo(€) =1—eXp(=oaor(€)N;A), andA is the
thickness of the target. For an infinite target

(6)

WO«;: Oyete 10 atot- (7
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FIG. 3. Mean free path of positrons produced by an electron in lead versus temperature.

We take the photon spectrum in the form
dN/dE=€. .o, T exp(—€/T), (8)

where €._,¢,=3X 10 4ZT/mc? is the ratio of the total energy transferred to the
bremsstrahlung photons to the total energy of the electrons and was determined in Sec.
IV-20 of Ref. 12. Averagingv,(A,e€) over the spectruni8) we obtain

[

+
WA, T)=¢€e ., T 1 f Czexq—e/T)Wy(A,e)de. 9)
2m

The dependence of the number of positrons produced by bremsstrahlung photons per
initial electron versus temperature for an infinite slab and two thicknesses is presented in
Fig. 4.

The results of the estimation of the number of positrons produced can be used to
estimate the number of annihilation photons in targets with thickness greater than the

(=]

TImd

FIG. 4. Probability of positron production by an electron via bremsstrahlung photons in lead for thicknesses
pA=x (curvel), pA=3 g-cm 2 (curve2), pA=0.3 g cm 2 (curve 3) versus temperature. The data points
show the PRIZMA simulation results for a lead sphere of ragiis=2.2 g cm™ 2.
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FIG. 5. Photon(1) and positron(2) yields N/A;7 versus laser power. Cun&shows the optimum size of a
target for a positron source.

positron mean free pattsee Fig. 3 but less than the photon mean free path6(g-cm
~2 for lead. The channelii) predominates here. For thickness 2—-28m 2 the photon
yield reaches 0.04% per electron in a source with temperdteré MeV.

To check the estimates, calculations were performed using the PRIZMAode,
which simulates all basic electron, photon, and positron transport and production pro-
cesses for any geomet(yD, 2D, and 3D by the Monte Carlo method. The calculations
were performed for a lead sphere with radRs 0.2 cm and an electron source with
temperaturel=1 and 2 MeV at the center. The results are presented in Figs. 2 and 4.
They are in agreement with our estimates.

According to Ref. 3, the temperature of fast electrons which arise during the inter-
action of laser radiation with matter equals approximately

Ti=md(1+0.7q.9 Y% 1], (10)

whereqg is the laser power density in ¥0W-cm™2. When a laser pulse with energy

E|[J] and durationr] ps] is focused to a circle of diametd{[ wm], the intensity equals
015=40CE, / wd?7. The number of electrons produced equajs= AE, /(E;), whereA;
is the efficiency of conversion of laser radiation to fast electrons(Bryis the average
energy of the fast electrons.

We propose a sphere of finite density as a target into which the laser radiation is
focused:* Such a target gives;~0.3, high luminosity, and isotropic positron and pho-
ton yields. The target material should have a high atomic nurdbemnd the optimal
diameter of the target is determined by the problems of the experiment and by the laser
power.

To detect annihilation photons the size of the target was chosen piRbe2—3
g-cm 2. The annihilation-photon yielt,, divided by A; and 7 versus laser power is
shown in Fig. 5. The diameter of the focal spot equ#ls 30 um. The photon yield
reaches 1¥-10" for a 1¢—10° TW picosecond laser.

The positron yield from the target can be estimated as
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pAg+
®pAer + pA

HereA.+ , are the positron and photon mean free paths. The target for positron produc-
tion must be of the order af .+ in size(see Fig. 3. The positron yieldN , divided byA¢

and 7 is plotted versus the laser power in Fig. 5. The dotted line in this figure shows the
optimal target sizepA for such an experiment. The positron yield reaches-10' for
10°—10° TW picosecond laser.

Since the target is smaller in size than existing positron sources, the laser positron
source can have a very high luminosity. The efficiency of conversion of fast positrons
(MeV) to slow positrong1-10 eVj can reach 10? (Ref. 19. Therefore, to produce a
quasistationary source of slow positrons with an intensity &f garticles/s requires a
laser with an energy of 10—30 J in a 10—30 fs pulse with a repetition frequency of 10—30
Hz. Undoubtedly, such a source would be useful for fundamental and applied investiga-
tions in solid-state physics, chemistry, and biology.

V. L. thanks Professor H. Hora for his interest in this work and for a helpful
discussion. This work was supported by the International Science and Technology Cen-
ter, Project 107-94.

N,=N Wt W, —— (11
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Contact scanning near-field optical microscopy
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A new method of scanning in near-field optical microscopy, which
makes it possible to operate in contact with the experimental sample, is
proposed and implemented. This method permits the practical utiliza-
tion of the idea of using the dipole—dipole resonance transfer of exci-
tation energy from the active element of the microscope to the sample
for achieving a fundamental improvement in the resolution of near-field
optical microscopy. ©1998 American Institute of Physics.
[S0021-364(98)00404-9

PACS numbers: 07.79.Fe

It was recently proposédhat the resolution in scanning near-field optical micros-
copy (SNOM) could be improved fundamentally by utilizing thé Eter (dipole—dipole
resonance transfer of electronic excitation endflyporescence resonance energy transfer
— FRET) from single fluorescing centers located on the tip of a “light sour¢tie
active element of the microscop® the experimental sample. In this approach the spatial
resolution is determined not by the size of the light so&@-100 nri®), but rather by
the Faster resonance energy transfer lengghwhich typically equals 1-5 nr(see, for
example, the review in Ref.)4Moreover, since the energy transfer efficiency is close to
1 if the donor—acceptor distance is less tlignthe sensitivity of the proposed FRET
microscope should also be better than that of a conventional near-field optical micro-
scope.

To implement this method of microscopy the active element of the microscope must
be scanned at a distance less tihgrirom the surface being examined, i.e., virtually in
contact with it. This makes it impossible to use the well-developed shear-force methods
widely used in SNOM practice for monitoring the microscope—sample distance, since
both the distance range and the amplitude of the lateral oscillations of the tip in this case
amount to several tens of nanometerand are much larger thag. It is also impossible
to use contact the methods widely employed in “classical” atomic-force microscopy,
since these methods are, as a rule, based on the use of very compliant cantilevers, which
cannot be used for scanning the quite massive fiber tips or heavy tips of other types, as is
necessary in order to implement the proposed method of FRET microsddmrefore,
it is necessary to develop a new method of probe microscopy. This is made all the more

0021-3640/98/67(4)/6/$15.00 263 © 1998 American Institute of Physics
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FIG. 1. Layout of a scanning photon tunneling microscope operating in the contact mode. Inset: More detailed
diagram of the contact piezoelectric sensor to which the sharpened end of the optical fiber is secured.

timely by the fact that we recently demonstrated in practice tips that contain single
fluorescing centers near the aper far we have usel, color centers at the ends of LiF
tips®?).

In the present letter we report the implementation of a new contact method for
monitoring the distance to the experimental sample. The method is suitable for FRET
microscopy. Of course, it can also be used in other fields of scanning microscopy.

The general layout of the photon scanning tunneling micros@p&M) used in the
present work is shown in Fig. 1. We employed a similar scheme previously to investigate
light scattering by a reflecting phase grating in the near-field régBasically (except
for the piezoelectric contact sensor; see bgldvis identical to the conventional PSTM
schemé;® and we shall not discuss it in detail. The experimental sample consisted of a
thin glass plate, on one side of which a reflecting phase grating was produced lithographi-
cally, i.e., nickel strips 3um wide and 40 nm high were deposited with a period of 10
pmm. The sample is illuminated through a prism located at the top by He—Ne laser
radiation under conditions of total internal reflection; when the sharpened end of the fiber
is brought up to the sample to a distance of less than or of the order of the wavelength of
the light, the conditions of total internal reflection break down, and light energy is trans-
ferred into a mode propagating in the fiber and is detected with a photomultiplier, to
whose input the opposite end of the fiber is attached.

The fine engagement of the tip with the surface and the maintenance of contact
between them during scanning are accomplished with a piezoelectric contact sensor con-
sisting of two small piezoelectric cylinde(6 mm long, 1.3 mm in diametgrwhich are
secured on a common base and form a tuning-fork type of resofs&®iinset in Fig. )1
The sharpened point of the fiber was glued, using phenyl salicylate, to one of the piezo-
electric cylinders so that only a very shgdf the order of 0.1 mm longtip of the fiber
remained free(Such a short length of the free end of the fiber was necessary in order to
ensure adequate rigidity of the system; see bel@he internal electrodes of both piezo-
electric tubes were grounded, while the external electrodes were split into two parts. The
parts of the electrodes directed inward into the tuning fork were in electrical contact. One
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piezoelectric tube was excited electrically by applying to its outer electrode a voltage at
the frequency of the resonance oscillations, which in our case was equal to 13 kHz. Since
the other piezoelectric tube is coupled with the first one by means of the common base
and is in good acoustical contact, it is excited acoustically, which results in the appear-
ance of a current and voltage, which are produced by the direct piezoelectric effect, on its
electrodes.

In the absence of contact between the tip point and the sample, both the tip and the
piezoelectric cylinders execute free oscillations in a direction normal to the surface being
examined. In the typical case, when the amplitude of the control voltage equals 15 mV,
the amplitude of these oscillations equals 7—-8 (@stimated on the basis of the piezo-
electric constants and the Q fact@+ 30) of the corresponding oscillatory circuit, all of
which we measured beforehgntivhen contact is made, the amplitude of the oscillations
(and therefore also the piezoelectric voltaghanges. We employed the corresponding
changes in the feedback circuit of the microscope when scanning the sample in the
horizontal plane — by maintaining a constant amplitude within the the indicated range
during scanning, one can trace the profile of the surface of interest much as in a “clas-
sical” atomic-force microscope.

We note that in reality we employed a somewhat more complicated scheme than that
described above to record the changes in the piezoelectric voltage. Specifically, we used
a self-excited oscillator scheme to excite resonance oscillations of the tuning fork. In this
scheme, the corresponding oscillatory circuit is part of the electric oscillator, so that when
contact is made, not only the amplitude but also the frequency of the resonance oscilla-
tions changes, and both channéi®th amplitude and frequencygan be used in the
feedback circuit of the microscope. The frequency channel was not used in the experi-
ments described below, and it will not be discussed in detail. Additional information
about piezoelectric sensors of this type and the mechanisms by which they interact with
the surface are discussed in Ref. 9.

Figure 2 shows both topographia) and optical(b) images of the same section of
the reflecting phase grating under study. No preprocessing or filtering were performed. A
fragment of one of the metal strips of the grating, appearing as a(dpdque strip in
the optical image and as a briglelevated strip in the topographic image, can be seen in
both images. The spatial resolution for images of both types can be estimated.ms
pm. This value can be attributed to inadequate sharpness of the fibers employed and is
not important for the purpose of illustrating the principles of the new method of scanning
near-field optical microscopy.

The engagement curvésurves of the detected signal versus distamace displayed
in Fig. 3. One can see from the curve c, which refers to the topographic channel, that the
amplitude of oscillations of the tip remains unchanged right up until tip—surface contact,
after which it decreases rapidly to 10% of the initial value as the sensor undergoes a
vertical displacement of 360 nm. The corresponding vertical displacement of a similar
sensor to which a massive tetrahedral diamond tip is secured is much smaller — for
diamond tips the entire engagement curve, similar to the curve ¢, occupies a region of 10
nm. This is due to the fact that as the base of the fiber tip moves toward the surface, the
fiber is not only compressed but it also bends, as one would expect for a long, thin rod
which is slightly inclined with respect to the surfagehich always happens in realjt}’
After coming into contact with the surface, the end of the tip no longer pulls away from
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FIG. 2. Topographic¢a) and optical(b) images of a reflecting phase grating. The scanned area¥s458m.
Cross sections of images along the diagonal are displayed at the bottom.

the surface, and the main change occurring upon a change in the clamping force is a
change in the degree of bending. Thus, as the tip is scanned along the surface, the end of
the fiber is in direct mechanical contact with the surface.

On account of the well-known experimental dependence of the PSTM signal on the
distance between the fiber tip and the surfdale optical engagement curve a in this
case can be regarded as an independent method for measuring distance. The indicated
exponential dependence indeed holds right up to the point where the tip touches the
surface(this point is designated as A in Fig. )3as the tip is brought still closer to the
surface, the rate of growth of the optical signal slows ddthis is especially clearly seen
in the derivative of the engagement curve — Fig),3lince “secondary” factors, such as
an increase in the contact area with increasing clamping force, and so on, now come into
play in the formation of the signal.
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FIG. 3. Engagement curve for the optical chan(®@] its derivative(b), and the engagement curve for the
topographic channdk).

During the investigations of the samples the amplitude of the oscillations was main-
tained equal te-0.9 of the amplitude of free oscillations. The force acting in this case on
the fiber and the sample is estimated to-b#0 4—10° N. This estimate is based on the
stiffness 16 N/m of our oscillatory unit, as follows from the elastic properties corre-
sponding to flexural oscillations of a glass cone sharpened at the end to a radius of
curvature~0.5 um, having an apex angle 0.1 rad and Young’s modulus<10° N/m?
and making an angle-0.1 rad with the surface being studi@dhis force is quite large,
and it apparently can result in damage to samples which are too soft. At the same time,
in many cases this circumstance is also an advantage of this method of microscopy,
because it permits the mechanical “scraping off” of a thin layer of soft “dirt” which is
always present on the sample under real conditions.

In the present letter we do not discuss in detail the dissipation mechanisms respon-
sible for the decrease in the amplitude of the fiber vibrations used here, whinbranal
to the surface. We note only that our method can also be used in the case of a purely
elastic fiber—surface interaction in the absence of any friction, for example, under con-
ditions of high vacuum or low temperatures. In that case, even if the change in the
amplitude of the oscillations is too small, scanning can be performed by utilizing the
frequency channel, which is based on the change in the resonance frequency of the
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piezoelectric transducer in the self-excited oscillator cirtzgée abovedue to the change
in the purely elastic properties of the system.

In summary, a near-field microscope which operates in contact with the experimen-
tal sample and can scan quite heavy active elem@nthis case — long fragments of an
optical fibey along the surface under study has been successfully realized. This makes it
possible to proceed toward the practical development of FRET microscopes, which are
expected to have characteristics that are unique for near-field optical microscopes. The
microscope developed will also be helpful in other areas of near-field microscopy, in-
cluding working at low temperatures and in a high vacuum, under conditions with insuf-
ficient free space for the classical shear-force mode, and so on.

We thank ZAO NTE, Moscow for providing the atomic-force microscope used as
the basis for the near-field microscope described above. This work was supported in part
by the US Department of Defense.

de-mail: sekats@isan.troitsk.ru
YThe formulas presented in Ref. 10 for the flexural oscillations of a cylinder can be used for rough estimates.
A detailed analysis will be published later.
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The spectral dependence of the efficiency of generation of the forbid-
den(in the electric-dipole approximatigrsecond harmoni¢FSH) and

its energy on the energy of the excitation pulses is investigated experi-
mentally in a highly disperse suspension of purple membranes contain-
ing bacteriorhodopsinBR) under excitation by femtosecond laser
pulses into the single-photon absorption band of BR. The experimental
data for the case of resonance excitation attest to an interference char-
acter of the interaction of optical nonlinearities of different orders in the
process leading to the formation of the FSH signal. 1898 American
Institute of Physicg.S0021-364(108)00504-7

PACS numbers: 42.65.Ky, 42.70.Jk

1. This letter reports the results of an experimental investigation of the origin and
properties of the generation of the “forbidden” second harmo&H) in a highly
disperse suspension of purple membranes containing bacteriorhodBpsirFemtosec-
ond laser pulses were used in the experiments. The center wavelength of the laser radia-
tion could be tuned over the single-photon absorption band of BR. At the same time the
frequency of the second harmorigH) fell into another single-photon absorption band of
BR. We believe that our measurements give new important data that shed light on the
mechanism of the FSH. All previous experiments on FSH generation in BR-containing
suspensions have been performed under conditions such that the frequencies of the ex-
citing pulses and of the SH pulses were fixed and lay in the transmission band of BR.

Here we shall present and analyze the frequency dependence of the efficiency of
conversion into the SH and the dependence of the FSH energy on the energy of the
excitation pulses for resonance excitation of the process.

2. The methods of nonlinear-optical diagnostics based on measurement of the fre-
guency and tempordbn the femtosecond time scaleharacteristics of coherent nonlin-
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ear optical processes yield unique information about the structure and dynamics of the
constituent atoms and molecules of the medfuNonlinear-optical processes of lowest
(secondl order(such as the generation of the second optical harm@tiy and sum and
difference frequencie$SF and DF) are widely used for analyzing the structure and
dynamics of processes occurring in molecules, cryétalsn films, and on material
surfaces and interfacé$. These processes, like all other nonlinear optical processes of
even orders, are forbidden in the electric-dipole approximation in the bulk for isotropic
media which have a center of inversion. However, despite this forbiddenness the genera-
tion of a second harmonic was recently observed in an isotropic aqueous suspension of
purple membrané&s’ under excitation by pico- and nanosecond Nd:YAG-laser pulses.
Since then the nature of the origin of and the mechanism leading to the generation of the
SH in an isotropic medium have been under intense investigation. Some authors attribute
the appearance of this signal to incoherent hyper-Rayleigh light scaftefirgto fluc-
tuations of inhomogeneities of the medium. Data from other worksdicate that the

FSH signal is at least partially coherent, and so there must exist one or several mecha-
nisms of FSH generation via the macroscopic nonlinear optical susceptibilities of the
medium. Indeed, since BR molecules are long and are packed in a unique manner in a
membran® SH generation could be due to “nonlocal,” i.e., magnetic-dipole and
electric-quadrupole, second-order susceptibilities. Moreover, the results of our experi-
mental investigations of FSH generation by femtosecond laser putsésve demon-
strated that it is necessary to take into account the chiral properties of BR molecules, as
a result of which a suspension can be macroscopically noncentrosymmetric, which in turn
removes the forbiddenness on coherent nonlinear processes via the fourth-order electric-
dipole susceptibilitie$3 (see also Ref. 14

3. The object of investigatio — a suspension of purple membranes containing
BR molecules — was prepared by the method which we described 3. under-
score only that the average size of the membrane fragments did not exceed 50 nm.
Therefore the suspension was close to being a colloidal solution. The pH of the solution
was equal to 7.35. The optical density of the solution was equal to 0.12 at wavelength
570 nm. The absorption spectrum of the sample is presented in Ref. 9.

Pulsed laser radiation with wavelength tunable from 530 nm to 670 nm was used in
the experiments to investigate the resonance and energy properties of the process leading
to the generation of an optical field at the SH frequency. The pulse duration was equal to
about 200 fs, the pulse repetition frequency was equal to 200 kHz, and the energy varied
from 0 to 40 nJ/pulse. Linearly and elliptically polarized radiation was used in our
experimentgin the latter case, the ratio of the semiaxes of the ellipse was Nidhcol-
linearity of the interaction was achieved by focusimgth a lens with a focal length of 20
cm) the exciting radiation into a cell containing the experimental sarnfible conver-
gence angle of the light rays at the focal point was equal to approximately 1°). A diagram
of the experimental apparatus is described in our previous papee. difference in the
present experiments was that selection of the vertical component of the polarization of
the SH signal was not performed at the entrance to the detection system.

4. We investigated the spectral dependence of the efficiency of conversion into the
SH and the dependence of the FSH energy on the energy of the excitation pulse, and we
analyzed the FSH spectrum. In Ref. 9 we observed that substantial differences in the
polarization dependences of FSH are observed for linearly and circularly or elliptically
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FIG. 1. FSH signal generation energy versus excitation radiation wavelength and the linear absorption spectrum
of a suspension of BR-containing purple membranes. Left-hand ordWate:— energy of the generated SH,

O — experimental points; right-hand ordinate:— optical density, dashed line — absorption spectrum of the
suspension) , — wavelength of the fundamental frequency.

polarized light. In this connection we performed experiments for two polarization states:
linearly and elliptically polarized radiation at the entrance to the experimental sample.

The FSH generation efficiency versus the wavelength of the exciting radiation is
displayed in Fig. 1(elliptically polarized radiation was used to excite the sampbne
can see that the dependence is of a resonance character. The curve exhibits the same
characteristic trends in the case of excitation by linearly polarized radiation: The curves
are similar in the region of the maximum and merge on the short- and long-wavelength
edges of the spectral range presented. The maximum efficiency of conversion of the
excitation radiation into the SH signal is observed for excitation wavelength610
nm. The resonance curve of FSH excitation is much narrower than the absorption band of
BR, and its shape is asymmetric with respect to the extremum point: The more gently
sloping “short-wavelength wing” drops almost to zeroNgj= 538 nm, while the steeper
“long-wavelength wing” approaches a stationary value. The ratio of the conversion
efficiency at the maximum to the “stationary” efficiency under excitation with ellipti-
cally polarized radiation equals(8.5 when the radiation at the entrance to the sample is
linearly polarized. Under our experimental conditions of excitation and for the sensitiv-
ity of the system used to detect the SH radiation the FSH generation efficiency is close to
zero by\ ,=538 nm.

Figure 2 shows the energy of the FSH signal versus the peak power of the exciting
radiation under conditions of resonance excitation of the samplg=698 nm,
N, =299 nm. Just as in our previous works on the generation of nonresonancé’®&H,
the dependence is more complicated, different from a simple quadratic law.

The spectra of signals at the fundamental frequency and of the FSH signal are
displayed in Fig. 3. One can see from the data presented that the ratio of the width of the
SH spectrum to the width of the spectrum of the radiation entering the sample equals
1.8-1.9. The same ratid\(psy/A ve=<2) holds approximately for all experimental points
on the curve in Fig. 1.

5. In Ref. 9 it was stated and substantiated that under the conditions of resonance
excitation of a suspension of BR the signal at the SH frequency contains, first and
foremost, contributions due to electric-dipole nonlinearities of second-¢8fegenera-
tion) and fourth-orde{SH generationin the exciting field. The energy dependence of
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FIG. 2. Experimental pointdl andO — excitation with elliptically and linearly polarized radiation. Dashed
curves — fit of the experimental data by a function of the foymax® (b=1.7 and 1.3, respectively, for
elliptically and linearly polarized radiation incident at the entrance to the sanfpddéid curves — fit of the
experimental data by a function of the forys=a%(x?>+ 2cosg)bx*+b?¢*), wherea=151°.

FSH in Fig. 2 confirms this. It shows interference coupling of the second- and
highe«fourth)-order processes. A fit of the experimental points by a power-law function
y=a-x" (dashed lines in Fig.)2hows that the degree of the nonlinear FSH generation
process under conditions of resonance excitation equals 1.7 for elliptically polarized
wave at the entrance and 1.3 for the linearly polarized wave. Thus, one can see that the
resultant signal at the SH frequency is engendered by destructive interference of second-
and higher-order nonlinear processes. The experimental dependences can be satisfactorily
approximated by a quartic polynomial=X?+2bcosaX3+b>X*where Y=~lg,,

X=Ig, b=~|x¥|/|x'?|, and a is the phase shift between the nonlinearities of second
order (y®) and fourth order ¢(¥)) (see Refs. 10 and L1The corresponding curves are
presented in Fig. 2solid lines.

The existence of interference of nonlinear processes of different orders was also
confirmed by the fact that the broadening of the pulse spectrum in the FSH generation
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FIG. 3. Spectra of a femtosecond FSH pulaeand a pulse at the fundamental frequeoy The SH signal
spectrum is presented for the case when the sample is excited by elliptically polarized radiation at the funda-
mental frequency.
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process is larger than expected for a purely quadratic proaessy(Ave=2) and
slightly less than in the fourth-order processusy/Ave=2). Thus, interference is also
observed at the spectral level. We note that the additional broadening occurring in the
spectrum of the SH in the quadratic SH generation process during SHG of a phase-
modulated pulse with negative chirp could not occur in our case, since the pump pulse
was close to being spectrally limited.

The experimental facts presented above show that the frequency dependence of FSH
generation efficiencyFig. 1) can be described in terms of the destructive interference of
coherent nonlinear processes of different orders, in complete agreement with the interac-
tion picture which we proposed earlier in Refs. 10 and 11. Despite the fact that the
excitation pulses used to obtain the dependence shown in Fig. 1 were comparatively
low-intensity, the signal at the SH frequency still cannot be attributed to a coherent
process of second order alone. This is also confirmed by the shift of the FSH conversion
efficiency maximum in the long-wavelength direction relative to the absorption band
maximum of BR (=570 nm). In the case of a second-order process this frequency
dependence could have an extremum only at wavelengths corresponding to resonance at
the fundamental and SH frequencies.

The spectral dependence of SHG cannot be explained by the dispersion of the
coherence length of the nonlinear interaction, since the density of BR molecules in our
suspension was low and the refractive index of the suspension was determined com-
pletely by that of water.

6. In summary, this letter reports on an investigation of the generation of the “for-
bidden” second optical harmonic in a highly disperse suspension of purple membranes
containing BR molecules under excitation by femtosecond laser pulses in the visible-
range absorption band of BR.

The FSH generation process under resonance excitation conditions, just as under
nonresonance excitation, exhibits interference of processes which are of second and
fourth order in the applied light field. Evidence for the fact that the interaction is of an
interference character is provided by the measured frequency dependence of the SH
generation efficiency, the dependence of the FSH energy on the excitation pulse energy,
and the transformation of the width of the pump radiation spectrum.
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The spontaneous emission of far-infrared radiatiar=@0-20 xm)

from diode structures with vertically coupled InGaAs/AlGaAs quantum
dots is observed. This emission is due both to transitions of holes and
electrons between size-quantization levels in quantum dots and to tran-
sitions from the continuum to a level in a quantum dot. It is observed
only when accompanied by lasing at short wavelengites .94 m)

and, like the short-wavelength emission, it exhibits a current threshold.
The spontaneous emission of long-wavelength radiation is also ob-
served in InGaAs/GaAs quantum-well laser structures. This radiation is
approximately an order of magnitude weaker than that from quantum-
dot structures, and it has no current threshold. 1898 American In-
stitute of Physicg.S0021-364(108)00604-5

PACS numbers: 85.30.Vw, 73.20.Dx, 78.30.Fs

INTRODUCTION

Intersubband optical transitions of charge carriers in quantum wells have been in-
vestigated in detail, and these investigations have already led to the development of IR
detectors and modulatotsAmong the latest achievements in this direction we call atten-
tion to the development of a quantum cascade fabassed on a modification of an idea
from Ref. 3, and a “fountain” laset.The study of transitions of charge carriers between
levels in quantum dot&Ds) opens up new prospects in the development of far-IR range
(A>10 um) devices. However, only light absorption accompanying transitions between
localized states of electrons in QDs and the continuous spectrum as well as transitions of
holes between different levels in a QD have been investigated thds far.

In the present work we observed spontaneous emission accompanying both transi-
tions of electrons from the continuum to levels of QDs and interlevel transitions of holes
in quantum dots. A necessary condition for observing this physical process is the simul-
taneous generation of radiation in QDs via the ground states of localized electrons and

0021-3640/98/67(4)/5/$15.00 275 © 1998 American Institute of Physics
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holes qv close toeg), which ensures depopulation of the lowground electron and

hole levels in QDs under the conditions of high levels of current injection of electron—
hole pairs in a QD heterolaser. The observation of spontaneous emission can be inter-
preted as the first step in the development of a far-IR laser operating on interlevel
transitions of charge carriers in QDs.

EXPERIMENTAL SAMPLES AND PROCEDURE

The samples consisted of laser structures with vertically-coupled QDs, as described
in Ref. 6. The active region of such a laser is g AGa, gsAs laser with self-organized
Ing sG&y sAs quantum dots. There are 10 layers. Am AGa) gsAS layer is 5 nm thick.
This thickness is comparable to the size of quantum dots in a direction perpendicular to
the layers. Thus, the QDs are tunneling-coupled in the vertical direction. Stimulated
emission corresponded to the near-IR range: The lasing wavelength was aboutn®.94
(at 300 K. A FD8-K silicon photodiode was used to detect this radiation. Radiation was
observed in the pulsed regime, and the duration of the current pulses was equal to 200 ns.
For a cavity-mirror separation of approximately 11@én the threshold current density
jim at T=300 K was equal to approximately 290 A/&rtthe threshold currenit,=0.6
A). Dielectric mirrors were not deposited.

Ge(Cu) and S{B) photodetectors with sensitivity in the range-5-29um at close
to liquid-helium temperature were used to observe far-IR emission from the same struc-
tures. InSh and Ge filters were installed at the entrances of the photodetectors in order to
cut off the near-IR radiationN=0.94 um). BaF,, NaCl, and KBr filters were used to
determine the spectral composition of the far-IR emission more accurately. The far-IR
emission investigations were performedTat 30 K (likewise in the pulsed mode

The spontaneous far-IR emission from }Ga, jAs/GaAs laser structures with 7 nm
wide quantum wells(QWs) was investigated in parallel. These structures were con-
structed for the purpose of generating stimulated near-IR emission.

RESULTS AND DISCUSSION

Figure la shows the signals from the photodetectors for stimulated near-IR and
spontaneous far-IR emission from a QD laser structure. Using a system of filters, it was
established that the far-IR emission is concentrated in the range 10m2WVe note that
the dependence of the spontaneous far-IR emission intensity on the laser current is of a
threshold character, the current threshold being close to the current threghédd
stimulated near-IR emission, which was equal to 0.33 A at low temperatappsoxi-
mately half the room-temperature thresholtihus far-IR emission can be detected only
simultaneously with generation of near-IR emissiar=(0.94 um). An entire series of
similar samples with QD-laser structures was investigated. In the structures where there
was no stimulated near-IR emission spontaneous far-IR emission also was not observed.

Next, similar investigations were performed on, }6a sAs/GaAs quantum-well
laser structuregFig. 1b. The threshold current for stimulated near-IR emission for QW
structures was equal to approximately 0.25 A. We also observed spontaneous far-IR
emission in these structures. The far-IR emission was approximately an order of magni-
tude weaker than in QD structures, and in contrast to the latter structures it was not of a
threshold character.
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FIG. 1. Spontaneous far-IR emissian=£10—-20xm) and stimulated near-IR emissioR € 0.94 um) intensity
versus the current through the structure. Temperalxe80 K. The near-IR emission detected with a Si
photodiode, the far-IR emission was detected wit{@¢ or SB) photoresistorsa — For a structure with
InGaAs/AlGaAs quantum dotd { is the threshold current for both near- and far-IR emigsibn— For an
InGaAs/GaAs quantum-well structurgis the threshold current for near-IR emission; there is no threshold for
far-IR emission.

We shall now give a qualitative explanation of the observed phenomena. We discuss
first the possibility of spontaneous far-IR emission for QD laser structures. Let us assume
the level structure in the InGaAs/AlGaAs quantum dots studied is similar to that calcu-
lated in Ref. 6 for pyramidal InAs/GaAs quantum dots with 10-12 nm base. Such
quantum dots have one electronic ley@00) (our structures can have two electronic
levels and four hole level$000), |100), |001), and|110 (see Fig. 2a When electrons
(holeg are injected into the AlGaAs layer they are trapped in a state in the wetting layer
within a time of the order of several picosecofidsfter which a transition occurs into an
electronic(hole) level in the quantum dot. Holes in QDs can also undergo interlevel
transitions of the typ¢100)— |000), |001)—|000), and|110— |000). Transitions from
upper to lower states can be accompanied by emission of pHti8os a 10—20um
photon or(at high charge-carrier densitiethey can due to Auger-type processes.
According to Ref. 8, the transition time between the excited and ground states of holes is
approximately 40 pstens of picoseconds

In Ref. 5 absorption peaks near 115 meV for transitions between hole levels in a

INAs/GaAs QD and near 190 meV for electron transitions from a QD level into the
continuum were observed with electron—hole pair excitation by interband light. Satura-
tion of light absorption by holes was observed for exciting light intensity00 W/cnf.
This signifies that the hole ground levels in the QDs are completely filled. If one assumes
that the processes occurring in a system of coupled InGaAs/AlGaAs QDs are similar,
then one should expect that the ground levels in InGaAs/AlGaAs QDs are filled at the
same light intensity. For threshold currems=0.3 A (j;,=140 A/cn?) approximately
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FIG. 2. a — Scheme of optical electron and hole transitions, resulting in spontaneous far-IR emission, between
size-quantization levels in INnGaAs/AlGaAs quantum dots and between states in an AlGaAs layer and levels in
quantum dots. Depopulation of unexcitéground electron and hole levels occurs as a result of induced
interband near-IR emissiobh — Same, but for InGaAs/GaAs quantum-well laser structures. The energies of the
levels are measured from the well bottom. Electronic levels=48 meV, e,=156 meV; well depth for
electrons 163 meV. Hole levels; =12 meV,e,=45 meV, ands;=79 meV; well depth for heavy holes 80

meV.

twice as many electron—hole pairs are produced as by light with inted$#y100
W/cn?. The hole(electron ground states in the QDs are filled and optical transitions into
them from the excited states in QDs or states in QWg. 23 are impossible.

Stimulated near-IR emission occurs at pump currents ahgyand the correspond-
ing interband transitions partially depopulate the electron and hole ground states in QDs.
Electron and hole transitions into them from excited states engender spontaneous far-IR
emission. The intensity of this emission is proportional to the nunihgrof charge
carriers in excited states and the probability that the lower states are empty. The number
Ney is @ linear function of the current, while the probability that the lower states are
emptied increases with the stimulated near-IR emission intensity.

As the pump current increases, increasingly more quantum dots of different sizes are
brought into the near-IR emission process. This is indicated, for example, by the rela-
tively low differential quantum efficiency;”=dJ{r/d| at low temperaturegas T in-
creases from 30 K to 300 Ky” increasep For the reasons indicated the far-IR emission
intensity J¢,g can grow in a faster-than-linear manner, as experiment confirms. Accord-
ing to our dataJy,gx1? for 1>1, (see Fig. 1a As the current through the structure
increases further, the functialf,z(l) gradually goes over to a linear dependence, pos-
sibly as a result of the transfer of holedectron$ from the upper states by the powerful
stimulated emission and an increase in the role of Auger proc&sses.

Let us now discuss the observed characteristics of spontaneous far-IR emission for
QW laser structures. According to the calculations, @88, gAs/GaAs QW with well
width Ly=7 nm contains two size-quantization electron levéisy. 2b the energy
splitting between which ig,—&,=108 meV. For holes there are three levelg=12
meV, e,=45 meV (heavy-hole subbanddH,; andHH,), ande;=79 meV (light-hole
subbandsLH,). Transitions between electron and hole size-quantization subbands in
QWs can also contribute to emission in the rahgel0—20um. The number of charge
carriers in excited state@ipper subbandsis proportional to the current through the
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structure. The bottoniground subbands always contain unfilled states into which holes
(or electrong are transferredFig. 28. For this reason, the far-IR emission intensity is
approximately proportional to the curred gzl and has no threshold, as is observed
experimentally(Fig. 1b. Moreover, it should be noted that, according to data obtained by
different authors, the lifetime of charge carriers in excited states in a QW ranges approxi-
mately from a fraction of a picosecond to several picoseconds, which is more than an
order of magnitude shorter than for QDs. For this reason, the far-IR emission intensity for
structures with QWs should be less than for structures with QDs. Indeed, it has been
found experimentally that far-IR emission is approximately an order of magnitude
weaker for QWs than for QDs.

In summary, we have observed spontaneous emission due to transitions of charge
carriers between levels in quantum dots under conditions of interband short-wavelength
lasing in laser QD structures. Far-IR emission from QD structures is approximately an
order of magnitude stronger and exhibits a more pronounced threshold character than the
analogous emission from QW structures. Comparing the emission intensity for both cases
shows that the charge-carrier lifetime in QDs is at least an order of magnitude longer than
in QWSs. This gives hope for obtaining a population inversion of holes or electrons under
near-IR interband radiation generation conditions and for producing on the basis of QD
structures new, more efficient, light-emitting far-IR devices, specifically, a far-IR laser
operating on interlevel transitions of charge carriers in QDs.

This work was supported in part by the Russian Fund for Fundamental Research,
Grant 96-02-17404; INTAS-REBR, Grant 00615i96; the Ministry of Science and Tech-
nology under the program “Physics of Solid-State Nanostructures,” Grant 96-1029; and,
the Federal Target Program “Integration,” Project No. 75.
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We have found that phase-modulation instability of a single pulse due
to nonlinearity of the refractive index of an in-cavity medium can cause
the pulse to break up into several stable identical pulses of smaller
amplitude. We show that if the refractive-index nonlinearity is greater
than a critical value, then stabilization of the regime with several sta-
tionary pulses does not occur, and pulse multiplication accompanied by
chaotic variation of the intensity continues until the cavity is com-
pletely filled with radiation. ©1998 American Institute of Physics.
[S0021-364(08)00704-X]

PACS numbers: 42.60.Mi, 42.60.Fc

1. Phase modulation of generated pulses plays an important role in the formation of
subpicosecond and femtosecond laser pulses with passive mode lbcRinase-
modulation pulse instability, which leads to a change in the lasing regimes established at
the completion of the transient process, appears both in conventional systems using the
nonlinear losses of saturable absorbers and in lasers whose nonlinear losses are due to an
in-cavity Kerr lens’> A similar instability arises in fiber communication lines with peri-
odic amplification cascades. The field evolution in these systems is described by a non-
linear Schrdinger equatiohwith complex parameters. In the case of nonlinearities of a
special form, this equation becomes the Ginzburg—Landau equation employed for de-
scribing hydrodynamic instabiliti€syhich are the analog of phase-modulation instabil-
ity in optics.

In the present letter we report the results of investigations of the change induced in
the in-cavity radiation states by a phase-modulation instability due to a change in the
parameters of the in-cavity nonlinear dispersive medium. The characteristic features
which we found for the transition from the one-soliton lasing regime described by a
nonlinear Schrdinger equation with complex parameters to a multisoliton regime and
then to a chaotic regime can be manifested in a large class of physical systems.

2. In the model of a distributed in-cavity medium, the equation describing the evo-
lution of in-cavity radiation in dimensionless variables in a coordinate system moving
with the pulse has the forin
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whereE(z,t) is the slow amplitude of the field,is the time variable expressed in units

of the decay time of the field in an empty cavigyis the coordinate expressed in units of
the dispersion lengttgeometric-mean of the reciprocal of the decay time of the field in
an empty cavity and the frequency dispersion of the imaginary part of the permittivity
d is the ratio of the real and imaginary parts of the frequency dispersion of the in-cavity
medium. The first term in parentheses describes the saturable(tbairsaturation is
determined by the total energy of the in-cavity radiatianis the relative pump excess
above thresholdp is the ratio of the saturation intensities of nonlinear losses and ampli-
fication divided by the dimensionless cavity lengtthe second term accounts for the
linear cavity losses, and the third term describes the nonlinear losses. The last term
accounts for the refractive-index nonlinearity.

+iq|E|? | E, (1)

In the cased=0, q=0 (no phase modulation of ultrashort pulsehe evolution of
the system always culminates in a stationary state=Q), irrespective of the initial
conditions® The same thing also happens wiik: 0 if the radiation intensity is suffi-
ciently low, |E|?<1, and the complex dispersion and nonlinearity satisfy the condition
d=g/p (in this case the phase-modulation mechanisms due to refractive-index nonlin-
earity and dispersion compensate one angth&hen the threshold locking conditions
are satisfied, a regime with a single stationary pulse is established.

3. Let us investigate the role played by phase modulation of in-cavity radiation in
the realization of states of different types established after transient evolution. Let the
phase modulation be due to refractive-index nonlinearity ashdy0. To solve the prob-
lem of the evolution of a light wave propagating in the nonlinear dispersive in-cavity
medium we integrated Eq1) numerically with different values of the parameters of the
problem.

For sufficiently small pump excess above thresh¢oi|><1, the change in the
nonlinear losses is determined by the expression

sp~plE|2. )

As our numerical calculations showed, in this case, for not too large refractive-index
nonlinearity, O<|q|<3p, a regime with a single stationary pulses is realized after tran-
sient evolution. Fotqg|>3p this regime becomes unstable and a different lasing regime

is established. The instability is manifested as follows. New pulses appear on the far
wings of the initial pulse. Pulse multiplication arises and continues until radiation com-
pletely fills the cavity. The change in the cavity field is chaotic. In addition, since the total
energy of the in-cavity radiation is limited, as the pulses multiply, the intensity of each
pulse decreases and the nonlinear process of infinite chaotic fragmentation of pulses
slows down.

The instability mechanism is determined by the following circumstance. On account
of the refractive-index nonlinearity on the pulse wings the carrier frequency of the radia-
tion is detuned from the center of the spectral gain band of the in-cavity active medium.
As a result, the removal of the population inversion and, correspondingly, the amplifica-
tion of the pulse formed become less efficient. The critical poingjs- 3p, where the
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Kz)

FIG. 1. Transient process with=4, b=0.1,p=0.3, andq=0.3. The initial pulse is Gaussian.

amplification gain due to loss nonlinearity equals the loss due to the detuning of the
carrier frequency as a result of the refractive-index nonlinearity. In consequence, for
|g|>3p the gain outside the volume of the phase-modulated pulse is positive, as a result
of which new pulses with no appreciable initial phase modulation appear in the genera-
tion.

4. In all real systems the linear intensity depende(®eof the change in losses
holds only for sufficiently weak fields. For strong fields the change in the nonlinear losses
is determined by the expression

-p p
- 2 tP= 2
1+|E]| 1+|E]|

p |EI?= perl E|*. 3

As the numerical calculations showed, fgf>3p pulse multiplication arises once again

and the process terminates when the time-varying radiation fills completely fills the laser
cavity. However, the situation changes fundamentally in the region |§|> 3pe;. For
|g|>3pes the initial pulse starts to break up. Since the total energy of the radiation is
limited, the intensity of each newly formed pulse decreaggg,correspondingly in-
creases, and finally the break-up process stops Wien3pe¢. Figure 1 demonstrates

the phase-modulation instability of single pulse and the appearance of a regime with two
stable identical stationary pulses after the transient evolution. As the numerical calcula-
tions show, in the established state the total gain, including losses, outside the volume of
the pulses is negative. As the refractive-index nonlinedgtyincreases, stable regimes
with three stationary pulseqdq|=0.4), four pulses |g|=0.5), and so on appear in
successiorfthe other parameters of the system were the same as those given in the figure
caption. For supercritical nonlinearityfg|>0.9, a generation regime in which the time-
varying radiation completely fills the cavity is established.

We also investigated the dependence of the established state on the in-cavity radia-
tion energy. As the laser pumg increases, the in-cavity intensity increaspgy de-
creases, and correspondingly the number of stable stationary pulses in the established
generation regime increases. Thus, for other parameters of the system equal to the values
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indicated in the figure, a regime with two stationary pulses obtainsxfeR.5, three
stationary pulses for=>5, four stationary pulses fax=7.4, and so on.

5. So, phase-modulation instability due to refractive-index nonlinearity results in a
change in the generation regime that is established after transient evolution. This change
is followed by an increase in the number of stable stationary pulses in the established
regime. If the nonlinearity exceeds the critical level, then phase-modulation instability

leads to a generation regime in which the time-varying radiation completely fills the laser
cavity.

It should be noted that in the system studied the transition to the single-pulse regime
and the pulse break-up mechanism are due to the following circumstance. In the first case
the eigenvalues obtained by solving the eigenfunction and eigenvalue problem fay Eq.
with a prescribed potential determined by the distributie(z) at a given time always
satisfy the condition that the real part of the eigenvalue is maximum for the fundamental
state. Transient evolution is a transition into this state, characterized by the maximum
gain, from a superposition of any other statese Ref. b Pulse break-up arises when
this condition, which in the case of a real potentig=0) follows from the oscillatory

quantum-mechanical theoréhis not satisfied on account of the complexity of the non-
linearity.
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The temperature dependence of the conductance of porous silicon
doped with manganese up to densities corresponding to the metallic
side of the Anderson transition is investigated. It is found that in the
temperature range beloWw=40-60 K the conductance decreases with
T asG(T) T~ Y3, This behavior corresponds to one-dimensional elec-
tron localization in silicon wires under conditions of inelastic electron—
electron collisions with a small energy transfer. 1®98 American
Institute of Physicg.S0021-364(08)00804-4

PACS numbers: 72.80.Ng, 72.15.Rn

According to classical ideas based on the Boltzmann equation, the conductance of
metals increases with decreasing temperature. The situation changes when disorder is
present in the system. In this case the wave properties of the electrons give rise at low
temperatures to quantum corrections that decrease the conductance compared to the
Boltzmann valué. The first correction is due to the dynamic effect of the electron—
electron interaction. The second correction is due to electron localization as a result of the
interference of the scattered waves. The theory of these phenomena is called the theory of
weak localization. For a three-dimensional bulk sample the relative magnitude of the
corrections is of the order okgl) ~2, wherekg is the wave vector at the Fermi surface
and| is the mean free path. For this reason the quantum effects are largest near the
Anderson transition, whetle-1 ~1. Comparing the interference correction to the conduc-
tance to the correction due to the interaction shows that in a three-dimengsiipal
system the effect due to the electron—electron interaction predominates, for a 2D system
both corrections are of the same order of magnitude, and in a 1D metal the interference
correction predominatés.

Quantum corrections have been most actively investigated in 2D and 3D systems
(see the review in Ref.)1 A necessary condition for observing 1D localization is
L,>b, whereL , is the phase coherence length d@nds the diameter of a wire. The
one-dimensional wires have been produced by means of either a complicated electron
lithography techniqu¥® or extrusior® The minimum diameter obtainable by such meth-
ods is~100 nm and the relative correction to the resistance does not exceed 1% at
T=4.2 K. The value ob can be decreased to 50 nm by exotic methods, such as growing
a heterojunction on the face of a superlattide. our previous works we showed that
under certain conditions electrochemical etching of amorphous sil&&i) in a solution

0021-3640/98/67(4)/5/$15.00 284 © 1998 American Institute of Physics



JETP Lett., Vol. 67, No. 4, 25 Feb. 1998 Yakimov et al. 285

/Au

|_—" a-PS:Mn, 6 nm
a-SiMn

E:'NN!?WHIIHHHiH\I\ll\ilHﬂIIHHIHIUIWHHI\\iiIIWHIHHIHMIHIHE!HW':_ @-PS:Mn, 200 nm

W, 130 nm
Si0,

&— Si

FIG. 1. Diagram of the experimental structure and the measurement scheme.

of hydrofluoric acid produces conducting regions of silicon 5—-8 nm in diameter, which
lie perpendicular to the surface and are surrounded by depletion regions and pores. The
study of charge transfer on the insulator side of the Anderson transition showed that the
conductance in porousSi doped with manganese up to concentratiorst% and 7%

is determined by electron hops along quasi-one-dimensional trajectories bounded by the
walls of pore€ In the present letter we report the results of an investigation of porous
a-Si;_Mn; for impurity concentrations corresponding to metallic conduction
(c=14%). It was found that 1D electron localization is observed in such structures at
temperatures below 40—-60 K. The interference correction to the conductance increases
with Mn concentration and reaches value§% atT=4.2 K for c=22%.

A cross section of the structure employed for the measurements is presented in Fig.
1. A tungsten film 130 nm thick, separated from the silicon substrate by ads@ctric
layer, served as the bottom electrical contact. A film of amorphous silicon 250 nm thick
was deposited on the tungsten in ultrahigh vacuum by molecular-beam epitaxy. The
substrate temperature due to heating from the electron-beam evaporator did not exceed
50 °C, Thea-Si was doped by implantation of Mnions. The ion current density was
equal to 3.3uA/cm? and the irradiation dose was 10 cm 2. A uniform impurity
distribution over the entire 250 nm thickness was achieved by varying the energy of the
ions in the range 20-260 keV. Investigations of the conductan@eS¥f_.Mn. layers
prepared by this method showed that a transition of the system into a metallic state
(Anderson transitionoccurs forc=14% %1° The next step was electrolytic etching in a
solution 42% HF:HO:C,H,OH (1:1:2) for the purpose of producing 1D silicon wires. In
the process pores oriented predominantly in a direction perpendicular to the surface are
formed in the material. The regions of silicon near the surface of the pores are carrier-
depleted and, as a result, 1D conducting channels 5-8 nm in diameter are formed. A
high-resolution electron microscope image of a cross section of p@@ishas been
published in Ref. 8. The porous layer in the experimental structures consisted of two parts
(Fig. 1: a thin (~6 nm) contact layer with a porosity of about 30% on top, and the main,
approximately 200 nm thick, bottom layer with a porosity of 50—-60%. The bilayer nature
of the structure was achieved by varying the anodic-etching current from 2 d\i&n?
in the course of electrolysis. The fabrication of the structure was completed by depositing
a 5x10 2 cm gold pad on top. The conductance was measured by the four-probe ac
method. The current strength was equal to 0.1+140 the frequency of the current was
equal to 0.1-4 kHz, and the voltage drop across the samples did not exgaédJhder
such conditions the resistance of the samples did not depend on the measurement method.
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FIG. 2. Temperature dependence of the conductance of strucares no a-Si;_.Mn. layer (top contact
deposited on the tungsten fijlmb—d — Mn concentration in a porowsSi; _ . Mn, layer with c=14% (b), c
=18% (c), andc=22% (d).

Figure 2 displays the temperature dependences of the conductance of structures
containing layers of porous-Si;_;Mn. (c=14% (b), c=18% (c), andc=22% (d)) as
well as structures without a deposited amorphous silicorPfil). One can see that the
conductance of the sample containinga8i; _.Mn. is high and remains metallic down
to the lowest temperatures. The conductance of the pa@&is_.Mn; layers decreases
with the impurity concentratiofb—d). Measurements performed in a similar geometry on
samples not subjected to electrolygigilk 3D a-Si; _Mn. layers showed that in this
case the resistance of a structure is determined by the resistance of the tungsten film.
Hence, the conductance of porous layers is much lower than that of compact films.

We shall now analyze the temperature dependence of the conducdimge The
“classic” metallic behavior is observed at high temperaturesTAt40— 60 K the con-
ductance of the porous layers reaches a maximum v@yeand then decreases as
predicted by the theory of weak localization. The relative chang& iat T=4.2 K
reachessG/G,,~6.5% for the sample with the maximum impurity content.

In the sample withc=14% G« T at low temperatures. It is well known that the
linear growth of the conductance with temperature is due to inelastic electron—electron
collisions in a 3D systerfiLandau—Baber scatterind' In structures with a high impurity
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TABLE I.

c,% ke, 100 cm™t Eioc, NM L,, nm L,/b

14 7.4 185-474 1.8-4.7 0.36-0.59
18 8.1 200-510 6-15 1.2-1.9
22 8.6 215-550 14-36 2.8-4.5

content the temperature dependefd) is of a different character. Let us estimate the
ratio of the coherence length and the diameter of the wires assuming 1D localization in
the silicon wires. According to Ref. 12, the interference correction in a 1D system is
determined by the ratio df, to the effective localization radiug.:

0GIGR=L,/é . (1)
For a wire of finite thicknesg,.~|(bkg)? (Ref. 2. Then we obtain from Eq1)

L, oG
B~ 5 ke (keD). @

For purposes of estimation we can takd ~1 near an Anderson transition. The Fermi
momentum is given by the relatide=(372n)*3, wheren equals twice the Mn con-
centration, since in silicon Mn is a double acceptor. The computational results for
=5-8 nm are presented in Table I. It is evident from the table that localization does
indeed become one-dimensional in structures with manganese content above 14%. The
coherence length itself ik ,~14—36 nm for the most heavily doped sample. This is
close to the valué ,=36 nm atT=10 K, obtained in the analysis of 3D conductance in
compacta-Si; - ;Mn; films.®

For an isolated 1D wire in the weak localization regime, neglecting the correction
due to the interaction,

e? L, (T)
e )

G(T)=Go—

The temperature dependence of the coherence length in the absence of spin-flip scattering
and spin-orbit interaction is determined by the temperature dependence of the inelastic
collision time 7j,: L ,(T)=+vDn(T), whereD is the diffusion coefficient. Ordinarily,

7in decreases with increasifgas TP, so thatG(T)=Gy— aT P, wherea is a param-

eter andp is determined by inelastic scattering. A least-squares fit of this expression to
the experimental data for our samples gae 0.31+0.01 for c=18% andp=0.37

+0.01 forc=22%. Figure 3 demonstrates the existence of a dependence cl6s&'to

at low temperatures. According to theoretical calculatitrelectron—electron collisions

in 1D systems with small energy transfer lead to such a law. This agrees with the fact that
the scattering of electrons by conduction electrons is the dominant mechanism of colli-
sions in 3Da-Si;_Mn, layers also.

The estimated effective localization radius is comparable to the thickness of the
porous layer(to the length of the silicon wirgsIn this case the resistance of one wire
should be of the order of?%/e?~ 40 k).*? Taking for the total resistance of the struc-
ture withc=22% R=1/G=2 (), we find that approximately 2 10* wires connected in
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FIG. 3. Conductance versTs *° for samples withc=18% andc=22%.

parallel participate in conduction. This is approximately 1@f all wires in the sample.
Hence, most of the wires in a porous film are broken and therefore have a high resistance.

In summary, the decrease observed in the present work in the conductance of porous
a-Si;_ Mn, layers at low temperatures can be explained well on the basis of the model of
weak electron localization in 1D systems under conditions when interference effects due
to electron—electron collisions predominate. This makes the object attractive for investi-
gation of electronic phenomena in low-dimensional disordered structures.

This work was supported by the Russian Fund for Fundamental Resgaraht
97-02-18507.
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The de Haas—van Alphen effect is studied in heavy-fermion antiferro-
magnets near the spin-flip transition is studied. It is shown that the
strong increase occurring in the amplitude of oscillations near the spin-
flip point in an increasing magnetic field, as observed experimentally in
CeCuySi,, can be explained by strong single-site correlations and mag-
netic ordering in the subsystem of localized electronic states19@8
American Institute of Physic§S0021-364(®8)00904-9

PACS numbers: 75.30.Mb, 75.50.Ee, 714.

The electronic structure of heavy-fermion compounds remains one of the most in-
triguing objects in the physics of strongly correlated systems. The appearance of new
scenarios of the low-temperature behavior of such substances has stimulated experimen-
tal studies directed toward clarifying the structure of their ground state. In this respect the
de Haas—van Alphe(dHvA) effect, which makes it possible to determine directly the
characteristics of Fermi quasiparticles, plays a special role.

The experimental observatibrt of sharp oscillations of the magnetizatiowhich
will be referred to below as dHvA oscillationsn a strong magnetic field in heavy-
fermion systems has confirmed the existence in them of a Fermi surface and quasi-Fermi
excitations at low temperatures. However, the appearance of a number of characteristic
features in the oscillatory dependence of the magnetization makes it difficult to analyze
the experimental data directly on the basis of the classical Lifshitz—Kosevich thEory.
example, the study of the dHVA effect in the heavy-fermion superconductor £S&Cu
has revealed two nontrivial featurg§irst, it was discovered that the period of the dHVA
oscillations changes sharply upon transition through the spin-flip point in an increasing
magnetic field. The second feature is that the dependence of the amplitude of the dHVA
oscillations on the magnetic field is anomalously strong near the spin-flip transition. In
the conventional dHVA effect the amplitude increase becomes appreciable only after a
large number of dHvVA oscillations, whereas in CgSy a substantial increase in ampli-
tude was observed even for neighboring spikes of the magnetization. This behavior
occurred both to the left and right of the spin-flip phase transition point.

CeCuySi, is a heavy-fermion antiferromagnetic superconductor. Long-range antifer-
romagnetic order is established at low temperatufes Ty=0.5 K). The dHVA effect is
observed in magnetic fields above the second critical fitlg where CeCySi, was in

0021-3640/98/67(4)/6/$15.00 289 © 1998 American Institute of Physics
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the normal state. The low Nétemperature indicates that the exchange-interaction inte-
grals are relatively small. For this reason a quantizing magnetic field gives rise to strong
canting of the antiferromagnetic sublattices, while in magnetic fields7 T a phase
transition occurs from the canted antiferromagnetic phase into the collinear ferromagnetic
phase. Thus, the dHVA effect in Ce{3i, was observed under conditions of coexistence
with a spin-flip phase transition. This fact made it possible to explain the sharp change in
the period of dHVA oscillations at a transition through the spin-flip point in conducting
antiferromagnet3® The key factor in the interpretation of the period change was to take
into account the strong field dependence of the antiferromagnetic order parameter near
the spin-flip point as well as the influence of this parameter on the electronic structure.

In the present letter we report the results of a theoretical study of the dHVA effect in
an antiferromagnetic heavy-fermion compound near the spin-flip transition. The main
result is an explanation of the anomalously strong increase observed experimentally in
CeCuySi, of the dHVA amplitude in an increasing external magnetic field. It is shown
that the physical mechanism responsible for this anomaly is the result of the combined
effect of strong single-site correlations and long-range magnetic order.

To describe the anomalous increase in the amplitude of the oscillations in,SigCu
we shall examine a periodic Anderson model that includes, besides the standard terms in
the Hamiltonian for this model, interactions leading to the formation of long-range anti-
ferromagnetic order. In this case the Hamiltonian of the system can be written in the form

1
H= —w)C; Cp+ Eo,— u) X774+ — Vieexp —ikRy)cy X927
%(SKU M) CyCior %(00’ w)X{ \/N%(k of £)Cio X§

1 >
+he)= 52 1 (S§) =32 (S ), D
ff’

where the first term describes a system of itinerant electrons with engrgy e,
—2ougH, o==*1/2, and chemical potentigl in an external magnetic fielth. The
second term in the Hamiltonian describes the subsystem of localized electronic states in
the atomic representatioX” and X{” are Hubbard operator&,,=E,— ogugH, and

E, is the energy of a localized level in the paramagnetic phase. Here, to simplify the
exposition we have confined ourselves to the simplest case, where the basis of localized
states includes states without electrons and states with one electron and projection of the
spin angular momentum on tlzeaxis equal tar. The third term in Eq(1) takes account

of the hybridization processes between the collectivized and localized subsystems. The
fourth term in the Hamiltonian represents the interaction that gives rise to antiferromag-
netic order in the subsystem of localized electr@sare spin angular momentum vector
operators referring to sité in the crystal lattice. Finally, the last term in E(.) takes
account ofs—f exchange coupling between two groups of electrons.

We shall confine our analysis to magnetic fields in the range to the right of the
spin-flip transition point. In this case ferromagnetic ordering of the spin moments is
established in the subsystem of localized electronic states. To derive the self-consistency
equations describing the low-temperature thermodynamics of the system we employed
the Matsubara Green’s functions constructed in terms of both conventional Fermi second-
quantization operators and Hubbard operators. Besides the standard Fermi diagrammatic
technique, the diagrammatic technique for Hubbard operators was also used. Without
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going into computational details, we present the system of equations for the thermody-
namic averages, leading to renormalizations of the parameters of the electronic structure
in the ferromagnetic phase:

- 1
(X77) =expl — (Bo= I TIZH G 20 (g =200, @
where
Z=1+exp—(E;—w)/T)+exp—(E,— u)/T),

Elzra'_“z;k(rf EI:ro_lu‘ 8k0_E|;0f El:O'_ILL _f
T 2vy, T

E()’—M
T

l/’ku’:

2Vko’

-1
¢k:nk—(exp<g)—l) . ne=(explo/T)—1)7L  f(x)=(expx)+1)"1

The renormahzed energy parameters appearing in these expressions have tfte, form

=Ey—oH, g4, =k, —0JR, andH=gugH+ 1 R+ J(c*). The mixon spectrum asso-
ciated with the hybridization interaction is described by the formulas

Elfo: (EU+EKU)/2i Vko » Vko = ((Eg—gk0)2/4+ ngi)l/ZI

For what follows it is important that strong single-site correlations renormalize the
effective hybridization interaction constant. Formally, this appears as the fEgtor
=(X77)+(X%) in the radicand in the expression fog, . This renormalization is stron-
gest in the saturated ferromagnetic state, wheye-1 while K;=0. In this case the
hybridization channel remains completely open for electrons with spin moment oriented
in the direction of the field, while for electrons with the opposite spin polarization the
hybridization processes are completely suppressed. However, since hybridization mixing
strongly influences the effective mass of a Fermi quasiparticle, the above-noted renor-
malization of the hybridization constant strongly influences the amplitude of the dHVA
effect. Specifically, a change in the degree of ordering in the subsystem of localized
electronic states will affect the dHvA amplitude.

To calculate the dHVA effect in a right-hand neighborhood of the spin-flip transition
under conditions of hybridization mixing of itinerant and localized electronic states we
shall employ the technigue of summing over the Matsubara frequencies with the electron
propagators represented in the form of contour integrals in the complex regiois.
technique for magnetically ordered semiconductor systems was used in Ref. 8. In our
case the oscillatory part of the magnetization of itinerant electrons can be written in the
form

k
Ak(r n)SIn( 27Tk w +(P(r

__ -
=-2 ElwnE W

where the “partial” amplitudes are determined by the expression

m, )1/2 % 27Tkwnam,> 14T
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FIG. 1. Oscillatory part of the magnetization in a right-hand neighborhood of the spin-flip transition in a
heavy-fermion antiferromagnet.

The=Koo|H i+ (E,~ w3 Y tne=p+dIR+(E,—u)lp,. (4)

The results obtained by solving the self-consistent equations for the avédétds the
chemical potentiak, and(c?) numerically enabled us to analyze on the basis of E3}s.
and(4) the dHvA effect in a right-hand neighborhood of the spin-flip transition. Figure 1
shows the oscillatory part of the magnetization of itinerant electrons calculated in this
manner. The following values of the model parameters were used in the calculdtions:
=0.5eV,V=0.05eV,T=0.1 K,m=0.1mg, | ;=—8.1x10 * eV, andE,=0.3 eV. The
choice of values for some of the parameters was dictated, specifically, by experimental
data on CeCy5i,. Thus, for exampleH.=7 T, while the period of the oscillations was
matched by varying the parameters to the value in the experiment of Ref. 3. The position
of the localized level was fixed so as to obtain a high electronic specific heat. The
oscillations displayed in Fig. 1 are due to only one spin subband, corresponding to the
characteristic electron magnetic moment being oriented antiparallel to the magnetic field.
The amplitude of the magnetization oscillations due to the other spin subband is very
small, and the corresponding contribution to the dHvVA effect is absent. One can see that
as the magnetic field increases, strong growth of the amplitude of the dHVA oscillations
occurs with neighboring spikes in the magnetization differing in amplitude by a substan-
tial amount.

The physical mechanism of the anomalous growth of the amplitude involves the
following. At the point of the spin-flip transition the gap in the spin-wave excitations
spectrum equals zero. For this reason thermal excitation of spin waves occurs relatively
easily. This results in an appreciable decrease of the magnetization. As the magnetic field
increases, the gap in the spin-wave excitation spectrum increases. Such an increase in the
activation energy greatly decreases the density of thermally excited magnons. For this
reason the magnetization tends toward its maximum value.
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Magnetic ordering in the subsystem of localized electronic states lifts the degen-
eracy of these states in the direction of the spin moment. Since the energy sﬁiping

—ET is much higher than the temperature, only levels corresponding to an orientation of
the localized magnetic moment in a direction collinear with the magnetic field are occu-
pied. This circumstance together with the presence of strong single-site electronic corre-
lations determine the different intensities of the hybridization processes for itinerant and
localized electrons. Thus, the hybridization scattering channel for electrons spin-
polarized in the direction of the field remains open. For this reason, the electronic states
of the corresponding spin subbands are strongly hybridized and have a large effective

mass(the chemical potential lies near the valueﬁqi). This results in a high electronic
specific heat at low temperatures.

A different situation arises for electronic states with the opposite orientation of the
spin moments. For these states the renormalization of the hybridization constant on
account of Hubbard correlations becomes so large that substénttéle limiting case
complete suppression of the hybridization scattering channel occurs. Electronic states
with such (negative in what follows polarization of the spin moment remain weakly
hybridized. The amplitude of the dHVA effect for them remains high enough so that sharp
oscillations of magnetization in an increasing magnetic field can be recorded experimen-
tally. The thermal excitation of magnons gives rise to an increase in the avage
which in turn increases the effective hybridization constant for electrons with “down”
spin. For this reason, as temperature increases, the amplitude of the dHVA oscillations
decreases rapidly, as is observed experimentally in all heavy-fermion compounds. The
picture is reversed ifX'') decreases for any reason. This can be achieved, for example,
by increasing the external magnetic field. Such an effect of a magnetic field is especially
effective near a spin-flip transition. Indeed, for a relatively small change inHefidom
H=H, to a value ofH such thatH —H_>T the activation energy of magnons increases
to such an extent that there are no spin-wave excitations in the systeriS8nep-
proaches its maximum value, while the effective hybridization constant for electrons with
negative spin polarization approaches zero. This is the reason for the anomalously rapid
increase of the amplitude of dHVA oscillations.

As temperature increases, the above-discussed anomaly df dependence of the
dHvA amplitude will become larger. This is due to the increasing number of thermally
excited magnons. For this reason,théncreases frotd=H. to H—H T the magne-
tization will change by a large amount. As a result, the relative change in amplitude of the
oscillations will also become large.

In conclusion, we note that the above-examined mechanism of the anonthlous
dependence of the amplitude of the oscillations will operate in all antiferromagnetic
heavy-fermion compounds with low Metemperatures. It is important only that the field
H. at which the spin-flip transition occurs lie in the range where the dHvVA effect is
observed. Significantly, investigation of this anomaly will yield, besides the standard
information about the properties of a Fermi system, additional information about the
magnetically ordered subsystem of localized states.

This work was supported by the Krasnoyarsk Region Science Faraht 6F0150
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Vortex drag in the quantum Hall effect
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A new model of momentum and electric field transfer between two
adjacent 2D electron systems in the quantum Hall effect is proposed.
The drag effect is due to momentum transfer from the vortex system of
one layer to the vortex system of another layer. The remarkable result
of this approach is a periodic change of sign of the dragged electric
field as a function of the difference between the layer filling factors.
© 1998 American Institute of Physids$0021-364(108)01004-4

PACS numbers: 73.40.Hm

The drag effect in double-layer two-dimensional electron systems has been the sub-
ject of intense recent interest, especially at high magnetic fields, where the quantum Hall
effect (QHE) exists! Theoretical explanations of the observed drag effect mostly reduce
to the ordinary Coulomb interaction between electrons occupying the Landau levels in
the two layers. These explanations are not much related to the quantum Hall effect. In
the present letter a new mechanism for the momentum transfer between the layers is
proposed, which exists exclusively under QHE conditions. For simplicity we shall con-
sider integer filling factors.

The model is based on a treatment of the quantum Hall liquid as a superfluid state of
Chern—Simons charged bosatfsThe ground stateb= ¢, +i ¢, has a quasilong-range
phase correlatichand is uniform in the mean field approximation at “magic” filling
factorsv’=i, wherei=1, 2... is aninteger.

In accordance with this point of view on the QHE, vortebt}HiO) or antivortex
(H<Hi0) excitations are created away from the filling facmﬂ, with concentrations
NU=|H—H?|/®,, whereH is the external magnetic field, antf is the magnetic field
corresponding to the filling factcwio. The magnetic flux carried by the vort€antivor-
tex) is @y (—Py), wheredy=hc/e is the flux quantum. If the ground state carries a
supercurrent®! the vortices experience an average fo€¥, which corresponds to the
force acting on the vortices in an ordinary superconductor. Formally the force is a result
of current—current interactions between the external supercyfféand the vortex su-
percurreni® (Ref. 6. The Hamiltonian of the interaction i8;,,=A(j°-j®"), whereA is
an interaction constant. The negative of the derivative of the HamiltoHignwith
respect to the vortex position is the external foF€. The gauge invariant expression for
the supercurrent of charged bosons is the same as for an ordinary superconductor, but the
charge of the Cooper paire2needs to be changed to the boson charg&he charged
boson supercurrent js= — (Ac) “Y(A—hc/2wqV x), wherey is the phase of the boson

0021-3640/98/67(4)/4/$15.00 295 © 1998 American Institute of Physics
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ground stateb. Assuming that the functios is single-valued, we find the external force
F®'to be

Fext_ iq)o['extx ] (1)
q.c J €1,
wherec is the speed of lightg, is the direction of the magnetic field, and the sign+
(—) corresponds to the vortgantivortey. The valueg; is the boson charge in units of
the electron charge=q;e. A similar expression for the force in an external electric field
E has been found in a different approdch:
e2
Fg’“:R(I)OE. (13
Using the relation between the current and the electric field in the QSf:
= o, E=0;X €%/hE, we obtainF®'=F§*.

There are several possibilities for the vortex motion in the external cuffénA
simple picture is considered here. At the temperaiured K all the vortices are pinned
by the disorder, and the currgitt flows without any dissipation. There is no momentum
transfer to the vortex systemat=0 K. At a finite temperaturd >0 K, the vortices can
jump from one point to another as a result of thermal fluctuations. The external current
i®tinduces an average momentuoreep of the vortices in the direction of the force
F® Thus, at the temperatufB>0 K there is momentum transfer from the external
current to the vortex system. The average nonzero momentum of the vortices in the first
layer will relax and be partially converted into momentum of the vortices of the second
layer. Actually, the most effective channel of momentum transfer between the layers is
not clear. A suitable candidate is the phonon system.

In this paper the momentum transfer between the layers is studied phenomenologi-
cally. Let us consider the momentum transfer between the vortices at some QHE resis-
tance minimum of the first Iayevl-(‘f) and the vortices at some QHE resistance minimum
of the second layerH{?) (see Fig. 1 The average momentum of the vortices in the first
(secondl layer isP; (P,). The total force exerted on the vortex system by the external
currentj® (the layers are squares of unit aréaN’F™" (1), wherei=1,2 is the layer
index now.

Newton’s equations for the momenta of the vortices &Ieﬁ?z N/ D):

dPy /dt=1/(q.¢)[]SX (H—H3) ]~ Py /7, — F™, )

dP,/dt=1/(quC)[jS*)X (H—H3)]— P,/ 7+ F™, (3
where ther; are the momentum relaxation rates &fd is the interlayer drag force.

In the experiment of Ref. 1 an additional electric fi&l§i' was applied to the second
layer to cancel the curref$™. In this case Eq(3) is transformed into

dP,/dt=—P,/7,+ FM™, (33

For small perturbations of the vortex distribution function the interlayer drag force is
proportional to the vortex momentufy. At a small value of vortex concentratiot, ,
the total drag force is proportional to the concentratiSh Therefore the interlayer drag
force F™ can be approximated by
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Ry Vy=Vp+i Rirag V=%*i*1/2
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FIG. 1. Dependence of the drag resistafg, = E,/j$" on the magnetic field in a bilayer 2D electron
system under conditions of the quantum Hall effect. The sigRgf; is positive in the case of filling factors
v1=v,+Ii and negative in the case of filling factorg=v,+i+1/2, wherei is an integer and 1,2 are layer
indices.

FM=aNyP;, (4)

wherea is a constant.

Since the interlayer drag forde™ is much less than the external foré€, the
former can be taken as a small perturbation in &)y. From Eqgs.(2), (338, and(4) the
dragged momentum of the vortic®s is found to be

aT1T
Po=— [T (H=H) N3 (5)
q.c

In accordance with Maxwellian electrodynamics the electric field generated by the
vortex movement i€, = 1/c[ (H—H}) XV,], whereV, is the average vortex velocity in
the second layer. The external electric fi@§" should cancel the electric field, to
prevent a net currerj6: E,+ES"'=0.

Using the expressioR,=m,N5V,, wherem, is a mass of the vortex, the dragged
electric field in the second layer is found to be:
E,=gjT(H—H)(H—HY), ©)

whereg=a7,7,/q,m,c? is a constant.

1) Let us consider the case of filling factorg=v,+i (Fig. 18, wherei is an
integer (for example, equal electron concentratiarfs=n$ in both layers. In this case
the electric field in the second layer is

E,=gj{(H-H)?2 (7

In Eq. (7) the drag voltage has a quadratic dependence on the magnetic field deviation
from the QHE resistance minimuid$. Far from the minimunH? the phase-coherent
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ground statep is destroyed and the vortex drag disappears. Thus each QHE minimum is
accompanied by two peaks of the drag voltégeon different sides of the minimurIH(l).
This behavior correlates with the experiment of Ref. 1.

2) Let us assume that the QHE resistance minkifaand H in the layers do not
coincide with each othefFig. 1b. In this case, in accordance with E&), the electric
field E, changes sign in the interved<H<HY. This happens because the antivortices
(H<HY) are dragged by the vorticesiHY).

If we fix the electron concentratianf; in the first layer and vary the concentratioh
in the second layer, the sign of the dragged voltage will oscillate on account of the
periodicity of the QHE conditions with respect to the electron concentraijqiRef. 8.
The main cause of the sign variations is the periodic change of the ground state excita-
tions from vortices to antivortices with respect to changes in the electron concentration or
the external magnetic field.

In conclusion, the vortex model of the drag effect in a bilayer two-dimensional
electron system is proposed. Arising exclusively under conditions of the quantum Hall
effect, the drag effect is induced by momentum transfer from the vortex excitations of the
ground state of the first layer to the vortex excitations of the ground state of the second
layer. At equal electron concentrations in the layers the dragged voltage has a double-
peak structure, in agreement with experimerffor vortex—vortex or antivortex—
antivortex momentum transfer the sign of the external electric field in the second layer is
opposite to the sign of the electric field in the first layer, in accordance with the experi-
ment of Ref. 1. For vortex—antivortex or antivortex—vortex momentum transfer the sign
of the external electric field in the second layer is $heneas the sign of the electric field
in the first layer.

This work was supported by the National Science Foundation under Grant CHE-
9624243.
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Observation of the pre-explosion state and of the initial
moment of an explosion of a field emission center
in a field emission microscope
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Never-before-observed emission images corresponding to a transition
from intense field emission to explosive electron emission are obtained
in a Muller field emission microscope with short- ng high-voltage
pulses. These images are much brighter than ordinary field emission
images. Moreover, the images have a characteristic multi-brightness
structure with ring-shaped frames around regions of different bright-
ness. Analysis of the experimental data points to a field emission nature
of these images. The appearance of such emission images can be ex-
plained by emission from a liquid phase which arises immediately prior
to the explosion of a microemitter. @998 American Institute of
Physics[S0021-364(108)01104-9

PACS numbers: 61.16.Fk, 07.78

The transition from field emissiofFE) to explosive electron emissidiEE) or, as
previously thought, to a “vacuum arc” has been studied in many works. The critical field
emission current densities and the electric fields at the cathode that lead to transition to an
“arc” have been measuretf a bright ring framing the conventional emission image has
been observed in the “prebreakdown phagé the dependences of the delay time of the
emitter explosion on the field emission current density have been medduaed, cal-
culations of both the heating of the field emitter in the prebreakdown Siaayel the
heating of the microtip by the field emission current itséliave been performed.

Nonetheless, the entire sequence of pre-explosion phenomena occurring at the field
emitter has by no means been thoroughly studied. Specifically, since the appearance of a
liquid phase at the tip of the emitter can precede the explosive breakdown of the &mitter,
it is entirely natural to conjecture that the development of electrohydrodynamic phenom-
ena should complicate the scenarios of the transition to explosion. However, thus far only
limited reliable experimental data on the dynamics of the pre-explosion processes imme-
diately prior to an explosion are available. The transition from FE with high current
densities to an explosion of the field emitter occurs so rapidly that it has proved impos-
sible thus far to distinguish separate phases of this process. For this reason, for analysis
of the experiments this transition is assumed to be instantaneous. The theory attempts to
describe this process.

0021-3640/98/67(4)/6/$15.00 299 © 1998 American Institute of Physics
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50kv:

FIG. 1. Two-electrod€a) and three-electrodg) designs of Miler field emission microscopes employed in the
experiments and a typical oscillogram of a minimum-duration voltage pulse applied to the cathedép
electrode;2 — luminescent screer — point of observation of the imaged;— four-wire grid.

In the present work we endeavored to record, using Hevéield emission micro-
scope, the emission corresponding to a transitional state between FE and EEE. As far as
we know, a transition from FE to EEE in a Mer field emission microscope has never
been observed directly. Apparently, this is due to the high intensity of phosphorescence
of the luminescent screen and the long persistence time of the screen, which “stores”
information about the processes occurring in the emission zone. However, one can at-
tempt to obtain information about the structure of the emission zone immediately prior to
the explosion of a microemitter by using short voltage pulses of duratibé ° s.

A schematic diagram of the field emission microscopes used in the experiments is
displayed in Fig. 1. A tungsten tip with a radius of curvatur® um served as the
cathode. A metallic hemisphere with a radius of 2.7 cm, whose inner surface was coated
with a phosphor, served as the anode of the microscope. The experiments were performed
in a 10 ®~10 ° Pa oil-free vacuum. Voltage pulses with a regulable durat®dl0 ng
and amplitude up to 50 kV were applied to the cathode. The cathode surface was first
cleaned by prolonged conditioning breakdowns using 10 ns, 50 kV pulses.

Next, 2 ns voltage pulses with amplitude gradually increasing from pulse to pulse
were applied to the cathode. At some voltagedQ kV) emission images characteristic
for field emission from microemitters, which formed on the tip of the cathode after the
vacuum breakdowns, appear&d® These images had a low brightness and were repro-
duced well from pulse to puls@-ig. 2a8. We shall call them type-l images.

A small increase in the amplitude of the voltage pul@®s 1-2 kV) resulted in a
radical change in the character of the emission images. The images consisted of bright
spots, whose phosphorescence was of a concentric, step character with a ring-shaped
frame around regions of different brightnéfsgy. 2b—e¢ (type-1l emission imaggsHow-
ever, in contrast to previously observed images with rifgs the present case the
ring-shaped structures appeared not only at the periphery but also inside the {fFigges
2b,d.

The type-1l emission images were not reproduced from pulse to pulse. In addition,
the type-I emission images changed radically after each appearance of a type-Il emission
image, attesting to a change in the microgeometry of the surface of the cathode tip. We
also note that as the amplitude of the voltage pulses increases, the transition from type-I
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FIG. 2. Typical type-l imagéa) obtained with exposure to 50 field emission current pulses and typical single
type-Il (b—e and type-Ill (f) images.

to type-ll emission images is very sharp — images with an intermediate form and inter-
mediate luminescence intensity are not formed. When the duration of the voltage pulses
was increased above 5-7 ns, type-Il images could not be obsénadding also at
lower voltages because of the intense phosphorescence of a large portion of the screen
by the induced-EEE currentype-Ill images, Fig. 2f Type-Ill images also appeared
with short (<5 n9 pulse durations but a somewhat higher amplitude of the voltage
pulses.

Intense phosphorescence, close to the case of type-Ill images, of the screen phos-
phor is characteristic of type-Il images. The shapes and sizes of type-ll images varied
over wide limits from pulse to pulse. As the amplitude of the pulses increased gradually,
the angular sizes of these images increased on the whole and gradually approached the
sizes of type-Ill images. In the process, the characteristic ring-shaped multibrightness
structures in the type-1l images gradually vanished.

The continuous transition from type-Il to type-lll images and the fact that short
pulses were required in order to record type-Il images indicate that type-Il images reflect
the transitional state between FE and EEE. This makes it difficult to identify the type of
emission corresponding to this state.
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FIG. 3. Single type-ll image&) and type-Ill imagesb) obtained successively in a field emission microscope
with the design of the second type.

To determine the nature of type-ll images we performed experiments in a field-
emission microscope with the second type of construdtiog. 1), where a grid consist-
ing of 100.m wires and having the same potential as the screen was placed between the
cathode and the screen. Figure 3 shows photographs of typical type-1l and -1l images in
a field emission microscope with the second type of construction. It is clearly seen that
the wires cast shadows in the type-Il images, while in the type-lll images the shadow
region becomes bright.

To clarify the reasons why the dark projection of the wires changes into a bright
projection we used the SuperSAM prograhwhich takes account of the space charge of
the electrons, to model the electron flow into the microscope. The modeling yielded a
relation between the radius of the emission boundary and the distance from a wire to the
region of convergence of the electron trajectories. It was found that for an emission
region radius of 5um the electron trajectories converge at a distance d® cm, which
is much greater than distance from the wires to the sct&é&ncm). This gives a shadow
from the wires. The shadow region transforms into a bright region if the trajectories
collect in the space between the wires and the screen. This occurs when the radius of the
emission zone becomes greater than the radius of a(wireur case, 10Qum), i.e., a
cathode plasma arises. This result shows unequivocally that the type-Il images corre-
spond to FE while the type-Ill images correspond to EEE. Since the lifetime of the EEE
cannot be longer than the duration of a voltage p(2se9, we obtain that the expansion
rate of the plasma at the initial moment of an explosion of a field emitter is not less than
5% 10* m/s, in good agreement with the results obtained in other investigdfions.

Summarizing our analysis of type-ll images, it can be asserted that they correspond
to FE. At the same time, the appearance of type-ll images irreversibly changes the
microrelief of the surface of the emitter tip. These two factors can be explained, from our
standpoint, by the appearance of a liquid phase at the tip of the cathode toward the end of
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the voltage pulse. A melt zone apparently forms in locations where effectively emitting
microasperities cluster. Since under the conditioning with short EEE pulses the height of
such microasperities is smilland the microasperities can effectively remove heat, the
melt region can encompass an entire cluster. This explains the relatively large sizes of
type-1l emission images.

Such an approach makes it possible to explain why type-Il images are difficult to
record with increasing voltage pulse duration. It is known that when

2ylr<goE52 1)

(v is the surface tension,is the characteristic initial radius of curvature of the surface of
the liquid metal(LM), ¢4 is the permittivity of free space, ari, is the intensity of the
electric field at the surface of the liquid metah LM asperity forms® For estimated
valuesEy=5x 10" V/m andr=5 um, the right-hand side of the inequalit§) is two
orders of magnitude greater than the left-hand side. The characteristic formatioty time
of the LM asperity can be estimated, according to Ref. 16, as

2y [p 2y
t0:—3 —3In( 5] (2)

where &, is the amplitude of the initial disturbances of the LM surface. Taking
£,=0.2r (Ref. 17, we find from Eq.(2) thatty~0.1 ns. Thus the appearance of a melt
zone on the cathode tip leads to very rapid formation of a sharp LM asperity, additional
enhancement of the electric field, and acceleration of the explosion process. It is obvious
that the greater the duration of the high-voltage pulse, the more difficult it will be to
“catch” this situation. If we did manage to do so and the melt appeared at the end of a
voltage pulse, so that an explosion did not occur, then there should be enough time for the
LM asperity to break up partially or completely before it crystallizes. In this case, in the
course of the experiments the end of the tip should become polished and the voltage at
which melt appears on the emitter tip should increase. We indeed observed this, and in
order to be able to continue the experiments in an accessible voltage range, the cathode
had to be subjected periodically to a current due to EEE initiated by “lofig)’'n9 50

kV voltage pulses. This procedure lowered the voltage at which type-Il images appeared.
This is easily explained by regeneration of microasperities on the cathode tip for such
pulse durationd?

In summary, the appearance of a liquid phase immediately prior to the initiation of
EEE explains quite well the appearance and some characteristics of type-ll images.
However, the high brightness of type-Il images, attesting to a jump in the field emission
current density accompanying the appearance of a melt zone, remains unexplained. The
nature of the step character of the luminescence of the phosphor in these images and the
ring-shaped framing of regions of different brightness also require explanation.

The work was supported by the Russian Fund for Fundamental Res@anjhact
97-02-17208



304 JETP Lett., Vol. 67, No. 4, 25 Feb. 1998 Batrakov et al.

de-mail: bat@hcei.tomsk.su

1w. P. Dyke, J. K. Trolan, E. E. Mastin, and J. P. Barbour, Phys. B&v1043(1953.

2. L. Sokol'skaya and G. N. FurgeRadiotekh. Eektron. 7, 1474(1962.

3G. K. Kartsev, G. A. Mesyats, D. |. Proskurovslkit al, Dokl. Akad. Nauk SSSR92, 309 (1970 [Sov.
Phys. Dokl.15, 475(1970)].

4V. M. Zhukov, M. S. Aksenov, G. N. Furset al, Izv. Akad. Nauk SSSR, Ser. Fi23, 1310(1982.

SE. A. Litvinov, G. A. Mesyats, and D. . ProskurovikiJsp. Fiz. Naukl39, 265 (1983 [Sov. Phys. Usp26,
138(1983].

5D. V. Glazanov, L. M. Baskin, and G. N. Fuiis&h. Tekh. Fiz5%5), 60 (1989 [Sov. Phys. Tech. Phy84,
534 (1989].

7A. V. Bushman, S. L. Leshkevich, G. A. Mesyats al,, Dokl. Akad. Nauk SSSF812, 1368(1990 [Sov.
Phys. Dokl.35, 561 (1990].

8G. N. Furs& A. A. Antonov, and B. G. Gulin, Vest. Lenin. Univer., No. 10, 71972).

SA. P. Komar, V. P. Savchenko, and V. N. Shrednik, Dokl. Akad. Nauk S$8® 540 (1959 [Sov. Phys.
Dokl. 4, 1286(1959].

10A. P. Komar and N. N. Syutkin, Dokl. Akad. Nauk SS3B8 821 (1964 [Sov. Phys. Dokl9, 872(1965)].

1B, Jittner and W. Rohrbeck, Preprint ZIE 76-3, Berlin, 1976.

12D, G. Myakishev, M. A. Tiunov, and V. P. Yakovlev, Int. J. Mod. Phys(Proc. Supp). 2B 2, 915(1993.

13G. P. Bazhenov, O. B. LadyzhensKE. A. Litvinov et al, Zh. Tekh. Fiz47, 2086(1977 [Sov. Phys. Tech.
Phys.22, 1212(1977].

14G. A. Mesyats and D. I. ProskurovikPulsed Electric Discharges in Vacudim Russiaf, Nauka, Novosi-
birsk, 1984.

15, Tonks, Phys. Rev48, 562 (1935.

16, M. Baskin, Doctoral Dissertation in Physical-Mathematical Sciefite®Russian, Tomsk, 1990.

17A. V. Batrakov, S. A. Popov, and D. |. Proskurovgpis’'ma Zh. Tekh. Fiz19, 66 (1993 [Tech. Phys. Lett.
19, 627(1993].

Translated by M. E. Alferieff



JETP LETTERS VOLUME 67, NUMBER 4 25 FEB. 1998

ERRATA

Erratum: QED corrections to DIS cross section
with tagged photon [JETP Lett. 66, No. 6, 391-396
(25 September 1997 )]

E. A. Kuraev
Bogoliubov Laboratory of Theoretical Physics, JINR, 141980 Dubna, Russia

N. P. Merenkov
Kharkov Instjtute of Physics and Technology, 310108 Kharkov, Ukraine
Pis’'ma Zh. Kksp. Teor. Fiz.67, No. 4, 286(25 February 1998

[S0021-364(98)01204-3
PACS numbers: 13.60.Hb, 12.20.Ds, 99:44.

The list of authors for the article by E. A. Kuraev and N. P. Merenkov in JETP Lett.
66, No. 6, pp. 391-39625 September 199&hould have been as follows:

H. Anlauf

Fachbereich Physik, Siegen University, 57068 Siegen, Germany

A. B. Arbuzov and E. A. Kuraev

Bogoliubov Laboratory of Theoretical Physics, JINR, 141980 Dubna, Russia
N. P. Merenkov

Kharkov Institute of Physics and Technology, 310108 Kharkov, Ukraine
The authors apologize for this oversight.

0021-3640/98/67(4)/1/$15.00 305 © 1998 American Institute of Physics



	247_1.pdf
	251_1.pdf
	257_1.pdf
	263_1.pdf
	269_1.pdf
	275_1.pdf
	280_1.pdf
	284_1.pdf
	289_1.pdf
	295_1.pdf
	299_1.pdf
	305_1.pdf

