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Abstract—It is experimentally demonstrated that a nonstationary maotion of the convective rolls in a nematic
liquid crystal isaccompanied by the generation of acoustic waves. Informative parameters of the acoustic emis-
sion exhibit correlations with the type, morphology, and dynamics of the dissipative structures appearing in a
cell with alarge aspect ratio during increasein the critical parameter. We show a principal possibility to provide
a quantitative description of the chaotic dynamics of dissipative structures in the space of parameters of the
observed acoustic emission. © 2001 MAIK “ Nauka/lInterperiodica” .

The existing theoretical methods used to describe
the phenomenon of self-organization accompanying
structura transitionsin liquid crystals under the action
of external fields are mostly applicable to the low-
dimensional and model systems with a restricted num-
ber of the degrees of freedom (i.e., with small values of
the aspect ratio ') and small values of the critical
parameters [1]. Therefore, the development and appli-
cation of new experimental methods for the investiga-
tion of dissipative structures and the study of possible
scenarios of transition to the chaotic regimeinreal lig-
uid-crystalline (LC) structures with distributed param-
etersisstill an important task.

In this respect, interesting possibilities are offered
by the acoustic emission (AE) spectroscopy—amethod
based on the detection of elastic stress waves arising as
aresult of the dynamic local changesin LC structures
and the analysis of relationships between the AE signal
and the motion of linear defects, domain boundaries,
and phase interfaces. The nature of AE and the condi-
tions of its manifestation in mesogenic structures are still
insufficiently studied. In particular, no data are available
on the AE activity of LC dissipative structures[2].

We have experimentally established for the first
time that the formation and evolution of such dissipa-
tive structures during the electrohydrodynamic (elec-
troconvection) instability development in LC systems
with large aspect ratios are accompanied by the gener-
ation of acoustic waves. An analysis of thisAE allowed
us to justify the principal possibility of describing the
chaotic dynamics of the field of the director n (related
to the motion of elements of the dissipative structures)
in the space of parameters of the AE pulses.

The experiments were performed with an experi-
mental setup ensuring the registration of aseries of AE
parameters simultaneously with the measurement of

optical properties and morphology of the LC texture.
The experimental procedure was described in detail
elsewhere [3]. A thermosonimetric chamber, including
a sandwich-type cell with an MBBA liquid crysta
(T =250) in contact with a piezoelectric transducer,
was mounted on the table of a polarization microscope
equipped with a photoelectron multiplier detector and a
video camera. The channels measuring the acoustic and
optical response signals employed the principle of ana-
log linear detection of the emission spectra. The main
characteristics of the AE registration channel were as
follows: frequency band, 0.5-20 kHz, total gain,
130 dB; intrinsic noise level (reduced to the input
impedance), <4 uV; dynamic range of the amplitude
measurement, 42 dB; time interval between pulses,
5-500 ms; threshold AE power (detection sensitivity),
~0.1 pW.

A specia AE registration scheme ensured separa-
tion of aweak quasiperiodic AE signal from the noise
background by (i) recording the AE time seriesinto the
memory of amultichannel pulse analyzer, (ii) grouping
the analyzer channels, (iii) accumulating the data of
coherent measurements with the channel background
subtraction, and (iv) digital data processing. The AE
was measured both in stationary dissipative structures
(with a constant potential difference U across the cell)
and for the transitions between different structures
(with alinear U sweep at arate of f =1-10V/min). The
electroconvection in the LC mesophase is accompanied
by the appearance of a series of dissipative structures.
The order, type, and characteristic dimensions of these
patterns and the corresponding threshold voltages (see
table) agree with the published data [4].

An important point is to select an optimum fre-
guency for the AE signal detection. The perturbations
in orientation of the director n arise when the Eriksen
number Er = ypdV/K (where p ~ 10° kg/m? is the den-
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Fig. 1. The power spectra of AE from stationary dissipative
structures measured at various values of the applied control
voltage.

sity, y~ 1 cPistherotational viscosity, and K ~ 102 N
is the Frank modulus of the liquid crystal) reaches a
critical level of about unity, which is attained for a con-
vective flow velocity of V ~ 1-100 pm/s. Accordingly,
the characteristic frequency f of the flow vel ocity pulsa-
tions during the acoustic emission (determined by the
Strounal number Sh = fV/d) fals within the
101-10 kHz range. Note that, for agiven U, the V and
d distributions are rather narrow, which is indicative of
alimited frequency band of the acoustic emission from
stationary dissipative structures.

The data presented in Fig. 1 show that the formation
of dissipative structuresis actually accompanied by the
generation of acoustic waves. The main AE power (up
to a severa pW) fals within the frequency band from
0.5 to 7.0 kHz. The AE power generated by the ele-
ments of dissipative structures with a characteristic
scale d obeys the relationship W O d?VP, where the
velocity is proportional to the critical parameter (V O

(U? — U2)) and the characteristic size is inversely pro-
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portional to the applied voltage (d O U™) (see table).
Therefore, WO (U2— Ui)”, wheren =p-2. The exper-
imental value of n= 3.9isindicative of apredominantly

dipole character of the AE sources[5], which isrelated
to anonstationary motion of the convectiverolls.

A joint analysis of the behavior of acoustic and opti-
cal signalsinthe LC system studied in response to vari-
ation of the control parameter shows that the frequency
and time parameters of the AE flux are correlated with
the type, morphology, and dynamics of the LC dissipa-
tive structures (see Fig. 2 and the table). The data pre-
sented in Fig. 2 indicate that the probability density of
the AE pulse repetition frequency and amplitude upon
the narrow-band filtration deviate from the Poisson and
normal laws, respectively. This is related to an asym-
metric broadening and the appearance of additional
high-intensity peaks caused by the low-frequency volt-
age pulsationsin the dissipative structures. The latter is
confirmed by calculations of the autocorrelation func-
tions (ACFs) for the roll velocity oscillations. Indeed,
the correlation time T, corresponding to the first ACF
minimum exhibits extrema growth in the transition
regions 1 and 2 (see table). According to [6], this is
indicative of the intermittency development in the flux
of AE events, whichisrelated to time correlationsin the
operation of elementary AE sources.

There are grounds to believe that the AE activity of
stationary dissipative structuresis related to the collec-
tive spatial modes corresponding to the formation of
large-scale coherent structures. An additional informa:
tion on the corrdation effects accompanying the non-
stationary motion of rolls was obtained from an analy-
sis of the distribution function of timeintervals (DFTI)
between AE pulses. Asis seen from Fig. 2¢, anincrease
inthe critical parameter isaccompanied by ashift of the
DFTI center of gravity toward small At values; the shift
value exhibits correlation with the type of a stationary
dissipative structure. The shape of the N(At) curve for
all dissipative structures deviates from exponential, the
degree of deviation depending on the control voltage U

Dissipative structures formed during the electroconvection in MBBA liquid crystals
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applied. This fact reflects the presence of a restricted
aftereffect in the flux of AE events. The nature of this
aftereffect is determined by the degree of correlationin
the operation of elementary AE sources, which sharply
increases under the intermittency development condi-
tions.

The observed correlation between frequency, ampli-
tude, and time characteristics of AE pulses and the
oscillations of convective velocity V allowsthe AE data
to be used for description the self-organization process
dynamics during the appearance and evolution of LC
dissipative structures. In particular, we may describe
the development of a deterministic chaos related to the
V oscillations imaged by a stochastic attractor in the
phase space. The topological structure of this attractor
is characterized by several parameters including the
correlation dimension D, the maximum Lyapunov
index Ap, and order level P. The vaues of D, and A,
were determined using the time sequences for one
coordinate in the phase space according to the Takkens
theorem [1]. In the case of a distributed LC system,
there arises a problem of selecting a measurable AE
parameter related to an essential dynamic variable. As
seen from Figs. 2a and 2c, the features of chaotic
dynamics in dissipated structures related to the inter-
mittency (space-time correlations) are most pro-

nounced in variations of the AE activity level N.
Accordingly, the fractal structure of the attractor was

determined using the time sequences of N (t). A quan-
titative criterion of the degree of stochasticity in the
dynamics of dissipative structures during the intermit-
tency and time correlation development in the roll
motion (transition regions 1 and 2) was characterized
by the order level P = (m—D.)/(m— 1), where misthe
dimension of the attractor embedding. The deviation of
the dynamic system statistics from the Gaussian law
was characterized by the Hurst parameters H deter-

mined from the selected AE observable N (t). The H
value, describing the persistent properties of the AE
flux, increases during the intermittency and aftereffect
devel opment.

According to Fig. 33, the parameters D, P, H and A,
are also correlated with the type of a stationary dissipa-
tive structure and exhibit an anomalous behavior with
increasing critical parameter. The appearance of frac-
tional D, values indicates that the dynamics of dissi-
pated structures during the electroconvectioninan LC
cell with large aspect ratio exhibits afractal nature. Itis
important that the value D, = 2.9 (FDW texture) agrees
with the value D, = 2.6 reported for a cell with ' =
2-4[7], while the D, value of the dynamic scattering
mode coincides with the vale (D, = 5.4) obtained for a
isotropic medium (I = 1) under strong unipolar injec-
tion conditions [8]. However, in contrast to the case of
isotropic distributed systems (where the attractor
dimension monotonically increases with the critica
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Fig. 2. Variation of the AE flux characteristics with increas-
ing critical parameter: (a) AE activity kinetics; (b) AE pulse
amplitude distribution; (c) distribution of time interval
between AE pulses. Filtration frequency: 2.50 + 0.15 kHz.

parameter), the D, in the mesogenic medium isnot only
lower (by morethan one order of magnitude) but exhib-
itsadrop at avoltage of U = 20V. The number of prin-
cipa harmonics in the Fourier spectrum of the squared
intensity of V oscillations coincides with the m value.
Therefore, alow-dimensional stochastic (A, > 0) attrac-
tor appearing in the phase space of dissipative struc-
tures corresponds to alimited number of dynamic vari-
ables controlling the motion of the roll ensemble. This
result indicates that the chaotic dynamics of dissipative
structures is actually determined by a relatively small
number of independent large-scale excitations; the
other perturbations are dependent, which accounts for
the formation of coherent structures.

In the case of a cyclic sweep of the control voltage,
the system is characterized by two critical domains
(regions 1 and 2) in which the AE parameters and the
corresponding statistical moments of higher orders
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Fig. 3. The pattern of chaotic dynamics of the LC systemin
the space of AE parameters in the course of transitions
between different dissipative structures with increasing crit-
ical parameter: (a) anomalous variations of the deterministic
chaos characteristics; (b) AE activity dispersion.

exhibit extremal variations (Fig. 3b). These transitions
are accompanied by a sharp increase in the correlation
time and persistence in the flux of AE events (see table
and Fig. 3a), the appearance of alocal DFTI minimum
(Fig. 2¢), adecrease in the number of operative modes,
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and a low-frequency shift in the AE power spectrum
(Fig. 1). These effects are related to qualitative changes
in the fractal structure of the stochastic attractor, which
reflect a transition between different dissipative struc-
tures according to a scenario involving the chaos—chaos
intermittency [9].

Thus, the nonstationary motion of rollsinan LC cell
with large aspect ratio is a source of the low-frequency
narrow-band acoustic emission of a dipole nature. The
appearance of collective excitations and the corre-
sponding dipole AE sources during transitions between
different dissipative structures accounts for the anoma-
lously high values of dispersion and persistence for the
time series of the AE activity, which are indicative of
the intermittency development in the field of the con-
vective roll velocities. The AE parameters can be used
to elucidate a scenario of the chaotization process
observed on increasing the critical parameter in an
ensemble of convectiverolls.
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Abstract—An ultradisperse alumina (Al,O3) powder doped with Cr3* ions was synthesized for the first time
by shock-wave loading of a mixture of aluminum powder and ammonium chromate. The synthesized powder
is composed primarily of the chromium-doped a- and -Al,O; particles. The luminescence spectra of the a
phase are identical to those of a macroscopic ruby crystal sample, which indicates that chromium atoms are
incorporated into the alumina lattice. The Cr3*-doped &-Al,O5 modification represents a new optical material.

© 2001 MAIK “ Nauka/lInterperiodica” .

The development of new methods for obtaining
optical materials is an important direction of research
in materials science. Of considerable interest are pow-
dered materials doped with the ions of chemical ele-
ments widely used as activators in the synthesis of
luminophors and activated laser crystals. The group of
most widely used activators includes the ions of transi-
tion metals, rare-earth elements, and actinides.

The physicochemical and optical characteristics of
powdered materials depend on the method of synthesis.
In recent years, intensively developed were the
dynamic methods of powder synthesis. The ultradis-
perse materials obtained by these methods frequently
exhibit unusual combinations of physicochemical
properties. The optical characteristics of such powders
doped with various activators may aso differ from
those of their usual counterparts obtained by the tradi-
tional methods. In particular, it was of interest to study
the properties of small (several dozen Angstréms in
size) particles of alumina (Al,O;) doped with chro-
mium. These particles represent the so-called objects of
low dimensionality.

The method used to obtain an ultradisperse alumina
powder consists essentially in a shock-wave loading of
a powdered porous aluminum layer contacting with a
charge of an explosive, which leads to heating and
gjecting the material into a reactive atmosphere. When
a metal powder possessing a high initial porosity is
employed, the layer of a shock-wave loaded material is
heated to very high temperatures. The material particles
flying out interact with gases in the reactor chamber to
form an ultradisperse Al,O; [1]. In this study, we used
the shock-wave loading method to obtain an alumina
powder doped with Cr3* ions.

An experimental unit represented a cylindrical
charge of explosive (free-poured hexogen powder) sur-

rounded with a layer comprising a mixture of alumi-
num powder (PAP-1 grade) and ammonium chromate
(6 wt % of the total mixture). The initial ammonium
chromate to aluminum ratio was selected so as to pro-
vide for the chromium ion content of 3% in the product
(for amaximum possible degree of chromium substitu-
tion for aluminum in the crystal matrix). Thetotal pow-
der layer in the charge was 20 mm. Since the process
aimed at incorporating atomic chromium into the alu-
minum oxide lattice, the use of metal chromium or
chromium oxide (refractory substances) in the initia
mixture was unexpedient. Study of the luminescence
spectra of a powder prepared using chromium oxide
(Cr,05) as a source of the dopant showed that chro-
mium atoms were not incorporated into the aluminum
oxide lattice.

The synthesis was effected in a hermetic explosion
chamber filled with air. The selection of ammonium
chromate (NH,),CrO, asthe dopant sourceis explained
by the fact that this compound heated to 200°C in air
vigorously burns with the formation of chromium
oxide molecules[2]:

(N H4)2CI'O4 —— Crzog.

The resulting chromium oxide molecules flying after
the explosion are capable of reacting either with Al,O4
to form a mixed oxide compound or with aluminum
(alumothermal reduction process) to yield atomic chro-
mium:

Cr,05 + 2Al = ALLO, + 2Cr.

Thischromiumiscapable of partly replacing aluminum
atoms during the formation of aluminum oxide. It was
expected that the shock-wave |oading of the mixture of
aluminum powder and ammonium chromate would
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Fig. 1. The luminescence spectrum of an agueous suspen-
sion of the coarse fraction of a chromium-doped alumina
powder.

provide conditions for the incorporation of chromium
ionsinto the crystal lattice of aluminum oxide.

A powder synthesized as described above was sepa-
rated by elutriation into coarse and fine fractions. The
former readily precipitated fraction accounted for
=20% of the total product and consisted predominantly
of shapeless particles with an average size of ~200 um,
representing agglomerates of smaller species. After
drying, the coarse fraction exhibited pink color. The
fine fraction was characterized by an average particle
size of ~0.2 um; upon drying, this powder exhibited a
greenish tint.

According to the data of Beloshapko et al. [1, 3], the
ultradisperse powder obtained by the shock-wave |oad-
ing of a porous auminum layer (free of dopants) is
composed of aluminum oxide (a and & modifications)
and a nitride-containing oxide phase where oxygen is
partly replaced by nitrogen. The a-Al,O5 phase (corun-
dum) enters predominantly into the coarsefraction. The
fine fraction contains predominantly a metastable
&-Al,O; and an oxynitride phase of theA g/s + 304 - XN
typewith 0.22 < x < 0.5.

The observed difference in the colors of coarse and
fine chromium-doped alumina fractions can be
explained as follows. Upon the Cr3* ion incorporation
into the corundum lattice, the coarse fraction consisting
predominantly of a-Al,O5 acquires the characteristics
analogous to those of a pink ruby crystal. Since the
energy levels of an activator ion depend on the crystal
matrix, the -Al,O, doped with Cr3* ions will possess
maodified spectral characteristicsand exhibit acolor dif-
ferent from that of the ruby crystal. The experimental
evidence of the presence of chromium atoms incorpo-
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rated into the aluminum oxide crystal lattice was
obtained by method of luminescent analysis.

The ruby crystals that are frequently employed as
the active elements of lasers are usually grown from a
melted mixture of Cr,O; and Al,O;. These crystals
(a phase) possess a hexagona rhombohedral crystal
lattice. The well known [uminescence spectrum of a
ruby crystal contains two sharp lines corresponding to

transitions from the E and 2A levelsto the ground “A,
level. According to [4], the centers of lines measured at
300 K are located at A = 0.6943 pm (R, line) and
0.6928 um (R, line).

In order to verify the above assumption that optical
characteristics of the a modification are identical to
those of a ruby crystal, we attempted at obtaining a
luminescence spectrum of the synthesized powder. The
spectrawere excited by a quasi-continuous second har-
monic radiation from a Nd*:YAG laser with A =
0.530 pm, which falls within one of the broad absorp-
tion bands of the spectrum of ruby.

The samples were either prepared as agueous sus-
pensions with a powder concentration of about 0.5% or
measured in the form of a dry powder layer with a
thickness of 100 pm pressed between two optical glass
plates. As noted above the a-Al,O; phase enters pre-
dominantly into the coarse fraction of the synthesized
powder. The luminescence spectrum of an aqueous sus-
pension of the coarse fraction of the chromium-doped
alumina powder is presented in Fig. 1.

The finely disperse powder fraction consists pre-
dominantly of the chromium-activated 3-Al,O; modifi-
cation and contains almost no a-Al,O; phase. Our
attempts at measuring the luminescence spectrum of
thisfraction excited with the second harmonic radiation
from the neodymium laser were unsuccessful. This
indicated that the spectrum of the chromium-doped
0-Al,O; differed from the spectrum of ruby so that the
exciting radiation employed did not fall within the
absorption band of the sample. As is known, the
0-Al,O; phase possesses a hexagonal crystal lattice
with a density of d = 2.4 g/cm3. Heated to 950°C, the
0 phase transforms into a hexagonal o phase with d =
3.99 g/cm?® [5]. The finely disperse fraction was heated
to 1200°C and treated at this temperature for half an
hour. Upon heating, the sample color changed to pink.
The luminescence spectrum of such a heat-treated sam-
ple (measured as dry powder) is presented in Fig. 2.

A comparison of Figs. 1 and 2 shows that the two
spectra are qualitatively similar, containing two rather
sharp closely spaced lines with A = 0.6943 and
0.6928 um. A comparison to the data for ruby [4] indi-
cates that the luminescence spectrum of a finely dis-
perse chromium-activated alumina powder synthesized
by the method of shock-wave loading is similar to the
spectrum of ruby.

Thus, the proposed method of shock-wave loading
allows a finely disperse alumina powder with atomic

No. 7 2001
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Fig. 2. The luminescence spectrum of the finely disperse
chromium-doped alumina powder fraction (dry sample)
measured after athermal treatment.

chromium incorporated into the aluminum oxide crys-
tal lattice. It should be noted that the Iuminescence
spectra of some of the synthesized samples displayed
additional emission bands not observed in the spectra
of macroscopic crystals. Investigation of these bands

TECHNICAL PHYSICS LETTERS Vol. 27 No. 7
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and the corresponding optical emission mechanism is
of special importance since we may deal with a differ-
ence between the ultradisperse and macroscopic state
of the crystal. It is known that the -Al,O; phase is
unstable and does not exist in a macroscopic form. To
our knowledge, the spectrum of the impurity states of
chromium incorporated into this phase was never
reported. Therefore, astudy of the absorption and lumi-
nescence spectra of this crystal modification is of large
independent interest.
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Abstract—The propagation constant is analyzed numerically for el ectromagnetic waves supported by slot and
microstrip lines. The results obtained can be used in designing microwave transmission lines and planar devices
based on ferroelectric films. © 2001 MAIK “ Nauka/Interperiodica” .

Nonlinear properties of ferroelectric materias are
widely exploited in the microwave technology [1]. The
interest in the dispersion characteristics of planar trans-
mission lines based on ferroel ectric film—diel ectric sub-
strate (FF-DS) structures is stimulated mainly by the
fact that the electromagneti c wave propagation constant
in these structures depends on the FF permittivity,
which determines the design of these lines with con-
trolled characteristics. Figure 1 shows a schematic dia-
gram of the shielded dlot and microstrip lines imple-
mented in an FF-DS structure. In this paper, we ana-
lyze numerically the propagation constants of the main
electromagnetic modes in such lines as functions of the
FF thickness and permittivity in the frequency band of
most practical interest. The analysis is performed
within the framework of the full-wavelength model,
which most adequately describes hybrid electromag-
netic wavesin planar transmission lines.

A hybrid electromagnetic wave in a transmission
line isasuperposition of LE and LM waves. Therefore,
let us specify the Hertz vectors using the magnetic and
electric potentials

A = gA(X Y)exp(-j(yz—wt)),

F = e,F(x y)exp(=j(yz—wt)),

respectively, wherey isthe propagation constant for the
electromagnetic wavesin theline. In each cross section
of the line (Fig. 1), the Fourier transforms (FTs) of the

potentials A; (y, S) and F; (y, s) satisfy the equation

Da EDAI(yv S)D 1
Eby o DF (y, s) ’ a

where o; = J(s°+y*—Kk’;) and k2 = wlegl, is the

propagation constant in the free space.
The propagation constant is determined as follows.
(i) The FTsof the potentials are found from Eqg. ().

(ii) The FTs of the tangential components of the
electric and magnetic field intensities in the planey = 0
are calculated using the FTs of the potentials.

(iif) Matching the E,, E,, H,, and H, components
across a dot yields a pair of integral equations for the
electric field intensity in the slot.

Y (@)
€ W| dy
v & AN # d x
€ d;
€ dp
I —————
y (b)
w_hl  w
€ dy
€ T W Td x
€ d;
€ dy

Fig. 1. Cross sections of (&) slot and (b) microstrip transmis-
sion lines: € and d are the FF permittivity and thickness, £,
and d; are the DS permittivity and thickness, &g is the per-
mittivity of vacuum, and dg and d;, are the distances to the
shields.
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(iv) Expanding the fields in the dots in the Cheby-
shev polynomias [2, 3] and applying the Galerkin
method reducestheintegral equationsto aninfinite sys-
tem of algebraic equations for the unknown expansion
coefficients a, and b, and the propagation constant

Z aKpn(yfs)"' Z b Kpm(yis) - 0

n= (:ol 2 m m1 2 (2)
Y ke, 9+ S bKG(v.s) =0,
n=0,1,2 m=12
where

0 = B e 2
0

for the dot line and

00

Kin(¥:S) = (—1)“*"szpE$—;“-an(s, V)

B S+ )
DZD 2

NP

for the coplanar line (K, K&y, and K&, are given
by analogous expressions); J,(2) are the Bessel func-
tions of the first kind; and f,,(s, y) (as well asf,(s, y),
f,1(s, y), and f,(s, y) involved in the corresponding inte-
grals) isafunction depending only on the cross section
dimensions and permittivities of the layers.

(v) The condition for the determinant of system (2)
to be zero yields the equation for the propagation con-
stant y.

Figures 2a and 2b present the propagation constants
calculated for the slot and microstrip lines. Using the
product (ed) asthe abscissa, we can find y for FF thick-
nessesin therange 0 < d < 5 x 10~ mm and permittiv-
itiese < 2.5 x 10°. The calculations are performed for a
DS with d; = 0.34 mm and €; = 9.5 at 30 GHz. The

shield effect is negligible at d, = d;, =5 mm. The cal-

culation error estimated from the convergence of inte-
grasin Eq. (2) does not exceed fractions of a percent.
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Fig. 2. (a) The propagation constant in the dlotted line: w =
0.05 (1), 0.1 (2), 0.25 (3), and 0.5 mm (4). (b) The propage-
tion constant in the coplanar line: (1) w = 0.05 mm, h =
0.1 mm; (2) w=h=0.05 mm.

The results obtained allow us to conclude that slot
and microstrip lines formed on the FF surface ensure
the propagation of desired slow waves and the efficient
control of the propagation constant provided by the FF
permittivity variation.
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Abstract—A photorefractive effect in gyrotropic cubic crystals is considered. The effect accompanies the
Bragg diffraction of light by an ultrasound in the presence of an aternating electric field. The possibility of
recording hol ographic gratings with the hel p of the light waves diffracted by traveling ultrasonic wavesis dem-
onstrated. The amplitude of the index phase grating is studied as a function of the intensity of the recording
ultrasound, the length of the region of acoustooptical interaction, and the specific rotation of the crystal. © 2001

MAIK “ Nauka/Interperiodica” .

Specific features of the recording and reading of
optical holographic gratings (HG) formed in cubic
crystals demonstrating a linear electrooptic effect and
gyrotropic properties were studied in [1-3]. It was
found that the gyrotropic properties of crystals of the
sillenite type may substantially change selective and
polarization characteristics of the light beams dif-
fracted by holographic phase gratings. Shepelevich
et al. [3] determined the crystal cuts and external elec-
tric field orientations optimizing the output energy
characteristics of optical HGs. Previously [4], we stud-
ied the energy and polarization features of the acous-
tooptical (AO) Bragg diffraction in gyrotropic cubic
crystals and derived expressions for the complex vector
amplitudes of the zero- and first-order diffracted fields.

The acoustooptical memory effect in photorefrac-
tive (PR) crystals attracts considerable interest of
researchers because this phenomenon can be used for
creating various devices recording acoustic signals by
optical methods[5, 6]. Of both theoretical and practical
interest is utilizing optical methods for recording and
reading acoustic signalsin PR crystalssuch assillenites
(Bi15Si0,g, Bi;,GeO,, Bi,TiO,, €tc.). These crystals
aretransparent in the visible spectral range and demon-
strate a rather strong electrooptic effect. Unlike well-
known uniaxial ferroelectric crystals (LiNbO;, LiTaO;,
BaTiOs, etc., see[1]), sillenites are optically isotropic
materials with characteristics more suitable for the
reversible recording and reading of HGs [7]. A theoret-
ical and experimental study of the PR effect arising dur-
ing the interference of light beams of the same fre-
guency which result from the Raman—Nath AO diffrac-
tion of light by standing ultrasonic waves in a static
electric field was performed by Berezhnoi and Sherst-
neva|[8]. However, specific features of the process gov-

erning the PR grating recording in traveling ultrasonic
waves have not yet been investigated. These gratings
cannot be recorded in the presence of a static electric
field[9, 10].

In this paper, we consider the recording of the HR
gratingsin gyrotropic cubic crystals by the light waves
of various frequencies diffracted in the Bragg mode by
traveling ultrasonic waves in the presence of an alter-
nating electric field.

L et an ultrasonic wave with the displacement vector
U = Upexp[i(Kz- Qt)] (where K = Q/v and Q isthe
cyclic frequency of thewave) propagate along the [111]
axis of a gyrotropic cubic crystal. Below, we assume
that the AO diffraction plane coincides with the YZ-
plane obtained after the following rotations: (1) theini-
tial crystal coordinate system X;X,X; isrotated through
45° about the OXs-axis and (2) the obtained coordinate

system X'Y'Z' is rotated through angle = arcsin./2/3
about the OY'-axis until the OZ'-axis coincides with
direction [111] (Fig. 1). Consider the noncollinear AO
interaction of the light waves propagating at the Bragg
angle (¢g) with respect to the OY'-axis. The light dif-
fracted by the traveling ultrasonic wave consists of light
beams with the complex vector amplitudes E, and E;
and different frequencies w and w £ Q (for the anti-
Stokes and Stokes AO diffraction, respectively). In the
region confined by planesy = 0 and y = |, the beams
intersect to form adistribution of the light intensity (the
interference pattern), whose contrast m varies with the
frequency Q of the ultrasonic wave. Under these condi-
tions [9, 10], recording static holographic gratings is
only possible if an alternating electric field E® with a
frequency equal to the difference of the frequencies of

the two recording beams (i.e., E® = E; cosQt, where
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Q isassumed to be much greater than r;cl , T, being the

time required for recording a hologram in the PR crys-
tal) is applied to the crystal in the direction of the grat-
ing wavevector K [10]. This causes a stationary photo-

current j ~ ES(EE7 ) ~ exp(Fi Qt)exp(—wt)exp[i(w+
Q)t] + c.c. flowing in the crystal in the direction of the

wavevector K || OZ. The PR grating is formed by two
light waves diffracted by the ultrasound (E,
Eoexplikyr — wt)] and E; = ESexp{i[k,r — (w
Q)t]}) and the low-frequency electric field E®
Egexp(Fi Qt). Under these conditions, the spatial
component of the photocurrent j is proportional to
exp(xiKr). The spatially periodic stationary photocur-
rent leadsto the charge separation in the PR crystal and
the formation of anindex grating [1, 9, 10]. It should be
noted that, for the chosen direction of the ultrasonic
wave, the piezoelectric effect is small (see[11]); there-
fore, the acoustophotorefractive holographic gratings
recorded due to the electron bunching effect can be
neglected [5, 6]. In view of the results presented in [4],
distribution | = (Eq + E;)(Eq + E;)* of the light inten-
sity in the region of intersection of the diffracted light
beams is given by the relationships

I+

l

| = I0+I0[%mexp(in)+c.c.}, D

where |, is the total light intensity, m = myexp(—Qt),
and my isthe amplitude of the interference pattern mod-
ulation. The light intensity |, and amplitude m, are
given by the relationships

lo = I+ I+ 15+ 1, mg=(Jlilz+ JlL1,)/ 16, (2)
where

I, = [Rysin(ayl) + Rusin(ay)) A,

—Q(cos(a,l) — cos(ay1)) A1,
I, = [Resin(ayl) + Rusin(a,l) Ag

+Q(cos(a,l) — cos(ayl)) A%,

. 3
I3 = [(Scos(ayl) + Scos(ayl)) A

+ (Losin(ayl) + Losin(a,l)) Aql,

Ly = [(Sycos(ayl) + Socos(ayl)) A
—(Losin(ayl) + Losin(a,l)) Al
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Fig. 1. Layout of the acoustooptical recording of the holo-
graphic grating in the process of the Bragg diffraction of
light by an ultrasound in the presence of an alternating elec-
tric field.

The following notations were introduced:

0= POI*XD) b X207+ Xii— 82 + P°Xo/Xi)

(af-a3) a,(af - a3)

L= P(P7 X * XE =35+ XXy

’ a,(a%-22) ’
_ (PP +x[—a3) 4
S) - 2 2 ( )

(az—a)
O, 12 1
A2 = EBDZ"'EXﬁ"'éXEE

vz

> 12 1 oF 2 2
i[B} +§X”+§XEE —(p _X||XD)i| E )

where
X = —T°pla/21/0VEI2),
Xy = —TiN°pai/21 JOVI2),

listheintensity of the ultrasonic wave, o isthe density
of the PR crystal, n is the refractive index of the
medium, A is the wavelength of the incident light in
vacuum, v is the phase velocity of the ultrasonic wave,
pL'ff and pfﬁ are the effective photoelastic constants,
and p isthe specific rotation of the crystal. For the con-



_...-:1,,'

Wi

AT
A iy il I' i
Aty
i

L
il -

\
yaiihii

Fig. 2. Amplitude An of theindex grating vs. theintensity |
of an ultrasonic wave and the length | of the AO interaction
for p =38 (@) and 0 (b) cm™ at f = 0.1 GHz, Ny = 2 x

10% m3, E =5kV/em, Ay =0, and A = 1.

figuration of the diffraction process under study, plk =

1 1
é(pn + Pip + Por + 4Pss) and pgff = 3 (P11 + P2+ P21 —

2p44), Where p; are the components of the tensor of
photoel astic constants. The top and bottom tildesin for-
mulas (3) designate the foll owing respective changesin
expressions (4): a; = a, and X = Xp; Coefficients A,
and A are the amplitudes of the p- and s-polarized
components of the recording light.

In order to describe the hologram formation pro-
cesses, we use a model of the PR grating proposed
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in[9, 10, 12]. According to this model, the expression
for the electric field Eg, of aPR holographic grating has
theform

2 &2 1/2
mOEun{[(Eu"' ED) + EO] _Eu_ED}

©)
ES{[(E,+ Eo)*+ E5] " + Eq—E}
where Ep = KkgT/e is the diffuse field, E; = eNp/eK is
the space charge saturation field, E, = 1/tKp isthe drift
field, e isthe absolute value of the electron charge, € is
the permittivity, T isthelifetime of charge carriers, (L is
the electron mobility in the crystal, T is the absolute
temperature, and N, isthe concentration of acceptorsin
the forbidden band of the crystal. It should be noted that
the HG recording process cannot be rigorously ana-
lyzed without using formulas (1)—(4), which ensure a
correct account of the influence of the crystal gyrotro-
pic properties on the diffraction pattern formation.

Field E, of the PR grating forms a static phase grat-
ing with the tensor of permittivity perturbations Ag;, =
-n’r;Es: (Wherer;;, are the components of the tensor of
electrooptic constants). In the XYZ coordinate system,
Agq; = A, Aey, = A€, and Agg; = —2A¢, where Ae =

% n®r 41(Eg/ ~/3). The amplitude of theindex grating (the
PR grating) is given by the relationship An = Ag/2n [1].

Numerical calculationswere performed for bismuth
silicate (Bi;,SiO,) at the incident light wavelength A =
0.63 um and the carrier lifetimet = 10° s. This crystal
has been chosen because of its unique photorefractive
and gyrotropic properties[1, 7].

Figure 2adepicts the surface An(l, 1,) representing a
nonuniform distribution of the HG amplitude acrossthe
wave vector K. The nonlinear behavior of the ampli-
tude An of the PR grating modulation as a function of
parameters| and |, is caused by the specific features of
the strong AO interaction in gyrotropic crystals [4]. If
the gyrotropic properties are “disabled” (Fig. 2b), the
grating amplitude changes substantially. These features
of the PR grating recording process can be explained by
the combined effect of the circular anisotropy of the
crystal under consideration and the anisotropy of its
photoelasticity on the AO interaction. Thus, using a
gyrotropic crystal with s- or p-polarized incident light
beams and varying the AO interaction length | or the
intensity |, of the ultrasonic wave, one may increase or
decrease the diffraction efficiency in comparison with
that of a nongyrotropic crystal (with p = 0) [4].

Features related to the influence of the external field

Eg and the ultrasound frequency f on the grating ampli-
tude follow from expression (5). It was established [1,
10] that, for PR crystals of the sillenite type, the field
amplitude E; increases with the external field E; and

decreaseswith increasing the grating wave vector K (or
the ultrasound frequency f ~ |K|). It should be noted,
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however, that the low-frequency boundary of the
recording AO wave islimited by the Bragg AO diffrac-
tion conditions (f = (0.6nv/Al)¥2) [13].

The considered relationships show that gyrotropic
cubic crystals such as sillenites can be successfully
used for recording PR gratings with the help of the light
waves diffracted in the Bragg mode by traveling ultra-
sonic waves. The recording is possible at moderate lev-
els of the acoustic power and acceptable intensities of
the external electric field. In comparison to other crys-
tals, sillenites are real-time reversible crystals which
are highly sensitive to the recording light. They alow
recording signals and images with high contrast and
ensures a high-resolution reproduction of the recorded
data[7].
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Abstract—It is demonstrated for the first time that a high-intensity electroluminescence of erbium in amor-
phous hydrogenated silicon can be obtained using an Al/a-Si:H(Er)/p-c-Si/Al structure operated in a forward

bias regime. © 2001 MAIK “ Nauka/Interperiodica” .

Extensive investigations of the erbium photo- and
electroluminescence in amorphous hydrogenated sili-
con (a-Si:H) in recent years were explained by the fol-
lowing circumstances. (i) the erbium emission wave-
length (A = 1.54 um) falling within an optical absorp-
tion minimum of quartz optica fibers, (ii) a weak
temperature luminescence guenching, and (iii) arela
tively simple doping method offered by the magnetron
sputtering [1-2]. The e ectroluminescence was observed
in heterostructures of the Al/a-Si:H(Er)/n-c-Si/Al type
representing essentially the Schottky barrier structure
with abarrier height of 0.7-0.8 eV at the Al/a-Si:H(Er)
junction. The aSi:H(Er)/n-c-S junction was almost
ohmic because the n-crystalline silicon (n-c-Si) had a
resigtivity of 0.1-0.5 Q cm. Forward-biased at room
temperature (with minus on the c-Si substrate), the
samples exhibited a free-exciton luminescence (A =
1.16 um) from the substrate; upon switching the biasto
reverse, the erbium (A = 1.54 ym) and defect (A =
1.3-1.4 pm) luminescence was observed from the
amorphous silicon layer [3].

This paper reports on the first observation of the
erbium electroluminescence in a heterostructure of the
Al/a-Si:H(Er)/p-c-Si/Al type in the forward-bias
regime.

The films of erbium-doped amorphous hydroge-
nated silicon were obtained by reactive magnetron
sputtering of metallic erbium in a silane-containing
atmosphere (MASD) [4]. The MASD process parame-
terswere as follows: initial gas mixture, 12.5% SiH, +
37.5% H, + 50% Ar; magnetic field strength, 80 mT,;
anode voltage, 600 V; discharge power density,
0.2 W/cm?; total gas pressure, 4 x 1072 Torr. The erbium
target was made of 99.99% Er foil. The amorphous sil-
icon film thickness was 0.5-0.6 um; the heterostructure
working areawas 1 mm?.

The samples represented n—p heterostructures with
the barrier heights of 0.3-0.4 eV for eectrons and

0.9-1.1¢V for holes. The current—voltage (I-V) charac-
teristic of the heterostructure, typical of the p—n junc-
tion, ispresented in Fig. 1. Application of areverse bias
voltage leads to an insignificant increase in the current.
In this regime, the sample exhibits no electrolumines-
cence. In the forward-bias regime, the current grows
initially by the power law with an exponent of 1.15;
when the applied voltage increases above ~30 V, the
current growth becomes exponential. When the cur-
rents exceeds 5 mA, the sample exhibits a strong elec-
troluminescence of erbium with A = 1.54 ym and a
weak luminescence dueto free excitons. A typical elec-
troluminescence spectrum is presented in Fig. 2.

Since the current density in the structure reaches
7 Alcm?, the electroluminescence was observed for the
sampleswith acrystalline silicon substrate mounted on
a heat sink; the measurements were performed in a
pulsed mode at arepetition frequency of 100 Hz and the
on—off ratio 1 : 2. In the absence of heat removal, the
samples exhibit overheating with the resulting revers-
ible loss of e ectroluminescence.

I, mA
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40
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1
-40 0 40 80
Uuv

) E——
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Fig. 1. A current—voltage characteristic of the Al/a
Si:H(Er)/p-c-Si/Al heterostructure.
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Fig. 2. Room-temperature el ectrol uminescence spectrum of
an Al/a-Si:H(Er)/p-c-Si/Al heterostructure operating at a
current of 50 mA in the forward-bias regime.

The erbium electroluminescence intensity in the
heterostructure studied exceeded that observed in
reverse-biased Al/a-Si:H(Er)/n-c-Si/Al  heterostruc-
tures for the same current density. The estimated elec-
troluminescence efficiency was on alevel of ~2 x 107°.

The conduction and electroluminescence phenom-
ena observed in the Al/a-Si:H(Er)/p-c-Si/Al hetero-
structures studied can be explained in terms of the
mechanism of hole tunneling from ¢-Si via localized
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statesin a-Si followed by release in the valence band or
by recombination with electron in the conduction band
of a&Si:H [5]. We believe that this mechanism provides
for the best conditions for the resonance excitation of
erbium ions; the electroluminescence efficiency in a
heterostructure of this type may reach agreater level.

Thus, we have demonstrated for the first time that
high-intensity electroluminescence of erbium can be
obtained using an Al/a-Si:H(Er)/p-c-Si/Al structure
operated in a forward-bias regime, which opens the
way to implementing such devices in fiber optic com-
munication lines.
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Abstract—A highly sensitive magnetic field transducer based on the mechanoel ectric effect in semiconductors

is proposed. © 2001 MAIK “ Nauka/Interperiodica” .

A mechanical-pressure-induced modification in the
current—voltage characteristic of semiconductor devices,
known as the mechanoel ectric effect, isemployed in var-
ious pressure transducers, microphones, acoustic pick-
ups, and accelerometers [1, 2]. In the mechanoelectric
transducers, the pressure-sensitive elements are typi-
cally based on the p—n junctions, transistors, Schottky
diodes, and tunneling diodes, while the pressure is usu-
aly developed in auniaxia regime or with the aid of a
needle[1, 2].

In this paper, we will demonstrate that the mechano-
electric effect can be also used to create a highly sensi-
tive magnetic field transducer.

Consider a magnetic dipole, possessing a central
axis of rotation, with the side needles mounted on the
poles capable of transferring mechanical pressure to
some immobile pressure-sensitive semiconductor ele-
ments (Fig. 1a). Exposed to a magnetic field H, this
dipole will be subjected to the action of a rotational
moment due to an external couple [3]:

L = MHsna, (1)

where M is the magnetic dipole moment and a is the
angle between H and M vectors. Since the force
moment always tend to rotate the dipole in the field
direction, the mutual orientation of M and H vectors
will determine the direction of the external couple act-
ing upon the dipole (Figs. 1b and 1c). Note that L = F
and M =ml, where F isthe force acting upon the dipole,
| is the dipole length, and m is the “magnetic charge”
value!l The pressure produced by the needle on the
semiconductor element is

mHsna
e, 2

where Sis the area of the needle-semiconductor €ele-
ment contact.

_F_
P=73

1 The magnetic charge value usually is introduced for convenience
by analogy with the electric charge and has the dimensionality of
the magnetic field [Wh].

A prototype sensor manufactured for these experi-
ments was based on a magnetic dipole with alength of
15 mm and a cross section of 1.5 x 1.5 mm cut of a

5

(;([ﬁ

Fig. 1. (a) A schematic diagram of the magnetic field sensor
employing the mechanoel ectric effect: (1) magnetic dipole;
(2) axis of dipole rotation; (3) immobile pressure-sensitive
semiconductor elements; (4) needles; (5) electric leads.
(b, ) Schematic diagrams illustrating the external coupes
acting upon the magnetic dipole in magnetic fields having
the opposite orientations.
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samarium—cobalt permanent magnet (KS 37 grade).
The dipole, bearing indium-coated tungsten needles,
was mounted on a clock pendulum mechanism made of
a nonmagnetic material. The needle point radius was
30 um. A semiconductor sensor represented 2 x 2 mm
plates of germanium possessing a resistivity of
40 Q cm, with aPb—Sb alloy deposited onto one side so
as to form ohmic contacts. The needle contact with the
semiconductor crystal surface and the corresponding
current—voltage (I-V) characteristic of the point diode
was observed on an oscilloscope display. In order to
improve the diode properties and provide for a high
mechanical strength of the metal—semiconductor con-
tact, the diode was subject to an electroforming treat-
ment by passing current pulses with an amplitude of
1A and aduration of 10 ms.

Thetransducer was placed into an organic glass case
(protecting the electric contacts and mobile parts of the
device from dust and moisture). Figure 2 showsthe -V
curves of a sensor mounted at the center of along sole-
noid. The magnetic field strength and direction were
controlled by changing the magnitude and direction of
the current passed through the solenoid; the a angle
was 90°. As is seen from Fig. 2, a change in the field
strength by afew Oersteds leads to a significant modi-
fication of the |-V curves of the point diodes. Reversal
of thefield direction shiftsthe I-V curvein the opposite
direction relative to the curve observed for H = 0. This
behavior is explained by the fact that a change in the
field direction leads to reversal of the couple acting
upon the dipole (Fig. 1b and 1c).

By analogy with the magnetic diode [4], the trans-
ducer sensitivity can be evaluated by the formula

_ AV
Y =T 3

where AV =V, — V,, is the change in the diode voltage
observed upon exposure of the sensor to the magnetic
field and | isthe current passing through the diode.

In a magnetic field with a strength of H = 5 Oe, the
transducer response wasy =50V/(A Oeg) for the forward
-V branch (I = 0.4 mA) and y = 3.0 x 10° V/(A Oe) for
the reverse branch (I = 0.1 mA). Therefore, the reverse
-V branch is more sensitive to the magnetic field than
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Fig. 2. Current—voltage characteristics of the mechanoelec-
tric sensor diodes in the magnetic fields of various strength
H=0(1); 5(2); 20 (3); -5 (4); 20 Ce (5).

the forward branch. In addition, the I-V curves show
that the y value depends on the magnetic field as well,
being relatively more sensitive to weak fields. The sen-
sitivity can be controlled toward both increase and
decrease by varying the S and m values entering into
formula (2). However, it must be bornein mind that the
upper measurable field is limited by the coercive force
of the dipole, which must be considerably greater than
the field strength to be measured. For this reason, the
sensor dipoles should be made of high-coercivity mag-
netic materials.
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Abstract—An orthorhombic phase of Mn,Sh (a=0.562 nm; b = 0.432 nm; ¢ = 0.757 nm) was obtained for the
first time in the manganese antimonide samples treated at a pressure of P = 7 GPa and a temperature of T =
1800 K. The high-pressure phase is metastable under normal conditions and breaks on heating above 420 K.
A characteristic feature of this phase is the absence of a total magnetic moment at T > 90 K. © 2001 MAIK

“ Nauka/Interperiodica” .

Transition (3d) metal pnictides with the chemical
formulaA,B (A = 3d element; B = Sh, As, P), including
Mn,Sb, crystallize in one of the three close structures:
(i) tetragonal Cu,Sb type (C38), (ii) hexagona Fe,P
type (C22), and (iii) orthorhombic Co,P type (C23).
These compounds exhibit various magnetic properties
determined to a considerable extent by their structural
and dimensional characteristics. The genetic similarity
of these structures (a common rhombohedral subcell,
two types of structurally inequivalent cationic posi-
tions, similar coordination of a cationic environment of
the anion, etc.) provides energetically favorable condi-
tions for their mutual transformations both under the
action of external factors (temperature, pressure) and
upon changing theinitial chemical matrix composition.

In the case of pressure- and chemical-substitution-
induced lattice contractions, the direction of structural
rearrangements usually follows the order C38 —
C22 — C23, which can be related both to a decrease
in the molecular volume in this structural sequence [1]
and to an increase in strength of the metal-metal bonds
with decreasing interatomic distances [2]. This very
sequence of phase transformations was observed in the
Mn,_,CoAs system [2], although the domains of
existence of the C38, C22, and C23 phases are highly
variable; in some concentration intervals, these phases
may even coexist. Our experimental results showed that
the boundary regions are characterized by close ther-
modynamic conditions of equilibrium between these
related structures. This circumstance accounts for the
structural instability (Iability) and the sensitivity to vari-
ations in the chemical composition, degree of homoge-
neity, the presence of catalytic impurities, etc. [3].

Under normal conditions, theintermetallic compound
Mn,Sb possesses a tetragonal crystal structure of the
Cu,Sb type (P4/nmm, C38) and exhibits ferrimagnetic
properties in the entire temperature range of magnetic
ordering (T, =550 K). Bel ow, we present new resultscon-

cerning the effect of thermobaric treatments on the crystal
structure and magnetic properties of this compound.

We have studied polycrystalline Mn,Sb samples
guenched from high temperatures, which contained a
minimum amount of the accompanying nickel arsenide
type phase (MnSb) [4]. The X-ray diffraction measure-
ments were performed at T =300 K on adiffractometer
using CuK, radiation. The magnetization was mea
sured by the Faraday method at a magnetic field of
360 kA/min arange of temperatures from 90 to 600 K.
The samplesweretreated for 5 min under aquasihydro-
static pressure of 7 GPa and various temperatures
(ranging from 300 to 1800 K). Then the samples were
guenched and characterized by the X-ray diffraction
and magnetic measurements.

The initiad Mn,Sb samples possessed a tetragonal
crystal structure of the Cu,Sb type (C38) with the lattice
parametersa = 0.4075 nm; ¢ = 0.6545 nm. The results of
the X-ray diffraction measurements performed after the
P—T treatment showed that no changesin the crystal lat-
tice symmetry were induced by the treatment at P =
7 GPain the temperature range from 300 to 1200 K. For
the samples heated to T > 1200 K, the X-ray diffraction
patterns reveal ed weak additional reflections not belong-
ing to the initial tetragonal phase. The intensity of these
reflections increased with the temperature, while inten-
sty of the main phase reflections dropped accordingly.
After the treatment at T = 1800 K, no reflections of the
initial phase (tetragona structure of the Cu,Sb type)
were observed. The X-ray diffractograms of the high-
pressure Mn,Sb were indexed within the framework of
an orthorhombic unit cell with the parameters a =
0.562 nm; b = 0.432 nm; and ¢ = 0.757 nm (Fig. 1).

The results of magnetic measurements (Fig. 2), on
the one hand, confirmed the X-ray diffraction dataindic-
ative of the structura transformation of Mn,Sb and, on
the other hand, showed that the magnetic state of the
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Fig. 1. X-ray diffraction patterns of Mn,Sh samples (1) in theinitial state and (2) after a thermobaric treatment at P = 7 GPaand

T=1800K.

materia sharply changed aswell. Treatment of theinitial
samplesat P =7 GPaand T = 300-1000 K did not intro-
duce principa changes into the magnetization behavior.
A decrease in the magnetization level observed for the
samples heated to T > 1200 K correlates with the X-ray
diffraction data showing a decrease in the content of the
initial ferrimagnetic phase and an increase in the propor-
tion of anew, high-pressure phase, possessing (magneto-
metric data) no total magnetic moment. A small residua
magnetization still observed can be attributed, in our
opinion, to the presence of a small amount (=1.5%) of
the accompanying ferromagnetic phase MnSh.
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AAAAAAAAA
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Fig. 2. The plots of specific magnetization o versus tem-

perature for Mn,Sh samples (1) in the initial state and

(2-4) upon the treatment at P = 7 GPa and T = 1300 (2),
1550 (3), and 1800 K (4).
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An anomalous increase in the specific magnetiza-
tion o observed when the samples upon thermaobaric
treatment were repeatedly heated above 420 K is
related to decomposition of the metastable high-pres-
sure phase and the transition of the sample into theini-
tial ferrimagnetic state with atetragonal structure. This
was confirmed by the X-ray diffraction data, according
towhich asampletreated at P =7 GPaand T = 1800 K
and then annealed for 20 h at 600 K possessed a tetra-
hedral structure of theinitial type.

The presence of magnetic ordering and its character
in the high-pressure phase of Mn,Sb can be determined
by direct neutron diffraction and M éssbauer measure-
ments. These investigations are in progress.
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Abstract—Some special features of the calculation of partition functions for the objects possessing finite
dimensionsare considered. It isshown that atomic, molecular, and more extended clusterlike objects are subject
to certain spatial limitations related to the initial assumptions employed in the statistical approach. The values
calculated for amaterial point or an object such as electron are overstated when applied to atomic particles. The
classical expressions for the kinetic and statistical equilibrium constants of the reactions of formation and dis-
sociation of diatomic molecules are compared. The observed discrepancies are eliminated by introducing cor-
rections into formulas for the trandational partition functions. © 2001 MAIK “ Nauka/Interperiodica” .

Features of the classical formula. The task of con-
ducting detailed kinetic calculations for the reactions
involving dissociation and formation of polyatomic
cluster particles implies the necessity of a strict analy-
sis of the standard methods used to determine the val-
ues entering into the kinetic equations and expressions
for the equilibrium constants. In this context, the term
representing a translational partition function for an
elementary indivisible particle, atom, or moleculeis of
special importance.

The procedure of deriving a trandational partition
function presented in the classical monographs|[1, 2] is
based on an expression for the elementary phase vol-
ume containing a particle with the mass M, the geomet-
ric dimensions of which are related to the particle
momentum via the Heisenberg uncertainty relation-
ship:

Ap,Ap,Ap,AXAYAZ = qh (1)
T (o]

Upon determining the number of independent and
nonrepeating energy states of the system by integrating
over the gas volume V, we obtain the well-known
expression for a partition function of the trandational
motion:

3
_ [2TMKT?

Zn 0 2 O

V. @)

The form of this expression indicates that the parti-
tion function is by no means related to the geometric
dimensions of the particle. This is quite natural, since
the initial formula for the phase volume refers to a
material point or an object such as electron possessing
pronounced wave properties or a large de Broglie
wavelength.

The basic assumption that expressions (1) and (2) are
derived for an ideal perfect gas cannot justify applica-
tion of these formulas to the description of atomic and
molecular objects, since both the phase volume and the
vessel volume V enter into the calculation relationships
in the explicit form. On thoroughly treating the prob-
lem, one may readily see that particles possessing final
dimensions on the atomic level (such atoms, molecules
and the more so, clusters) cannot be considered as
material points or simple wave objects.

The above considerationsimply, in particular, that a
physica space volume occupied by a single atom may
contain many various particles obeying relationship (1),
including a nucleus, electrons of the same atom, etc.
However, this volume may accommodate only one (1)
whole atom. This discrepancy is rather significant and
guite evident. Indeed, on repeating a classical calcula
tion of the number of independent energy states for the
tranglational motion of an isolated atom in a physical
volume V commensurate with an atomic volume, we
will not obtain the classical formula (2).

Kinetic formulas for the dissociation reaction
and equilibrium constants. There are two possible
approaches to determining the reaction rates for the
association of atoms or the dissociation of dimers and,
accordingly, to calculating the equilibrium constant of
the forward and reverse reactions.

An expression for the equilibrium constant of the
reaction of dimer formation derived according to the
method of partition functions[2] is as follows:

p? 1 3,0 2o
Ke= =% = JKkT—=M>21ZkT 3
TP, am 129 3

where M isthe atomic mass; v, istheintrinsic oscilla-
tion frequency of the dimer; |, is the dimer gyration
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moment; g, , arethe electron statistical weights of atom
and dimer, respectively; and ¢, is the dissociation
energy. Formula (3) is derived by disclosing expres-
sions for the particular partition functions Z of free
atoms and diatomic molecules occurring in the gas vol-
ume V:
=L ZmZa @
S ZZ VZmZZvinrotZeZ
An aternative approach also frequently used for
determining the equilibrium constant [2, 3] is as fol-
lows. According to the kinetic laws, an equation
describing the formation of a diatomic molecule repre-
sents a balance of the rate of association for a three-
body interaction of isolated atoms and the rate of dimer
dissociation as a result of the impact of atoms belong-
ing to the high-energy tail of the Maxwell velocity dis-
tribution:

E S
d —— O -
il a2nfo§v2Aerc[ﬂ.—eﬁa

Ey

A — kT
—Bn,n,o04VAV L e T,
where o isthe collision cross section; v isthe average

particle velocity; Av,, Av, are corrections to the
average velocity of reacting particles belonging to the
slow and fast wings of the Maxwell distribution; T, is
the characteristic time of interatomic collision, whichis

usually calculated by the formulat, = @; E,, E_are

the upper and lower energy thresholds for the given
reaction; n, isthe concentration of dimersin the ground
state; n, isthe concentration of free atoms; a and 3 are
the correction coefficients taking into account the prob-
ability of the transition. In Eq. (5), the first term
describes the rate of dimer formation, while the second
term reflects the rate of its dissociation as a result of
collisionswith the particles possessing vel ocities above
the threshold.

In the stationary state, the left-hand part of Eq. (5) is
zero and the kinetic equilibrium constant is

Ey
p2 _§A— kT
Kk = P—n = kTaEZO' ZA:e—ES
n2 V|_|:| _
Dl—eﬁE
0 O

In asimplified form, this constant can be written as

K,=kT20 %" (6)

A principal difference between expressions (3) and
(6) consistsin using either the collision cross section o
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or the mass M as constant factors at the exponent
describing the reaction energetics. Discrepancies,
reaching up to several orders of magnitude for various
working bodies, are related to the features of determin-
ing the trandlational partition functions for heavy parti-
clesincluding atoms and molecules.

Tranglational partition function for heavy parti-
cles. Ambiguity related to the value of “characteristic
size” of an atom or molecule and the featuresrelated to
selection of the V value, the possibility of obtaining a
rigorous formula for the partition function is not quite
evident. The situation is elucidated by the following
estimates and considerations. According to Eq. (2), the
expression for the elementary phase volume occupied
by any particle contains the product ApAx. For particles
possessing pronounced wave properties, a characteris-
tic size isthe de Broglie wavelength related to the par-
ticle momentum by the uncertainty relationship (2). For
better illustration, we may consider the phase volume
of a particle as equal on the average to a cubic mathe-
matical expectation of the de Broglie wavelength.
Then, the trandational partition function is equal to the
number of such volumes accommodated in the vessel V
at agiven temperature T.

For an atomic or molecular particle (declining from
its internal structure), the characteristic size and vol-
ume are constant quantities determined by the gasoki-
netic cross section. These values are independent of the
particle energy and momentum:

r=./o,

The dimensions of real atoms are, asarule, signifi-
cantly greater than the corresponding de Broglie wave-
length Ap. For example, the Ay values for the atoms of
copper and nitrogen at T = 0.1 eV amount to 0.16 and
0.34 A, respectively. The characteristic atomic dimen-
sionsare on the order of r, = 2.5 A [4]. For the compar-
ison, the de Broglie wavelength for electron with an
energy of 0.1 eV isAp = 5.5 A. Thus, in the range of
practically important temperatures featuring the reac-
tions of association of atoms and dissociation of
dimers, a characteristic real particle size is more than
ten times greater than the size stipulated in the trandla-
tional partition function determined by Eq. (2).

Determined as the number of independent energy
states of aparticle contained within the system volume 'V,
the trandational partition function of a slow or immo-
bile structurel ess object possessing an intrinsic volume
v does not obey relationship (2) because of a suffi-
ciently high determinacy of the positions of larger par-
ticles and their velocities. The probabilities of atomic
distribution in the space of momenta are given by the
Maxwell distribution. The integral over al possible
momenta in a single atomic volume is equal to unity,
independently of the coordinates or the uncertainty
relationship. The integral over the volume V for a sys-
tem of immobile hard particles occupying a physical

3
2
V=0.
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volume v = or yields asimple expression for the parti-
tion function of or the number of independent positions
within the volume V-

A
o

Z, =

<ILZ

(7)

Ql\)I(A.)-l <

The question as to which formula has to be
employed apparently depends on the context of a phys-
ical problem to be solved. Once the characteristic tem-
perature is known, a comparison of the real object size
and the uncertainty relationship at this temperature
should be used to select a maximum intrinsic volume
between these of the wave and particle. Then the num-
ber of alowed different states is determined by inte-
grating over the volume and momenta. It should be
emphasi zed that these considerations refer to the whole
indivisible atomic and molecular objects, their internal
structures being ignored.

By substituting expression (7) into (4), both formu-
las for the equilibrium constants can be reduced to a
common relationship of the type of relationship (6)
containing a characteristic gasodynamic cross section
with an exponent of —3/2. The remaining differences
between equations are related to the features of taking
into account the internal degrees of freedom of the
dimeric molecules and fal out of the scope of this
paper.

Thus, if the trandational partition function of elec-
tron in the range of practically important temperatures
has to be determined by formula (2), the partition func-
tion of atomic and molecular particles and clusters
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must be calculated by formula (7). Differences between
the results of calculation according to formulas (2) and
(7) for various working bodies may reach 4-5 orders of
magnitude.

Conclusion. In calculating the rates of kinetic reac-
tions using partition functions, it is necessary to explic-
itly takeinto account both the characteristic dimensions
of objects and their velocities determined by the prob-
lem conditions. The proposed correction of the equilib-
rium relationships eliminates the discrepancies. This
approach reflects the possible degeneracy of the
allowed qualitatively different states of the object and
the freezing of some degrees of freedom of the system,
in accordance with a particular physical problem.
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Abstract—The motion of abody in a periodic potential relief with weak damping is considered. It is shown
that, in the presence of an additional periodic external action, dependence of the period-average vel ocity on the
mean force of friction exhibits plateaus where variationsin the acting force do not lead to changesin the average
velocity. The plateau velocity is proportional to the frequency of the applied periodic perturbation and can be
readily controlled. The effect can be used to create the driving mechanisms capable of ensuring motion at a
strictly preset velocity not affected by the applied load variations. © 2001 MAIK “ Nauka/Interperiodica” .

There are many technical applications involving
drives where it is necessary to provide for the strictly
controlled driving system parameters such as force,
velocity, etc. The constancy of these parametersis usu-
aly ensured by creating a feedback chain. We propose
using a principle according to which a constant diding
velocity in an artificial tribological couple (operatingin
acertain interval of loads) can be maintained based on
the effect of phase self-adjustment anal ogous to one of
the variants of the nonstationary Josephson effect [1].

Let us consider the motion of a body in a periodic
potential with weak damping (Fig. 1). The equation of
motion in this potential is as follows:

mX = Fr—nx—Fysin(2mx/a), (D)

where mis the body mass, Fy is the force acting upon
the body, n is the viscosity coefficient, F, is the ampli-
tude of the periodic force, and aisthe wavelength of the
periodic potential. The model described by Eq. (1) pro-
videsfor asimplified but very successful description of
dry and boundary friction. In this or aslightly modified
form, this model was extensively used in tribology and
rheology (see, e.g., [2, 3]).

On the other hand, an equation of type (1) written as

E%EE' - -_%feiﬁ%q,_jognq), 2

describes the dynamics of the Josephson contact. Here,
f is the Planck constant, ¢ is the phase difference
between the contacting superconductors, C and R are
the contact capacitance and resistance of the contact, e
isthe electron charge, and j, isthe maximum current in
the contact [1]. The mathematical equivalence of the

two problems implies that the tribological systems
admitting a microscopic model described by Eq. (1)
must exhibit the effects analogous to those observed in
the Josephson contacts. One of such effects consistsin
maodification of the current—voltage (I-V) characteristic
of the Josephson contact under the action of an external
periodic perturbation, whereby the -V curve exhibits a
plateau corresponding to a strictly constant value of the
voltage (this effect is employed, in particular, in the
modern quantum standard of voltage).

A tribological analog of this effect would be the
appearance of a plateau featuring a constant average
velocity of motion in a certain interval of forces acting
upon the moving body. This effect would be obviously
important from the technical standpoint: the possibility
of creating drives ensuring strictly fixed average veloc-
ity of motion in a certain interval of loads can readily
find numerous mechanical applications. To our knowl-
edge, this phenomenon (despite admitting direct anal-
ogy to the Josephson effect) was never considered in
the tribological literature. Below, we present a mathe-
matical analysis of the problem.

The physical mechanism of the proposed effect isas
follows. If abody is moving at a macroscopically con-
stant velocity in the presence of a spatially periodic

Fg

Fig. 1. A schematic diagram of abody moving in aperiodic
potential field.
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potential, the instantaneous velocity of motion and the
force acting upon the body are (in the general case)
periodic functions of time with afrequency depending
on the average velocity. The time-averaged values of
the acting force and vel ocity are evidently independent
of the“initial phase” of these periodic functions, which
phase can therefore be arbitrary. The situation will
gualitative change if an additional external periodic
action is applied to the body with a frequency equal to
the aforementioned “intrinsic” frequency of the veloc-
ity and force oscillations. In view of the nonlinear
dynamics of the system, the application of this addi-
tional periodic perturbation will result in the appear-
ance of termswith equal frequencies in the equation of
system dynamics. These termswill not vanish on aver-
aging with respect to time and the corresponding aver-
age is dependent on the initial phase. This dependence
implies that the time-averaged force can be varied by
phase adjustment, while the average velocity remains
unchanged. Note that the problem of describing the
body motion in aperiodic potential with weak damping
ismathematically equivalent to the problem concerning
dynamics of a single Josephson contact; the aforemen-
tioned phase self-adjustment phenomenon is analogous
to avariant of the nonstationary Josephson effect [1].

The proposed effect can be illustrated by consider-
ing a particular case in which the additional periodic
motion is superimposed onto the motion at a constant
velocity. Below we will present the simplest mathemat-
ical analysis, although the same effect takes place under
more complicated conditions as well.

Aswas mentioned above, when abody ismoving in
aperiodic potential at a constant velocity v, the force
acting upon thisbody is a periodic function of thetime:

Fr= Nvo+ Fosjn%;—T(xO+ Vot): 3)

the average value of thisforceis Fr = nvp.

Now let the body moving with the constant velocity
Vv, be subject to an additional periodic perturbation with
amuch smaller amplitude v, (v, < vy):

V = Vy+ v, coswt. (4)
The coordinate of the body is now described by a mod-
ified periodic function of thetime

V.
X = Xo+ vot+alsmwt, (5)

while the force acting upon the body can be expressed as

Fr = N(vy+ v, coswt)

. 2TT V. (6)
+Fosmg§<o+ v0t+alsmoo%.
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The time-averaged force can be readily obtained upon
expanding Eq. (6) in powers of the small parameter
VilVy (V1 << vy):

O .
Fr = n(v,+ v, coswt) + Fogsm%n(xo+ Vot)
O

O
+ gT—Tcos——(xo + vot)——smoo O
a O

% ™
= n(vy+ v, coswt) + FODsin%n(x(ﬁ Vol)
O
0
O
[42 O
—(Xp+ Vot) + @ O
2nv, "Ca o ve) % 0
+— O
aw D 0
D O
O

(xO + Vot) + oo%

For the first three terms, the time-averaged values
are always zero, while the last term in square brackets

is zero for w
— 2TV, . 21
FR = nVO+ FO awlgn'é—XO (8)
for
_2nv,
W= T 9

Thus, at a certain frequency of the external periodic
perturbation, the average force acting upon the body
may acquire any value in the interval

2nv,| - 2mnv,
- <Fr< +
nvo—|Fo 20 Fr<nv,+|Fo e | (10)
while the average velocity of motion remains

unchanged. The force changes as a result of the phase
self-adjustment to the initial value of 21x,/a according
to Eq. (8). If the external force exceeds the maximum
boundary value in the interval (10), the velocity will
again increase with theforce. Ascan bereadily seen, all
vel ocities obeying the relationship

aw
VO = _n,

>t (11)

where n is an integer, correspond to plateaus in which
the force may vary within certain limits not affecting
the corresponding average velocity. The behavior of the
average velocity of motion in this system plotted as a
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function of the average external force is qualitatively
illustrated in Fig. 2.

The assumption concerning smallness of the pertur-
bation amplitude was important only for the above sim-
ple calculation based on the expansion into the Taylor
series. As is known from the physics of the Josephson
contact, this condition is not principally significant for
the velocity quantization effect.

The “quantized” velocity values corresponding to
plateaus of the velocity versus force curves are deter-
mined by formula (11) and, asis seen from this expres-
sion, depend only on the frequency of the external peri-
odic perturbation and the wavelength of the potential
relief. Therefore, these velocity values can be set with
high precision and readily controlled by varying the
frequency.

The effect describe above can be used for creating
drives providing for a strictly fixed and readily con-
trolled velocity of motion. An example of such asystem
implementing the effect is offered by the contact of two
plates with the surfaces bearing an artificial periodic
microrelief (relative to the trandlation or rotation direc-
tion). Under the action of an acoustic wave of sufficient
amplitude acting upon one of the contacting plates, the
system acquires a force-velocity characteristic of the
type schematically depicted in Fig. 2, with the plateau
velocities determined by formula (10), where a is the
period of the microrelief. For example, aplateau veloc-
ity of L m/sinasystemwitha=1pumisprovided by an
external perturbation with afrequency of about 1 MHz.
This example shows that, taking into account the exist-
ing possibilities of forming regular surface microreliefs
and the available ultrasound sources, the creation of the
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Vy

Fp
Fig. 2. A qualitative pattern of variation of the average slid-
ing velocity vq as a function of the average friction force
Fr in the presence of an additional periodic perturbation.
See the text for explanation.

stabledriveswith controlled vel ocity within technically
important intervals presents no significant difficulties.
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Abstr act—M etal -nanoparticle-containing composite layers were synthesized by implantation of 60 keV Ag*
ionsinto asoda-lime silicate glass to adose of 3 x 10® jon/cm? at an ion beam current density of 3 pA/cm? and
asubstrate temperature of 35°C. The results of implantation depend on the temperature effects developed in the
glass targets of various thicknesses. Data on the silver distribution profile and the nucleation and growth of
metal nanoparticles in depth of the implanted layers were obtained from the optical reflection spectra. It is
demonstrated that even small variations in the surface temperature of the ion-bombarded glass substrate lead to
significant changes in the conditions of nanoparticle formation in the sample. © 2001 MAIK “ Nauka/Inter pe-

riodica” .

lon implantation is one of the most effective and
technological methods available for the synthesis of
nanoparticlesin solids[1]. For example, silicate glasses
containing nanoparticles of Ag, Au, or Cu can be used
for solving the tasks of nonlinear optics [2, 3], layers
containing Fe clusters can be employed in magnetic
data storage elements [4], and silicon dioxide films
with Sn or Sb nanoinclusions on silicon substrates can
serve a base for combined optoelectronic devices [5].
The main advantage of ion implantation in the synthe-
sisof composite materialsisthe possibility of filling the
implanted layer with atoms of almost any metal at an
amount above the equilibrium solubility limit.

Despite obviously good prospects, the synthesis of
metal nanoparticles in insulating matrices by the ion
implantation technique is a complicated process
depending on a large number of factors. One of the
main features in theion implantation processis a statis-
tical scatter in the penetration depth of implanted ions
and, hence, an inhomogeneous distribution of the con-
centration of impurity atoms in the subsurface layer of
the ion-irradiated target. This results in that the nano-
particlesformed are characterized by a size distribution
both in the lateral direction (parallel to the target sur-
face) and in depth of the ion-implanted material [1, 6].
However, the conditions of formation of the implanted
metal nanoparticles can be changed by varying param-
eters of theion implantation process.

Itiswell known that the temperature of anion-bom-
barded substrate is one of the most important factors
affecting the implanted impurity distribution (depth—

concentration profile) in the target. Unfortunately, this
parameter is frequently not controlled in the course of
the ion implantation process, although an increase in
the substrate temperature by only a few dozen degrees
may lead to intensive thermostimul ated diffusion of the
impurity in depth of the target, thus reducing the local
concentration of metal atomsin aglass substrate[7]. In
practice, apreset substrate temperatureisusually main-
tained by forced cooling of the target holder. However,
this approach is insufficiently effective in the case of
insulators, which typically possess low therma con-
ductivities. This circumstance increases the role of the
thickness of dielectric substrates as a factor determin-
ing the target surface temperature during the ion
implantation and, hence, influencing the synthesis of
nanoparticles. The purpose of this study was to experi-
mentally verify this assumption in the case of Ag nano-
particles formed by silver ion implantation into a soda
limesilicate (SLS) glass.

A composite material was based on an SLS glass
(Societa Italiana Vetro company, Italy) representing a
homogeneous mixture of the chemical components:
70% SIO,, 20% Na,0, 10% CaO. The SLS glass was
characterized by an optical transmission of ~90% in the
350-900 nm range. The samples were prepared in the
form of plane-paralel plates with lateral dimensions
1.5 x 1.5 cm and two thicknesses: 0.15 mm (thin sam-
ples) and 3.1 mm (thick samples). These glass sub-
strates were implanted with 60 keV Ag* ions at an
ion beam current of 3 pA/cm? to a dose of 3 x
10%* ion/cm?; all samples were processed under identi-
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cal conditions on a Whickman implanter system in a
vacuum of 107° Torr. The glass substrates were fixed
with a heat-conducting glue on a massive metal plate.
The temperature of this target holder could be moni-
tored and stabilized by a system including a resistive
heater and a gas cooler. During the implantation pro-
cess, the target holder temperature was maintained
at 35°C.

Theion-implanted samples with inhomogeneous dis-
tribution of metal nanoparticles in depth of the materia
were analyzed by a method described previoudy [6],
based on the light reflection measurements from both
the front (ion-irradiated) and the rear (unirradiated) sur-
face of a glass target. The reflection and transmission
spectra of the samples were measured at room temper-
ature using a single-beam fiber spectrometer of the
Monolight type. The spectra were measured in the
range from 350 to 800 nm at a 90° angle of the probing
beam incidence on the sample surface. The intensities
of reflection spectrawere corrected for the signal atten-
uation depending on the sample thickness.

Anincrease in the concentration of Ag atomsin the
glass above the solubility limit leads to the nucleation
of metal nanoparticles. Assuming that the nanoparticle
growth results from the sequential attachment of Ag°
atoms formed upon the neutralization of Ag* ions, we
may suggest that the growth of nanoparticles is con-
trolled simultaneously by the diffusion coefficient and
the local concentration of silver atoms. If the mobility
of AgC in the glass matrix is low, the growth will pro-
ceed mostly at the expense of incorporated Ag* ions
(the nanoparticle growth under limited diffusion condi-
tions [8]). Since an increase in the absolute concentra-
tion of metal ionsin theimplanted layer is described by
the depth—concentration profile depending on the irra-
diation time (or on the accumulated ion dose), the pro-
cess of nucleation and growth of metal nanoparticlesis
also time-dependent.

Evidently, the size of metal particlesformed at acer-
tain depth is proportional to the factor of glass matrix
filling with metal at the same depth and, hence, is aso
determined by the depth—concentration profile of
implanted ions. According to the theoretical profiles of
Ag distribution in SLS glass, which were calculated
with an alowance for the sputtering effects but with
neglect of the diffusion mobility, the Ag concentration
exhibits a maximum at the target surface and then
monotonically decreases in depth of the sample [9].
Therefore, the largest Ag nanoparticles also form at the
target surface and a decrease in the implanted ion con-
centration with depth must be accompanied by a drop
in the particle size, which was confirmed by the elec-
tron-microscopic observations in the cross sections of
metal-implanted glass samples |3, 10].

The experimental reflection and transmission spec-
tra of SLS samples of different thickness implanted
with Ag* ions are presented in the figure. The broad
selective spectral bands observed in the visible spectral
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Experimental optical spectra of reflection R and transmis-

sion T for the Ag*-ion implanted soda-lime glass samples
with athickness of (a) 0.15 mm and (b) 3.1 mm measured
from the (1) ion-irradiated and (I1) unirradiated side.

range are related to the formation of Ag nanoparticles
inthe glass matrix and explained by the phenomenon of
plasma polariton resonance [6, 11]. The transmission
spectrameasured from both the ion-irradiated and unir-
radiated sides of the substrate are identical. Asis seen,
there is no visible distinctions between the absorption
bands at 425 nm (corresponding to the optical reso-
nance of Ag nanoparticles) in the spectra of thick and
thin samples. A small differencein thelong-wavelength
part of the spectrum was due to the intrinsic absorption
spectrum of SLS glass, which was manifested because
the transmission measurements were performed with-
out compensation for the sample thickness.

As was demonstrated previously [6], the optical
transmission spectra do not reflect the character of dis-
tribution of the impurity nanoparticles in depth of the
implanted samples. We will compare the sampl es based
on their reflection spectra. If asample featuresinhomo-
geneous distribution of the nanoparticle size with
depth, this unavoidably leads to variation in the light
absorption and reflection conditions in the layers con-
taining particles of different size and must be mani-
fested by a difference in the shape of reflection spectra
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measured from theion-irradiated and unirradiated sides
of the glass substrate. Indeed, this difference is clearly
observed for the reflection spectra of a thick sample
presented in panel (b) of the figure. According to these,
the reflection spectrum measured from the ion-irradi-
ated side exhibits a broad intense band with a maxi-
mum at 460 nm, whereas the spectrum measured from
the opposite side displays a much less intense band
peaked at a wavelength of 485 nm. This difference is
explained [6] by dissimilar distribution of meal nano-
particles in depth of the sample, whereby greater parti-
cles are located at the ion-irradiated surface while the
smaller species are incorporated deeper into the sam-
ple. This situation is typical and was frequently
observed in ion-implanted glasses [10, 12].

A somewhat different situation is observed in the
spectra of thin sample presented in panel (a) of the fig-
ure. Here, the reflection spectrameasured from both the
ion-irradiated and unirradiated sides of the glass sub-
strate are almost identical with respect to both intensity
and position of the absorption peak (475 nm) and the
shape (spectral intensity distribution). Thissimilarity is
indicative of auniform distribution (symmetric profile)
of Ag nanoparticles in depth of the implanted layer.

Apparently, the difference observed between the
spectraof thin and thick samplesimplanted under iden-
tical conditions can be attributed to a difference in the
temperature gradient developed in the subsurface lay-
ers of two glass targets heated by the ion beam. Since
the surface temperature of a thick sample must be
higher (because of the hindered heat removal) than that
of athin one, the implanted atoms in the former case
would possess a higher mobility and more readily dif-
fuse from the surface inward the sample. This leads to
a more uneven accumulation of impurity in the
implanted layer and, eventually, to the formation of an
inhomogeneous particle depth—concentration profile.
In athin sample, featuring alower temperature gradient
between the ion-irradiated surface and the unirradiated
surface contacting with the cooled plate, the target sur-
face is not subject to overheating—a factor stimulating
redistribution of silver nanoparticles in depth of the
implanted layer.

Thus, we have experimentally established the effect
of the surface temperature of asoda-lime glasstarget on
thefinal distribution of implanted silver. It was demon-
strated that the effect is more significant for thick sam-
ples, where a greater temperature difference between
the ion-irradiated and cooled sample surfaces can be
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expected. Such temperature gradients lead to an inho-
mogeneous depth—concentration profile of impurity in
the target and, eventually, to an inhomogeneous nano-
particle size distribution in depth of the sample.
Although the difference in the thickness of glass sub-
strates used in our experiments was very small (below
two millimeters), the spectral characteristics of ion-
implanted samples were significantly different. This
fact suggests that the optical spectra can be used in
practice for monitoring the fabrication of optical
devices.
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Abstract—A vircator with an inhomogeneous external magnetic field superimposed onto the cathode—anode—
virtual cathode potential well was studied by methods of computer modeling. It is shown that the application
of such additional field allows a significant (almost fivefold) increase in the microwave generation efficiency,
which is explained by the gyrotron effect development. © 2001 MAIK “ Nauka/Interperiodica’ .

Microwave generators with virtual cathodes—vir-
cators, reflex klystrons, and reditrons—are the most
popular types of generators employed in the past three
decades in high-power relativistic microwave electron-
ics. As pointed out in [1], the maximum generator
power increased by one order of magnitude in each
decadeto reach acolossal value of 22 GW by the begin-
ning of 1990s [2]. The state-of-the-art in this field was
reviewed in [3].

However, the past decade reveal ed some new trends:
the rush for record output powers was changed by
searching for the ways to increase the efficiency of the
microwave generation. This resulted in finding techni-
cal means of coherently adding the outputs of a number
of vircators operating at a moderate (subgigawatt)
power [4].

In this context, we have used numerical modeling
methods to check for the idea of increasing the vircator
efficiency by using inhomogeneous magnetic fields in
the interaction region. Although we proposed this idea
amost a decade ago [5] and mentioned this method
in[6, 7], the project was studied neither theoretically
nor experimentally. Let us briefly cover the idea again.

Kwan and Snell [8] suggested a hew vircator con-
cept, called by the authors the reflex electron discrimi-
nation tube (reditron), the essence of which wasto dis-
criminate electrons reflected from the virtual cathode
(VC) so as to exclude the diode perturbation. The red-
itron creators believed that this would increase the gen-
erator efficiency. However, our subsequent investiga-
tions[9, 10] showed that the reflex electron discrimina-
tion also excluded the feedback in the microwave
generator, thus breaking the radiative instability. In
development of the reditron concept, we proposed [5] a
reditron variant where only “soft” reflex electrons (i.e.,
those having radiated their energy and losing synchro-
nism) rather than al reflex electrons were discrimi-
nated. This “sorting” of electrons in the cathode-
anode-V C potentia well can be performed by superim-

posing a longitudinal magnetic field with a minimum
strength at the anode grid.

In this study, we aimed at a more profound investi-
gation to establish how the presence of both minimum
and maximum magnetic field in the interaction region
would affect the vircator characteristics.

The numerical modeling was carried out using a
2D (rz) variant of the well-known code KARAT (ver-
sion 70720) [11] representing a fully self-consistent
relativistic electromagnetic PIC code. A configuration
of the vircator region modeled is schematically
depicted and the necessary dimensions areindicated in
Fig. 1.

We studied a system with the main axial magnetic
field of 5 kOe decaying to zero near the output window
(25<z< 27 cm) so asto provide for the transit el ectron
withdrawal onto walls of the vircator drift tubein order
to close the reverse current circuit and prevent the out-
put window from being charged and damaged. Using
an additional solenoid coil or by some other means, it

0 10 20 30
Z,cm

Fig. 1. A schematic diagram of the model vircator configu-
ration.
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Fig. 2. A typical calculated “oscillogram” of the output
microwave signal power.
LMW
25
20
15+
10+

5L
0

2 4 6 8 10 12
H, kOe

Fig. 3. The plot of average output power versus magnetic
field strength at the vircator anode. The dashed line corre-
sponds to the case of a homogeneous field profile.

was possible to provide for the inhomogeneity of the
magnetic field in the interaction region between cath-
ode and VC. We sdlected the following structure of
inhomogeneous magnetic field in the cathode-VC
region: the field strength on the system axis varied
according to a linear law between cathode and anode
grid and then aso linearly returned to the initial value
on the passage from anodeto VC.

Using a preset magnetic field configuration on the
system axis, the computational program preliminarily
calculated the magnetic field distribution in the whole
system by numerically solving the equation divH = 0.
A typical geometry of the magnetic field lines (for an
inhomogeneity type with maximum) is presented in
Fig. 1.

A positive rectangular high-voltage pulse with an
amplitude of 200 kV applied to the cathode produced a
15 kA current,® which was sufficient for the VC forma-

1 During the system evolution, the cathode current exhibited a self-
consistent variation depending on the space charge in the diode
region of the vircator.
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tion. The output microwave generation was monitored
during 4 ns by calculating the Poynting vector flux in a
cross section situated between the output window and
the site of transit electrons withdrawal onto the drift
tube walls (this section is indicated by the dashed line
at z=29 cminFig. 1). Figure 2 shows atypical calcu-
lated “oscillogram” of the output signal power. The
microwave generation was calculated for various val-
ues of the magnetic field strength (2-11 kOe) at the
anode grid. Figure 3 shows the plot of average (over
5 ns) output power versus magnetic field strength at the
anode.

An analysisof Fig. 3 showsthat creation of an inho-
mogeneous magnetic field with aminimum of 2—4 kOe
at the anode grid increases the output microwave power
almost five times as compared to that for ausual virca-
tor with ahomogeneous magnetic field. In thiscase, the
inhomogeneous field actually ensures the removal of
“soft” reflex electrons to the anode tube (soft electron
discrimination reditron mode). In addition, it was
established that fast el ectrons moving in the inhomoge-
neous magnetic field acquire significant transverse
rotational motion component, which favors develop-
ment of the TE mode generation due to the gyrotron
effect analogous to that described in[12]. In the case of
a still more pronounced decrease in the magnetic field
strength at the anode (down to 0-2 kOe), al electrons
leave the interaction region without crossing the grid
and, hence, the microwave generation ceases.

If the inhomogeneous magnetic field has a configu-
ration with a maximum of 6-8 kOe, the output micro-
wave power isalmost three times that for ausual virca
tor with a homogeneous magnetic field profile. As
expected, in this case only the gyrotron effect contrib-
utes to the power gain, whereas the loss of soft reflex
electrons is not manifested. When the field strength
maximum exceeds 8 kOe, no VC is formed in the sys-
tem and the generator operates in the pure gyrotron
regime with an output microwave power about twice
that of the homogeneous vircator.

Thus, we have demonstrated that application of an
inhomogeneous magnetic field to the interaction region
of a vircator increases both the output microwave
power and the efficiency of the generator. The increase
is observed for inhomogeneous fields with both maxi-
mum and minimum at the anode grid.
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Abstract—Exact representations of the generating functional of one-component classical systems with a cen-
tral interatomic interaction potential are obtained in terms of the functional integrals over auxiliary fields deter-
mined in the wavevector space. It is proved that the problem of calculating a classical partition function for a
system of particleswith an arbitrary interatomic interaction potential is equivalent to the problem of calculating
adtatistical integral for a system of interacting oscillators with a temperature-dependent Hamiltonian. © 2001

MAIK “ Nauka/Interperiodica” .

The generating functional of a system of N particles
interacting via two-body potential v(r) in the presence
of an external field ¢(r) acquires upon integration with
respect to momentum the known form:

YA " d°R
Z{o} = 5 | o | %17@

z v (|Rs RS|)E

S,S =1
s#s'

o @
x eXpEl—Bz ¢(Rs)DeX|o

where A = (2mh%mkgT)Y2 is the de Broglie thermal
wavelength, B = L/kgT is the reciprocal temperature, V
is the system volume, D is the space dimension, and 7
and kg are the Planck and Boltzmann constants, respec-
tively.

In Eq. (1), the first exponent term related to the
external field represents a product of identical one-
atom components of the type exp(-3¢(Rs)). The sec-
ond exponent does not separate into one-atom multipli-
ers because the atomic coordinates R, exhibit mutual
“entangling” viathe interaction potential.

A possible means of “ separating” the atomic coordi-
nates in an interatomic potential of the general form
consists in using a functional integration technique.
There are severa variants of this representation [1-4]
of the partition function. We will use a variant of the
factorization method proposed previously [5] (omitting
the ergodic theorem of H. Weyl and the related ergodic
approximation) and subsequently developed in [6, 7].

Assuming that the central interatomic potential v (r)
admits expansion into the Fourier series, the pairwise

energy of interaction between particles in the system
can be written as

% z V(le_Rs'l)

ss=1
szs'

= Sv(0) + 55 S VRIS S ()

kOoQ"

-5 S VKIICHK) + Sk,

k'o0Q

where

C(k) = 3 cos(kRy); S(k) =% sin(kRy); (3

theterm —g v(0) compensates for thetermswiths=s

in the right-hand part of Eq. (2); Q* denotes the
wavevector space parts in which the Fourier-transform
v (k) of the interatomic potential is positive and nega-
tive, respectively; and v#(k) = v (k) for k O Q*.

The exponent related to the energy of two-body

interactions in the generating functional (1) splitsinto
the product over k and k' terms of the type

e B0 (o2 + 5012, e B KD (e +

(k"] E Performing the Stratonovich—Hubbard trans-

formation for each of these terms, we obtain a generat-
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ing functional representation viathe functional integral
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w(k) isan arbitrary positive function of the wavevector
with the dimensionality of the circular frequency; mis
an arbitrary parameter with the dimensionality of mass,
and x*(k) and y*(k) are the auxiliary variables appear-
ing asaresult of the Stratonovich—Hubbard transforma-
tion.

Upon representing Eqg. (4) in the form of statistical
integral of the system of interacting oscillators with the
aid of identity
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we obtain
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Thisintegral representsaclassical partition function of
asystem described by the Hamiltonian #¢:
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Note that the term 217/Bwx(k) in the integrand of Eq. (7)
plays the role of a natural elementary cell of the phase
space, that is, of the Planck constant, and has the same
dimensionality.
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Besides the “natural” variables—the generalized
coordinates x*(k), y*(k) and generalized momenta

px (K), p; (k)—Hamiltonian (8) contains the temperar
ture implicitly entering into the function %,(x*(k),

y(K), {9(r)}).

Thus, astudy of the statistical properties of asystem
of classical particles interacting as described by an
arbitrary pairwise potential (admitting expansion into
the Fourier series) isequivaent to the study of asystem
of (quasi)particles (or elementary excitations) des
cribed by Hamiltonian 7€. In this context, it would be
of interest to study the systems described by this
Hamiltonian.
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Abstract—Theinternal conversion electron lines were measured by the method of track counting in a nuclear
photoemulsion with the aid of an optical microscope and an MAS-1 automated TV setup. © 2001 MAIK

“Nauka/Interperiodica” .

Introduction. An important role in the experimen-
tal nuclear spectroscopy belongs to high-precision beta
spectrographs using constant magnetic field. Possess-
ing relatively simple design, these instruments are also
simplein use and offer anumber of advantagesin deter-
mining the energies, intensities, and multiplicities of
nuclear gammatransitions [1].

Owing to the high energy resolution and broad
energy range covered in one measurement, beta-spectro-
graphic complexeswerewidely used in the 1950s-1980s
for the nuclear spectrometry of radionuclides [2]. How-
ever, a relatively low transmission of beta spectro-
graphs, limited sensitivity of the photographic plates,
low accuracy of the photometric measurements, and the
requirement of high activity of the sources employed
restrict the possibility of using these systems for the
investigation of short-living radionuclides and for the
measurement of low-intensity electron lines in the
internal conversion spectra.

One of the possible ways to increase the sensitivity
and accuracy of beta-spectrographic measurements is
to use the track-counting technique instead of photo-
metric (optical density) measurements on photographic
plates [3-5]. The tracks of focused and scattered elec-
trons possess different shapes, which allowsthelines of
internal conversion electrons (ICES) to be distinguished
even against a high background level.

A considerable volume of experimental data has
been accumulated at the Laboratory of Nuclear Prob-
lems of the Joint Institute for Nuclear Research (JINR)
over four decades of operation of a beta-spectrographic
complex designed at the Tashkent State University. The
| CE spectra of more than one hundred radionuclides of
rare-earth elements, astatine, and actinium are now
stored on the photographic plates. A large proportion of
this information is inaccessible for processing the ICE
lines by the photometric technique. However, these

data can be recovered by the method of electron track
counting on the photographic plates.

Below, we describe a procedure developed for the
track counting on the I CE beta spectrograms recorded
on 400 x 15 mm photographic plates of the R-50 type.

Experiment. The beta particle spectrograms of var-
ious isotopes prepared as thin-film sources were
recorded using beta spectrographs with an energy reso-
lution of 0.03-0.06% and a transmission of 0.01% [2].
For this purpose, an isotope of fragments was obtained
on Ta, Er, Cd, W, Au, and some other targets spalled in
the inner proton beam of the JINR phasotron (E, =
660 MeV). The corresponding isotope fractions were
isolated by radiochemical methods [6]. These isotopes
were electrolyticaly deposited onto platinum wires
(10-100 pm in size), which were mounted in the beta
spectrograph and used as the sources irradiating photo-
graphic plates.

Photographic plate processing. The exposed pho-
tographic plates containing data on the weak ICE lines
can be successfully processed by the method of track
counting in the photoemulsion [3-5]. This technique
was used to measure the ICE spectra of ¥Cs (T =
30.1 year), 1%8TI (T = 5.3 h), 2%TI, and ??Pb radionu-
clides recorded at a beta spectrograph resolution of
0.02-0.04%. Anton’eva [3] measured the K, L, and M
ICE lines of the y transition with an energy of
661.6 keV. Reitman and Schneider [4] studied the L,,
L,, and L ICE lines of the 411.8 keV transition in
19%8Hg. Sevier [5] measured the low-energy L, ; and
M;_5 ICE lines of the y transition with an energy of
39.8 keV in 2%2T| and the K lines of the 115.7 keV tran-
sition in 2'2Bi. It should be noted that the accuracy of
the ICE line intensity determination in these measure-
ments did not exceed 8% [3-5].

1063-7850/01/2707-0563%21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 1. The ICE spectra of 61Ho obtained by the methods of photometry (symbols D, optical density) and track counting (solid

curves Ng, track/250 pum?).

In this study, we counted the ICE tracks in the pho-
toemulsions for L, 3, M5 (25.655 keV) and L, 4
(74.42 keV) lines of *%'Ho and for some ICE lines of
163Tm, 166Tm, and 3>Ce nuclei. The ICE track counting
procedure was used to process the photographic plates
with a low background level. The data were obtained
with the aid of an optical microscope of the MBI-9 type
operated at a magnification of 900 and 1350. Figures 1a
and 1b shows the regions of the | CE spectrum of 6Ho
with a source activity below 1 mCi obtained by the
methods of track counting and photometry. Data on the

Data on the relative intensities of 25.655 and 77.42 keV ICE
lines (L,_g) in the y transition spectra of %'Ho

Energy | Intensity | Experi- Theory Multiplicity

E,, keV ratio ment assignment
Li: L, 1.40 1.37

25.655 L,:Lg 0.70 0.68 El
Ly:Lg 0.93 0.94
Ly Ly 3.60 3.59

77.42 Ly:Lg 0.80 0.80 El
Li:Ls 2.88 2.86

TECHNICAL PHYSICS LETTERS  Vol. 27

relative intensities of 25.655 and 77.42 keV linesin the
spectra of 6'Ho are listed in the table in comparison
with the results of calculations using the theory [8].
A comparison of these values shows that multiplicities
of the 25.655 and 77.42 keV transitions belong to the
El type.

Figure 2 shows a curve of the track length versus
electron energy plotted using the data from [3-5] and
our results. This plot indicates that the | CE track count-
ing must be performed using a microscope magnifica
tion of 2700 because electrons with an energy below
16 keV are characterized by atrack length shorter than
4 um. According to the spectral sensitivity characteris-
tic of the R-50 photographic plates, the electron track
length increases with the particle energy up to 200 keV
[1-2], after which the number of emulsion grainsis no
longer changing with the electron energy. The tracks of
electrons possessing different energies can be dis
tinguished by the number of grains crossed by thetrack,
the track length, and the scattering angle. We used the
track counting method to process the ICE lines for
the following transitions: %Tm (K-194.8 keV),
169y b (K-197.97 keV), 1%Ho (K-218.1 keV), 135Cr (L,
L,, L;-59.08 keV, K-146.2 keV, K-162.1 keV,

No. 7 2001
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Fig. 3. An ICE spectrum of aradioactive 516" Tm fraction
obtained with the aid of aMAS-1 automated track counting
system.

K-572.0 keV, K—665.4 keV, K—783.3 keV, K-828.2 keV),
and 1%Ho (L, Ly, Ls, My, Mg, N_, O.—86.49 keV).

The track counting method provides interesting
results, but the manual data processing on an optical
microscope is hot a promising course of action. The
first task is to develop an automated procedure for the
track counting in photoemulsions.

Photographic plate processing on a MAS-1 auto-
mated setup. Use of the TV camerasfor obtaining dig-
itized images of the nuclear photoemul sions opens new
possibilitiesin the beta-spectrographic data processing.

TECHNICAL PHYSICS LETTERS Vol. 27 No. 7
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A universal automated setup of the MAS-1 type [7] is
based on the principle of TV readout, digitization, and
transfer of the data to computer. Subsequent computer
processing and filtration of the data array alows the
automated determination of the number of black pixels
belonging to grains in the exposed emulsion. A TV
camera employing a /2" CCD-matrix decomposes a
focused image into a pattern of 512 x 512 pixels.
A 400 x 400 mm photographic plate is scanned with
the aid of a microscope objective lens using a 60- to
300-um-wide field of vision.

The track point coordinates in a 3D space over the
working table are determined to within 1 pum using
grating-based position sensors. The positioning accu-
racy within the same field of vision may reach up to
0.2 um. Each cell of the image recorded is provided
with a value characterizing the brightness (1-256 unit
scale). Therefore, each field of vision occupies 256 kB
of the computer memory. A field of vision scanned with
a 40" objective covers 100 pum, which corresponds to
5 pixels per micron. At this resolution, a single grain
occupies about 20 pixels in the shot. Therefore, a TV
cameraoperated in thisregime allowsthe optical image
to be scanned onthegrain level. A specid filtration pro-
cedure involved in the image digitization procedure
ensures the obtaining of reliable data.

Figure 3 shows an example of the ICE spectrum of
aradioactive 1%16"Tm fraction obtained with the aid of
an MAS-1 system.

Conclusion. An analysis of various methods used
for the beta-spectrographic | CE measurements with the
photographic registration reveals the following fea
tures.

1. The ICE track counting on photographic plates
provides for a significantly higher sensitivity as com-
pared to the photometric measurements, which is
related primarily to the possibility of distinguishing
| CE tracks from the tracks of scattered electrons.

2. The possibility of processing beta spectrograms
implies the use of high-activity sources, which is
related to a limited sensitivity of the photometric
method (the minimum sensitivity of a photographic
plate is 5000 tracks per 0.3 mm line width).

3. During the photometry, the ICE line width addi-
tionally increases due to the finite dit width of the
entrance aperture of the photometric detector.

4. The method of track counting alows using
sources with a specific activity 1000 times lower as
compared to the case of photometric processing.

5. Using an automated spectrometric microscope of
the MAS-1 type with a TV data readout for the ICE
track counting on the photographic plates ensures a till
higher accuracy in determining the line position (to
within a few microns), while retaining the intensity
sensitivity on the level of afew grains.
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Abstract—The magnetooptical and magnetic properties of porous silicon containing electrochemically incor-
porated cobalt microgranules were studied. It was found that the granular cobalt—porous silicon nanocompos-
ites exhibit ferromagnetic properties. The nanocomposite with a cobalt content of 10% showed anomalously
high magnitude of the equatorial Kerr effect. © 2001 MAIK “ Nauka/Interperiodica” .

An important task in the present stage of develop-
ment of the silicon-based microel ectronicsisthe search
for new ways to increase the functional possihilities of
semiconductor devices. In particular, good prospectsin
the development of optoelectronic elements and sen-
sors within the framework of the silicon technology
were opened by the discovery of intense luminescence
from porous silicon (por-Si) [1]. However, the mag-
netic and magnetooptical properties of materials com-
patible with the silicon technology are much less stud-
ied and virtually not implemented in practice.

There were afew attempts at studying the magnetic
properties of porous silicon [2—4], which led the
researchers to rather contradictory conclusions. The
results obtained in [2] showed the absence of any sig-
nificant magnetic effects in porous silicon, while other
data [3, 4] showed certain signs of ferromagnetism in
this material. At the same time, it is known that low-
dimensional composites of the ferromagnetic metal—
insulator type exhibit magnetic properties that are of
considerable interest in practical applications, such as
the giant magnetoresistance, spin-dependent conduc-
tivity, and nonlinear magnetooptical effects.

Below, we present the results of our investigations
of the magnetic and magnetooptical properties of anew
composite material representing a porous silicon
matrix with incorporated microgranules of ferromag-
netic cobalt.

The layers of porous silicon with a thickness of
5-20 um, atotal porosity of 75-80%, and an average
pore size of afew nanometers were created on the sur-
face of (100)-oriented p-silicon single crystals anod-
ized in an HF—ethanol (1 : 1) solution at a current den-
sity of 20 mA/cm?. The metal microgranuleswere elec-
trochemically incorporated into the por-Si layer by
processing the samplesin an ethanol solution of CoCl,.
Thetotal amount of incorporated metal was determined
by measuring the charge transferred through the sili-

con—electrolyte interface. The content of cobalt in the
por-Si layer was calculated as aratio of the total incor-
porated metal mass to the mass of silicon present in the
porous layer.

The magnetooptical (MO) properties of the por-Si—
Co nanocomposites were studied by measuring the
equatorial  (magnetooptical) Kerr effect (EKE),
whereby the intensity of light reflected from a sample
changes upon magnetization of this sasmple. The MO
spectra were measured for the light quanta with the
energies ranging from 1.3 to 3.8 €V at alight incidence
angle of 70° and a magnetic field strength of up to
2.5 kOe. The magnetization hysteresis was measured
on a vibrating-sample magnetometer-anisometer using
a magnetic field strength of up to 8 kOe. All magnetic
measurements were conducted at room temperature.

It was found that both the character of the EKE
spectra d(hv) and the magnitude of the Kerr effect
strongly depend on the nanocomposite parameters
(porous layer thickness and the relative content of the
ferromagnetic component). The data presented in
Fig. 1 show that the EKE spectra of nanocomposites
containing 5-30% Co (curves 1-4) significantly devi-
ate from the spectrum of pure cobalt (curve 5). Asis
seen, the difference is manifested both in shape of the
curves and in sign of the Kerr effect (for the samples
with small cobalt content). The EKE value exhibits a
nonmonotonic variation depending on the metal con-
tent: certain compositions (in particular, some samples
containing 10% Co) showed anomaloudly large effect
reaching & J-1072 at alight quantum energy of 2.6 eV
(the absolute & values for pure cobalt measured under
analogous conditions were about five times |ower).

The MO properties also strongly depend on the
technological conditions of the porous silicon prepara-
tion and the microgranular metal incorporation. Even
small variations in the process parameters such as the
anodic current density, temperature, or electrolyte con-

1063-7850/01/2707-0567$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 1. EKE spectra of porous silicon—cobalt nanocompos-
ites containing (1) 5%, (2, 3) 10%, and (4) 20% Co in com-
parison with the spectrum of (5) a bulk cobalt sample. The
inset shows a plot of the magnetization versus magnetic
field strength for sample 2.
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Fig. 2. EKE spectra of porous silicon—cobalt nanocompos-
ite samples with the same (10%) cobalt content prepared in
different technological cycles (1-3, 3). Curves 3 and 3
were obtained for the same sample measure at the center
and at the edge of the plate, respectively. The inset shows a
plot of the magnetization versus magnetic field strength for
sample 2.

centration led to significant changes in the MO proper-
ties of the nanocomposite. For example, Fig. 2 presents
the EKE spectra of several por-Si—-10% Co samples
prepared in different technological cycles. As is seen,

TECHNICAL PHYSICS LETTERS  Vol. 27
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the EKE value in the region of 2.5 €V varies in this
series of samples from +6 x 102 to —1 x 102. More-
over, the shape of the spectrum may even differ in var-
ious areas of the same nanocomposite sample
(cf. curves 3 and 3' in Fig. 2). Measured in the sample
areas close to the edge, the EKE spectrum is similar to
that of pure cobalt (curve 5 in Fig. 1). This behavior
agreeswith the tendency of metalsto deposit at the sub-
strate edges—a general trend in electrochemical depo-
sition processes.

At the same time, measurements of the volume
magnetic properties of samples containing equal
amounts of cobalt (even possessing different EKE val-
ues) gave virtually identical results. The magnetization
hysteresis loops (see insetsin Figs. 1 and 2) show that
the Co—Si films studied are magnetically hard, possess
acoercive force ~100 kOe, and do not exhibit saturated
magnetization in thefields up to 2 kOe. These data con-
firm that an average volume concentration of the mag-
netic component is the same in al samplesirrespective
of their MO properties (EKE values).

An apparent discrepancy between the results of
magnetic and magnetooptical measurements is evi-
dently explained by the fact that the magnetic proper-
ties of nanocomposites are determined by the total
cobalt content in the porous silicon matrix, whereas the
MO behavior depends on the amount and structure of
Co microgranules only inthe upper por-Si layer. Taking
into account that the optical absorption coefficient of
the por-Si based compositein the spectral range studied
is not less than 10° cm™ [5], the MO measurements in
this range characterize the upper layer of the nanocom-
posite with athickness on the order of (or lessthan) one
micron. From this we may infer that the distribution of
cobalt inthe por-Si layer israther inhomogeneous, with
the metal concentration increasing on approaching the
inner boundary of the por-Si layer.

Previoudly, analogous variations of the MO spectra
depending on the technological conditions were
observed for ultradisperse cobalt [6] and CoPd; _,
aloy films with low cobalt content [7]. Transforma-
tions in the &(hv) spectra observed in our experiments
aretypical of the microscopically inhomogeneous mag-
netic media and are usually observed upon a variation
of the parameters such as the volume fraction of afer-
romagnetic phase in acomposite and the shape and size
of the ferromagnetic grains [6, 8, 9]. Note that the MO
properties of ferromagnet—insulator composites are
determined by the optical characteristics of both the
porous matrix and the ferromagnetic component [6],
the MO parameters of the ferromagnet, and the sample
microstructure (i.e., the size and shape of ferromagnetic
particles and their environment) [7].

On the whole, the results of our investigation
showed that the proposed method can be used for the
synthesis of porous silicon—ferromagnetic metal nano-
composites possessing unusual properties of interest in
practical applications. The magnetic and magnetoopti-
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cal methods offer an effective tool for the characteriza-
tion of microstructure and composition of these new
composite materials.
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Abstract—The shear energy surfacesin Mg;Cd and Ti5Al alloys possessing a DO, g superstructure were stud-

ied by computer ssimulation with an allowance of the crystal lattice anisotropy. Stable planar defects in the
(0001) basal plane are revealed. © 2001 MAIK “ Nauka/Interperiodica” .

Investigation of the energetics of planar defects of
the shear type provides very important information
about the course of plastic deformation. In recent years,
amost effective method for the study of planar defects
has been offered by computer simulation of the shear
energy profile (y profile) [1, 2]. Previoudly, the shapes
of ysurfaceswere most thoroughly studied in the ordered
alloys with superstructures, based on body- (bcc) and
face-centered cubic (fcc) crysta lattices [3-5]. At the
same time, the defects in alloys with superstructures
based on hexagonal close-packed (hcp) structures were
basically not studied by computer modeling. The tradi-
tional spherically symmetric pairwise interatomic
potentials have proved to be inapplicable to modeling
the planar defectsin hep lattices: no physically accept-
able spectra of the energies of defect formation were
obtained using these potentials.

‘.II

In this study, the planar defect formation was simu-
lated using asemiempirical pairwiseinteratomic poten-
tial for an A—B type bond, which reflects the ani sotropy
of the hep crystal:

Oas(r,8) = (1+us008'0) 0y, (1),

where ¢, is the spherically symmetric Morse function,
8 is the angle measured from the principal crystal axis,
and ¢ is a parameter. The energy profile was calculated
for A;B aloyswith aDO,q superstructure, with a semi-
crystal diding in the (0001) basal plane. The atomic con-
figuration of this plane comprises four sublattices 1-4 as
depicted in Fig. 1, where the positions of lattice sites
bel onging to these subl attices are indicated by numbers
(atoms of the “bottom” layer are shown by smaller cir-
cles). The most probable sliding directions in the plane

Fig. 1. Projection of a DO4g superstructure in an A3B alloy onto the (0001) plane showing lattice sites occupied by (1) A-type and
(1) B-type atoms. Figures in the circlesindicate sublattice numbers (1-4); ag is the lattice parameter.

1063-7850/01/2707-0570$21.00 © 2001 MAIK “Nauka/Interperiodica’
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under consideration are [2130Jand [1010(indicated
by arrowsin Fig. 1).

The potential relief was simulated proceeding from
a starting defect configuration representing the two
semicrystals sheared relative to each other by a preset
vector, with the crystal edges being fixed. Atomsin the
inner regions were allowed to shift under the action of
resultant forces until an equilibrium configuration was
attained.

Figure 2 shows a y surface profile for the (21300
shear direction in the close-packed dliding system of a
MgsCd aloy obtained for the shear vector changing

from —a,[21300to a,[21300 Owing to the ordered
arrangement in the nodes of the DO,4 superstructure,
the energy profile exhibits two quasiperiods corre-
sponding to the semicrystal shift from 0 to

(a,/2)(21300and from 0 to —(a,/2)[21300] The two
quasiperiods differ in magnitude of the energy minima
and in height of the potential barriers, which reflects a
trandlational symmetry of this particular superstruc-
ture. The starting and final configurations are described
by thethin and thick solid profiles, respectively. A shear
by the vector (a,/6)[2130into positions 1 and 4 leads
to the formation of alocal energy minimum, which cor-
responds to the formation of a superstructural stacking
fault (SSF). A deeper minimum, appearing upon arela-
tive shift of the semicrystals by (a,/2)(21300into posi-
tions 2 and 5, corresponds to a stable state of the crystal
containing an antiphase boundary (APB). Subsequent

shear of the semicrystal from this state by (a,/6) (21300
into positions 3 and 6 leads to the formation of a com-
plex stacking fault (CSF). Evidently, a shear by the full

vector +a,[ 213000 restores the ideal lattice structure.
A characteristic feature is that the SSF formation
energy (~100 mJm?) is higher than the energies of APB
(~20 mIJm?) and CSF (=50 mJ/n?). These estimates
agree well with the experimental data for APB
(~22 mJm?) in Mg,Cd [6]. Therefore, the SSF may
split with the formation of APB and CSF according to
the scheme

1 5 1 5 1 5
5 21300 — 5 21300 3 21301
In TizAl, the calculated formation energies of SSF and
CSF are close to ~120 mJm? and the value for APB is
~60 mJm?. In this aloy, no mutua transformation of
the planar defects as aresult of the dislocation reactions
should be expected.

A simpler shape was obtained for a shear energy
profile in the 101 Odirection. In this case, the condi-
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Fig. 2. Dependence of the energy profile on the value of the
shear vector pag[2130in the (0001) planein MggCd alloy.

tions of trandational and mirror symmetry are obeyed
that is manifested by equal values of the energies corre-
sponding to shear in the opposite directions. The shear

by (a,/2)[21300in Mg,Cd leads to the formation of

only APBswith an energy of ~17 mJ¥m?; no other min-
ima were obtained in this system. The energies of pla-
nar defect formation in the other planes were higher by
one order of magnitude, which also agreeswith the data
reported in [6].

Thus, the af orementioned defectsin the (0001) prin-
cipal diding plane represent the whole set of stable pla-
nar defects possiblein superstructures based on the hcp
crystal lattice, which islikely to be related to the anisot-
ropy of this structure.
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Abstract—It is shown that the dispersion of nonlinearity in waveguide structures admitting strong linear cou-
pling between two unidirectional waves significantly affects the dynamics of the wave packet propagation. In
anonamplifying medium, thereisaprincipal possibility (not inherent in one-wave structures) that an envelope
shock wave would form on the leading front of the wave packet. © 2001 MAIK “ Nauka/Interperiodica” .

Among the problems of nonlinear fiber optics
actively discussed in recent years, a specid place
belongsto the properties of waves propagating in distrib-
uted-coupling systems. Thisis explained by broad pros-
pects in the practical application of such systems[1-3].
Such coupled wave formations usually appear in tunnel-
coupled, anisotropic or periodic optical waveguide
(OWG) structures[1, 4]. In this context, it isimportant
to study the dynamics of short pulse propagation in
such OWGs with an alowance for various nonlinear
effects [5—7].

One of the practically significant nonlinear effects
taking place in singe-mode OWGs is the trailing front
“stegpening” and the envelope shock wave formation
on the pulse “tail,” which isrelated to the group veloc-
ity dependence on the pulseintensity [8]. In amplifying
media, the envelope steepening may also take place
on the leading front due to its predominant amplifica-
tion [9]. However, no evidence of the possible shock
wave formation on the leading front was reported in the
literature. Below we demonstrate for the first time the
principal possibility of the shock wave formation on the
leading front of a wave packet in a nonamplifying
OWG admitting the propagation of two unidirectional
linearly coupled waves.

The system of equations describing time-dependent
envelopes of the two coupled waves forming a wave
packet (in terms of the current time 1 =t —Z/u, whereu
isthe group velocity of the wave packet) with an allow-
ance for the mode mismatch of the group velocitiesand
the nonlinear effects of the phase self- and cross-mod-
ulationis asfollows:

= —iOAs_j_iR(yslAj|2+yc|A3—j|2)Ai 1

2RO ) , .
oot VA VA DAL ] = 1.2

Here, v = (U — up)/202% U, = (Oleaw);t is the group
velocity of the jth mode, 2u = u; + u,; Ris the OWG
nonlinearity parameter; wy, is the wave packet carrier
frequency; o isthe mode coupling coefficient; y; and y,
are the self- and cross-modulation parameters, respec-
tively [8]. Equations (1) must be solved jointly with the
initial conditions for the time-dependent mode enve-
lopes A;. These conditions can be written in the general
form A,(t, 0) = YA (T, 0), where ) isa parameter deter-
mining the OWG excitation type. In particular, ¢ = +1
corresponds to symmetric and antisymmetric fiber
excitation, respectively. In the strong mode coupling
approximation, a solution to system (1) can be repre-
sented as a sum of two partial pulses (PPs):

A = (-1) (1, 2)exp(ilol2)

: 2
+a,(T, 2) exp(—ilal z),

where a; are the PP amplitudes slowly varying with the

z coordinate.

If the initial conditions correspond to symmetric or
antisymmetric OWG excitation, the amplitude of one
PPiszero: a, = 0inthesymmetric and a, = 0inthe anti-
symmetric case [7, 10]. The genera system of two
equations for PPs degenerates into a single equation

oa; . 0
% riR(y.valarla: + e (larlar)
®

0
+ (_1)fX2afa|af|2 =0,

where X; = 2R(Y, + Yo/ and X, = R(Y. + Yo/2v|o]| A
solution to this equation can be written in the form of

1063-7850/01/2707-0572%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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a; = prexp(i@), where p; and @ are real pulse ampli-
tudes and phases, respectively. Substituting this expres-
sion into Eq. (3) and separating the real and imaginary
parts in the initial equation, we obtain an equation for
the PP amplitude describing the pulse shape:

0p¢

0
D@D 205 =0 @

L et us consider a Gaussian pulse entering an optical
fiber. For z= 0, this pulse obeys the relationship

pi(T; 0) = proexp(=T/210), (5)

where 1, istheinitia pulse duration. A solution to this
equation for the amplitude p;(t, 2) can be written in an
implicit form

P:(T; 2) = Pro

f 2 2 2 (6)
x exp(—{T—(3X1+ (-1) 2X2)Pi(T; 2)7 /217).

According to relationship (6), the pulse envel ope max-
imum propagates in the OWG at a velocity of

u
U, = r > -
1+ (3x,+(-1) 2X2)upio

(7)

For 3x, + (-=1)"2x, > 0, the pulse maximum propagates
at a velocity that is smaller than the group velocity of
the wave packet in a given medium. As a result, the
maximum shifts toward the trailing front and the pulse
tail exhibits steepening. This leads eventualy to the
appearance of a discontinuity (dp/0t — ) and the
formation of an envelope shock wave. In the case of
3x; + (=1)'2x, < 0 (which is possible for the antisym-
metric OWG excitation), the pulse maximum propa
gates at avelocity exceeding that of the pulse wings. In
this case, the steepening followed by the discontinuity
formation (0p/0T1 — —o0) takes place on the leading
front. The propagation length at which the envelope
shock wave is formed in both cases is given by the
formula

(el2)"*1,
Lp = - > ()]
|(3%1 + (1) "2X2)| pTo

For a pulse with the initial duration t, [11 ps, intensity
p3, 0109 W/cm?, and carrier frequency oy, = 10%5 s
entering thefiber with the parameters v =6 x 10713 g/m,
0=45m? R(ys+VY,) =15x 10 WL m?, we obtain
X1 = 3 x 102° (s m)/W and X, = 10?7 (s m)/W which
yieldsL, 05 m.
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Variation of the shape of a Gaussian pulse propagating in a
nonlinear two-mode OWG: z=0 (1); 2.5 (2); 5m (3). See
the text for explanations.

For a graphical analysis revealing the character of
the pul se shape variation in a given fiber waveguide, the
solution (6) is conveniently presented in an explicit
formin terms of t(p;):

2
T_ Pz Y oy 5 Dy Pl
N OSRICE) 2xz)+%lnpfm, 9)

where the plus and minus signs at the second term refer
to the leading and trailing front, respectively. The pat-
tern of shape variation for a pulse propagating in a
waveguide with the parametersindicated aboveisillus-
trated in the figure for z= 0, 2.5, and 5 m (curves 1-3,
respectively) for the cases of antisymmetric (solid
curves) and symmetric (dashed curves) fiber excitation.
Ascan be seen, achangein thetype of excitation results
in the passage of the steepening effect from the trailing
to leading front of the pulse. In this wave packet, com-
prising unidirectional strongly coupled modes, the
trailing front steepening isrelated both to the dispersion
of phase self- and cross-modulation and to the mode
coupling; the later contribution is determined by the
parameter X,. Theinequality |X./X;| > 1, which may be
validin abroad range of pulse and medium parameters,
indicates that the propagation length L, corresponding
to the envelope shock wave formation in the fibers
under consideration is significantly smaller than the
analogous value for single-mode fibers.

An analysis of the values of waveguide and radia-
tion parameters given above together with the corre-
sponding lengths of the envel ope shock wave formation
demonstrates the necessity of taking the dispersion of
nonlinearity into account in the study of nonlinear sys-
tems with strong linear mode coupling. This analysis
also indicatesthe real possibility of using such systems
for the devel opment of purely optical logic element.
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Abstract—It is shown that the spectrum of a femtosecond light pulse propagating in a nonlinear medium
depends on the absolute phase. As the propagation distance increases, the effect of the absolute phase of the
light pulse on its spectrum may either decrease or increase. © 2001 MAIK “ Nauka/lnterperiodica” .

Following the development of |asers capable of gen-
erating radiation pulses with a duration of tens of fem-
toseconds (or even less), the question has arisen as to
how the absolute phase of such a pulse can influenceits
interaction with the medium. Tempeaet al. [1] consid-
ered the problem of measuring the absolute phase of a
visible light pulse with a duration of 10 fs. Korolkov
et al. [2] showed that the absolute phase of a subpico-
second IR pulse affects the dissociation yield of
diatomic molecules. It should be noted that the possible
effect of a nonlinear medium response on the pulse
propagation was not even mentioned in these papers,
where the analysis was performed within the frame-
work of apreset field approximation.

Below we will demonstrate, based on the nonlinear
Maxwell equations, that the absolute phase of a light
pulse propagating in an optically extended medium
affects the spectrum. The effect depends both on the
propagation distance and on the duration and amplitude
of the radiation pulse. Note that previously [3, 4] we
demonstrated that the position of a maximum spectral
component of alight pulse depends on its duration.

Let us describe propagation of a light pulse along
the z axis within the framework of one-dimensional
Maxwell eguations written (in terms of dimensionless
variables) for the strengths of the electric E and mag-
netic H field with saturating restoring force

oH _ oD O0E_ oH

0z~ ot’ 9z ot
D = E+4nP, -L;<z<Ll, O<ts<L,
0P 64 P ey, @
o> o0t 1+4(p"
z>0, P=0, z<O0

with the initial and boundary conditions
_ _oP  _
e T
Er-0 = Eo(2), Hp=o = Ho(2).
Theinitial pulseisset on theinterval [-L;, O]:

E(0,2) = Ey(2)

0 oD @+05L)T 05L)
o= 5 B”% 30+ 45

E|z=—L

=0 3
%—Lisz<0,
M, 0<z<L,,

H(0, 2) = Ey(2).

In Egs. (1)—3), zisthe spatial coordinate; L, L, are
the lengths of linear and nonlinear media; L, =L, + L is
the domain length with respect to the di mensonless
time coordinate t; w is the “filling” frequency of the
incident Gaussian pulse; T is the pulse duration; disa
coefficient characterizing polarization damping in the
medium; o is a quantity proportional to the dipole
moment of an atom or molecule; and ¢ is the absolute
phase of the light pulse, which characterizes asymme-
try of the pulse filling relative to the center of the its
envelope.

By selecting the initial magnetic field distribution
equal to the electric field, we ensure that the electro-
magnetic wave propagates in vacuum only in the posi-
tive direction of the z axis. The cross section z = 0 cor-
responds to an interface between linear and nonlinear
media; accordingly, weset P=0for z< 0.

Notethat theterm “linear medium” impliesamedium
with the corresponding instantaneous response, while
the nongtationary response processes areignored. Thisis
themain condition used in writing the equation for polar-
ization in the region of z up to z= 0. Another condition

1063-7850/01/2707-0575%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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(P = 0) does not restrict the generality of the analysis,
since a relationship between polarization and electric
field strength in the form P = aE (in the above dimen-
sionless equations) only means a change in velocity of
the electromagnetic wave propagation. An appropriate
renormalization of the variables allows the Maxwell
equations to be written in the form of (1) with P =0.

In terms of the variables employed, the linear oscil-
lator frequency is unity. The parameter n will be taken
equal to 4, which corresponds to the case of a field
interacting with a dipole [5]. It should be emphasized

TECHNICAL PHYSICS LETTERS Vol. 27 No. 7
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that a description of the interaction between laser radi-
ation and amolecule in [2] employed a dipole moment
representation in the form of rexp(—/ry), which also
implies saturation of the interaction upon strong defor-
mation of the molecule. Below we will consider the
action of fields not leading to the ionization of an atom
(the cal cul ations were performed to check for the valid-
ity of the condition |P| < 10).

Optically thin layer. The results of computer mod-
eling showed that an optically thin layer is character-
ized by a strong dependence of the medium response to



578

the absolute phase ¢ of the incident pulse. In this case,
all processes in any cross sections exhibit the same
character. Accordingly, we have to solve a single equa-
tion for polarization at a preset electric field pulse
E = E(t):

P, dP P

— = aE(1),
dt®  dt 1+(p"
O (t— En
E(t) = Eycos(t +¢)expa o) (g
0 T 0
o<t<L,.

In order to compare the results obtained for thin and
thick layers, we retain the parameters a and E; in
Eq. (4).

An example is represented in Fig.1, from which it
follows that an absolute phase increment as small as
0.01 of the period changes the spectral composition of
even a relatively large pulse (1 = 15), whereby the
energy is redistributed between frequencies.

Optically extended medium. In an optically thick
medium, the spectrum of a pulse may exhibit a signifi-
cantly weaker dependence on the absolute phase. For
example, Figs. 2 and 3 show evolution of the electric
induction and its spectral composition for two cross
sections (near z~ 0 and at z= 40) in the case of astrong
light reflection from the interface (about 40 and 95% of
the incident light energy reflected in Figs. 2 and 3,
respectively).

AscanbeseeninFig. 2 for amedium with moderate
nonlinearity (less that 40% of the incident light energy
isreflected), amaximum effect of the absol ute phase of
the light pulse is observed at the interface, where the
spectral composition exhibits a qualitative variation
depending on ¢. Sincetheincident pulseisrather short,
the response frequency in the beginning of the nonlin-
ear medium is close to the intrinsic frequency [4]. As
the pulse propagates further, the spectrum is enriched
with high-frequency harmonics and the absolute phase
effect ismanifested only in the region of low-frequency
spectral components.

In the case of astrong excitation of the medium (see
Fig. 3 where more than 80% of the incident energy is

TECHNICAL PHYSICS LETTERS  Vol. 27

SKRIPOV, TROFIMOV

reflected), the absolute phase influence on the pulse
spectrum grows with increasing propagation distance.
Asaresult, the light pulse splits into subpul ses.

Note also that the interaction of alight pulse with a
medium in which less than 10% of the incident energy
isreflected (weak interaction), a change in the absolute
phase of theinitial pulsevirtually does not influence the
pulse envel ope variation in the medium.

Thus, an analysis of the results of our model calcu-
lations lead to the following conclusions. The possible
effect of the initial absolute phase on the pulse spec-
trum depends significantly on the light—-medium inter-
action parameters. For a moderate excitation of the
medium, the absolute phase effect is most pronounced
at the entrance cross section. Penetrating deep into the
medium, the pulse “forgets’ the initial phase. In a
medium featuring strong excitation, the dependence of
the pulse spectrum composition on the absolute phase
increases with the propagation distance. Here, a Situa-
tion is possible when the absol ute phase effect is mani-
fested deep in the medium, on the final propagation
segment.
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Abstract—Effects of the four-wave processes on the dynamics of the charged boundary of a conducting liquid
are compared for the cases of plane and square symmetry of the problem. Considering adlit liquid-metal elec-
trode, whose special feature is a possible degeneration of the nonlinear three-wave interaction, we propose a
model of the initial stage in the formation of a periodic system of cusps on its surface. © 2001 MAIK

“Nauka/Interperiodica” .

As is well known [1], the surface of a conducting
liquid exposed to a sufficiently strong electric field is
unstable. Interaction of the field with the induced sur-
face charges leads to the formation of a single cone-
shaped cusp or a system of such cusps. The field
enhancement at the cusp apex gives rise to intense
emission processes, which accountsfor awide practical
use of liquid-metal emitters as the sources of charged
particles. The pattern of instability development on a
conducting liquid surface is determined by two princi-
pal factors: the general laws of electrohydrodynamic
processes and the system geometry.

Let us consider aliquid-metal electrode of the elon-
gated dlit type, in which the liquid surface isinfinite in
onedirection (along the dlit corresponding to they axis)
and finite in the perpendicular direction (x axis). Con-
ditions on the dlit boundaries (in particular, the wetting
conditions) determine the initial system configuration
possessing a plane symmetry. Upon the external elec-
tric field application, this configuration is no longer in
equilibrium and instabilities can develop in the x direc-
tion. However, a plane symmetry of the surface pertur-
bations is broken as well [2] and a chain of equidistant
emitting cuspsisformed in they direction. The charac-
teristic size of the system is determined by the most
rapid spatial harmonic. If the electric field strength E is
close to a threshold value for the instability develop-
ment E, = (641Pgap)¥* (where g is the acceleration of
gravity, a isthe coefficient of surface tension, and p is
the density of the medium), the system featuresincreas-
ing perturbations along the y axis with the wavenum-

berscloseto k, = J/gp/a [1].

Thus, the system exhibits atendency to devel op per-
turbations with wavevectors in two orthogonal direc-
tions (along thex and y axes). Now we will demonstrate
that, in the case of a small critical parameter € = (E —

Ef ) EC2 (e < 1), the nonlinear interaction of perturba-

tions leads to the explosion-like growth of the surface
perturbations and the formation of a periodic system of
cusps.

Consider a potential motion of the ideal conducting
liquid possessing infinite depth in an external electric
field. Let thefield vector be directed along the z axis of
our coordinate system. Theelectric field potential ¢ and
the velocity potential ® (for the incompressible liquid)

obey the Laplace equations
0% = 0, D@ =0, (1)
that have to be solved jointly with the conditions
o+ ) - (@8):[—E2+QDD 0N _ g
PP 1+ (@)’
z=n, 2
ne = ®,-0n0s®, z=n, ©)
$=0 z=n, 4
®_—»0, Z—» —, (5)
¢ —-Ez, z— o, (6)

wheren(x, y, t) isafunction determining the liquid sur-
face shape. Relationship (2) is a nonstationary Ber-
noulli equation taking into account the field of gravity
and the electrostatic and capillary pressures; Eg. (3)
expresses the condition of the boundary when impene-
trable for liquid; relationship (4) isthe condition of the
liquid surface when equipotential; condition (5) shows
that the liquid motions decay at an infinite depth; and
condition (6) expressesthe field homogeneity at an infi-
nite distance from the surface.

1063-7850/01/2707-0579%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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For simplicity, we will assume that the dlit width is
217k, and the conditions on the dlit boundaries are peri-
odic. In this system, only the perturbation modes can
develop for which the wavevector projections on the x
axis are multiples of k,. For small values of the critical
parameter, this implies that only harmonics with the
wavevectorsk; = {k,, 0} andk, ={0, k} will be unsta-
ble, which corresponds to a sguare lattice symmetry.
Note that on the infinite plane liquid surface all modes
with |k| = ky are unstable and the nonlinear three-wave
interactions between waves with the wavevectors
rotated by 2173 relative to each other lead to the devel-
opment of surface perturbations possessing a hexago-
nal symmetry [3]. A specia feature of the problem
under consideration isthat the three-wave processes are
degenerated and the character of the electrohydrody-
namic instability development in the weakly nonlinear
stage is determined by the four-wave interactions.

The state of the system is uniquely determined by
the functionsn(r, t) and Y(r, t) = ®|,- , [4]. Let usrep-
resent perturbations of the surface shapen as

2ik,r

N(r, 1) = A()e" ™ + Ayt)e" ™ + Aj(t)e

+ AL+ A (D)e + AT e,

and those of the velocity potentia ( at the liquid
boundary as

W(r,t) = By(t)e

+By (1) + B ()e " + By (1) T +cc,

wherethe nonlinear interactions of the dominant spatial
harmonics k, with the second harmonics 2k, and with

i(ky+ky)r

ikqr 2ikqr

+B,(1)e" + B(t)e

the combination harmonics .2k, are taken into
account.

Substituting these expressions into the initial equa-
tions and taking into account the smallness of the €

value, we obtain amplitudes of the 2k, and /2k, har-
monics as functions of the order parameters A, and A,:

koBj = Aj,  2koBj = A}, J2KBj = Aj},

Al = 2koAT, AT = kO AA, A = KaAAS,
wherej =1, 2and o = 8./2 + 10. Inthiscase, theliquid
surface dynamics is determined by the following
amplitude equations

= eA, +sA|A*+ oA A 7

>
e
=

|

Agy = €A+ SA|A, + OA A% (8)
Here, we passed to dimensionless variables by substi-
tuting Aj — A/ky, t —= t/,/2gk, and introduced the
notation s = 11/4, 0 = 32./2 + 65/2. These amplitude
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equations were derived with an allowance for the qua-
dratic and cubic nonlinearities in the equations of
motion (1)—(6).

A remarkable feature is that the coefficient o at the
crosstermsin Egs. (7) and (8) exceeds the coefficient s
a the homogeneous terms (o/s = 28.3) by more than
one order of magnitude. Thisimplies that the contribu-
tion due to nonlinear interactions k; ~—— k; and
k,— Kk, responsible for the development of one-
dimensional structuresis negligibly small as compared
to the contribution of k; —— k, interactions. As a
result, the square structure of surface perturbations in
the nonlinear stage of instability development is more
favorable than the one-dimensional structure corre-
sponding to the condition A, =0 or A, = 0.

As can be seen from Egs. (7) and (8), the presence
of four-wave processes imparts an explosion-like char-
acter to the temporal evolution of the amplitudes A; and
A, which grow infinitely over afinite time with certain
asymptotics:

_’tc1

2
A — A — B
s+o(t.—t)

wheret, corresponds to the moment of explosion. Thus,
even the simplest model described by Egs. (7) and (8),
where the nonlinearity is taken into account only in the
first nonvanishing order, reveals a tendency to develop
singularities in solutions of the electrohydrodynamic
equations.

We have constructed a model describing the devel-
opment of electrohydrodynamic instabilities of the
charged surface of a liquid meta in a dit emitter.
According to this model, a nonlinear interaction
between the surface waves parallel and perpendicular
to the dit givesriseto an explosion-like development of
a periodic system of surface perturbations, which sub-
sequently grow to form a chain of equidistant emitting
cusps observed in experiment [2].
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Abstract—Since diamond can be used as both the substrate and the active medium in electronic devices, it
is very important to obtain information concerning the temperature variations in the immediate vicinity of
active elements and the conditions of heat removal from such elements. This task is solved by a bolometer
built into a diamond plate, which is capable of measuring temperature increments induced by laser pulsesin
the diamond or in the diamond-supported surface structures. The bolometer, representing a buried graphi-
tized layer formed by helium ion implantation with subsequent annealing, has a characteristic response time

of ~10 ns. © 2001 MAIK “ Nauka/Interperiodica” .

Asiswell known, the prospects of using diamonds
in electronics are determined by the unique thermal
properties of this crystal: the room temperature thermal
conductivity of diamond exceeds that of copper. Using
diamond substrates in transistors, lasers, etc., alows a
severafold increasein the device threshold characteris-
tics, whilethethermal stability of diamond-based lasers
increases by several orders of magnitude [1].

The degree of overheating in diamond-based
devices pumped by laser pulsesor in pulsed micro- and
optoel ectronic structures on diamond substrates are fre-
quently measured by thermocouples possessing a signif-

R, Q
370

365

icant response time (reaching fractions of a second) [2].
Moreover, thermometers of any type are usually glued
to a sample, this contact introducing unavoidable error
into the results of temperature measurements. Appar-
ently, atemperature sensor built into the material lattice
would minimize all these disadvantages.

We have previously designed and manufactured a
phonon generator for diamond, based on a buried
(implanted) graphitized layer [3]. It was demonstrated
that such a photosensitive layer alows a good acoustic
matching with the diamond matrix lattice. Being con-
ductive (p ~ 102 Q cm), this layer can be used as a

360

355

35%0 120 160 200

360
T,K

240 280 320

Fig. 1. An experimental plot of the bolometer resistance R versus temperature T (open circles); solid line shows a linear approxi-
mation. The inset shows a schematic diagram of the bolometric structure with (1) buried graphitized layer and (2) graphite contact

channels.
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Fig. 2. The normalized experimenta photoresponse of a
bolometric structure irradiated with nitrogen laser pulses
(A =337 nm; T = 7.5 ns) at temperatures T = 300 (1) and
90K (2); solid curves 1 and 2 show the corresponding nor-
malized kinetics of the average bolometer overheating cal-
culated for the same temperatures.

phonon detector (bolometer) possessing very short
response time.

The built-in bolometer was prepared as follows.
A single crystal plate of natural diamond (type Ila)
was implanted with 350-keV He* ions to a dose of
4 x 10' cm and annealed for 1 h at 1400°C. As a
result, agraphitized layer 1 (seetheinset in Fig. 1) with
a thickness of ~150 nm was formed at a depth of
~700 nminthecrystal. The contactsto thisburied layer
were provided by graphite columns 2 formed by helium
implantation in an energy-distributed dose regime [2].
Gold conductors with a diameter of 30 um were glued
to these columns with a silver-based epoxy composi-
tion (EMS 12640) and used for the four-point-probe
electrical measurements. This bolometric structure had
adetector area of 70 x 70 pm.

Figure 1 (open circles) shows a plot of the bolome-
ter resistance R versus temperature T measured in the
range from 80 to 360 K. The room-temperature resis-
tance was 356 Q at a current of 2 mA. As can be seen
from Fig. 1, the R(T) plot islinear in the entire temper-
ature range studied and the temperature coefficient of
resistanceis—0.06 Q/K.

The bolometer response to irradiation with pul ses of
anitrogen laser (LGI-21, wavelength A = 337 nm, pulse
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duration T = 7.5 ns) was amplified by a broadband low-
noise preamplifier with a high input impedance
(100 kQ) and registered using a system based on astro-
boscopic voltage converter of the V9-5 type. Figure 2
presents the normalized experimental photoresponse of
this structure for two temperatures, T = 300 and 90 K
(solid curves 1 and 2, respectively). As can be seen, the
response pulse decay duration at half height is Aty), =
10-12 ns. Note aso that the response pulse shape
remained unchanged in the range of laser pulse ener-
giesfrom0.1to 1 pJ.

The experimental data were analyzed by comparing
them with the results of model calculation of the
dynamics of temperature variation in adiamond/graph-
ite/diamond layer structure. The calculation was based
on the solution of a system of three three-dimensional
linear equations of thermal conductivity describing the
temperature distribution in each layer.

Dotted curvesin Fig. 2 show the normalized curves
of the average overheating kinetics of the buried graph-
ite calculated for the conditions close to experimental.
Since the actual structure of a buried graphitized layer
is insufficiently clear, the thermal parameters of this
layer were taken equal to the reference values for
graphite.

As is seen, the calculated curves are significantly
narrower than the experimental plots. However, the
integration constant of an input circuit in the experi-
mental setup was T ~10 ns (t = R, C,,, = 360 Q x
30 pF). Thus, the experimental bolometer response
time~12 nsestimated asthe pul se decay durationisvir-
tually the instrumental response time; this value should
be considered as an estimate from above for the true
bolometer response time.
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Abstract—Various schemes of microwave generators (TWT, vircator, and a vircator—TWT hybrid virtode)
were studied in operation under the same power supply conditions. It is demonstrated that the virtode offersthe
most efficient solution. © 2001 MAIK *“ Nauka/Interperiodica” .

As is well known, an oscillating virtual cathode
modulates the electron beam transit current [1]. This
circumstance allows the electron beams with virtual
cathodes to be used both in microwave generators[2, 3]
and in collective ion accelerators [4]. The microwave
generators employing virtual cathodes (called virca-
tors) are among the most promising devices of relativ-
istic electronics.

An interesting approach to the development of vir-
cators consists in creating a hybrid generator [5] in
which the electron transit current modulated by a vir-
tual cathode isfed into aretarding system operating in
the backward-wave tube (BWT) mode. An SHF wave
excited in BWT returns back to the virtual cathode
region (thus allowing afeedback) where the microwave
radiation can be extracted from the device. This gener-
ator, representing a vircator—BWT hybrid system, is
called virtode.

In this study, we have designed and constructed a
hybrid microwave generator of the virtode type based
on the combination of avircator and a traveling-wave
tube (TWT). The virtode system consists in the idea
that a modulated electron beam is fed into a TWT
retarding system. As a result, the retarding system (in
comparison to that inausua TWT) is pumped with this
electron beam and amicrowave radiation of the vircator
representing a high-Q resonator.

The virtode was supplied from a two-stage linear
induction accelerator (linac) of the [1-3000 type
described elsewhere [6]. The pulsed electron beam
parameters used in our experiments were as follows:
electron energy, 2.4 MeV; beam current, 12 kA; pulse
duration 20 ns.

The electrodynamic TWT system structure com-
prised an open cavity representing a section of ridged
round waveguide with an external diameter of 67 mm,
a corrugation period and profile depth of 16 and 7 mm,
respectively, and the number of periodsequaled 18. The
corrugation profile shape represented matched semicir-
cles. The eectrodynamic system was placed inside a
solenoid generating a magnetic field of up to 3 kOe.

A relativistic TWT configuration depicted in Fig. 1a
is analogous to that studied previously [6]. Optimized
with respect to the system geometry parameters, diode
impedance, and magnetic field configuration, the TWT-
based microwave generator operated at 10 GHz with a
10% efficiency [6]. The results of measurements of the
spatial and temporal far-zone structure of the extracted
radiation showed evidence of a narrowband and coher-
ent character of the microwave emission. In this study,
the optimum TWT configuration was used as a refer-
ence system.

Figure 1b shows avircator configuration based on a
smooth drift tube with an internal diameter coinciding
with that of the corrugated TWT waveguide structure.
The diode part of the vircator was separated from the
drift tube by ametal grid with ageometric transparency
of 90% (made of 0.1-mm-diameter tantalum wire); the
cathode—grid spacing was 60 mm. Thisvircator system
was also used for the comparison.

Figure 1c presents the geometry of a virtode based
on avircator—TWT hybrid system. It should be empha-
sized that both the TWT and vircator, as well asthe vir-
tode, were designed so as to operate in the microwave
generation regime: in contrast to the microwave ampli-
fication mode, no external microwave signals were
applied to theinput of these devices. This circumstance
justifies the comparison of the output radiation power
of the microwave generators studied.

Figure 1d shows a magnetic field strength profilein
the configurations studied. In addition, we also studied
a smooth waveguide configuration without a grid (in
contrast to the vircator). All the aforementioned sys-
temsweretested using identical high-voltage linac sup-
ply regimes and the same magnetic field configuration.
The output microwave emission power level in the far
zone (~10 m) was measured with the aid of hot-carrier
germanium detectors mounted in 23 x 10 mm
waveguides.

Typical normalized oscillograms of the microwave
pulse envelopes are presented in Fig. 1 on the right of
each configuration diagram. For comparison, all values
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Fig. 1. Schematic diagrams of the microwave generators studied (left) and normalized oscillograms of the output microwave pulse
envelopes (right): (&) TWT; (b) vircator; (c) virtode; (d) axial magnetic field strength profile matched to the waveguide configu-

rations; VC—virtual cathode.

werenormalized to the TWT peak power density (taken
to be unity). As can be seen, the vircator emission
power is markedly lower as compared to that of TWT;
at the same time, the virtode power markedly exceeds
the total power of both the TWT and vircator. The
smooth waveguide gridless configuration exhibited no
microwave emission at al. Thus, the virtode isthe most
effective microwave generator among the systems
studied.

It should be noted that the vircator produces three
sequential microwave pulses, the third carrying a max-
imum power. The formation of several pulses is
explained by the fact that, in a regime of unmatched
load, linacs employing the lineswith distributed param-
eters generate a sequence of decaying high-voltage
echo pulses. Such a multipulse operation regime was
previously also observed in arelativistic TWT system
with an [-3000 linac [6]. The maximum power

TECHNICAL PHYSICS LETTERS  Vol. 27

observed for the third vircator pulse is consistent with
the fact that a vircator-based generator operates most
effectively at a supply voltage of 100-500 kV, the effi-
ciency dropping sharply in the range of ultrarelativistic
electron energies. Note that this circumstance is not
manifested in the virtode generator where a virtual
cathode operates only as a beam modulator.

Thus, a TWT with an anode grid analogous to that
described in [6] exhibits an increase in the microwave
generation efficiency up to 16%, which is explained by
the system operating in a virtode mode. It should be
noted that the grid arbitrarily positioned in the TWT
does not always allow an increase in the operation effi-
ciency. The grid position has to be adjusted so as to
ensurethat (i) thevirtual cathode will form in the drift
tube and (ii) the virtual cathode oscillation frequency
will be equal to the intrinsic TWT frequency.
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Solid-State Reactionsin TiB,—GaAs Contact Structures
upon Rapid Thermal Annealing
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Abstract—Solid-state phase reactions in the initial and vacuum-annealed (T = 500°C, 1 h) TiB,~GaAs junc-
tions were studied. Thermal treatment of the samples leads to changes in a transition layer structure, with the
formation of B,Ga; _,As and Ti,Ga, _,As ternary phases. A physical mechanism explaining these structura
transformations is proposed. © 2001 MAIK “ Nauka/Interperiodica” .

Theincreasing level of requirementsfor the stability
of meta—-GaAs contacts in devices operating under
high-temperature conditionsis stimulating a search for
new materials that can be used for creating barrier lay-
ers. A monoelement metallization cannot solve this
task, since almost all metalsreact with GaAs substrates
on heating [1]. The reaction products, formed at the
metal—-GaAs interface under conditions of deviation
from the thermodynamic equilibrium of the contact
structure, typically represent two- and three-component
phaseswhich are usually unstable. The subsequent con-
version or decomposition of these phases lead to the
deterioration of the contact parameters.

A promising way to increase the thermal stability of
metal-semiconductor contacts consists in using barrier
layers of metal compounds, the structure of which can
be controlled within broad limits. Such barrier materi-
as include TiB, films, which combine high chemical
and thermal stability with a conductivity approaching
that of pure metals. This study was devoted to assessing
the possibility of using TiB, films as barrier layers in
metallization contacts for GaAs-based microwave
devices.

The experiments were performed with TiB,—n-n*-
GaAs structures, in which TiB, layers with a thickness
of ~500 A were obtained by magnetron sputtering of a
pressed powder target [2]. The dopant concentration in
the n-GaAs film was 10 cm3; the n-GaAs layer thick-
ness was ~5 um. The dopant concentration in the
n*-GaAs substrate did not exceed 2 x 108 cm3; the
substrate thickness was ~300 um. The sample struc-
tures were annealed at T = 500°C for 1 h at aresidual
pressure of ~107 torr.

The products of interphase reactions in the contact
were studied by Auger electron spectroscopy (AES)
and secondary-ion mass spectrometry (SIMS). Before
and after thermal treatment, the samples were charac-
terized by measuring their current—voltage characte-
ristics.

Figure 1 shows the elemental depth profiles of the
TiB,—GaAs contact determined before and after anneal -
ing (T =500°C, t = 1 h) by AES in combination with
layer removal by ion sputtering. As can be seen from
these data, the deposited boride layer has acomposition
close to TiB, and contains a sufficiently small amount
of oxygen. Previoudly [2, 3], we have studied the deg-
radation processes in contacts based on quasi-amor-

at. %
80

60

40

20

t, min

Fig. 1. Elemental composition profilesof aTiB,—GaAscon-
tact measured (a) before and (b) after annealing
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phous titanium boride with high oxygen content. It was
found that the thermal degradation in that system was
caused by the structural and chemical transformation of
deposited TiB, layers, in which the dominating role
belonged to Ti-B-O phases with variable composi-
tions.

In the samples studied, the effect of thermal treat-
ment is significantly different from that observedin [3].
Indeed, the profiles presented in Fig. 1 show that the
thickness and atomic composition of the transition
layer observed after annealing are virtually the same as
those in the initial structures. At the same time, some
changesin the elemental profiles of the contact indicate
that certain phase transformations may take placein the
transition layer as aresult of thermal treatment.

The phase composition of the transition layer in the
contact structure before and after annealing was studied
by SIMS. Figure 2 shows the variation of the current of
some polyatomic ions in the depth of the transition
layer. Note that the secondary ion spectra contain the
components with m/z = 155 and 192, which can be
interpreted as representing ternary phases with the
compositions B,Ga, _,As and Ti,Ga, _,As. As can be
seen, the annealing leads to a decrease in the content of
B,Ga, _,As and a sharp increase in the content of
Ti,Ga, _,As, which is explained by thermostimulated
reactions in the near-contact region of GaAs.

The formation of aB,Ga, _,As solid solutionsin the
initial stages of a titanium boride film growth and the
behavior of this phase in the course of annealing was
studied previoudly [2, 3]. Let us consider in more detail
the Ti,Ga, _,As ternary phase, the formation of which
in acontact structure is observed, to our knowledge, for
the first time.

The interphase reactions in Ti-GaAs contacts,
including those taking place at elevated temperatures,
have been studied by many researchers in sufficient
detail [4—6]. It has been established that an intense reac-
tion between titanium and the semiconductor in the
temperature interval from 380 to 500°C |eadsto the for-
mation of a multiphase transition layer. The layer
formed at 480°C is composed of TiAs and Ti,Gag
phases, which transform on subsequent heating into
TisAs; and TisGa,, respectively. The compounds with
arsenic appear at the initial Ti-GaAs interface, while
the intermetallic Ga-containing phases grow on the ars-
enide front. No ternary phases were reported. Appar-
ently, the formation of solid solutions in the Ti—-GaAs
system is aso unlikely taking into account the sharp
difference in the electron structure and the atomic radii
of components in this heterocouple [7].

In order to explain the results obtained, we have to
admit the possibility that solid solutions are formed on
the basis of intermetallic compounds. This would
remove the geometric and electrochemical restrictions
on the phase formation [7].
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Fig. 2. Variation of the current of some polyatomic secondary
ionsin the depth of atransition layer in the TiB,—GaAs con-

tact measured (a) before and (b) after annedling: (1) GaAs,
(2) ByGay _,AS,; (3) TiyGay _yAS.

We propose the following mechanism of the transi-
tion layer formation in the TiB,—GaAs contact. In the
initial structure, the contact interface comprises a thin
layer of a B,Ga, _,As solid solution, while the Ti-As
and Ti—Ga phase nuclei of subcritical size are situated
below this layer. Occurring under the conditions of a
sharp chemical potential gradient, these nuclei are
unstable and their growth involves an increase in the
free energy. Therefore, further evolution is related to
the interaction between nuclei. A thermodynamically
favorable pathway consists in suppressing the growth
of subcritical nuclei by their merging together with the
formation of aternary phase, followed by the growth of
this phase. If the collisional processes lead to the
appearance of aggregates with dimensions exceeding a
critical level (e.g., upon merging subcritical nuclei of
the Ti—-As and Ti—Ga phases with the formation of a
supercritical ternary phase nucleus), the thermody-
namic restrictions on further growth will be removed.
Anincreasein thetemperature would intensify this pro-
cess. This course of events by no means imply that the
growth of some binary phase (in addition to the ternary
phase) is prohibited, because the fluctuational pro-
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cesses may lead to the appearance of binary critica
nuclei aswell.

An analysis of the above data shows evidence of a
sufficiently high thermal stability of the TiB,—GaAs
interface, which indicates the possibility of creating
thermostabl e diodes with Schottky barriers employing
such contacts. The results of measurements of the cur-
rent—voltage characteristics of TiB,—GaAs structures
before and after annealing showed that the Schottky
barrier height amountsto ¢z =0.78 + 0.02 eV andisnot
affected by the treatment. The ideality factor calcul ated
using the forward branch of the characteristic was even
improved, to reach 1.15 upon annealing instead of 1.2
for the initial structures. The annealed samples also
exhibited a significant decrease in reverse current.
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Abstract—The place of surface carbides in the sequence of phase equilibriais considered as reflected by the
tungsten—carbon equilibrium phase diagram. It is shown that the temperature dependence of the critical con-
centration of dissolved carbon, at which the surface carbide formation on the (100)W single crystal faceiscom-
pleted, is described by a curve lying in the bulk-single-phase region of the W—C solid solutions and dividing
this region into two parts (o phase vs. a + surface carbide). An approximated formula is suggested that
describes the critical concentration—temperature relationship. © 2001 MAIK “ Nauka/Interperiodica” .

Previously, we reported on the surface carbides
observed in a series of refractory metals including
(100)W [1], (100)Re [2], (100)Mo [3], and (111)Ni [4].
The physicochemical properties of surface carbides are
much like those of the analogous bulk compounds, dif-
fering significantly from the properties of reagents
(pure metal surfaces and adsorbed carbon). The surface
carbide composition is characteristic of agiven surface,
usually being stoichiometric with respect to metal
atoms in the uppermost surface layer (WC, MoC, ...),
that is, representing daltonides. At present, the concept
of the surface compound formation on refractory met-
alsiscommonly accepted [ 1-6]. However, despitewide
occurrence of the surface carbides, their place in the
hierarchy of solid-state metal—carbon reaction products
(and in the corresponding binary phase diagrams) is not
yet completely clear.

The formation and properties of surface car-
bides. Let us consider the laws of the surface carbide
formation in a thoroughly studied C-W(100) system.
As was demonstrated previously [1], upon the adsorp-
tion of carbon atoms at an amount of 1 x 10 cm™ on
a thoroughly decarbonized (100) single crystal tung-
sten surface at 1500 K, only a small fraction of the
adsorbate remains on the surface while most of the
above amount dissolvesin the bulk. In the experiments,
carbon was deposited by 5 x 10* cm portions from an
absolutely calibrated flux of C atoms under ultrahigh
vacuum conditions (P ~ 1071° Torr) excluding both the
surface contamination with carbon and the loss of
adsorbed carbon. After depositing each portion of the
adsorbate, the sample was annealed at temperatures
gradually increasing (at an increment of 100 K) up to
2500 K. The state of the surface in the course of anneal -
ing was monitored by Auger electron spectroscopy
(AES). When the total deposited carbon dose reaches
~3 x 10'® cm?, carbon beginsto accumulate on the sur-
face. At atotal doseof ~5 x 10'> cm2, the sample shows

evidence of the surface carbide formation with a WC
stoichiometry relative to the density of surface metal
atoms, the concentration of carbon atoms in this state
being 1 x 10'® cm™. The remainder of the deposited
carbon occursin the bulk of tungsten.

Cooling the system to 800 K (at this temperature,
the diffusion of carbon in the metal bulk is frozen) and
to still lower temperatures does not affect the surface
carbide composition. On the contrary, heating the sam-
ples to 21002200 K leads to a reversible removal of
carbon from their surface; on subsequent cooling to
T < 1500 K, the surface carbide builds up on the surface

again [1].

Theresults of direct AES measurements[1] showed
that, under the deposition conditions indicated above,
carbon penetrates through a ~10-pum-thick ribbon
tungsten sample over ~10 s, after which the surface car-
bide forms simultaneously on both sides of the ribbon.
If the deposition is continued, at least up to a dose of
~10'8 cm, al the carbon atoms reaching the surface
dissolve in the bulk of tungsten, not changing the sur-
face carbide composition. However, as the volume con-
centration of carbon increases, the beginning and end of
thetemperatureinterval corresponding to dissolution of
the surface carbon in the bulk shift by ~200 K toward
higher temperatures, although the process of carbon
dissolution and withdrawal still remains reversible.
This reversibility, as well as the fact that the whole
metal volume isinvolved in the carbon dissolution and
withdrawal process, indicate that the surface carbide is
in equilibrium with the metal bulk.

Let us estimate the bulk concentration of carbon
atoms n¢ in a sample at the end of the surface carbide
formation. Let Ng= 1 x 10'> cm be the surface con-
centration of carbon (in the surface carbide), N, is the
deposited dose, and L = 0.01 mm = 1 x 10° A is the

1063-7850/01/2707-0589$21.00 © 2001 MAIK “Nauka/Interperiodica’
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A fragment of the solidus domain of the equilibrium phase
diagram of theW—C system [8] (replotted on asemilogarith-
mic scale) showing the region of existence of a surface car-
bide (SC) on the (100)W single crystal face: the solid curve
represents the ny;,, = f(T) relationship (plotted by data

from[7]); triangles (and the approximating dashed line)
show the ng, = f(T) relationship.

sample thickness. The sample volume V,, per unit sur-
face area (cm?) is

V=1 cm’ 0.001 cm = 0.001 cm’. Q)

The amount of carbon atoms N, (per unit surface area)
dissolved in this volume with an allowance for the sur-
face carbide formation on both sides of the tungsten rib-
bonis

Np = Nyt —2Ns
= 5x 10" -2x1x10" = 3x 10",

Assuming the sample to be homogeneous, we may
expect that the equilibrium concentration of carbon
throughout the volume is constant and equal to

ne = Ny/V, = 3x10% ecm™, ©)

which is equivalent to ~1.5 x 1072 at. %.

The place of surface carbides in the sequence of
phase equilibriain the C-W system. Now let us find
the place of surface carbides in the sequence of phase
transformations. Consider a fragment of the phase dia-
gram of the W—C system depicted in the figure (taken
from [8] and replotted for convenience on a semiloga-
rithmic scale). Dependence of the limiting solubility on
the temperature at T > 1500 K is described by the for-
mula[7]

)

logn;,, = 2.03—-6510/T, (@]

where T is the absolute temperature and ny;,, isthe lim-
iting concentration of carbon (expressed in at. %). As
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can be seen, the limiting solubility of carbon in tung-
sten in the temperature interval from 1500 to 2000 K
amounts to 0.07-0.3 at. %. The region on the left from
this curve corresponds to the bulk-single-phase states
representing a solid solution of carbon in tungsten
(a phase), while the region on the right represents two-
phase states (a-W + W,C).

As can be seen, the concentrations of dissolved car-
bon at which the surface carbide phase is stable (~1.5 x
1072 at. %) are significantly lower than the limiting sol-
ubility. Previously [1], we measured a change in the
equilibrium surface concentration of carbon on (100)W
depending on the amount of carbon dissolved in the
bulk. Using this dependence, we determined the tem-
perature corresponding to the onset of the surface car-
bide degradation as afunction of the bulk concentration
of carbon dissolved in tungsten. These concentrations
are also plotted in the W—C phase diagram presented in
the figure. As can be seen, this plot dividesthe region of
the a phase into two parts representing a-W with the
(100)W face free of the surface carbide and a-W + sur-
face carbide, in addition to the curve of limiting con-
centrations dividing the phase diagram. By anal ogy, the
former values are called the “critical” concentrations for
the surface carbide formation and are denoted by n..

Using the experimental data, the temperature varia-
tion of n, can be approximated by a linear function.
Using the least squares method, we obtained an expres-
sion for this approximation

Ng = —4.7+T/250, (5)

where the values are expressed in the same units as in
formula (4).

Discussion of results. The notion of the “surface
phases’ and “ surface compounds’ was introduced into
modern thermodynamics by Prigogine [9], after which
Guttmann and McLean [10] showed that the surface
phases are equivalent to the bulk ones, for example,
with respect to the Gibbs phase rule applied to systems
with surfaces. The surface carbide considered in this
study is atypica surface compound. Therefore, arela-
tionship between this surface phase and the equilibrium
bulk phases is important, especially in the systems
where the surface plays a significant role (thin films,
small metal clusters, nanosized objects, etc.).

It must be specialy noted that speaking of a purely
“surface” phase diagram (e.g., of the CH100)W sys-
tem, asit was proposed in [11]) seemsto be unjustified
since the very existence of the surface carbide and the
region of its stability depend significantly on the bulk
concentration of carbon present in the sample in the
form of a solid solution. In equilibrium, the surface of
a pure tungsten sample will expose different single
crystal faces [12], including (experimentally proven)
the (100) face. Asfor the equilibrium habit of tungsten
crystals formed in the presence of a small amount of
carbon, no data in this respect are available (to the
author’s knowledge). However, our experimental data
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also indicate that the (100) with surface carbide cer-
tainly enters into the faceting pattern. At present, it is
unknown how the character of the n, = f(T) curve will
change over the passage to other single crystal faces,
moreover, it is not even known whether the equilibrium
surface carbides may exist at al on the other faces of
tungsten.

Conclusions. It is demonstrated that the region of
existence of a solid solution in the solidus domain of
the W—C equilibrium phase diagram can be conven-
tionally divided into two parts representing an a phase
with the surface free of surface carbide and the states of
o + surface carbide. The temperature dependence of the
critical concentration of carbon in the bulk necessary
for the existence of equilibrium surface carbide on the
(100)W face is determined. Apparently, analogous
modifications can be introduced into the phase dia
grams of other metals capable of forming surface car-
bides, such asMo, Re, and Ni.
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Abstract—The structure of porous copper and iron materials with a porosity ranging from 5 to 45% was stud-
ied by fractal analysis. A relationship between the fractal dimension of the porous space boundary and the
porosity value is established. A correlation between topological features of the porous material structure and
the fractal dimension of theinterfaceis revealed. © 2001 MAIK “ Nauka/Interperiodica” .

Porous materials represent a special class of disor-
dered media possessing certain features hindering the
application of the traditional methods of structure
description [1]. An effectivetool for theinvestigation of
such materials is offered by the fractal geometry for-
malism. This approach providesfor an adequate descrip-
tion of a porous structure and allows arelationship to be
established between the structural parameters and physi-
cochemical characteristics of agiven materia [2, 3]. The
purpose of this study wasto use fractal analysisfor the
description of a porous space structure in copper and
iron powder-based materials.

The samples for investigation were prepared by
pressing metal copper and iron powders with an average
particle size of 25 um (Cu) and 80 um (Fe) to a preset
porosity, followed by sintering in vacuum at 1100 K (Cu)
and 1300 K (Fe). The conditions of sintering were
selected so as to ensure the formation of metal—metal
bonds between powder particles before the onset of
melting. The sample porosity P was varied between 5
and 45%, which alowed various topologies of the
porous strictures to be studied. For the P values below
~10%, the porous space consisted of isolated “ clusters’
representing intra- and intergranular pores. For P ~
10-15%, which corresponds to a percolation threshold,
the intergranular pores formed an “infinite” cluster. As
the porosity level was increased further up to P ~ 30%
and above, the metal framework and intergranular
space rearranged itself so asto represent geometrically
equivalent interpenetrating clusters. The volume of iso-
lated intragranular pores remained unchanged, while
their relative contribution to the total porosity
decreased with increasing P.

The fractal analysis of the porous structure was per-
formed by the method of cut idands [4]. Using this
technique, it is possible to pass from studying acompli-
cated three-dimensional porous surface to the analysis
of a planar system of self-similar curves formed upon
cutting the sample with a horizontal sectioning plane.
The cross section plane image observed in an optical
microscope was fed via an interface into a computer.

The fractal dimension D of the porous space boundary
(interface) was determined by a special program based
on calculating the ratio of the perimeter L to the area S
of the curves representing the interface in the sample
section. Data on the perimeter to area ratios were pre-
sented in the following form:

L(3) = & °[S(3)]°"%,

where & isthe linear size of a standard cell used in the
measurements. In iron samples, the fractal dimension
was calculated both for the whole porous space and
separately for theinter- and intragranul ar pores. In cop-
per, the D values were determined only for the whole
porous space.

Figure 1 shows the fractal dimension D of the
boundaries of inter- and intragranular pores in iron
plotted versus the sample porosity P. As can be seen,
the D valuesfor intragranular pores are close to unity in
the entire porosity range studied. From this we infer
that the boundaries of these pores (formed primarily in
the course of obtaining theinitial powder) arerelatively
“smooth.”
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Fig. 1. The plot of fractal dimension D versus porosity P for
the (1) intergranular and (2) intragranular pore boundaries
iniron samples.
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Fig. 2. Theplot of fractal dimension D versus porosity P for
the pore space boundariesin iron and copper samples.

The plot of D versus P for the intergranular pores
exhibitsamore complicated shape. According to Fig. 1,
the pore boundary dimension is closeto unity for P val-
ues below the percolation threshold. In the porosity
interval from 10 to 20%, the fractal dimension exhibits
a jump evidencing a significant complication of the
boundary shape in these samples. Thisis related to the
formation of an “infinite” porous cluster from separate
intergranular pores. At high porosities (~30% and
above), corresponding to the coexistence of geometri-
cally equivalent porous and metal framework clusters,
the fractal dimension also remains almost unchanged
with increasing porosity.

Figure 2 shows the plots of the fractal dimension
(determined for the whole porous space) versus poros-
ity for the iron and copper samples. As can be seen,
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these datareveal qualitatively the same behavior in both
metals. The experimental points for copper lie above
those for iron at the same porosity. Thisis explained by
a somewhat different structure of the porous space
formed as a result of sintering in a more finely dis-
persed copper powder. The copper samples were char-
acterized by a distribution of numerous small pores
among coarse pores. This type of structure is closer to
ideal self-similar objects such as the Menger sponge [5],
which is manifested by greater D values.

Thus, the results of our investigation showed that a
fractal dimension of the porous space boundary
depends significantly on the porosity and topological
features of the structure of porous materials. These
results can be used for the description of porous struc-
tures and for the interpretation of structure—property
relationships in porous materials.
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Abstract—The problem of the stability of anonlinear thermomagnetic wave with respect to small thermal and
electromagnetic perturbationsin hard superconductors was studied. It is shown that spatially bounded solutions
may correspond only to the perturbations decaying with time, which implies stability of the nonlinear thermo-

magnetic wave. © 2001 MAIK “ Nauka/Interperiodica” .

Previoudly [1], it was demonstrated that, depending
on the surface conditions, stationary nonlinear thermo-
magnetic waves of two types, E and H, may exist in a
superconductor. However, the problem of stability of
the nonlinear waves with respect to small thermal and
electromagnetic perturbations in superconductors is
insufficiently studied.

We will consider the stability of anonlinear thermo-
magnetic wave with respect to small thermal and elec-
tromagnetic perturbations in a superconductor occur-
ring in the critical state. It will be demonstrated that
spatially bounded solutions may correspond only to the
perturbations decaying with time.

The evolution of the therma (T) and electromag-
netic (E and H) perturbations in a superconductor
is described by a nonlinear thermal conductivity equa
tion [1-4]

v(T)%—-,I[- = A[K(T)AT] +jE, (1)

in combination with the Maxwell equations

_ 1dH _ 4t
rotE = gt rotH = CJ 2

and the critical state equation
I = 1c(T,H)+],(E), ©)

wherev = v(T) and kK = K(T) are the heat capacity and
thermal conductivity coefficients, respectively; j.isthe
critical current density; and j, is the resistive current
density.

Let us consider a plane semiinfinite sample (x > 0)
exposed to an external magnetic field H = (0, 0, H,)

increasing with time at a constant rate dd—T = const.

According to the Maxwell equation (2), the sample will
feature a vortex electric field E = (0, E,, 0) paralel to
the current density vector: E ||].

In order to describe the j.(T, H) function, we will
use the Bean—London equation of the critical state

i _ .0 : : :
GH - OD [5]. According to thismodel, thej.(T) func-

tion can be presented as j(T) = jC(TO)[l - ;—_-_rl_o},
c—'o

where j, =j.(Tp) isthe equilibrium current density, T, is
the critical temperature, and T, isthe cooler temperature.

The characteristic form of j, (E) in the region of suf-
ficiently strong electric fields (E > E;) can be approxi-
mated by a piecewise linear function j, = o;E. In the
region of small field strengths (E < E), the j,(E) func-
tion exhibits a nonlinear character related to a thermo-
activated flux creep [6].

For an automodel solution of the type & = x — vt
describing a wave propagating at a constant velocity v
along the x axis, the system of Egs. (1)—(3) acquiresthe
following form:

_dar ¢ o
—VIN(T) =N(To)] = KBE_ZE—\;E , (4)
E = ZH, 6)

where N(T) = gv (T)dT. Excluding variables T and H

with the aid of expressions (4) and (6) and taking into
account the boundary condition E(z — —) = E,, we
arrive at a differential equation describing the distribu-
tion E(&):

dE  4mv? E2

d’E
2E. [N(T) —N(To)] ~2E

a2 P’

=0. (7)
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vt . .
Here, z= % and 3 = TK are dimensionless param-

H
e isthe magnetic field penetration depth

eters, L = 4T[j0

. D, . .
into the superconductor, T = f)_t istheratio of the coef-
m

2
C

41 o;

ficients of thermal (D, = 5 ) and magnetic (D,,, = )

2
diffusion, t, = % is the thermal diffusion time, and

E.= LLZ is a constant parameter.
a

In the approximation of a weakly heated supercon-
ductor ((T—T,) < Ty), the heat capacity v and thermal
conductivity K coefficients are weakly dependent on the
temperature profile. As is well known (see, e.g., [6]),
the magnetic flux variations in a hard superconductor
occur at amuch greater rate as compared to those of the
heat transfer, so that Tt < 1 or D; < D,,. In this approx-
imation, we may neglect the termsrelated to dissipative
effectsin Eq. (7), after which a solution to this equation
can be presented in the following form [7]:

E(2) = %1[1—tanh%r(z—zo)] ®)
Relationship (8) describes the profile of a thermomag-

netic shock wave propagating into the superconductor.

In order to study the stability of a nonlinear wave
with respect to small perturbations, it is convenient to
write a solution to Egs. (1)—(3) in the following form:

T(z,t) = T(2) +38T(z t)exp[“]

t
_ At
E(zt) = E(2) + 5E(z t)exp[t—]
K
where T(2), E(2) are the stationary solutions and dT, OE
are small perturbations. Substituting expressions (9)

into Egs. (1)— (3), assuming 8T, OE < T, E in the limit
of T < 1 (this corresponds to a “fast” instability, A >

2
\% [6]), we obtain an equation for determining the

eigenvalues of A [8]:
2
de, [—%—/\}e = 0.
dz ch
Using the substitution of variables of the type & =
Q

tanhy, 1—& = 25, and e(€) = (1 — £2)° (&), Eq. (10)
can be reduced to a standard hypergeometric equation
d' _
ds’

-[Q(Q-1)-p(p-1)]® = 0.

(10)

s(1-5) [Q+1—25(Q+1)](;—qs)

(11)
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Here, the even and odd integrals can be presented as
@, = F(e-1et+t2,e+1,s9), (12

®, = s°F(-1,2,1-¢,5), (13)
where F is the hypergeometric function [9]. The func-
tion @ must be finite at the singular point s= 1. The e
values for which @, isfinite evidently correspond to a
discrete spectrum: €; = 0.1 or A; = -1, 0. The function
@, isfinite only for e = 0.

Any solution in the form of a running wave is char-
acterized by tranglational symmetry, which impliesthat
a “perturbed” stationary profile E(z) determined by
Eq. (8) corresponds to the eigenvalue of the ground
state Ay = 0. Differentiating EqQ. (7) with respect to z,
one may readily see that %’ is an eigenfunction cor-

responding to Ay = 0. Indeed, the perturbation 8E =

d—dEZQ essentially represents a small wave displacement.
dE,
dz
tially tendsto zero for z— +0 and the corresponding
eigenvalue is zero. Therefore, the problem cannot pos-
sess positive eigenvalues and ReA; < 0. This result
implies that the wave is stable with respect to relatively
small thermal (dT) and electromagnetic (3E) fluctua
tions. The analysis of the second linearly-independent
solution leads to the same conclusion.

Thus, we may suggest that the function exponen-
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Abstract—The parametric interaction of acoustic waveswith vortex wavesin agaseous medium is considered.
It is shown that the parametric increment may become exponential in a thermodynamically nonequilibrium

medium. © 2001 MAIK “ Nauka/Interperiodica” .

Asisknown, the scattering of an acoustic wave on a
vortex wave can take place even in a resting homoge-
neous medium. The induced scattering of sound on
fluctuational vorticeswas originally described by Push-
kina and Khokhlov in [1], where the scattering regime
was assumed to be stationary and the initial equations
did not take into account the second (volume) viscosity.

Below we will consider for thefirst time the case of
nonstationary scattering and determine the time of
attaining the stationary regime. It will be demonstrated
that the second viscosity may significantly affect the
process of scattering in a thermodynamically nonequi-
librium gas.

For definiteness, consider the induced scattering of
a high-frequency sound (wt > 1) on vortex wavesin a
vibrationally-excited gas in which the vibrational
relaxation of molecules is described by a simple expo-
nential model:

dE _ Eq—E

dat (T, p)

+Q, )

where E and E arethevibrational energy per molecule
and its equilibrium value, respectively; 1 is the vibra-
tional relaxation time; Q is the power of a pumping
source maintaining a stationary degree of nonequilib-
rium; S= Qty/Ty; To=T1(Ty, Po); T, P, and Ty, p, are the
gastemperature and density and their stationary values,
respectively.

The sound fields can be represented as a superposi-
tion of the pumping wave (I',) and the Stokes scattered

wave (M,):
n= %’exp[i (Kor —wypt)]
(2

+ %Eexp[i(klr -, t)] +cc,

wherell = P'/poufo , P'isapressure perturbation in the
acoustic wave, U, is the frozen velocity, and c.c.
denotes the complex conjugate.

Thevortex mode (W =rotV, whereV isthe velocity
perturbation) will be represented by a running wave
with the frequency Q = wy — w; (Q < wy, w;) and the
wavevector g = ko —Kj:

W = %Woexp[i(qr —Qt)] +c.c. (©)]

The standard procedure [1, 2] of truncating the ini-
tial system of the relaxation gasodynamic equations
leads to the following set of equations describing the
amplification of the scattered acoustic wave and the
vortex wave in thefield of a preset dissipative pumping
wave (propagating along the X axis):

orl an
ﬁ} + u(,ocose—a—x—1 +g,u, M, = AWE cosBn,,

g%vt-_’oc'i'awwg = _iBumrIlI-I*, (4)

Mo = N exp(-gox).
Here, O is the angle of scattering of the acoustic wave;
A = [koxKkal/2q%; B = [Kox kil (Ko + Ky)gyUa/e;
Oy = i1Q+Va’; g = o + §(w); Go = o + H(wy);
d(w) = w?(2v/3 + )(IZC\,W,)/uf’o is the coefficient of
sound absorption related to viscosity and thermal con-

ductivity; v and X are the kinematic viscosity and ther-
mal diffusivity coefficients, respectively; a, =

C20&4/2p,Co 2L s the coefficient of sound absorp-
tion (for a,, > 0) caused by relaxation processes in the

medium related to the second viscosity; &, = ro(ufo -

1063-7850/01/2707-0596%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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ug)pOC\,cx,/C\,0 is the low-frequency coefficient of the
second viscosity; Cp,, and C,,, are the frozen (high-fre-
guency) heat capacities at constant pressure and vol-
ume, respectively; Cpy = Cp,, + C¢ + 11 — 1,) and
Cw= Cy» + Cx + Sty are the equilibrium (low-fre-
guency) heat capacitiesin the vibrationally-excited gas
with a relaxation process described by Eq. (1) [3];
Tr=0Int/dInTy; T, = dInT,/0INpy; Cyx = dEJT;
Uy = (CpoTo/Cyom)¥2 is the equilibrium velocity of
sound; and m is the molecular mass. All values are
expressed in energy units.

My(x,t) = Pi(y)exp(—g,x/cosB)n(y) — prl(t t)———

t

W5

where y = t — x/u,cos6; vy = y(x, t); Z(x, t) =
{2iBA|NOPY[1 — exp(—29oX)]/do} V% J, is the nth-order
Bessel function of thefirst kind; and n isthe Heaviside
unit function.

A stationary scattering regime is established for t >
[ts], where

iBA|N®J°

Z(x t')

597

In a vibrationally-excited gas, the second viscosity
coefficient &, becomes negative for §C,..T, + 1) +
Cy < 0[3]. Asaresult, the coefficient a,, also changes
sign and the medium becomes acoustically active for
0o, 01 <0, which implies that the sound wave is ampli-
fied rather than absorbed.

In the case of scattering at an angle of 8 < 172, the
boundary conditionsfor Egs. (4) will be set in the form
nO = const, M0, t) = Py(t), W(x, 0) = 0, and
MM4(x, 0) = 0. Upon applying double Laplace’s transfor-
mation with respect to t and x to system (4), we eventu-
aly abtain

x exp(—ayy —g;x/cosB)J,[Z(x, t')]n (¥)dt,
(5)

= —iBu,N* [Palt=1t) x exp(=awy —g1x/c0s8 —gox) Jo[Z(, )] (y)dt, (6)

isacomplex time at which theintegrand in (5) acquires
amaximum value.

Substituting formula (7) into integrands of
Egs. (5) and (6) and using the steepest descent
method (for Z > 1), we obtain the following expres-
sionsfor the stationary increments of amplification of
the vortex and Stokes scattered sound wave compo-

sgng;, (8)

tg = — 20(2W90 [1-exp(—2gox)] + u,,cos@ U nents:
2
20 BIn®Fart—ep(20
17 "cosH (Q*+v’q")g,
GW = G1_2g0X'

For gox < 1 and g, > O, relationship (8) coincides
with an expression derived in [1] by merely putting
g; = 0. In such a medium, no Stokes scattering in the
forward direction takes place. It can be shown that, pro-
vided |NOP issufficiently large, the Stokes scattering is
possible only in the reverse direction (172 < 6 < T),
while the anti-Stokes scattering takes place in the for-
ward direction (6 < 172). In an absorbing medium, the
parametric increment is linear, while the nonlinear

interaction length is restricted to x ~ ggl .

The presence of anegative second viscosity dramat-
icaly changes the properties of the scattering process

TECHNICAL PHYSICS LETTERS Vol. 27 No. 7

under consideration. According to Egs. (8), the scatter-
ing process in an acoustically active medium has no
threshold. For high pumping intensities (or large x val-
ues) the parametric increment of the Stokes scattering
in the forward direction becomes exponential, rather
than linear. The same is valid for the parametric incre-
ment of the anti-Stokes scattering (in the reverse direc-
tion).

Let usestimate Gy, for aset of characteristic param-
eters of the problem under consideration: pumping
waveintensity 1= 10W/m?; 6 = 15°; v =2 x 105 m?/s,
ko = 300 m%; gaseous medium under normal condi-
tions. The calculation yields Gy, = 30 for gix = —2.4.
With this parametric increment, the intensity of the vor-

2001
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tex component (arising from athermal noise) becomes
comparable with | ,. Thus, propagation of a high-power
sound wave in an acoustically active medium may be
accompanied by intense vortex formation.

In conclusion, we note that the process of stimu-
lated sound scattering on the temperature waves is
described by equations similar (to within the notation)
to system (4) [2]. Therefore, the features of the process
of stimulated scattering in the acousticaly active
medium revealed above must be manifested for the
temperature waves as well. This problem will be con-
sidered in a separate paper.

TECHNICAL PHYSICS LETTERS  Vol. 27
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Abstract—Experimental structural characteristics of the SITiO;, NdGaO,, and CeO, buffer films obtained by
ion-plasma sputter deposition on silicon substrates are presented. It is demonstrated that the phase composition
and the level of internal stressesin the films strongly depend on the deposition temperature. Optimum techno-
logical conditions for the growth of oriented SrTiO5;, NdGaOs, and CeO, films on silicon are determined. The
structural perfection of the buffer layersthus obtained is sufficient to provide for the subsequent growth of high-
quality Y Ba,Cus05 _, films on silicon substrates. © 2001 MAIK “ Nauka/Interperiodica” .

The films of a high-T, superconductor Y Ba,Cu;0;, _,
(YBCO) have proved to be a promising material for
applications in both microwave and dc devices. At
present YBCO films are already employed in various
devices such as phase shifters, filters, and current limit-
ers[1-4]. Thetechnical characteristics of these high-T,
devices are comparable with (and sometimes even
exceed) those of their semiconductor counterparts.
However, the high-T, devices are till not widely used
in commercia devices, mostly because of the compli-
cated technology and the need for high-cost substrate
materials.

In order to increase the use of high-T, materialsin
technology, it is necessary to develop methods for the
growth and processing of such filmsthat would be com-
patible with the semiconductor technologies. One of
the possible ways consists in using common substrates
employed in the semiconductor technologies—in par-
ticular, silicon—for the growth of high-T_ films.

The YBCO films grown by the existing methods
directly on silicon possess a relatively low supercon-
ducting transition temperature (T.), which can be
explained by chemical interactions between the film
and substrate at high deposition temperatures the
required to obtain high-quality YBCO films. In order to
avoid undesired interactions, it is necessary to intro-
duce a buffer layer that would be abarrier against oxy-
gen diffusion and provide for a structural matching of
the film and substrate crystal lattices. From the stand-
point of structural matching withY BCO, the best buffer
layers are provided by SrTiO;, NdGaO;, and CeO,
films. The first two of these materials are widely used
for the growth of high-quality YBCO films[1, 4]. The
lattice mismatch between the crystal structures of
SITiO; and NdGaO;, on the one hand, and Y BCO, onthe
other hand, amounts to 0.5 and 0.04%, respectively [5].
The buffer films of CeO, alow structurally perfect c-
oriented YBCO films with high electrical properties to

be obtained on sapphire substrates [6, 7]. The lattice
mismatch between the CeO, and YBCO crysta struc-
tures amountsto 0.7% [5].

The results of our previous investigations [7-9]
showed a strict correlation between the structural per-
fection of YBCO films and the phase composition of
buffer layers. As for the sapphire substrates, a single-
phase character of the buffer layer isanecessary condi-
tion to obtain oriented YBCO films possessing high
electrical properties [7]. Thus, we may expect that the
phase composition and internal stressesin buffer layers
are factors of primary importance for the possibility of
obtaining YBCO films with the characteristics accept-
able for electronic device applications on silicon sub-
strates.

We report on the results of investigating the struc-
tural characteristics of SrTiO;, NdGaO;, and CeO,
buffer films on silicon substrates. Based on these data,
the technological conditions needed to obtain single-
phase buffer layers with minimum internal stresses
were determined.

Thefilmswere prepared by ion-plasma sputtering of
ceramic targets in a Leybold Z-400 system. The sub-
strates represented (h0O)-oriented silicon plates 10 x
10 mm in size. The oxygen pressure in the working
chamber was 10 Pa and the substrate temperature T,
monitored by a thermocouple, could be varied from
750 to 950°C. The discharge power was about 120 W.
Thetime of deposition was 2 h. After termination of the
process, the films were allowed to cool in an oxygen
atmosphere at arate of 2-3 K/min.

The structures of sputter-deposited films were stud-
ied by X-ray diffraction on a Geigerflex Rigaku-D/max
diffractometer using monochromated CuKa radiation.
We established a correlation between the deposition
(synthesis) temperature and phase composition of the
deposit. The interplanar distances d(h00) decreased

1063-7850/01/2707-0599$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 1. X-ray diffractograms showing the effect of the sub-
strate temperature on the phase composition of SrTiO3 films

grown on silicon.

with increasing deposition temperaturefor all the mate-
rials studied.

SrTiO; films. The phase composition of SITiO;
films on silicon is strictly determined by the tempera-
ture of synthesis as demonstrated in Fig. 1. For exam-
ple, the SITiO; film obtained at 940°C predominantly
contains grainswith the (hkl) and (hkO) orientationsrel-
ative to the substrate surface, while the growth of (h00)
blocksis suppressed. At the sametime, X-ray diffracto-
grams of the films deposited at 770°C contain the (100)
and (200) reflections corresponding to the (h00) orien-
tation, at a minimum level of signals due to inclusions
of other phases. The interplanar distance d(200)
decreases from 1.967 A at 770°C to 1.951 at 940°C.
Thus, the SrTiO; films deposited at 770°C possess pre-
dominantly the (hOO) orientation, while a difference of
the interplanar distance d(200) from that in the powder
material (1.953 A for avolume sample) islessthan 2%.

NdGaO; films. In contrast to the case of SITiO;,
increasing the temperature of NdGaO; synthesis leads
to the growth of (hOO)-oriented films (Fig. 2). However,
single-phase NdGaO; films with this orientation grown
under the conditions studied possess a lattice which
somewhat contracted (as compared to the bulk sample)
in the direction perpendicular to the substrate. Indeed,
the interplanar spacing d(100) in the film synthesized at
9400(,8:\ is5.381 A, while avolume sample has d(100) =
542 A.

CeO, films. The interval of temperatures ensuring
the growth of single-phase CeO, films on silicon is
much narrower than the analogous temperature range
for the growth of oriented S'TiO; and NdGaO; films.
The CeO, films deposited at temperatures above 900 or
below 800°C possess a polycrystalline structure with

TECHNICAL PHYSICS LETTERS  Vol. 27
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Fig. 2. X-ray diffractograms showing the effect of the sub-
strate temperature on the phase composition of NdGaO3

films grown on silicon.

inclusions of the (hkl)- and (h0O)-oriented grains. Sin-
gle-phase (h00)-oriented CeO, films were obtained at
870°C (Fig. 3). Thewidth (FWHM) of the (200) reflec-
tion peak was 0.24°, which is evidence of a well
ordered coarse-block structure. The interplanar dis-
tance d(200) of the films grown at 780°C (2.706 A) is
closeto that in the volume material (2.703 A), whichis
indicative of the absence of internal stresses. Animpor-
tant fact is that the optimum temperature found in this
study for the growth of single-phase CeO, films on sil-
icon coincides with that for the growth of such filmson
sapphire substrates [8].

The results of our investigation showed that the
growth of single-phase SrTiO;, NdGaO;, and CeO,

cps
200
150
100
50
0
200
150
100
50

O 1 1
27 29 31
0-20, deg

Fig. 3. X-ray diffractograms showing the effect of the sub-
strate temperature on the phase composition of CeO, films

grown on silicon.
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buffer films with minimum internal stresses on silicon
ispossible provided that the optimum synthesistemper-
atures are employed. The high structura perfection of
the films obtained gives us hope that the these buffer
layers will provide for the subsequent growth of struc-
turally perfect YBCO films. Thiswill allow high-qual-
ity YBCO films on silicon substrates to be obtained for
wide technical applications.
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Abstract—A shift of the light wavelength corresponding to the optical absorption peak of Indocyanine Green
used for staining the horny layer of the human epidermis was measured in vivo. It is established that the dye
molecules occur in both free and chemically bound state at the skin surface and only in the bound state at a
depth of ~5 um. © 2001 MAIK “ Nauka/Interperiodica” .

Indocyanine Green is a biologically active dye
which is widely used in various fields of medicine
owing to a strong optical absorption in the near IR
range, low toxicity, and rapid elimination from the
human organism. For a long time this compound was
used only for diagnostic purposes [1-6]. However, in
recent years the field of application has increased to
include the phototherapy of tumors[7-11], photocoag-
ulation [12] and repair (welding) [13] of tissues, and the
treatment of skin and hair folliculi disorders [14],
whichisrelated to asignificant optical absorptioninthe
region of wavelengths generated by high-power diode
lasers.

Indocyanine Green is atricarbocyanine dye exhibit-
ing aclearly pronounced absorption peak inthe near IR
range (~790 nm) and virtually not absorbing in the vis-
ible range. The compound corresponds to the empirical
formula Cy3H,7N,0sS,Na and has a molecular weight
of 775. A relatively small width of the absorption peak
allows this dye to be used in the selective laser thermo-
lysis process, but the interaction with biological tissues
leads to a change in the absorption spectrum of Indocy-
anine Green.

The interaction of Indocyanine Green dye (IGD)
with cell proteins was experimentally studied. It was
established that binding of the dye moleculesto various
organic molecules in biological tissues leads to a shift
of the absorption peak toward longer wavelengths. The
absorption peak maximum was observed at 805 nm in
the human blood [15] and human skin in vivo [16] and
at 810 nm in the epidermal cell cultures[17]. It should
be noted that the reflected signal observed in [16] was
formed predominantly in a deep layer of the skin char-
acterized by a high blood supply. This circumstance
explains the identical positions of the IGD absorption
peak observed in the human blood and skin. Refinement
of the wavelength corresponding to the maximum
absorption of IGD interacting with the human skin in

Vivo is very important for correctly choosing the operat-
ing laser wavelength used for the selective laser ther-
molysis.

The purpose of this study wasto determineinvivo a
shift of the absorption maximum of 1GD solutions used
in the laser thermolysis process, which takes place asa
result of the dye interaction with ahorny layer (stratum
corneum) of the human epidermis.

The experiments were performed with thin pieces of
human skin stained with IGD solutions. The samples
were obtained by layer-by-layer removal of the skin
with the aid of asticky ribbon (Multi-Film, Tesa, Biers-
dorf, Hamburg) from the same area (on the inner fore-
arm surface). The absorption spectra of the samples
attached to microscope glasses were measured in a
wavelength range from 350 to 1200 nm using a CARY-
2415 spectrophotometer equipped with an integrating
sphere. We employed two dye solutions based on glyc-
erol and ethyl alcohol. The first solution contained an
additional component—dimethylsulfoxide (DMSO);
the second solution contained a greater proportion of
ethyl acohol.

Figures 1 and 2 show the absorption (optical den-
sity) spectra of three sequentially separated skin layers
stained with IGD solutions. The thickness of each layer
was about 3-5 pm. As can be seen, the IGD absorption
peak maximum in the skin is shifted toward longer
wavelengths as compared to the peak in solution (the
latter is shown for comparison in each figure with an
intensity reduced by afactor of five). The shift isindic-
ative of the fact that IGD molecules occur in a horny
layer of the human epidermis in a chemically bound
State.

In the spectra of samples prepared using the first
solution (Fig. 1), the absorption peak shift amounts to
11 nm. In this experiment, the dye solution was thor-
oughly washed from the skin prior to sampling. The
coincidence of the peak positions in the spectra of the

1063-7850/01/2707-0602%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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Fig. 1. Optical density spectraof Indocyanine Green (1) in aglycerol—ethanol-DM SO solution and (2—4) in three sequentially sep-
arated layers (first, second, and third, respectively) of the human skin stained with this solution.
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Fig. 2. Optical density spectraof Indocyanine Green (1) in aglycerol—ethanol solution and (2, 3) intwo sequentially separated layers
(first and second, respectively) of the human skin stained with this solution.

first and second layers indicates that no free IGD mol-
ecules were present on the skin surface. In Fig. 2, the
positions of maximum absorption in the spectra of the
first and second layers are different: the latter peak is
till longer wavelengths (by 21 nm) than the former one
(16 nm). This difference suggests that the surface layer
contains both free and bound dye molecules, whereas
only the bound IGD is present at a depth of ~5 um.

An analysis of the absorption spectra of IGD in
solutions and tissues also revealed a change in shape of
the spectra. The main peak significantly decreases in

TECHNICAL PHYSICS LETTERS Vol. 27 No. 7

2001

relative intensity and becomes comparable with the
second peak observed at ~715 nm. This shape of the
IGD spectrum istypical of the dye moleculesin water,
blood plasma, and albumin solutions [18]. Since a
major protein in the human epiderm is keratin, the shift
of the absorption peak position and the change in shape
of the spectrum are most likely explained by the dye
binding to keratin.

Thus, we have determined for thefirst timein vivo a
shift of the absorption maximum of Indocyanine Green
dye used to stain ahorny layer of the human epidermis.
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This change in the optical absorption spectrum of the
dye widely used in selective laser thermolysis must be
taken into account in choosing radiation sources ensur-
ing the most effective removal of skin tumors, treat-
ment of skin disorders, hair depilation, etc.
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Abstract—The experimental study of the process of sound propagation along a positive column showed that
the sound amplification in a stationary diffuse discharge in nitrogen obeys a linear theory. However, the dis-
charge column contraction leads to ajumplike increase in the gain, in agreement with a nonlinear theory of the
sound amplification in a vibrationally excited nonequilibrium molecular gas. © 2001 MAIK “ Nauka/ I nter pe-

riodica” .

A linear theory of the sound wave amplificationin a
vibrationally nonequilibrium molecular gas was devel-
oped in [1-3]. The problems of nonlinear sound ampli-
fication at high gain levels, related to a sharp changein
the temperature of medium and an explosive character
of the wave propagation, were analyzed in [4, 5].

Below we report on the results of measurements of
the sound wave amplification in astationary diffusedis-
charge, upon the positive column contraction (pinch-
ing), inthe continuous pinching regime, and in asound-
expanded discharge in nitrogen at a pressure of 78 Torr
(the discharge pinching in nitrogen takes place at pres-
sures P > 78 Torr).

The experiments were performed in a discharge
tubewith aninternal diameter of 9.8 cm and alength of
52 cm, containing grid electrodes spaced 27 cm apart.
A sound wavein the discharge tube was produced by an
electrodynamic radiator mounted on the tube edge.
A microphone mounted on the opposite edge was used
to monitor the sound wave parameters. The sound fre-
guency was controlled by a master oscillator, and the
amplitude was controlled by an amplifier. A signa
detected by the microphone was fed to an oscilloscope.
The signal was calibrated with the aid of a spectrum
analyzer. The measurements were performed in arange
of discharge currents from 40 to 120 mA for the first
resonance frequency f; = 170 Hz corresponding to a
guarter wave (one edge flange was connected to a cav-
ity with adiameter greater than the inner tube diameter
[6, 7]). The tube was filled with nitrogen containing up
to 0.07% water vapor and no more than 0.4% oxygen.

The current—voltage characteristics of dischargeina
sound wave field measured at a nitrogen pressure of
78 Torr and a discharge current varied from 40 to
120 mA were reported previously [8]. According to
those data, increasing the current from I, = 40 mA is
accompanied by a decrease in the discharge voltage in

the diffuse regime and the pinching effect is observed at
a certain value of current (l4). For the discharge in
nitrogen at P = 78 Torr, the pinching in the absence of
a sound wave is abserved at 15 = 70 mA. The sound
wave generation in the discharge shifts Iy, toward
higher values. The discharge pinching consists in a
jumplike decrease in diameter of the positive column
and is accompanied by a ~1 kV drop in the interelec-
trode voltage and an increase in the current up to .
The measurements were carried out at various initial
sound wave intensities J, (for 1,0 =40 mA) varied from
66 to 88 dB. When the current was varied from 40 to
120 mA, the sound intensity was not maintained con-
Stant.

The plots of sound amplification coefficient K; ver-
susdischarge current measured for variousinitial sound
intensities J, are presented in the figure. In the interval
from g = 40 mA to l4; = 73 mA (i.e., to the onset of
pinching) at a sound intensity of J, = 68 dB (curve 1),
the discharge has a diffuse character. Anincrease in the
current is accompanied by a gradual increase in the
gain, which reaches K;; =22 m* at I;,= 73 mA. The
amplification coefficient was determined as K;; =
(InA/Ay)/L, where Ay and A, arethe sound wave ampli-
tudesat | ;o =40 mA and | ;; = 73 mA, respectively, and
L is the plasma column length. Upon the discharge
pinching, the gain increasesin ajumplike manner up to
K, =5.2m™ (i.e., by afactor of 2.4). Thedischarge cur-
rent at the end of the pinching development is I, =
77 mA. Thisprocessisa so accompanied by ajumplike
decrease in position of the visible column boundary
(from 5 to 0.5 cm). Subsequent increase in the dis-
charge current from |y, to 143 = 120 mA in the pinching
regime is accompanied by a monotonic growth in the
sound amplitude, whereby the amplification coefficient
alsoincreasesto Ki; =5.8 m™.

1063-7850/01/2707-0605%$21.00 © 2001 MAIK “Nauka/Interperiodica’
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The results of our experiments showed that an
increase in the sound intensity J, from 66 to 72 dB led
to agrowth in the magnitude of the gain jJump upon the
discharge pinching. A maximum jump in the gain was
observed for J, = 72 dB. This case is illustrated by
curve b in thefigure: during the discharge pinching (for
the current increasing from Iy = 76 mA and Iy, =
80 mA), the gain increases up to K;, = 6.6 m™ (a three-
fold growth). The maximum sound amplification coef-
ficient in the pinched discharge at |4 = 120 mA was
7.2m™ The gain level at 14, in the diffuse discharge
was identical for al initial sound intensities. In the
pinched discharge, an increase in the gain observed for
the current growing from I 4, to | 43 = 120 MA is approx-
imately the same for al curves in the figure. An
increasein the sound intensity up to J, = 88 dB leadsto
expansion (unpinching) of the positive column, which
is explained by an acoustic vortex flow arising in the
discharge tube under these conditions[7, 9]. Asaresullt,
the diameter of the visible discharge column exhibits a
tenfold increase. In the unpinched discharge, the sound
gain observed for the current increasing from |4, 40 to
l3=120 mA isK;3=2.5m, with no jump in the sound
amplitude as aresult of the column contraction.

A mechanism of the sound amplificationin amolec-
ular gas (nitrogen) isrelated to the V=T relaxation of the
vibrationally-excited states of molecules. The relax-
ation constant T, depends on the gas temperature. For
this reason, an increase in the current (leading to a
growth in the plasma temperature) is accompanied by
an increase in the V=T relaxation frequency and in the
sound wave amplification coefficient. This behavior is
consistent with the linear theory of sound amplification
for astationary discharge in amolecular gas[1-3].

TECHNICAL PHYSICS LETTERS  Vol. 27
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The discharge pinching, accompanied by an
increase in the gas temperature, changes the ratio of
volumeto wall deactivation of the vibrationally-excited
molecules in favor of the former contribution. This
transition may take the form of instability of the ther-
mal explosion type caused by a strong temperature
dependence of the vibrational relaxation constant. This
instability development occurs provided that the char-
acteristic time of the V—T relaxation at atemperature on
the axis is comparabl e with the time of heat removal to
the wall. The vibrational relaxation proceedsin an ava-
lanche mode and the discharge passes to a stationary
pinching regime. Here, virtually al the vibrationally
excited molecules formed in the discharge are deacti-
vated and a considerable proportion of energy supplied
to the discharge is converted into heat. This leads to
inhomogeneous temperature distribution in the plasma
which, provided that a volume neutralization of
charged particles takes place, leads to a sharp contrac-
tion of the discharge [10].

The sound wave propagation along the discharge
leads to the modul ation of the gas temperature and den-
sity and, hence, in theintensity of heat evolution related
to the vibrational VT relaxation. This, in turn, leadsto
an increase in the initial modulation amplitude of the
gas temperature and density and to a growth in the
sound intensity. Provided that the V-T relaxation time
Tyt upon the jumplike contraction is smaller than the
sound wave period Tg, the intensity of heat evolution
(caused by the V=T relaxation) will be modulated by the
sound wave. This leadsto asignificant growth in theini-
tia amplitude of the gas temperature and density modu-
lation and, hence, to ajump in the sound amplitude.

The results of temperature measurements (with a
thermocouple junction placed at a distance of 8 cm
from the anode) on the tube axis before the onset of
charge pinching gave values not exceeding 860 K.
Upon pinching, the temperature was established at
935 K. In pure nitrogen, the V=T relaxation constant at
900 K isky = 107% cm=¥/s[11] and the relaxation time
is Tyt = (kyyN) 0102 s. The period of the sound of
oscillationsis g6 x 1073 s, so that T > Tg. Sincethe
gas used in our experiments contained up to 0.07% of
water vapor, the actual situation is somewhat different.
At 900 K, the vibrational relaxation constant for nitro-
gen on water is kyr = 1072 cm®/s[12]. Estimates show
that an average time of the V—T relaxation in nitrogen
containing 0.07% water vapor at a pressure of 78 Torr
isTyr U5 % 1038 s, sothat 1y < Ts.

Taking into account that the nitrogen—water vapor
mixture contains additionally 0.4% of oxygen, the V=T
relaxation time will further decrease because the vibra-
tional relaxation constant for nitrogen on oxygen istwo
orders of magnitude greater than that for pure nitrogen
[13]. All these estimates indicate that the pinching is
accompanied by intense vibrational V-T relaxation
leading to an increase in the gas temperature in the dis-
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charge plasma. Owing to a strong temperature depen-
dence of the vibrational relaxation constant, this gives
rise to a further increase in the temperature and so on.
Thus, the sound is subject to a nonlinear amplification
in the discharge plasma according to the theory [4, 5].
However, no unlimited growth in the temperature will
take place because a considerable proportion of the
vibrationally excited molecules exhibit relaxation. Asa
result, a stationary pinched discharge regime is set,
which corresponds to a different nonequilibrium state
of the plasma. An increase in the sound intensity up to
Jo > 75 dB leads to a decrease in the pinching-induced
gain jump. This is related to the appearance of an
acoustic vortex flow, which produces radial mixing of
the plasma in the column leading to a decrease in the
gas temperature, the VT relaxation rate, and the sound
wave amplification.

Adding oxygen into the discharge medium (at acon-
stant discharge current and gas pressure in the tube)
leadsto asignificant increasein the coefficient of sound
wave amplification. For example, the gain increased by
afactor of approximately 1.5 for the dischargein amix-
ture of nitrogen with 10% oxygen at a pressure of
78 Torr.
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Abstract—In high-current coaxia diodes with rod anode (rod pinch diodes), the current of the magnetic self-
insulation in the gap is approximately two times greater than the critical magnetic insulation current (Js= 2Jc).
Based on thisfact, amodel is proposed according to which a quasistationary electron pinch state in such diodes
isexplained by achange in the gap magnetic insulation conditions caused by the pinch formation. This circum-
stance can be used to evaluate the pinch lifetime At. The At values calculated using the oscillograms measured
on the Gamble | accelerator agree satisfactorily with the values experimentally determined in a coaxial rod

pinch diode. © 2001 MAIK “ Nauka/ I nter periodica

High-current coaxial diodes with rod anode (rod
pinch diodes, RPDs) were devel oped and experimentally
characterized in 1978 in the Naval Research Laboratory
(United States) using the Gamble | accelerator [1].
Recently, these diodes have drawn the attention of
researchers again as possible sources of high-power
X-ray radiation possessing a record emission intensity
level [2, 3] exceeding that known in other sources.

The experiments [1, 2] showed that an increase in
the RPD current leads to the formation of an electron
pinch, which is transported along the rod anode and
arrested at the anode tip, after which the RPD operates
in a quasistationary regime characterized by stable
impedance and a stable diode current (with respect to
small voltage variations [1]. In this very stage, an out-
burst of high-intensity X-ray radiation takes place. The
duration of thisstage, or the pinch lifetime, isan impor-
tant characteristic determining the efficiency of X-ray
emission in RPDs.

The pinch formation under the conditions of mag-
netic self-insulation in high-current RPDs was
explained [1] by reaching acritical value of theintrinsic
magnetic field strength of the electron beam in the gap.
Note that the el ectron pinch may exist under these con-
ditions only in the regime of current buildup. Indeed, at
a constant diode current, a decrease in the gap width as
aresult of the motion of the anode and cathode plasmas
immediately leads to a drop of the magnetic field
strength below the critical level, so that At = 0. In order
to remove the discrepancy, it was postulated [1] that the
intrinsic magnetic field retards the anode plasma, so
that the critical current of magnetic insulation is stabi-
lized and the pinch lifetime is determined by the time
of instability development in the anode plasma held by
the magnetic field. However, this hypothesis does not
always provide a satisfactory explanation, since the
cathode plasma also moves, the gap decreases, and the
critical current grows.

We propose an explanation of the quasistationary
state of the electron pinch in RPDs, which does require
an assumption concerning retardation of the emission
from cathode by the circular region (Fig. 1). In a sta-
tionary state, the z component of the field and particle
momentum in the gap is constant. Therefore, the flux of
this momentum component through the volume bound-
ary is zero:

2(Jp +Jq)
SHI[ o }andr
Ra
Re ”, )
1 [ }ZT[rdr—P =0.
~8m

Ra

Here, R, and R aretheradii of the anode and cathode,
respectively; P, is the flux of the z component of
momentum brought by electrons to the anode; ¢ is the
speed of light in vacuum; 2(J, + J;)/cr is the magnetic

C dc=0 &+J1 < J
p
o \XJ;)RC """""
D=0 ) k) 2
7 T, 4 2

Fig. 1. A schematic diagram illustrating calculation of the
magnetic insulation currentsin arod pinch diode: (A) anode;
(C) cathode. Dashed linesindicate the volume for which the
condition of conservation of the zcomponent of momentum
was used.

1063-7850/01/2707-0608%$21.00 © 2001 MAIK “Nauka/Interperiodica’



THE ELECTRON PINCH LIFETIME IN HIGH-CURRENT ROD PINCH DIODES

field strength on the | eft-hand volume boundary; 2J,/cr
isthe analogous value on the right-hand volume bound-
ary; J, isthe electron beam current; and J, is the exter-
nal current. We neglect the contribution due the mag-
netic field of theion current, assuming this current to be
much smaller as compared to the electron current. The
ion contribution to the z component of momentum is
ignored because ions are weakly deflected in the mag-
netic field.

L et us determine the maximum values of J, and J;,
above which astationary current J,, cannot flow without
the electron beam (or part of it) crossing the edge of the
volume under consideration. Apparently, this corre-
sponds to the case when all electrons at the anode
would possess only the z component of velocity:

P, = J—;mc v -1, )
wherey = 1 + eU/mc?; e and m are the electron charge
and mass, respectively; and U is the anode voltage.
Substituting (2) into (1) yields

2
Jp+2J, = Jom——’“(l‘gc}et), ®

where J, = mc3/e =17 kA.

The beam with a sufficiently small current (J, << J;)
is magnetized by the external current J; when the latter
reaches a certain critical value J. for the magnetic insu-
lation. In a one-electron approximation,

R e
L7 YT 21In(Re/Ry)’
In the case of the magnetic self-insulation (J; = 0),

formula (3) yields
2
7 = 1.4y -1
J, = J = JOIn(RC R)' (5)
Thus, the self-insulation current J istwo times the crit-
ical value J:

(4)

J.= 23, (6)

Inreal diodes, the gaps havefinite dimensionsin the
z axis. The gap boundary effect will change the mag-
netic insulation currents and their relationships. There-
fore, relationship (6) should be considered as approxi-
mate. Note that, based on the experimental data,
Maenchen et al. [3] concluded that a stationary beam
pinching regime in high-current RPDs is observed for
Jp = 2J;, which is consistent with our results.

Based on the above relationship between the critical
field and the beam self-insulation current, we propose
the following model determining the electron pinch
lifetime. The electron beam exhibits pinching at the
timeinstant t = t; (point A in Fig. 2) provided the mag-
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Fig. 2. (a) Typical oscillograms of the current J and voltage
V and the impedance profile for an RPD (R, = 0.08 cm;
Rc = 0.58 cm) for the Gamble | accelerator (data taken

from [1]). (a) Schematic plots showing the time variation of
the diode current Jp, self-insulation current Jg, and critical

current J..

netic self-insulation condition J; = J; (5) is valid.
Beginning with thistimeinstant, the diode current pass-
ing intheanoderod playstherole of an external current
for the gap. Therefore, the gap is overmagnetized in the
initial stage of pinching, whereby the magnetic field
strength istwo timesthe critical value. The condition of
magnetic self-insulation in the gap will hold unless the
critical current value increasing as a result of the
plasma motion (curve J. in Fig. 2b) becomes equal to
the diode current J. = Jp at atimeinstant t = t, (point B
inFig. 2). Thus, the pinch lifetime can be determined as
At = t2 - tl'

We may estimate the t value using the oscillograms
of current and voltage and the diode impedance
reported for the Gamble | setup (Fig. 2a) [1]. Assuming
that the anode and cathode plasmas move at the same
constant velocity and taking the time from the onset of
the current passage to the gap closing equa to t =
160 ns, we determine the plasma velocity and position
at the time instant t; for a given gap width. Assuming
that the pinching stage corresponds to the time-inde-
pendent diode impedance [1], we obtain from Fig. 2a
that the pinch lifetime is At,,, = 50 ns (segment AB in
the impedance plot, Fig. 2a). Since the diode voltage at
this stage is approximately constant, the critical current
growth is determined by a change in the radii of the
cathode and anode plasma regions. Therefore, the
In(R:-/R,) value decreases by half during the time inter-
val At. From this we readily evaluate the pinch lifetime
as /At = 57 ns, which agrees satisfactorily with the above
Ate,, value.
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Ultimate InAsSbP Solid Solutionsfor 2.6-2.8-um LEDs
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Abstract—Epitaxial layers of phosphorus-rich InAs; _

y—xS0yPy solid solutions were obtained by liquid phase

epitaxy (LPE). The films with x = 0.32 were grown at 575°C on isoperiodic (100)InAs substrates. It is shown
that the growth of InAsSbP layers from a phosphorus-rich liquid phase is accompanied by saturation of the
phosphorus content in the solid state. InAsSbP-based diode heterostructures emitting in the 2.6-2.8 um wave-
length range were obtained, the output emission power of which is sufficient for detecting both natural and
industrial gases in the atmosphere. © 2001 MAIK “ Nauka/Interperiodica” .

In recent years, semiconductor diode structures
emitting in the middle IR range have been widely used
in the spectroscopy of gas molecules occurring in the
atmosphere. Thisis related to the fact that the 2-5 pm
wavelength range contains the absorption bands of
some natural and industrial pollutants (CO,, H,S, C,H,
N;H, etc.). The 2.6-2.8 pm wavelength range is of spe-
cia interest for environmental monitoring in ecology
because this spectral interval contains absorption bands
of carbon dioxide and hydrogen sulfide. Detection of
the latter pollutant is very important since H,S is the
main factor leading to the acid rain formation. For this
reason, extensive research is now devoted to the devel-
opment of light-emitting diodes (LEDs) based on mul-
ticomponent A"'BY compounds that would be capable
of operating at room temperature and emitting in the
2.6-2.8 um wavelength range.

Previoudly [1, 2], LED structures emitting in the
1.7-2.4 um wavelength range were obtained by liquid
phase epitaxy (LPE) using solid solutions of the
Ga, _,In,Sh, _ As, system. The diode sources emitting
at longer wavelengths cannot be obtained by LPE in
this solid solution system because there is a region of
immiscibility at 0.29 < x < 0.74. On the other hand,
LEDs operating in the 2.8-4.5 um wavelength range
were obtained based on the InAs, _,_,Sh P, solid solu-
tions. In particular, LEDSwith phosphorus-rich emitter
layers (x = 0.30) were capable of emitting in the region
of 2.8 um [3]. In order to obtain LEDS emitting in the
region of wavelengths shorter than 2.8 um, it is neces-
sary to grow high-quality emitter layers with a still
greater phosphorus content to provide for a good elec-
tric confinement. However, thistask encounters consid-
erable technological difficulties.

This study presents a continuation of previous
research [3]. The purpose of our experiments was to
develop an LPE process for the growth of phosphorus-

rich InAs, _,_,Sb P, solid solutions and obtain LED
structures based on these layers.

The layers of InAs, _,_,SbyP, solid solutions were
grown by LPE at T = 575°C on p-InAs(100) substrates
doped with Zn or Mn to an equilibrium charge carrier
density of 1 x 10 cm=. The number of layers and the
amount of phosphorusintheInAs, _,_,Sb P, composi-
tion were monitored by X-ray diffraction and by quan-
titative X-ray probe microanalysis. Data on the epitax-
ial layer quality and compositions are summarized in
the table. These data were used to plot the phosphorus
concentration in the solid phase versusits content in the
solution melt (Fig. 1).

Asis seen from the data presented in Fig. 1 and in
the table, an increase in the phosphorus content in the
liquid phase above 0.136 mol % (1 mal. fraction =
0.1 mol %) leads to a decrease in the concentration of
this element in the solid phase. Thisis explained by the
necessity of increasing the arsenic content in the liquid
phase so as to maintain the solution melt in a supersat-
urated state on further increasing the phosphorus con-
tent in the liquid phase. As a result, the content of

X, InAs,fyﬂSbyPX
34
32+ *
30+
28+ .
267 ¢

24

221

20
0.65

o0 0 *
.

1 ]
1.45 1.85
[P], 1073 (mol. fraction)

1
1.05

Fig. 1. The plot of phosphorus concentration in the solid
phase (X, InAs; _y _,Sh,P,) versusits content [P] in thelig-
uid phase.
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Relationship between the phosphorus content in the liquid phase and in LPE grown solid layers

Xp x 1072 X X 1072 X5, X % h, pm Aa/a x 1073
0.68 112 0.375 0.254 0.136 1.2 159
0.90 1.05 0.405 0.267 0.152 2 3.0
0.96 0.96 0.435 0.308 0.147 16 1.07
1.36 1.0 0.473 0.316 0.149 1 0.447
1.36 1.06 0.475 0.279 0.165 16 417
1.46 112 0.4874 0.274 0.159 18 5.2
15 112 0.497 0.286 0.153 14 3.63
158 112 0.51 0.283 0.154 1 2.7
1.62 112 0.51 0.284 0.149 1 24
17 112 0.51 0.284 0.148 05 20
18 112 0.52 0.289 0.144 0.5 17

Note: X'P, X'AS, and X'Sb are the molar fractions of phosphorus, arsenic, and antimony in the solution melt (liquid phase); X and Y are

the average molar fractions of phosphorus and antimony in the epitaxial InAs; _ y— XSbny layer (solid phase); histhe epitaxial layer
film thickness (um); Aa/a is the layer—substrate lattice mismatch.

arsenic in the solid phase increases as well, and, hence,
the phosphorus concentration accordingly decreases. In
the region of the relative phosphorus content in the lig-
uid phase from 0.146 to 0.18 mol %, the element con-
centration in the solid phase remains virtualy
unchanged.

According to [4], the growth in the phosphorus con-
tent in the solid phase is prohibited by the condition of
molecular limitation (X'p + X'AS + X'Sb > 0.5). Experi-
ments showed that introducing phosphorusinto thelig-
uid phase above 0.146 mol % does not lead to addi-
tional increasein the element content in the solid phase.
The results of our investigations indicate that high
phosphorus concentrations in the liquid phase do not
detrimentally affect the quality of epitaxial layers, but
cannot provide for the growth of materials possessing a
still greater bandgap width E4 and emitting in the range
of shorter wavelengths.

Based on the InAs, _, _,Shb P, solid solution layers
grown, we have prepared two- and three-layer hetero-
structures. The two-layer structures were grown on
Zn-doped InAs substrates. Most of the wide-bandgap
p-type layers with a phosphorus content of 0.32 were
doped with Zn until reaching a hole density of
~108 cm. A narrow-bandgap layer of InAs, _, _,Sb,P,
with x = 0.28 was obtained using undoped material with
an electron density of ~10% cm3. Three-layer hetero-
structures were grown on the substrates doped with
either manganese (InAs:Mn) or zinc (InAs.Zn). The
phosphorus concentrations in both wide- and narrow-
bandgap structures were the same as in the two-layer
samples. The wide- bandgap p-type layers were doped
with zinc to afree hole density of ~10'® cm=. Thewide-

TECHNICAL PHYSICS LETTERS  Vol. 27

bandgap n-type layers, grown above the narrow-band-
gap ones, were doped with Sn to afree electron density
of ~10%® cm. The narrow-bandgap layer was doped
from an In—Zn aloy melt up to a hole density of
~10'¢ cm3. The thickness of wide- and narrow-band-
gap layerswas 1.2-1.6 and 3.2 um, respectively.

The L PE-grown heterostructures were used to fabri-
cate mesa-diodes with a diameter of 300 um by photo-
lithographic technology. The contacts to the n- and
p-type layers were made of Au-Te and Au—Zn aloys,
respectively. These diodes were characterized by the
current-voltage (1-V), spectral, and output power—cur-
rent (P—I) characteristics measured at 300 K for various
pul se durations and magnitudes of the injection current.

Figures 2a and 2b show the spectral characteristics
of LED structures of the three types studied. The mea-
surements were conducted in a quasi-continuous
regime at a pulse repetition rate of 500 Hz, an on—off
ratio of 2, and an injection current of 100 mA. In
Fig. 2a, curves 1 and 2 show the electroluminescence
spectra of three- and two-layer structures grown on
InAs.Zn substrates; Fig. 2b refersto athree-layer struc-
tures grown on InAs:Mn. The spectra of all samples
exhibit three absorption bands at the wavelengths of
2.6, 2.68, and 2.78 um. The energy separation of these
bands and their stability under conditions of the cur-
rent-induced hesating of the active zone indicate that the
bands are due to the light absorption by the gas mole-
cules present in the laboratory atmosphere.

Figure 3 shows the output power versus current
characteristics measured for various regimes of the
nonequilibrium carrier injection in a three-layer LED
heterostructure grown on an InAs.Zn substrate. In all
power supply regimes studied, the Pl curvesare linear
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Fig. 2. Electroluminescence spectra of (1) three- and (2) two-layer InAs; _y_,Sh P, structures grown on (&) InAs:Zn and

(b) InAs:Mn substrates.

for currents up to 400 mA, the current-induced heating
being significant only above 500 mA. In the pulsed
mode (100 ps, 800 mA), the peak output power reached
~100 mW.

Asisseenin Fig. 2, all samples (irrespective of the
substrate dopant type) exhibit emission bands with a
width a half maximum (FWHM) of 70-80 meV.
Unfortunately, the absorption bands of atmospheric gases
hinder a correct analysis of the shape of the emission
band from the standpoint of determining the bandgap
width and comparing this to theoretical estimates [5].
A somewhat overstated FWHM value for the emission
bands observed suggests that we deal with atotal emis-
sion due to the interband transitions in the narrow-
bandgap layer and in the p-InAsShP emitter layer. The
structures grown on Zn-doped p-type substrates differ
from the samples grown on n-InAs [3] by the absence
of re-emission effects in the substrate. An analysis of
the P—I curves showed that the quadratic Auger recom-
bination in the layers studied was lower as compared to
the level observed previoudy [3]. The leaks in the sub-
strates of structures studied in these experiments are
lower as well, which is probably explained by a higher
phosphorus content in the electric confinement layers.

As expected, the intensity of emission from two-
layer structuresis lower than that from three-layer ones
because of aless pronounced electric confinement. On

TECHNICAL PHYSICS LETTERS Vol. 27 No. 7

doping the substrates with manganese, we hoped to
obtain asmaller concentration of impurity atomsin the
INASSDP layer (because of alower coefficient of diffu-
sion for manganese), thus increasing the LED effi-
ciency. However, the efficiency of samples grown on
the Mn-doped substrates was found to be minimal in all
the sample types studied. Thisis probably explained by
the fact that Mn is a multicharged impurity in A'"'"BY
semiconductors, which may enhance the nonradiative
recombination channel in the solid solution layers.

Power, a.u.
1.8

1.4
1.0
0.6

T 1T 1T T 1T 1T T
»>

0.2
0 300

1 ]
1200 1500

Current, mA

1
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Fig. 3. The plots of output power versus injection current
measured for various pulse durations (us): (1) 50 (on—off
ratio, 40); (2) 100 (20); (3) 200 (10); (4) 500 (4).

2001
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Asnoted above, the emission spectra(Fig. 2) exhibit
three absorption bands. According to the absorption
spectra of gas moleculesin the 2.5-3.1 um wavelength
range [6], the observed bands can be attributed to car-
bon dioxide (2.68 and 2.78 um) and water vapor (2.6
and 2.68 um) present in the atmosphere.

Thus, the epitaxial growth of INAsSbP layersfrom a
phosphorus-rich liquid phase is accompanied by the
saturation of the phosphorus content in the solid state.
Increasing the phosphorus content in the liquid phase
above 0.146 mol % does not lead to increase in the
bandgap width of the InAsSbP solid solution. LED het-
erostructures based on the LPE-grown InAsSbP solid
solutionsemitin a2.6—2.8 um wavelength range. These
structures can be used for detecting carbon dioxide and
water vapor by their absorption bands falling within
this spectral interval.
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Abstract—Experimental results on the ion implantation of Taand Cu ions into an Al substrate, accompanied
by the deposition of these ions in the form of a surface coating are reported. The coatings composed of the
implant elements exhibit a complicated structure and lead to an increase in the microhardness, adhesion prop-
erties, and corrosion resistance of the substrate. An analysis of data on the energy distribution of secondary ions
shows that the surface layer of ion-implanted substrates contains intermetallic phases. © 2001 MAIK

“ Nauka/Interperiodica” .

As is well known, the main disadvantages of ion
implantation are (i) a relatively low production effi-
ciency, which isdetermined by therate of theimplanted
dose accumulation amounting to =10'® cm™ over an
areaof 300 cm?[1, 2] and (ii) asmall implant concen-
tration for ions with large masses, which is explained
by the increasing role of sputtering.

At the same time, the process of implantation by
recoil ions (or ion-beam mixing) based on the incorpo-
ration of atoms from surface layers to which a kinetic
energy is transferred by the primary beam has good
prospects as a method for obtaining new structures and
compounds with preset properties [2—4].

One of the possible ways of eliminating the afore-
mentioned disadvantages is to use a combined setup
including an arc plasma source for the coating deposi-
tion and an additional source for the ion implantation.
In such a system, the process may be conducted using
the two sources operating either simultaneously or
sequentially [4]. The combined process involves
mutual diffusion of atoms from the coating and sub-
strate as aresult of the atomic or ballistic mixing. This
results in the smearing of a sharp interface between the
materials and increasing the adhesion, which alowsthe
deposition—implantation process to be used for pre-
dicted modification of the working properties of arti-
clesand materials.

The purpose of our experiments was to study the
process of ion-beam mixing during simultaneous depo-
sition and implantation of Cu and Taiions into Al sub-
strates.

The experiments were performed with 200- or
500-um-thick Al samples, the surface of which was
preliminary cleaned by sputtering with Ar* ions. Then
Cu* or Ta" ions were either plasma-deposited with or
without additional implantation of the same ions at an
accelerating voltage of 60 kV.

The sampleswere prepared in the following regimes
(subscripts“i” and “d” indicate implantation and depo-
sition, respectively):

(1) Al(Tay + Ta' + Tay), implantation dose =8 x
10%, Ta film thickness =40 nm;

(2 Al(Tag + Ta' + Tag) + (Cug + Cu + Cuy)
implantation dose =8 x 10%, Tafilm thickness =25 nm,
Cu film thickness =30 nm;

(3)Al(Tag + Ta + Tag) +(Cug + Cu; + Cug) +

(Tay + Ta' ), implantation dose =10%, first Ta film
thickness =45 nm, Cu film thickness=55 nm; second Ta
film thickness =70 nm;

(4) Regime 3 + Ta;.

The implantation and deposition processes were
carried out using an accelerator with an implantation
pulse duration of about 200 um and a deposition pulse
duration of 0.8-1 ms; the process was conducted in a
vacuum of =102 Pa. The experimental regimes are
described in more detail elsewhere [2]. The experimen-
tal conditions were varied by controlling the implanta-
tion dose, substrate temperature, pulse repetition rate,
and the film deposition rate. The elemental composi-
tions were studied by Auger electron spectroscopy
(AES) and secondary ion mass spectrometry (SIMS)
[5, 6]. Theion sputtering was performed either with an
Ar* beam with the parameters E = 2 keV, j = 5 x
105 A/cm? (dynamic sputtering mode) or with an N*
ion beamwithE=2keV, j =1 x 10”7 A/cm? (static sput-
tering mode). The experimental setup was equipped
with an energy analyzer that allowed the energy distri-
butions of secondary ions (EDSI) to be measured.

A comparison of the changes in the EDSI pattern
measured on the Cu and Tafilmson Al obtained by dep-
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Fig. 1. Energy profiles of secondary ions for the surface of
(a) Al substrate after deposition of Cuand Taand (b) Al sub-
strate after deposition and implantation of the same ionsin
regime 3 (in various regions of the coating).

osition without mixing (Fig. 1a) and by a combined
deposition—mplantation process in regime 3 (Fig. 1b)
shows evidence of achangein the character of chemical
bonds as a result of the ion-beam mixing. The EDSI
peak position changes only dightly (by 10 eV) toward
greater energies.The width of the energy distribution
exhibits a more pronounced variation, considerably
increasing upon the onset of sputtering of the film—sub-
strate interface (Fig. 1b, curves 1, 4, 7, and 9 for Cu,
curves 2, 5, 6, 8 for Ta, and curves 3 and 10 for Al). The
most significant changes in the width of energy spectra
are observed for Cu and Al ions. In addition, an inter-
esting feature is revealed by curves8 and 10 in Fig. 1b
showing several peaks instead of one, which is evi-
dence of an additiona interaction with the residua
atmosphere components—probably, with oxygen,
leading to the formation of oxides (Ta,Os—Al,O,) at the
interphase boundary. All these changes in the EDSI
curves (width, main peak position, appearance of addi-
tional peaks) areindicative of anincreaseinthe binding
energy and the work function. This, in turn, is evidence
of the interaction between target components at the
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Fig. 2. (a) Elemental depth—concentration profiles obtained
by SIMSfor the surfacelayers of Al after implantation of Cu
(20 min) and deposition-implantation of Ta (10 min,
regime 2). (b) Elemental depth (sputter time)—composition
profiles obtained by AES for the surface layers of Al after
deposition—mplantation of Taand Cu (15 min, regime 3).

film—substrate interface (caused by ballistic mixing and
recoil ion implantation) with the formation of a com-
plex system of intermetallic phases[5, 7-9].

An andysis of the elemental depth—concentration
profiles observed for the samples obtained in two
regimes (Fig. 2) shows, in addition to the complicated
shape of Ta and Cu profiles (multipeak structure), the
presence of a high concentration of carbon on the sur-
face and at the film—substrate interface. Oxygen aso
exhibits a complicated profile and an increase in con-
centration at the film—substrate interface. The shapes of
the Auger electron spectra of oxygen and carbon indi-
cated that these elements could be present in the form
of oxides and carbides, as well asin the free state.

The measurements of microhardness of the coated
samples, performed with the aid of the Knoop pyrami-
dal indenter with variable load, showed that the ion-
beam mixing leads to an increase in microhardness up
to 153 + 6 kg/mm?. This gain in microhardness was
markedly greater than that in the case of pure implanta-
tion with Cu or Ta, where the resulting microhardness
was 96 + 4 kg/mm?. It must be noted that the thickness
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of the hardened layer in the case of the combined dep-
osition—implantation processis also greater than that in
implanted aluminum.

Theresults of adhesion testing showed that the com-
bined deposition-implantation process increases the
adhesion of coating to the aluminum substrate above
120 + 8 kg/mm?. The corrosion resistance of the coated
material also markedly increased—by almost two
orders of magnitude as compared to theinitial material.

Thus, the deposition of Taand Cu ions accompanied
by their simultaneous implantation into Al substrates
results in the formation of coatings with complicated
elemental profiles revealing mutual penetration of ele-
ments from the film into the substrate and vice versa.
All these factors suggest that the combined deposition—
implantation processis more effective than ion implan-
tation alone. This is also manifested by increasing
microhardness and adhesion values and by a two-order
increase in the corrosion resistance of aluminum.
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