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Abstract—Iron (α-Fe) samples were treated in a high-speed (up to 6 km/s) pulsed plasma jet using a plasma-
tron with a consumable (eroded) Mo electrode operated in specially selected regimes. As the number of jet
pulses increases, the concentration of Mo within a 10-µm-thick surface layer of α-Fe varies in a nonmonotonic
manner. In a 2-µm-thick layer, the oxygen content increases up to 50 at.%, while the concentrations of carbon
and nitrogen do not exceed 10 at.%. The plasma jet treatment leads to the formation of a bcc Fe phase and the
Fe7Mo6 and FeMo intermetallic phases in the surface layer. Doping the surface iron layer with molybdenum,
as well as the formation of oxides and carbides, results in a 2.5-fold increase in the hardness of samples and in
a decrease of wear under dry friction conditions. © 2001 MAIK “Nauka/Interperiodica”.
In recent years, the working characteristics of met-
als and alloys have been frequently improved by pro-
cessing articles in pulsed beams of charged particles
[1–4] or plasma [5–7]. Such treatments involve the
rapid heating of the surface metal layer with a fast heat
transfer into the bulk of the target (this is equivalent to
quenching) and lead to the formation of disperse
nanoinclusions, metastable phases, amorphous layers,
etc. [4–5]. The concentrated fluxes of energy are typi-
cally provided by laser, electron, and ion beams, as well
as by plasma flows [1–7].

In addition to the energy fluxes of these types, the
solid surfaces can be subjected to detonation or plasma-
detonation processing [6–9]. This process also
improves the mechanical characteristics of articles
made of metals and alloys. For this purpose, we
designed and constructed a plasmatron (Fig. 1) com-
prising a detonation chamber 1 (featuring the formation
of an inflammable gas mixture and the initiation of the
detonation combustion), central electrode (anode) 2,
cone-shaped electrode (cathode) 3, interelectrode gap 4,
consumable electrode 5, and an electric power supply
unit 6.

The system operation is as follows. The inflammable
gas mixture components are admitted into chamber 1,
from which the combustion products enter the inter-
electrode gap 4 to close the electric circuit of power
source 6. This results in the formation of a conducting
gas column 7 composed of the combustion products.
Particles in this column are accelerated by the gasody-
namic and electromagnetic forces. A consumable metal
rod 5 is mounted on the axis of the central electrode 2;
heating of this rod leads to evaporation of the doping
elements from the rod tip. The evaporated dopants enter
the plasma jet 8 ejected from the plasmatron to close the
electric circuit between the central electrode (anode) and
1063-7850/01/2708- $21.00 © 20619
the surface of a processed article (cathode) 9. The elec-
tric current passing in this circuit heats the plasma by
supplying the Joule heat Q = σE2 (W/m3). Gaseous
dopants are introduced immediately into the interelec-
trode gap of the plasmatron.

At the first instant, the article surface experiences an
elastic-detonation action of the shock wave and pulsed
plasma jet, which is followed by the action of the elec-
tric current. The current (with an amplitude of 5 kA)
gives rise to a magnetic field with a strength of up to
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Fig. 1. A schematic diagram of the plasmatron for the high-
speed pulsed plasma jet processing of articles (see the text
for explanations).
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2000 Oe. During the subsequent 3–5 ms, the surface
accepts the combustion products and eroded electrode
material. Thus, exposing the α-Fe samples to the pulsed
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Fig. 2. The energy spectra of scattered ions for α-Fe sam-
ples doped with Mo in a pulsed plasmatron: (a) 1.847 MeV
4He+ RBS of a sample exposed to 10 pulses; (b, c) the elas-
tic resonance of 1.745-MeV protons for the samples
exposed to 10 plasmatron pulses (determination of carbon
and nitrogen) and 20 pulses (determination of carbon and
oxygen), respectively. The measurements were performed
for Θ = 170°; ν = 60°; No. is the channel number.
T

plasma jet containing doping elements is accompanied
by a complex (thermal, electromagnetic, and deforma-
tion) action. This combined action ensures the doping
of the surface layer with elements contained in the
plasma and leads to strengthening of this layer. The
plasma jet is characterized by a temperature reaching
2 × 103 K and a power density of about 107 W/cm2 (for
a jet velocity of 6 km/s). The sets of parameters used in
various regimes of α-Fe treatment (for a system with
Mo electrode) are listed in the table.

The X-ray diffraction study of the phase composition
of plasma-treated α-Fe samples showed that the main
phase is bcc Fe (with d = 2.866 Å). The other phases are
Fe7Mo6 with the lattice parameters 2.157 (2.15) Å,
2.086 (2.08) Å, 1.811 (1.80) Å and, probably, FeMo
with the parameters 2.157 (2.14) Å and 2.086 (2.09) Å.

Figure 2 shows the energy spectra of Rutherford
backscattering (RBS) obtained using (a) the scattering
of 4He+ ions for α-Fe upon the plasma jet treatment and
(b, c) the elastic resonance of 1745-keV protons for the
same sample treated under various conditions. The
spectra exhibit a boundary (of the kinetic factor) for Fe
and a small step for Mo to the right of iron. The peak
due to Mo indicates that the sample surface layer with
a thickness of about 300 nm contains a compound with
the composition FeMo2. The spectrum of proton reso-
nance clearly indicates the presence of carbon.

Figure 2c presents the proton elastic resonance
spectrum measured upon treating the α-Fe sample with
a greater number of plasma jet pulses. As is seen, the
growth in the concentrations of carbon and nitrogen is
accompanied by the appearance of a considerable
amount of oxygen (~40 at.%) in the uppermost surface
layer. Further growth in the number of pulses still
increases the amount of oxygen at the surface. A differ-
ent pattern is observed in Fig. 3 for the doping element
(introduced by the electrode erosion and evaporation).
The maximum Mo concentration is observed in a sub-
surface layer with a thickness D of about 10 µm. After
a 10-pulse treatment, the limiting Mo concentration is
8 at. %, this maximum being observed at a depth of
about 7 µm from the surface.

It was found that the carbon concentration increases
rather insignificantly with the number of pulses, while
the oxygen content reaches 40 at.% after the first
15 pulses. The content of Mo in the doped surface layer
exhibits a maximum when the number of pulses
increases from 4 to 20, with a peak of 8 at.% observed
Parameters of the plasma jet processing of samples (Mo electrode)

Sample 
No.

Material
processed

Number
of pulses Distance, mm ν, Hz Electrode

consumption, mm Capacitance, µF

1 α-Fe 4 40 1.5 30 800
2 α-Fe 10 40 1.5 30 800
3 α-Fe 15 40 1.5 30 800
4 α-Fe 20 40 1.5 30 800
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for the α-Fe sample exposed to 10 pulses of the high-
speed plasma jet. An analysis of the cross section of
such a sample showed that the region of fused material
extends down to a depth of 50 µm.

The results of the microhardness measurements on
the surface of an α-Fe sample modified by 20 plasma
jet pulses showed an increase in the hardness, reaching
in some areas up to 750 ± 40 kgf/mm2. The same mea-
surements performed in the cross section gave the value
of 250 ± 27 kgf/mm at a depth exceeding 70 µm, which
is still significantly higher as compared to the hardness
of the initial sample (90 ± 12 kgf/mm2). The average
hardness across the entire modified layer was about
2.5 times the initial value.

Thus, the results of our experiments showed that,
using a plasmatron with consumable Mo electrode, it is
possible to dope the subsurface layer of an α-Fe sample
with a thickness of at least 10 µm. The uppermost sur-
face layer can be additionally saturated (doped) with
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Fig. 3. Depth–concentration profiles of Mo, Fe, O, C, and N
determined from the RBS spectra of an α-Fe sample
exposed to 10 plasmatron pulses.
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oxygen and carbon. Moreover, the article can be fused
down to a depth markedly exceeding the doped layer
thickness.
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Abstract—Rigorously solvable models of the system of coagulating particles in a stochastic medium are pro-
posed. It is demonstrated that such systems are featuring additional noise-induced stationary states. The results
are considered from the standpoint of using this phenomenon for evaluating the effective parameters of the
medium. © 2001 MAIK “Nauka/Interperiodica”.
Nonlinear dynamical systems experiencing the
external noise influence have been extensively studied
in recent years. Of special interest is the case of a
“color” noise (the noise possessing a finite correlation
radius) frequently encountered in both natural phenom-
ena and technological applications. Dynamics of a sys-
tem occurring in the field of such a noise exhibits certain
interesting features very interesting from the standpoint
of physics [1]. In particular, an important circumstance
is the appearance of additional stationary states impos-
sible in the case of completely deterministic external
actions.

In this study, various dynamic regimes induced by
the color noise are revealed by an analysis of a system
of coagulating particles descried within the framework
of rigorously solvable models. A source of the stochas-
tic action is represented as a combined effect of a vari-
ety of factors, including both external (related to the
medium) and internal. A significant simplification of
the problem is provided by an approach treating these
factors in terms of effective sources and fields acting
upon the system of coagulating particles under consid-
eration. Mathematically, the stochastic factors are taken
into account via fluctuations of the parameters entering
into the dynamic equations of the coagulation process.

As will be demonstrated below, the correlation
radius of the color noise plays the role of the order
parameter and influences a stationary coagulation
regime established in the system in a nontrivial manner.
Another important circumstance is that parameters of
the effective stochastic medium can be reconstructed
using the measurable characteristics of distribution of
the coagulating particle concentration.

The coagulation processes are frequently studied
based on the phenomenological Smoluchowski equa-
tion [2] describing the temporal dynamics of the j-mer
concentration Cj in the system. In the presence of an
1063-7850/01/2708- $21.00 © 20622
external particle source and the time-dependent coagu-
lation, this equation can be written as follows:

(1)

where K(x, y; t) is the coagulation nucleus (or con-
stant). By its physical meaning, the function K(x, y; t)
characterizes the coagulation rate and is considered as
preset. The first term in Eq. (1) describes the supply of
j-mers to the system; the function f(t) is considered as
random. Let us assume that the function K(j, n; t) is
independent of the indices j and n, so that K(j, n; t) =
a(t), and that only monomers are supplied to the system
studied (Ij = Iδj, 1 , where δj, 1 is the Kronecker delta).
These assumptions are not too rigid and are frequently
used in the descriptions of coagulation in systems with
sources (see, e.g., [2, 3]).

The stochastic dynamics of the external factors is
modeled by a jumplike Markoff dichotomic process
(D-noise) in the form of α(t) = ±1 with an exponentially
decaying correlation function K(t) = 〈α (t)α(t + τ)〉  =
exp(–2ν|τ|) (the symbol 〈…〉  denotes averaging over the
ensemble of realizations of the α(t) process). For the
D-noise, the values of α(t) = ±1 are equiprobable and
〈α (t)〉  = 0, while the time instants of changing the α(t)
sates form a Poisson flux of events [4]. The time τ ~ 1/ν,
on the one hand, sets a characteristic time of decay of
the α(t) process correlations and, on the other hand,
determines the average “lifetime” of a certain state.

Let us analyze behavior of the countable concentra-
tion N = . This is an important generalized
characteristic of the coagulation process that can be

dC j
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measured in experiment. A stochastic equation for the
countable concentration acquires, assuming a linear
dependence of f(t) and a(t) on α(t), the following form:

(2)

In view of the nonlinearity of Eqs. (1) and (2), a statis-
tical description of the coagulation process will be con-
ducted within the framework of the kinetic equations
for the N probability distribution. The consideration will
be restricted to a single-point distribution W(N, t) of the
countable concentration in system (1) under the action of
a Markoff D-noise with arbitrary ν. The quantity
W(N, t)dN is the probability that the countable concen-
tration at the instant t falls within the interval (N,
N + dN).

Equations of the type (2) are well studied in the the-
ory of noise-induced phase transitions. A rigorous sta-
tionary solution Ws(N) in the case when α(t) represents
a Markoff D-noise is known (see, e.g., [1, 5]). The dis-
tribution is Ws(N) ≡ 0 outside the carrier representing a
closed interval 0 ≤ N ≤ Nb with the boundaries deter-
mined by stable stationary states (described by Eq. (2)

for α = ±1 and  = 0).

Stochastic source, constant nucleus a(t) = const = a.
Consider a typical situation when monomers are sup-
plied to the system at a constant rate within random

time intervals, f(t) = (1 + α(t)), which corresponds

to Eq. (2) with p(N) = (I – a(t)N2), q(N) = .

Ṅ p N( ) q N( )α t( ).+=

Ṅ

1
2
---

1
2
--- I

2
---
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A solution Ws(N) to Eq. (2) (with the dimensionless
parameters ε = 4ν/a, κ = 2I/a) is

(3)

where C is a normalization constant. The parameters ε
and κ compare a characteristic source switching fre-
quency and the frequency of particle supply from the
source to the frequency of coagulation events. The distri-
bution Ws(N) is determined on the interval N ∈  [0, Nb],

Nb = .

An important consequence of solution (3) is the
division of the phase space of the system parameters
into regions with significantly different “geometric”
images of the stationary probability density. The struc-
ture of the phase plane is determined by the relationship
between the parameters ε and κ, which may lead to sta-
tionary distributions of several possible types, includ-
ing monotonic, single-mode (a distribution with one
maximum), or a distribution with two extrema (maxi-
mum and minimum) (Fig. 1). The extrema of Ws(N) are
determined by the relationships

(4)

Note that the extremal values of Ws(N) (correspond-

Ws N( ) CN 2– ε
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-------– 
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ing to the measurable N values) are determined by var-
ious parameters. As the frequency of source switching
(on and off) increases, the system moves from the bot-
tom region of the phase diagram (where a maximum
Ws(N) value is determined by the frequency) to the top
region (where the same value is determined by the
source intensity). During this transition, the system
exhibits a series of “geometric” transformations for the
Ws(N) function, which correspond to different variants
of the macroscopic behavior (i.e., the noise-induced
phase transitions take place).

The established sequence of transitions from the
distribution with a minimum inside the carrier to the
opposite situation of the distribution with a maximum
physically implies the following: by varying the fre-
quency of switching of a stochastic source of particles,
we may effectively control the average size of clusters
(related to the position of the distribution maximum) in
a system of coagulating particles.

Constant source f(t) = const = I0, stochastic
nucleus. Consider a system of coagulating particles in
which nonstationary external conditions lead to jump-
like fluctuations in the coagulation nucleus (e.g., switch
on additional aggregation mechanisms such as the iner-
tial sedimentation, turbulent coagulation, etc., see [6]).
Let a = a(t) = a0 + a1α(t), where α(t) is the aforemen-
tioned D-noise. Physical considerations lead to the rela-
tionship a1 ≤ a0.
T

A stationary solution for Ws(N) with the dimension-
less parameters κ = 2I0/a0, ε = ν/a0, and µ = a1/a0 is

(5)

where N± =  and the parameter µ characterizes

a “kinetic contrast” of the coagulation processes corre-
sponding to various α(t) Obviously, µ ≤ 1; the case of
µ = 1 corresponds to the maximum “contrast” repre-
senting a situation when the coagulation process
dynamics possesses a “switching” character. The distri-
bution is determined on the interval N ∈  [N+, N–] with a
nonzero left boundary. As is seen from the solution (6),
the external noise again generates a subdivision of the
phase space of the system parameters into regions cor-
responding to different macroscopic states of the sys-
tem (Fig. 2).

In conclusion, it should be noted that a description
of the stochastic medium acting upon a coagulating
system in terms of the effective particle sources (as well
as sinks and effective fluctuations of the nucleus) is suf-
ficiently physical, especially in the case of atmospheric
coagulation. This circumstance is important from the
standpoint of obtaining essential information about the
state of the external medium, which is difficult to eval-
uate by experimental methods (see Eq. (4)). Additional

Ws C
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ε
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interest is related to the possibility of solving inverse
problems, for example, of determining the coagulation
constant from the known ν and I and observed N values.
In addition, the dependence of the stationary value of
the countable concentration on the average process fre-
quency α(t) indicates that there are certain possibilities
to control the average size of clusters formed by the
coagulating particles.
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Abstract—The electromechanical properties of ferroelectric piezocomposites of the 1–1 and 1–0–1 types were
studied for the first time. The effect of the geometric factor on the piezocoefficients, electromechanical coupling
coefficients, detection parameters, and piezosensitivity was studied. Exhibiting a nonmonotonic concentration
dependence of these parameters, the materials studied have no analogs among piezocomposites with the con-
nectivities of other types. © 2001 MAIK “Nauka/Interperiodica”.
Problems encountered in the creation of new piezo-
active composites and in the prediction and optimiza-
tion of their physical properties are still waiting for
solution [1–3]. The modern methods of the computer
structure design and property simulation facilitate the
search for components ensuring the further effective
use of the composite materials as elements in various
piezoelectric devices such hydrophones, microphones,
sensors, actuators, etc. Despite relatively simple micro-
scopic geometry, piezocomposites of the 1–1 connec-
tivity type (with the two interacting components
analogous to parallel rods [4] continuously distributed
in the same direction) have not been studied as yet. The
purpose of this study was to analyze the electromechan-
ical properties of two- and three-component piezocom-
posites with connectivity elements of the 1–1 type. 

In the proposed model, a 1–1 piezocomposite is
modeled by a system of rectangular parallelepipeds,
representing a ferroelectric piezoceramics (FEPC) and
a polymer, alternating in the OX1 and OX2 directions
(Fig. 1). The bases of all parallelepipeds occur on the
X1OX2 plane and their heights (measured along the
polarization axis OX3) are equal to h (h @ |LN|, h @
|LU|). In addition, the model takes into account the
porosity of the polymer, which is represented as a
matrix divided into the Banno cubic cells of unit vol-
ume [5, 6] containing air inclusions in the form of a
rectangular parallelepiped with the edges parallel to the
OXi axes. This height of such a parallelepiped amounts
to the νth fraction of the Banno cell edge and the base
area amounts to the rth fraction of the cell base area.
The physical constants of the porous polymer compo-
nent are determined as descried in [6, 7] as functions of
ν and r. The FEPC–porous polymer composite is char-
acterized by the 1–0–1 connectivity. 
1063-7850/01/2708- $21.00 © 20626
Averaging of the constants of the FEPC and poly-
mer (homogeneous or porous) components is per-
formed in two stages using the formulas from [7, 8]:
first, with respect to the concentration parameter t along
the OX1 axis (assuming the electro- and elastostatic
boundary conditions to be valid for layers of the LMSR,
RSVU and MNTS, STWV types, extended along OX3;
everywhere x1 = const); second, with respect to the
parameter n along the OX2 axis (assuming analogous
conditions for the layers bounded by LU, MV and MV,
NW lines). The 1–1 (Fig. 1) and 1–0–1 type structures
belong to the point symmetry group mm2 and exhibit
the following feature: the electromechanical properties
determined for a particular connectivity (1–1 or 1–0–1)
remain unchanged on the passage from parameters
(t; n) to (1–t; 1–n). 

N
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S
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W

V

U

x2

x3 x1

Fig. 1. A cross section of the 1–1 piezocomposite polarized
along the OX3 axis. Dashed areas indicate the FEPC com-
ponent; t = |MS|/|MN| and n = |RS|/|RT| are the parameters
determining the volume concentration of components. 
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composites of the FEPC(PKR-7M)–araldite (1–1 connectivity) and FEPC(PKR-7M)–porous araldite (1–0–1 connectivity) types. 

(a): (t, 0.1) (1, 5), (t, 0.5) (3, 7), (t, 0.1) (2, 6), (t, 0.5) (4, 8), curves 1–4 and 5–8 refer to 1–0–1 composites with

matrices A and B, respectively; (t, 0.5) = 747 pC/N (matrix A) and 758 pC/N (matrix B; (b): (t, 0.1) (1, 6), (t, 0.5) (4, 9),

(t, 0.1) (2, 7), (t, 0.5) (5, 10), 10–1 (t, 0.1) (3,8), curves 1–5 and 6–10 refer to 1–1 and 1–0–1 composites, respectively;

(t, 0.5) = 18.5 C/m2 (1–1 composite) and 19/1 C/m2 (1–0–1 composite); a porous polymer component in 1–0–1 composites

represents matrix B; (c): (–102) (t, 0.1) (1, 4, 7), (–102) (t, 0.5) (3, 6, 8), 102 (t, 0.1) (2, 5), 102 (t, 0.5) (5), curves 1–3 and

4–8 refer to 1–1 and 1–0–1 composites, respectively; (t, 0.5) = 0.803 C/m2 (1–1 composite), 0.813 C/m2 (1–0–1 composite,

matrix A), 0.815 C/m2 (1–0–1 composite, matrix B); a porous polymer component in 1–0–1 composites represents matrix A (4–6)
and matrix B (7, 8); (d) ψ1 (5), ψ1 (8), 10–3ψ2 (6), ψ2 (2), 10–1ψ3 (7), 10ψ3 (3), ψ4 (1), 10ψ4 (4), curves 1, 5–7 refer to 1–0–1
composite (matrix A), curves 2–4, 8 refer to 1–1 composite. 
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An active piezoelectric component for the 1–1 and
1–0–1 composites will be represented by a perovskite
FEPC of the PCR-7M type characterized by high val-

ues of the piezomoduli  and the piezocoefficient

 (maximum among Pb(Zr,Ti)O3 based piezoceram-
ics) [9].1 This component accounts for a record

1 Here and below, the electromechanical constants of FEPC and
piezocomposites are indicated by superscripts FC (XFC) and
asterisk (X*), respectively. The transition from X* to XFC corre-
sponds to t = n = 0 or t = n = 1.

dij
FC

e33
FC
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piezosensitivity of the composites with the 1–3 connec-
tivity elements [1]. The second component of the 1–1
structure is represented by the nonpiezoactive polymer
araldite. In the 1–0–1 structure, araldite is porous and
represents a matrix of the type described above, con-
taining a system of plane-parallel (v = 0.10; r = 0.99,
matrix A) or elongated (along OX3) air-filled pores (v =
0.99; r = 0.10, matrix B) with the same bulk concentra-
tion νr. 

Figure 2 shows the plots of some calculated rela-
tionships between the system parameters and the con-
centrations (t; n), effective piezomoduli , piezocoef-d3 j*
1
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ficients , electromechanical coupling coefficients

 = /( )1/2, and factors ψf (  and 
are the elastic compliance and dielectric permittivity
parameters, respectively): 

(1)

In relationships (1), the piezocoefficients , the
squared hydrostatic (hydrophone) figure of merit

(HFOM) ( )2 = (  +  + )2/ , and the

squared parameter ( )2 =  describe the
piezosensitivity of a composite, while the quantity

 = /( /ε0)1/2 characterizes a specific sensitiv-
ity taking into account the internal resistance of the
piezodetector. In the calculations, we used the room-
temperature electromechanical constants from [7. 9]. 

The fact that (t, n), (t, n), and (t, n) for n =
0.1 vary in a wider interval than for n = 0.5 (Figs. 2a– 2c
is related to a large redistribution of the internal
mechanical and electric fields in the layers of signifi-
cantly different thicknesses alternating along OX1 and
OX2. Nevertheless, the data reveal a more pronounced
anisotropy ( (t, n)/| (t, n)| > 10; j = 1, 2) for n = 0.5

than for n = 0.1, although the  and  values near
b = 0.5 differ by a factor of 3–40. The concentration
dependences analogous to that for (t, n) were never
studied before (see, e.g., [1, 3, 6, 10, 11]) and may be of
interest for some applications. Differences between the
shapes of (t, 0.1) and (t, 0.1) curves (cf. Figs. 2a
and 2b) are related to the behavior of elastic pliabilities

(t, 0.1). The influence of these values (especially
pronounced in the case of q = 3) increases on the pas-
sage from homogeneous to porous araldite (i.e., from
matrix A to B). The constancy of (t, 0.5), (t, 0.5),

and (t, 0.5) is related to the fact that a change in the
thicknesses of layers |RU| and |LR| for |LR| = |MN|
(Fig. 1) affects neither the volume concentration of
FEPC component nor the composite response in the
OX3 direction to the external action along the same axis
(due to the boundary conditions at xj = const, j = 1, 2). 

The presence of pores leads to significant changes in
the composite parameters (1). For t = 1 – n ! 1, an anal-
ysis showed a sharp increase in piezosensitivity of the
1–0–1 structure (ψf ≈ 10…4.2 × 104) as compared to the
1–1 type. The passage from matrix A to B does not sig-
nificantly affect the values of (t, n), (t, n),

e3 j*
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k33*
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T

(t, n) and ψf(t, n), which is an important advantage
of the given 1–0–1 composite. In contrast to a 1–3 com-
posite of the FEPC rod–polymer type (∞mm symmetry)
[4, 6, 7], the 1–0–1 composite (mm2 symmetry) with
t = 1 – n ! 1 features a system of rods representing the
porous polymer surrounded by thin FEPC layers paral-
lel to the X1OX3 or X2OX3 planes. Of certain interest are
the (t, n) relationships, the behavior of which (cf.
curves 1, 3, 4, 6–8 in Fig. 2c) is significantly influenced

by the elastic compliance parameter  (depending to
a considerable extent on the elastic properties of the
porous polymer). This influence is manifested by a sig-
nificant difference between the anisotropy factors 

and  (e.g., for t = 0.5, /  ≈ –6.6…–5.2 and

/  ≈ –34…–9.1) not characteristic of the com-
posites belonging to the ∞mm symmetry group [3, 4,
6, 7, 11]. 

Thus, the results presented above increase our
knowledge of the factors favoring an increase in the
piezoelectric anisotropy [3, 6, 11] and the HFOM val-
ues [1, 2, 12]. These data are indicative of the good
prospects for using structures of the 1–1 type with large

/| |, , / , and  values. 
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Dielectric Characteristics 
of Biocompatible Ca10(PO4)6(OH)2 Ceramics

N. A. Zakharov and V. P. Orlovskiœ
Institute of General and Inorganic Chemistry, Russian Academy of Sciences, 

Moscow, 117907 Russia
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Abstract—The temperature dependence of the dielectric permittivity and losses of biocompatible
Ca10(PO4)6(OH)2 ceramics were studied in a temperature range from 20 to 500°C. An approach to the interpre-
tation of anomalies (bending points) observed in the dielectric characteristics of the ceramic samples is pro-
posed, which takes into account features of the crystal structure of calcium hydroxyapatite and the defects
formed in the course of thermal treatments. © 2001 MAIK “Nauka/Interperiodica”.
The synthesis and characterization of calcium
hydroxyapatite (CHA) Ca10(PO4)6(OH)2 has drawn an
increasing attention of chemists and physicists [1]. This
is explained to a considerable degree by the fact that
this compound is close in composition to the inorganic
component of bone tissues of both animals and
humans, which allows CHA to be used as an implant
material in medicine [2]. The problems related to the
identification of the CHA implants and the possibility
of electric stimulation of the implantation process make
a thorough investigation of the physicochemical prop-
erties of CHA a very important task.

Below, we present the results of experimental mea-
surements of the dielectric permittivity (ε) and the
dielectric loss tangent (  of CHA synthesized from
solution as described elsewhere [3]. The synthesized
product had a Ca/P atomic ratio of 1 : 6, the unit cell
parameters a = 9.376 ± 0.004 Å and c = 6.862 ±
0.005 Å (space group P63/m), and the CHA content of
not less than 98%. The samples for the dielectric mea-
surements had the shape of cylindrical tablets prepared
by pressing (without binders) and then annealed in air
at ~1000°C. The electrodes were obtained by fusing a
silver paste at 600°C. The ε and  values were mea-
sured using an automated ac bridge operated in a
dynamic regime with the sample temperature varied at
a rate of ~0.5 K/s and an applied probing voltage
below 15 V.

Figure 1 shows the temperature dependence of ε
measured at the frequencies f = 1 and 5 kHz. The curves
exhibit anomalies in the form of bending points at 60,
200, and 300°C. As the probing field frequency
increases, the ε values tend to decrease (Fig. 2) and two
of the above anomalies shift from 60 and 200°C toward
higher temperatures.

The temperature dependence of  also exhibits
a feature (local maximum) at about 60°C, but this fea-

δtan

δtan

δtan
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ture exhibits virtually no shift with increasing fre-
quency. At the same time, a more pronounced maxi-
mum of  at ~150°C tends to shift towards higher
temperatures. A step observed in the (T) curve at
~210°C (Fig. 1, f = 5 kHz) almost vanishes when the
frequency is increased.
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Fig. 1. The temperature variation of the permittivity ε (1, 2)
and the loss factor  (3, 4) of CHA measured at f =

103 (1, 3) and 5 × 103 Hz (2, 4).
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An analysis of the results of dielectric measure-
ments must take into account peculiarities of the CHA
crystal structure and the defects appearing in the sam-
ples during preparation. According to the structural
data [1], the aforementioned features of ε(T) and

(T) are most probably determined by the weakly
bound hydroxy groups OH– oriented perpendicularly to
the Ca triangles forming channels in the apatite structure.

The temperature region of the structural transition in
CHA at 200°C [4], which is related to predominant ori-
entation of the OH– groups in the same direction in the
calcium channels [5, 6], corresponds to the most labile
crystal structure and maximum electrical losses. A less
pronounced contribution to the growth of these losses is
related to the establishment of the antiparallel orienta-
tion of OH– groups in adjacent channels [5, 6]. This
process only leads to an insignificant anomaly of the
ε(T) curve at 300°C.

Above 300°C, the behavior of the dielectric charac-
teristics of CHA is apparently determined by polariza-
tion processes of the migration type. These may be
related both to the formation of thermal defects and to a
change in the sample composition. The possible
pathways [7, 8] include topochemical reactions leading
to the formation of a defective CHA of the type
Ca9(HPO4)(PO4)5(OH) in the bulk of the sample;

δtan
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Fig. 2. The frequency dependence of the permittivity ε of
CHA measured at T = 20 (1), 60 (2), 180 (3), 240 (4),
300 (5), and 360°C (6).
TE
decomposition of the defective and stoichiometric
CHA phases by the reactions

and the formation of oxoapatite Ca10(PO4)6O and
vacancies [7],

(the symbol h denotes a vacancy).

The large variety of structural defects produced by
these reactions allows a number of factors to be respon-
sible for the dielectric anomalies observed at 60 and
150°C. The most significant factors are the presence of
species (water and oxygen molecules, OH– and O– rad-
icals) absorbed from air by the defective CHA structure
and the participation of water (structurized and formed
as a result of CHA decomposition) in the orientation
processes proceeding in the applied ac electric field.

In this stage of research, reliable identification of the
anomalies observed in the dielectric characteristics at
60 and 150°C is hardly possible. However, solving this
task is facilitated by the fact that there are certain char-
acteristic features in common for CHA and compounds
containing hydroxide groups. Indeed, micas containing
a large proportion of hydroxide groups also exhibit sev-
eral (T) maxima depending on the number and the
degree of binding of these groups. For example, the

 measured at 50 Hz for phlogopite (a mica pos-
sessing a layered structure with OH “crosslinks”)
increases from 0.05 to 0.2 on heating above room tem-
perature, with a maxima at 80 and 180°C [9]. At higher
temperatures, the  growth rate significantly drops.
The low-temperature anomalies in the dielectric char-
acteristics of CHA occur approximately in the same
temperature interval as the analogous features of phlo-
gopite; moreover, the values of losses are also close in
magnitude.

In conclusion, it must be noted that particular values
of the permittivity and loss factors of CHA may vary
depending on the conditions of sample preparation,
apparently, under the action of the aforementioned fac-
tors affecting the dielectric characteristics [7, 8]. How-
ever, the general character of the temperature variation
of ε and  determined by the structural features and
typical defects formed during preparation of the CHA
samples are well reproduced.

The obtained results may be used in various applica-
tions, in particular, for identification of the CHA

Ca9 HPO4( ) PO4( )5 OH( ) 3Ca3 PO4( )2 H2O,+=

Ca10 PO4( )6 OH( )2 3Ca3 PO4( )2 CaO H2O;+ +=

Ca10 PO4( )6 OH( )2 Ca10 PO4( )6Oh= H2O+

δtan

δtan

δtan

δtan
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implants and the optimization of electric stimulation of
the implantation process.
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Acoustic Emission during Heating of Strained Aluminum
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Abstract—The phenomenon of acoustic emission during annealing of preliminarily strained polycrystalline
aluminum was observed. Although processes accompanying the metal annealing belong to thermoactivated
(microscopic motion, diffusion) phenomena, the acoustic oscillations are generated in the events of spontane-
ous macroscopic motions of grain boundaries. This is confirmed by the results of analyzing the effective acti-
vation energy and the investigation of the grain boundary structure. © 2001 MAIK “Nauka/Interperiodica”.
Introduction. Among the large variety of the acous-
tic activity manifestations observed the course of a
moderate-rate annealing of deformed aluminum sam-
ples, a special place belongs to the process of recrystal-
lization in the material preliminary strained to a nearly
critical level. Figure 1 shows fragments of the acoustic
emission intensity dN/dt (count rate) kinetics demon-
strating the case when the emission is caused by this
process development. The curves presented in Fig. 1
were recorded during three cycles of a short-time heat-
ing to 600°C followed by cooling to 20°C.

An important feature of the acoustic emission gen-
eration and, hence, of the metal structure evolution is
the presence of two special regions in the curves corre-
sponding to the low-temperature (20–250°C) and high-
temperature (250–600°C) intervals. In the high-temper-
ature region, the emission intensity grows with the tem-
perature to reach a maximum value at 600°C. The iso-
thermal treatment at 600°C led to a gradual decrease in
the intensity, which is apparently explained by the
decreasing rate of migration of the grain boundaries.
Another feature is that the acoustic emission intensity is
retained on a high level during the second cycle of heat-
ing to 600°C. A significant decrease in the emission
intensity level is observed only on the third cycle. This
behavior of the acoustic signal reflects certain features
of the recrystallization process in aluminum strained on
a critical level.

Eventually, the thermal treatment of strained poly-
crystalline aluminum leads to the degradation of the
acoustic emission observed during repeated thermal
cycles. Figure 1d shows the curve of the acoustic
response measured after subsequent anneals. As
expected, only a monotonic growth in the acoustic
emission intensity, rather than a peak, is observed in the
temperature range from 350 to 600°C.

Experimental methods. The acoustic emission
data were analyzed so as to determine the effective acti-
vation energy of processes responsible for the acoustic
signal generation. A procedure used to calculate the
1063-7850/01/2708- $21.00 © 20632
activation parameters from the analysis of the acoustic
emission measured in a single nonisothermal annealing
cycle was described elsewhere [1].
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Fig. 1. Evolution of the acoustic emission manifestations in
a strained aluminum sample in the course of (a–c) first to
third sequential heating–cooling cycles, respectively, and
(d) subsequent cycles: (1) time variation of the acoustic sig-
nal intensity (count rate); (2) time variation of the sample
temperature.
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The results of this analysis are presented in Fig. 2
and summarized in the table. The activation energy val-
ues (see table) calculated for the low- and high-temper-
ature regions are 19.0 and 47.2 kJ/mol, respectively; in
the third cycle, the activation energy in the low-tempera-
ture region decreased to 13.4 kJ/mol, while the value in
the high-temperature region increased up to 65.9 kJ/mol.
Subsequent annealing cycles revealed two processes
(Fig. 2d) characterized by low (8.3 kJ/mol) and high
(74.3 kJ/mol) activation energies.

Discussion of results. Figure 3 shows a curve
describing variation of the aluminum grain size with
the temperature in the course of heating to 600°C at a
rate of 1 K/s. A comparative analysis of the data pre-
sented in Figs. 1–3 and in the table shows that the
behavior of the acoustic emission intensity in the
300−600°C temperature range is correlated with evolu-
tion of the grain boundary structure in the course of
annealing of a strained aluminum sample. The charac-
ter of variation of the calculated activation energies and
the grain size in the temperature interval from 350 to
600°C is consistent with the process of grain boundary
migration in the course of recrystallization [2].

Annealing of the aluminum samples in the 20–250°C
temperature interval is accompanied by a low-intensity
acoustic emission, while the process responsible for
this emission is characterized by a low activation
energy (see table). The existence of the low-tempera-
ture acoustic emission in aluminum is apparently
related to a high energy of defects (stacking faults),
which leads to the intensive migration of dislocations
and their interactions with each other and with the grain
boundaries [3–5].

On heating to high temperatures, only the migration
of grain boundaries is possible with an activation
energy close to that of the self-diffusion process [4, 5].
It should be noted, however, that equality of the activa-
tion energies by no means implies that the grain boundary
migration reduces to diffusion. We may only speak of the
diffusion-controlled processes. The group processes con-
sidered in this context include the collective and coopera-
tive transitions shifting a grain boundary (considered as a
macroscopic object) to a new position [6, 7].

According to [3], the average velocity of migration
of a single grain boundary may vary between 10–2 and
10–5 cm/s. However, actual migration in the frontal
direction proceeds by spontaneous movements of the
whole boundary or its fragments [2–4], so that the aver-
age velocity values do not correspond to the real veloc-
ities of these spontaneous (jumplike) displacements.
The velocity of spontaneous motions is large and, prob-
ably, comparable with the velocity of elastic waves in a
given crystalline medium (this conclusion is indirectly
confirmed by observations of the “instantaneous”
appearance of a recrystallization nucleus up to 1 µm in
size [3]). The range of such boundary movements may
vary, especially at low temperatures [2].
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 8      200
The above considerations suggest that the observed
acoustic emission is most probably generated at special
time instants in response to the spontaneous motion of
a grain boundary related to its stopping. In this case,
there are two possible variants of the acoustic pulse
production which are related to the stopping and transi-
tion processes. The relative contributions of these vari-
ants depend significantly on the ratio of the spontane-

Fig. 2. Diagrams illustrating determination of the effective
activation energy of (1) low-temperature and (2) high-
temperature processes involved in the sample annealing
(parts a–d refer to Figs. 2a–2d, respectively); solid lines 3
show linear approximations of the experimental plots.
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Effective activation energies of the acoustic emission during
annealing of strained aluminum

Annealing 
stage

Activation energy,
kJ/mol Temperature interval

Q1 Q2 ∆T1, °C ∆T2, °C

Cycle 1 19.3 ± 1.0 47.2 ± 3.7 25–260 270–600

Cycle 2 19.0 ± 1.0 61.9 ± 3.7 25–270 270–600

Cycle 3 13.4 ± 0.7 65.9 ± 3.3 20–280 300–600

Subsequent 
cycles

8.4 ± 0.6 74.3 ± 8.2 60–350 400–600
1
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ous boundary motion velocity to the elastic wave veloc-
ity. This mechanism coincides with the dynamic
mechanism of acoustic signal generation in the events of
spontaneous (microexplosion) motion of the phase
boundary in the course of martensite transformations [8].
Moreover, the acoustic signal observed in the course of
annealing confirms the data [6, 7] concerning specific
collective and cooperative (correlated) group events in
the course of migration of a grain boundary considered
as a macroscopic object.

1.35

1.10

0.85

0.60
0 200 400 600 800

T, °C

D, mm

Fig. 3. The plot of grain size versus nonisothermal anneal-
ing temperature (heating rate, 1 K/s) for a polycrystalline
aluminum sample strained to 5%.
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Abstract—The integral estimation method is used to study the wave collapse dynamics for the Klein–Gordon
equation with a nonlinearity of the general form in the case of periodic boundary conditions. Sufficient integral
criteria (generalizing the known ones) for the wave collapse are formulated. © 2001 MAIK “Nauka/Interperi-
odica”.
The Klein–Gordon equation for the complex field
A(x, t) involving a destabilizing nonlinearity is used to
describe explosive instabilities of the surface of a liquid
metal placed in an external electric field [1], the
charged surface of a dielectric liquid [2], the tangential
discontinuity according to the Kelvin–Helmholtz
mechanism [3], etc. Earlier [3, 4], it was demonstrated
that constructing ordinary differential inequalities
majorizing the original partial differential equation is
an effective method for studying the wave field singu-
larities (i.e., the wave collapses) described by the
Klein–Gordon equation. 

Here, we consider the case of periodic boundary con-
ditions: the field A evolves within an interval of 0 ≤ x ≤ L,
where L is the period. Using the integral estimation
method, a differential inequality can be derived for the

period-averaged field a(t) = (L–1 dx)1/2. This ine-

quality offers a generalization to formulas proposed in
[3, 4] and allows us to formulate sufficient integral cri-
teria of the wave collapse, that is, to determine the ini-
tial distributions of the fields A and At leading to the
unbounded growth of the average field a over a limited
period of time. Based on these general conditions, it is
possible to carry out a comparative analysis of the pre-
viously known criteria.

Let the nonlinear Klein–Gordon equation be writ-
ten as 

(1)

where U'(y) = dU/dy and U(y) is a function such that
F(y, s) = zU '(y) – sU(y) is a function of the variable
y > 0, which is convex downward within the parameter
interval 1 ≤ s1 ≤ s ≤ s2. Note that conditions imposed on
the function U do not restrict the generality of the prob-
lem under study: these conditions are naturally satisfied
in almost all cases of interest (see, e.g., [4]). In particu-

A 2

0

L∫

Att Axx AU' A
2( ),+=
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lar, the complex Klein–Gordon equation with a cubic
nonlinearity (the |φ|4 model), corresponds to s1 = 1 and
s2 = 2.

By analogy with [3, 4], we consider the time evolu-

tion of the norm X(t) = dx  ≥ 0. Differentiating

the norm X twice with respect to t and summing up the
resulting relationships with the expression for the
energy of complex field

(representing an integral of motion for Eq. (1)) multi-
plied by 4s, we obtain:

Applying the Cauchy–Bunyakowsky inequality to

functions |A| and |A|t yields 4X dx ≥ . Next,

since F is a convex downward function, we obtain from

the Jensen integral inequality that (|A|2,s)dx ≥

LF(X/L, s). It is also evident that dx ≥ 0. As a

result, we arrive at the differential inequality

(2)

which is valid for arbitrary s1 ≤ s ≤ s2. 
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It should be noted that inequalities such as (2)
appear in formulating sufficient collapse conditions for
the nonlinear Schrödinger equation [5, 6], various mod-
ifications of the Boussinesq equation [7], etc. Earlier,
Maslov and Shagalov [4] considered the dynamics of
the wave collapse for the scalar nonlinear Klein–Gor-
don equation under the assumption that the perturba-
tion is localized in a certain finite domain and derived
Eq. (2) for the particular case of s = 1. Kuznetsov and
Lushnikov [3] derived an inequality corresponding to
the particular case of s = s2 = 2 in the |φ|4 model. A dis-
tinctive feature of inequality (2) is the free parameter s,
which will be used below to optimize approximation (2)
of Eq. (1).

Let us analyze differential inequality (2) under the
assumption that norm X monotonically increases with
time, that is, Xt ≥ 0 for t ≥ t0, where t0 is the initial time
instant. Multiplying this inequality by Xt/Xs + 1, we
obtain

where

Then, evidently, the following inequality is valid:

(3)

Now expression (2) can be rewritten as

In this formula, we grouped together all terms propor-
tional to s. Eliminating function ∆(t) with the help of
formula (3), we obtain

(4)

Since the norm X is assumed to be monotonically
increasing and, consequently, X(t)/X(t0) ≥ 1, function
s(X(t)/X(t0))s also monotonically increases with s.
Then, for ∆(t0) > 0, the right-hand side of inequality (4)
will be maximal and, consequently, the approximation
will be optimal at the maximum possible value of
parameter s (i.e., at s = s2). On the contrary, for
∆(t0) < 0, inequality (4) will be optimal at the minimum
possible s (i.e., at s = s1). This simple criterion uniquely
indicates the initial conditions for which one should use
the collapse criteria based on the approach proposed

d
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Xtt
1
2
---
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TE
in [4] (which must be corrected for the case of the com-
plex field A) and the conditions for which criteria
derived by analogy with [3] will be more general.

To alleviate the analysis of inequality (4), we intro-

duce the parameter a(t) =  representing the com-
plex field A averaged over the period L. Then,

(5)

where δ0 = ∆(t0)L–1  and s0 denotes the optimum
value of parameter s determined by the expression

Inequality (5) can be conveniently rewritten in the form
of the second Newton’s law:

where a and P play role of the coordinate and the poten-
tial energy of a “particle.” Also introduce the quantity

E(t) = /2 + P(a), which represents the total mechan-
ical energy of this “particle.”

Thus, partial differential equation (1) for the com-
plex field A(x, t) with the mean energy density h = H/L can
be associated with ordinary differential inequality (5) for

the period-averaged field a(t) = (L–1 dx)1/2. This

inequality describes the motion of a Newtonian particle
with the energy E in a given potential. Remarkably, at
the initial time instant, the quantities h and E are equal
to each other (i.e., E(t0) = h) and expressions (1) and (5)
have similar structures. This fact clarifies the results of
studying wave-collapse processes described by the
nonlinear Klein–Gordon equation which are obtained
from considering the motion of an effective “particle.”
Since the “particle” has positive speed at Xt > 0, we can
multiply (5) by at and integrate the obtained expression
with respect to t. As a result, we obtain that E(t) ≥ E(t0);
i.e., the “particle” energy increases in the process of
motion. It is clear that a sufficient criterion for an infi-
nite growth of the quantity a over a finite time is the
condition that the “particle” does not meet a potential
wall even if Et = 0; i.e., the condition P(a) < h at a ≥ a0.

In conclusion, we should note that all the results of
this work can be readily extended to the multidimen-
sional case. As was already noticed in [3] for the |φ|4
model, the behavior of the system under study is almost
independent of the space dimensionality.

Acknowledgments. The author is grateful to
E.A. Kuznetsov, P.M. Lushnikov, E.M. Maslov, and
A.G. Shagalov for fruitful discussions.

X/L

att s0δ0a
2s0 1–

aU' a2( ),+≥

a0
2s0–

s0
s2 s1+

2
---------------

s2 s1–
2

-------------- δ0( ).sgn+=

att
∂P a( )

∂a
---------------, P a( )–≥ 1

2
--- δ0a

2s0 U a2( )+[ ] ,–=

at
2

A 2

0

L∫
CHNICAL PHYSICS LETTERS      Vol. 27      No. 8      2001



THE WAVE COLLAPSE ANALYZED FOR THE NONLINEAR KLEIN–GORDON EQUATION 637
This work was supported by the Russian Foundation
for Basic Research (project no. 00-02-17428) and the
INTAS Foundation (project no. 99-1068).

REFERENCES

1. N. M. Zubarev, Pis’ma Zh. Tekh. Fiz. 25 (21), 65 (1999)
[Tech. Phys. Lett. 25, 872 (1999)].

2. L. P. Gor’kov and D. M. Chernikova, Dokl. Akad. Nauk
SSSR 228 (4), 829 (1976) [Sov. Phys. Dokl. 21, 328
(1976)].
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 8      200
3. E. A. Kuznetsov and P. M. Lushnikov, Zh. Éksp. Teor.
Fiz. 108 (2), 614 (1995) [JETP 81, 332 (1995)].

4. E. M. Maslov and A. G. Shagalov, Phys. Lett. A 239, 46
(1998).

5. E. A. Kuznetsov, J. J. Rasmussen, K. Rypdal, and
S. K. Turitsyn, Physica D (Amsterdam) 87, 273 (1995).

6. P. M. Lushnikov, Pis’ma Zh. Éksp. Teor. Fiz. 62 (5), 447
(1995) [JETP Lett. 62, 461 (1995)].

7. S. K. Turitsyn, Phys. Rev. E 47 (2), R796 (1993).

Translated by A. Kondrat’ev
1



  

Technical Physics Letters, Vol. 27, No. 8, 2001, pp. 638–641. Translated from Pis’ma v Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 27, No. 15, 2001, pp. 38–45.
Original Russian Text Copyright © 2001 by Kucherenko, Mikha

 

œ

 

lov, Pashchenko, Polyakov, Shtaba, D’yakonov.

                                                                                                                                                
The T–P–H Effects on the Magnetoresistance
of La0.7Ca0.3Mn1.0O3 – d Ceramics and Films

S. S. Kucherenko, V. I. Mikhaœlov, V. P. Pashchenko, 
P. I. Polyakov*, V. A. Shtaba, and V. P. D’yakonov

Donetsk Physicotechnical Institute, National Academy of Sciences of Ukraine, Donetsk, Ukraine
* e-mail: poljakov@host.dipt.donetsk.ua

Received March 6, 2001

Abstract—Effects of the temperature (T = 77–325 K), high hydrostatic pressures (P = 0–2.1 GPa), and mag-
netic fields (H = 0–8 kOe) on the electric resistance (R) and magnetoresistance (∆R/R0) were studied in
La0.7Ca0.3Mn1.0O3 – δ based ceramics and single crystal films. A significant difference between the magnetore-
sistance peak temperatures (TP) observed in the ceramic and film samples is explained by their different devi-
ations from the stoichiometry with respect to oxygen, that is, by a greater concentration of anion vacancies in
the film perovskite structure. An increase in the magnetic field strength H and the pressure P leads to a decrease
in the electric resistance R. The magnetoresistance grows with increasing field strength H and decreasing pres-
sure P. A growth in the hydrostatic pressure leads to an increase in the TP value by 12 K for the ceramics and
by 40 K for the films. © 2001 MAIK “Nauka/Interperiodica”.
Rare-earth (RE) manganites with a perovskite struc-
ture exhibiting the giant magnetoresistance (GMR)
effect [1, 2] are promising materials for the development
of modern technologies. The materials featuring the
GMR effect are used both in the form of bulk ceramics
[3] or single crystals [4] and in the form of thin films
obtained by various methods [5–7]. Among the RE
manganites showing a high GMR effect and possess-
ing good technological properties, the best prospects
are related with manganite–lanthanum perovskites
doped with calcium [8] and strontium [9] with the gen-

eral formula La1 – x , where Me2+ =
Ca2+ or Sr2+. 

From both the applied and fundamental stand-
points, it is especially important to study the effects of
temperature T, high hydrostatic pressures P, and
applied magnetic field strength H on the magnetoresis-

tance  of polycrystalline targets and

single crystal films grown on substrates by laser sput-
tering of the corresponding ceramic targets [10]. Data
on the simultaneous effect of T–P–H upon the magne-
toresistance of such materials are restricted [11–13].
For this reason, the results of our comparative investi-
gations performed on bulk targets and films in a broad
range of temperatures, pressures, and magnetic field
strengths are very important. 

The experiments were performed on the samples of
La0.7Ca0.3Mn  ceramics synthesized from powder
by a double 20-h firing at 900 and 950°C, followed by
sintering pressings at TSP = 1220°C. We have also stud-

Mnx
2+Mn1 x–

3+ Mnx
4+O3

2

∆R
R0
-------

R0 RH–
R0

------------------= 
 

O3 δ–
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ied the single crystal films of the same cation composi-
tion. The films with a thickness of 915 Å were obtained
by the laser sputtering of single-phase ceramic targets
with deposition onto LiAlO3 substrates. 

The phase composition and the crystal structure
type and parameters were determined by the X-ray dif-
fraction measurements performed on a DRON-2 dif-
fractometer using CuKα radiation. According to these
data, the samples possessed a nearly cubic perovskite-
like structure (Pm3m) with a crystal lattice parameter
a = 3.878 Å. The saturation magnetization of the sam-
ples at 77 K was M = 82 emu/g. The wide-band NMR
frequency of 55Mn (F = 375 MHz) falls between the fre-
quencies of Mn3+ (F = 420 MHz) and Mn4+ (F =
310 MHz), which is indicative of a high-frequency
electron exchange between Mn3+ and Mn4+ ions occur-
ring in the octahedral positions with an average valence
close to  = 3.4. The electric resistance of thin films
was measured by the four-point-probe technique in a
broad range of temperatures (T = 77–325 K), pressures
(P = 0–2.1 GPa), and magnetic field strengths (H =
0−8 kOe). The measurements at high hydrostatic pres-
sures were performed in a high-pressure chamber [14].
The experimental errors of determination were 1% for
the temperature, 1.5% for the magnetic field strength,
3% for the pressure, 0.01% for the electric resistance,
and 0.1% for the magnetoresistance ∆R/R0.

According to the experimental data obtained, the
effects of the magnetic field strength and high hydro-
static pressures on the electric resistance possess the
same character for both ceramics and films: as the H
and P values grow, the sample resistance decreases. At
the same time, effects of these factors on the magne-

ω
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toresistance are opposite: ∆R/R0 grows with increasing
H and drops with increasing P. Figure 1 illustrates the
temperature dependence of ∆R/R0 measured for the
ceramic (subscript c) and film (subscript f) samples at
P = 0 and a field strength of H = 2 and 8 kOe. Figure 2
shows the analogous data measured at P = 1.7 GPa (for
ceramics) and 2.1 GPa (for films) in the same fields.
A comparison of these results showed that the ∆R/R0
peak at P = 0 is observed at a higher temperature for the
ceramic sample (  = 275 K) than for the single crystal

film (  = 225 K). The measurements under high
hydrostatic pressures P' = 1.7 GPa and P" = 2.1 GPa
yielded  = 285 K and  = 265 K, respectively. In a
weak magnetic field (H = 2 kOe), the magnetoresis-
tances of ceramic and film samples are close. As the
field strength increases (H = 8 kOe), the ∆R/R0 value in
the film becomes significantly greater than that in the
bulk ceramics. The data in Figs. 1 and 2 show that a
maximum variation of the ∆R/R0 value in response to P
and H is observed in the region of the metal–semicon-
ductor phase transition (Tm) and near the magnetoresis-
tance peak (TP), that is, at temperatures corresponding
to the maximum electric resistance and magnetoresis-
tance, respectively. An increase in the magnetic field
strength from H = 2 to 8 kOe leads to a significant
growth of ∆R/R0. In ceramic samples, the magnetore-
sistance increases from 3 to 14% at P = 0 and from 2 to
9% at P = 1.7 GPa. In the film samples, the same
change in the field strength increases the magnetoresis-
tance from 2 to 20% at P = 0 and from 2 to 16% at P =
2.1 GPa.

TP'

TP''

TP' TP''
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1f

22
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75 100 125 150 175 200 225 250 275 300 325

∆R/R0, %

T, K

Fig. 1. Temperature dependence of the magnetoresistance
of (1c, 2c) ceramic and (1f, 2f) film samples of
La0.7Ca0.3Mn1.0O3 – δ measured at P = 0 and the magnetic
field strengths of H = 2 (1c, 1f) and 8 kOe (2c, 2f).
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In films, the magnetoresistance peak temperature
changes from  = 225 K (H = 2 kOe) to 220 K (H =
8 kOe). In the ceramics, this magnetoresistance peak
temperature ( ) is considerably higher and is virtually
not affected by the field strength. A significant differ-
ence between the TP values of the ceramic and film
samples are explained, in our opinion, by their different
deviations from the stoichiometry with respect to oxy-
gen. This is related to the variable oxygen concentra-
tion in manganite–lanthanum perovskites of the
La0.7Ca0.3MnO3 – δ type: the oxygen content in an
underoxidized film must be lower than that in a ceramic
(δf > δc). This explanation agrees with the data reported
for LaMnO3 + δ [15], La1 – xMn1 + xO3 ± δ [16],
La0.7Sr0.3MnO3 – δ and La1 – xCaxMnO3 – δ [17, 18]. It
was demonstrated [16] that perovskites may differ both
in the oxygen content and in the defect structure pos-
sessing anion and cation vacancies. This factor may
also contribute to the different temperature variation of
∆R/R0 observed in ceramics and films in the 77–250 K
range.

Figure 3a illustrates the effect of the magnetic field
strength on the phase transition temperature Tm of the
ceramic samples, while Fig. 3b shows variation of the
TPvalues in both ceramics (open symbols) and films
(filled symbols). An increase in H is accompanied by a
significant, almost linear growth in Tm . The value of TP

exhibits a more complicated variation with the increas-
ing field strength: the magnetoresistance peak shifts to
higher temperatures in the ceramic samples and to
lower temperatures in the films.
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Fig. 2. Temperature dependence of the magnetoresistance
of (1c, 2c) ceramic and (1f, 2f) film samples of
La0.7Ca0.3Mn1.0O3 – δ measured at the pressures of P = 1.7
(1c, 2c) and P = 2.1 GPa (1f, 2f) and the magnetic field
strengths of H = 2 (1c, 1f) and 8 kOe (2c, 2f).
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The effect of high hydrostatic pressures on the Tm

values of ceramics and films in various magnetic fields
is illustrated in Fig. 4a. The pressure dependence of TP

at H = 8 kOe is presented in Fig. 4b. An increase in the
hydrostatic pressure more significantly affects the Tm

and TP values of the film, which indicates that the pres-
sure variations have a more pronounced effect upon the

291

288

285

282

279

276
0 2 4 6 8

H, kOe

Tm, K

(a)

(b)

2c

1c

280

260

240

220
2 3 4 5 6 7

2c
1c

2f

1f
T m

, K

H, kOe
8

Fig. 3. Effect of the magnetic field strength on the peak tem-
peratures of (a) electric resistance (Tm) and (b) magnetore-
sistance (TP) in (1c, 2c) ceramic and (1f, 2f) film samples of
La0.7Ca0.3Mn1.0O3 – δ measured at the pressures of P = 0
(1c, 1f), 1.7 GPa (2c), and 2.1 GPa (2f).
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Fig. 4. Effect of the high hydrostatic pressure on the peak
temperatures of (a) electric resistance (Tm) and (b) magne-
toresistance (TP) in (1c, 2c) ceramic and (1f, 2f) film sam-
ples of La0.7Ca0.3Mn1.0O3 – δ measured for the magnetic
field strengths of H = 2 (1c, 1f) and 8 kOe (2c, 2f).
T

phase transitions in films than in ceramics. Note the
bending point at P = 0.5 GPa in the plots of phase tran-
sition temperatures versus pressure for the film sam-
ples. The reasons for this behavior are unclear. We may
only suggest that this feature can be explained either by
a large anisotropy of the two-dimensional film samples or
by the effect of anion vacancies related to a considerable
deficit of oxygen (δf > δc) in the real structure of manga-
nite–lanthanum perovskites [16]. At low (100–150 K)
and high (300–320 K) temperatures (  ! T ! ) far
from the interval of phase transitions (200–275 K), the
high hydrostatic pressures do not affect the magnetore-
sistance behavior. Near the phase transition (Tm), the
applied pressure significantly decreases the magnetore-
sistance in both ceramics and films.

Thus, an analysis of our experimental results
showed that increasing magnetic field strength and high
hydrostatic pressures decrease the electric resistance of
both ceramic and film samples. The temperatures of the
metal–semiconductor phase transitions (Tm) and the
magnetoresistance peaks (TP) for the ceramics are
higher by approximately 50 K than the analogous val-
ues for the films of the same cation composition
La0.7Ca0.3Mn1.0O3 – δ. The magnetoresistances of the
ceramic and film samples are close in a weak magnetic
field (H = 2 kOe) and significantly differ in a stronger
field (H = 8 kOe).

High hydrostatic pressures applied in the presence
of a strong magnetic field (H = 8 kOe) decrease the
magnetoresistance value in ceramics and films by 5%
and 4%, and increase the magnetoresistance peak tem-
perature TP by 12 and 40 K, respectively. The effects of
the magnetic field and high hydrostatic pressures are
maximum in the vicinity of the phase transitions and
decrease at both low and high temperatures (far from Tm

and TP).
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Abstract—The optical emission from a longitudinal dc glow discharge in water vapors (P = 0.05–2.5 kPa) was
studied in a wavelength range of λ = 130–350 nm. It is shown that the discharge in low-pressure water vapors
can be used as a source of the vacuum UV (VUV) radiation in the 140–190 nm wavelength range. As the vapor
pressure was increased to 2.5 kPa, the emission intensity decreased by one–two orders of magnitude and the
main peaks shifted to λ = 286 and 306–315 nm. The bands of optical emission from the products of water
decomposition agree in position with the emission band edges of the hydroxyl molecule. The obtained results
are important for the development of a simple water-vapor electric-discharge VUV source. © 2001 MAIK
“Nauka/Interperiodica”.
The products of dissociation of water molecules in
both glow and high-frequency discharges serve as
active media in the ecologically safe sources of UV
radiation operating at a wavelength of 306.4 nm corre-
sponding to the OH(A–X; 0–0) transition [1, 2]. Under
certain conditions, this band dominates in the spectra of
emission in the 300–1000 nm wavelength range of the
electric discharges in mixtures of inert gases with water
vapors. In order to avoid the formation of complexes
based on the OH radicals or H2O molecules, which
reduce the efficiency of emission at the OH resonance
frequency and decrease the discharge stability, Milenin
et al. [3] recently recommended to employ mixtures
containing a minimum amount of water vapors. Unfor-
tunately, no optical characteristics of a glow discharge
in water vapors (including the room-temperature satu-
rated vapor) were reported in the above-cited papers.

Some medical applications [4] require optical sources
operating in the region of wavelengths λ ≤ 220 nm. Such
bands are present in the system of optical transitions of
the OH radical [λ = 179.1 nm, OH(C–A); 122.3 nm
OH(D–X)], but their relative intensities with respect to
that of the OH(A–X) resonance are unknown. For this
reason, it is important to study the optical emission in a
broad range of wavelengths from discharge plasmas
containing H2O molecules in a wide interval of water
vapor pressures. Below, we report on the results of
investigations of the optical characteristics of a dc dis-
charge plasma in water vapors in the 130–350 nm
wavelengths range.

A longitudinal dc discharge in a quartz tube with an
internal diameter of 7 mm was excited between elec-
trodes spaced by 50 mm. The discharge tube was
mounted in a buffer chamber with a volume of 10 dm3.
The chamber was connected via a CaF2 crystal window
to an 0.5-m vacuum monochromator possessing a spec-
tral resolution of 0.7 nm. The emission was detected by
1063-7850/01/2708- $21.00 © 0642
a system analogous to that described in [5, 6]. The glow
discharge was power supplied from a high-voltage rec-
tifier (Ich ≤ 100 mA). The water vapors were either
admitted into the buffer chamber from a special reser-
voir at a pressure controlled in the P = 50–150 Pa range
or obtained by evaporation from a cup with distilled
water placed in the chamber (room-temperature satu-
rated vapors, P = 1.5–2.5 kPa).

A normal regime of glow discharge in saturated
water vapors was established at a discharge current of
Ich ≥ 30 mA. The electric power supplied to the dis-
charge was 40–50 W. At a low water vapor pressure, the
discharge existed in the form of immobile striations
with an interval of 5–7 mm between bright columns.
Figure 1 shows the emission spectra of a glow dis-
charge plasma in saturated and unsaturated water
vapors. At a high vapor pressure, the major emission
bands corresponded to λmax = 185, 264, 286, and 306–
315 nm. A decrease in the vapor pressure led to a sig-
nificant redistribution of the relative band intensity,
whereby the main emission occurred within broad
bands in the vacuum UV (VUV) range at λmax =
180/186 and 156 nm.

Under the experimental conditions, a considerable
proportion of water vapors existed in the form of
(H2O)n clusters [3]. The main products of decomposi-
tion of both water molecules and their complexes were
OH radicals [7] or molecular hydroxyl clusters. The
most pronounced effect of such clusters on the optical
characteristics of discharge was observed for saturated
water vapors (Fig. 1a). In this case, the most intense
band in the emission spectrum was observed at λ =
313 nm with a width of ∆λ1/2 = 9 nm. The other bands
were shifted relative to edges of the characteristic bands
of OH(C–A) at 179.1 nm (for λmax = 180/186 nm) and
OH(B–A) at 278 nm (for λmax = 286 nm). The most
shortwave band observed at λ = 143–164 nm correlates
2001 MAIK “Nauka/Interperiodica”
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Relative intensities J of the emission bands in the spectrum, of dc glow discharge in water vapors at various pressures

λ, nm 156 180–186 286 306–315

J, a.u. (  = 0.1 kPa) 610 920 54 90

J, a.u. (  = 2.5 kPa) ≤1 4 10 32

PH2O

PH2O
with the OH(B–X) transition. The observed emission
bands can be related to the emission from excited com-
plex molecules of the (OH  · (H2O)m type with n ≥ 2
and m ≥ 0.

Data on the relative intensities J of the emission
bands in the spectra of dc glow discharge in water
vapors at two pressures are presented in the table. The
vapor pressure most significantly affects the emission

)n*
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185 nm

286 nm

313 nm
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150 200 250 300 λ, nm
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286 nm

Fig. 1. The spectra of emission from a dc glow discharge
plasma observed in water vapors at P = 2.5 (a) and 0.05–
0.15 kPa.

1

2

3
4

5

1.0

0.5

0 10 20 30 40 I, mA

J, a.u.

Fig. 2. The plots of emission band intensity versus discharge
current in water vapors at P = 0.15 kPa for various bands:
λ = 156 (1), 180 (2), 186 (3), 286 (4), 306–315 nm (5).
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intensity in the shortwave region (λmax = 156,
180/186 nm). As can be seen from these data, the glow
dc discharge in water vapors at low pressure effectively
emits radiation with the wavelengths from 140 to
190 nm, which can be used for the development of sim-
ple VUV radiation sources. This source is close to the
ArCl excimer lamp (λ = 175 nm) with respect to both
efficiency and output power. The proposed sources
require no inert gases and are of interest for operation
under the working medium flow conditions.

The plots of the emission intensity versus discharge
current Ich for all characteristic bands of the water-
vapor plasma spectrum were close to linear (Fig. 2).
When the discharge current increases from 3 to 50 mA,
the intensities of all emission bands grow. This fact
indicates that direct electron excitation processes dom-
inate in the discharge medium studied.

Thus, we have demonstrated that the optical emis-
sion from a dc glow discharge in saturated water vapors
is characterized by a number of wide bands in the
region from 130 to 350 nm (λmax = 313, 286 nm). As the
vapor pressure decreases to within 50–150 Pa, the main
emission concentrates in the molecular bands (corre-
lated with the C-A and B-X transitions in OH radicals).
This result is of interest for the development of ecolog-
ically safe VUV sources operating in the 140–190 nm
wavelength range.
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Abstract—An array of InSb-based IR sources, employing the principle of excitation of positive and negative
luminescence under conditions of the magnetoconcentration effect, was studied by a thermal imaging tech-
nique. The IR array allows a positive, negative, or alternating effective temperature contrast to be simulated in
a wavelength range of up to 7 µm. The effective temperature of the negative electroluminescence sources oper-
ating at room temperature can be decreased by 20 K. Devices of this type can be used as IR test patterns with
controlled contrast for calibrating optoelectronic devices with respect to spatial, temperature, and time resolu-
tion. © 2001 MAIK “Nauka/Interperiodica”.
Multielement radiation sources based on semicon-
ductor light-emitting diodes (LEDs) are widely used in
data displays operating in the visible spectral range [1].
Progress in infrared (IR) techniques required the devel-
opment of the multielement sources capable of creating
spatially inhomogeneous IR radiation fields for testing
the optoelectronic devices, in particular, thermal imag-
ing systems. Recently, Beasley et al. [2] reported on the
LED arrays operating at a wavelength of up to 4.7 µm
based on the positive luminescence excitation. How-
ever, modern simulation techniques require more long-
wave sources with large emitter areas and highly uni-
form emission from individual elements. In addition,
these devices must be capable of creating both positive
and negative radiation contrasts relative to the back-
ground emission level.

We have used a thermal imaging technique to study
an array of IR sources based on a narrow-bandgap
semiconductor and operating on the principle of posi-
tive and negative luminescence excitation under condi-
tions of the magnetoconcentration effect. A special fea-
ture of this effect is the possibility of creating regions
considerably enriched with and depleted of charge car-
riers in a semiconductor plate exposed to crossed elec-
tric (E) and magnetic (H) fields [3]. Enrichment of a
subsurface region of the emitting crystal face with a
small surface recombination rate leads to the excitation
of the positive interband luminescence. A change in
direction of one of the fields at the same face creates a
depletion region and gives rise to a negative lumines-
cence manifested by a decrease in the emission intensity
relative to the equilibrium thermal radiation level [4].

The IR emitter elements were made of p-InSb with
Na–Nd = 1015 cm–3. The array, based on a thin (60 µm-
thick) semiconductor plate with asymmetrically treated
surfaces (mechanical polishing vs. etching in an CP-4
etchant), was prepared using a photolithographic tech-
nique. The array was composed of 16 elements (see the
1063-7850/01/2708- $21.00 © 20644
inset in Fig. 1) sized 0.5 × 16 mm and spaced by
0.5 mm. The ohmic contacts were obtained by vacuum
deposition of pure In. The emitting array package with
BaF2 window was placed between poles of an electric
magnet.

The room-temperature IR emission was detected in
the 3–5 µm working wavelength range with a scanning
thermal imaging camera and reproduced in the form of
thermograms. The imaging system was calibrating
using a blackbody in the same working spectral range,
which allowed an effective temperature Teff simulated
by the array to be determined. A special software pack-
age allowed each thermogram to be displayed by a
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Fig. 1. The field dependence of the effective temperature of
an IR array element in the regime of (1) positive and
(2) negative luminescence excitation (H = 3.5 kG). The
inset shows a schematic diagram of the array.
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Fig. 2. A typical three-dimensional pattern of the emission power distribution for three pairs of the array elements (every third ele-
ment is connected) switched in an alternating (positive and negative) luminescence regime (E = 5 V/cm, H = 3.5 kG).
three-dimensional pattern. The image was obtained by
subtracting a shot of the disabled array (corresponding
to the Teff(0) value) from a shot of the array at the instant
of luminescence excitation (Teff(j) value). A zero level
corresponded to the background emission intensity, rel-
ative to which the effective temperature was deter-
mined: ∆T = Teff(j) – Teff(0).

In order to reduce the Joule heat evolved in the IR
source, the array was powered by a pulsed current
source, which provided an energy supply during a sin-
gle shot (τ = 40 ms). The synchronized shot record start
was ensured by a lock-in system. The luminescence
sign was determined by the current direction in the ele-
ment. In order to obtain an IR emission pattern with
alternating contrast, the supply voltage was applied in
alternating polarity so that the current directions were
opposite in each pair of adjacent elements (see the inset
in Fig. 1). Since the magnetoconcentration effect in the
electric and magnetic field configuration employed is
odd with respect to the E × H vector product, the IR
array elements exhibited alternating positive and nega-
tive luminescence. The pattern contrast changed to oppo-
site with every switch of the magnetic field direction.

Figure 1 shows the field dependence of the effective
temperature in the array scene studied for the positive
and negative luminescence excitation. The positive
luminescence, representing an excess radiation from
the semiconductor relative to the thermal emission
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 8      200
level, was detected as an increase in the effective tem-
perature of the emitting elements (∆T > 0, curve 1),
while the negative luminescence was manifested by a
decrease in the effective temperature (∆T < 0, curve 2).
For an applied electric field strength of 13 V/cm and a
magnetic induction of 3.5 kG, a decrease in the effec-
tive temperature of elements operating in the negative
luminescence regime was about 20°C.1 This result
clearly demonstrates the possibilities of using the neg-
ative luminescence phenomenon for suppressing the
thermal radiation of solids under isothermal conditions.
This effect can be used for evaluating the efficiency of
semiconductor devices such as thermal screens sup-
pressing background radiation in photodetector sys-
tems and radiation coolers [6, 7].

Figure 2 shows a typical three-dimensional pattern
of the emission power distribution for three pairs of the
array elements switched in the alternating (positive and
negative) luminescence regime. As is seen, this device
can simulate an alternating IR contrast relative to a
background level, showing the hot and cold areas of a
model scene.

The spectra of room-temperature positive and nega-
tive luminescence, determined by the interband transi-
tions, extend in InSb up to λ = 7 µm. The operation

1 Recently, Adaraliev et al. [5] reported on reaching ∆T = –6°C in
reverse-biased InAsSbP/InAs diode structures operating in the
same spectral region (λ = 4 µm).
1
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speed is determined by the nonequilibrium carrier life-
time in the system studied (τ ≥ 2 × 10–8 s). Note the rel-
atively large total area of the emitter surface and the
high homogeneity of the emission intensity distribution
over the individual element surface. On the other hand,
a minimal size of the elements in the array is limited
only by the diffusion length of nonequilibrium charge
carriers (in the narrow-bandgap semiconductors, this
value is on the order of a few microns). The absence of
p–n junctions allows the IR arrays to be based on the
narrow-bandgap semiconductors such as CdxHg1 – xTe,
which would extend the wavelength range up to 12 µm.

Devices of the type described above can be used, for
example, as IR test patterns with controlled contrast for
calibrating optoelectronic devices with respect to spa-
tial, temperature, and time resolution and for creating
model dynamic scenes in the IR spectral range.
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Abstract—The properties of a space-time light modulator comprising an a-Si:H based p–i–n diode and a nem-
atic liquid crystal layer were studied using a holographic technique. Under certain conditions, an asymmetry of
the diffraction efficiency in the +1 and –1 diffraction orders was observed. The maximum diffraction efficiency
in one of these orders may reach up to 52%, which is a record value for devices of this type. © 2001 MAIK
“Nauka/Interperiodica”.
Optically addressable space-time light modulators
(OASTLMs) of the photoconductor–liquid crystal
type are widely used in the optical signal processing
systems [1], in particular, for the real-time construc-
tion of holographic gratings [2]. Since the thickness of
an LC layer modulating the light beam usually does
not exceed 5–10 µm, the OASTLMs form thin holo-
grams [3]. According to theoretical estimates, the
maximum value of the diffraction efficiency of thin
phase gratings does not exceed 33.9% for sinusoidal
and 40% for the rectangular grating profiles.

Below, we report on the possibility of a real-time
construction of interference gratings in OASTLMs
with a diffraction efficiency significantly exceeding the
indicated theoretical limits.

The OASTLM in this study possesses a sandwich
structure comprising a p–i–n diode based on amor-
phous hydrogenized silicon (a-Si:H) with a thickness of
1.2 µm and nematic liquid crystal (NLC) layer with a
thickness of 5 µm confined between two glass plates
with transparent electrodes. A nearly planar NLC orien-
tation (S-effect) was provided by obliquely deposited
films of cerium dioxide. The OASTLM structure was
powered by unipolar rectangular voltage pulses, so that
the p−i−n diode operated in a reverse-biased regime.

The gratings were recorded by a modulated beam of
a He–Ne laser (λ = 0.633 µm) synchronized with the
control voltage pulses. The synchronization was
ensured by an electrically controlled light modulator
with a ferroelectric LC [4]. The pulsed pattern of inter-
ference between two plane wave fronts of equal inten-
sity was projected onto the photoconductor. This
resulted in a spatial modulation of the photoconductiv-
ity leading, in turn, to the spatial modulation of the
electric field in the NLC with the corresponding NLC
director reorientation. As a result, a birefringent phase
grating is formed, the diffraction properties of which
1063-7850/01/2708- $21.00 © 20647
depend on the writing beam intensity and the control
voltage. The maximum phase change for the given
NLC (NIOPIK, 1282) with a layer thickness of 5 µm
and ∆n = 0.164 was 2.6π.

The readout was performed in a transmission mode
with the aid of a linearly polarized light (λ = 0.814 µm) at
an angle of 18° relative to the normal to the OASTLM
entrance window. The diffraction efficiency of the grating

was determined as ηi = /I0, where  is the light beam
intensity in the ith diffraction order and I0 is the intensity
of light transmitted through the modulator in the absence
of the writing beam. The light beam intensities were mea-
sured with the aid of a photoelectron multiplier.

An analysis of the characteristics of diffraction grat-
ings constructed in the OASTLM under the conditions
described above showed that an asymmetry in the inten-
sities of +1 and –1 diffraction beams appears when the
grating vector was parallel to the NLC director and the
readout beam polarization direction and the writing
beam intensity exceeded 5 µW/cm2. If the writing pulse
frequency was below 10 Hz, the gratings with a spatial
frequency of ν = 20 mm–1 had a diffraction efficiency in
one of the orders considerably exceeding the theoretical
limit for a thin phase grating with a sinusoidal profile.

Plots of the diffraction efficiency in the +1 and –1
orders versus the signal beam intensity for a grating
with ν = 20 mm–1 constructed in the NLC layer are pre-
sented in the figure. The measurements were performed
in an interferometer arm using the power supply volt-
age pulses with an amplitude of U = 32.5 V, a duration
of τ = 200 ms, and a repetition period of T = 600 ms. As
can be seen from this figure, the asymmetry in the dif-
fraction efficiency in the +1 and –1 diffraction orders
appears when the writing beam intensity in the interfer-
ometer arm (I1W = I2W) exceeds 5 µW/cm2. The asym-
metry determined as K = η+1/η–1 increases with the

Ii
R Ii

R
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writing beam intensity and reaches a maximum value
of 5.5 for the signal intensity of 60 µW/cm2. Simulta-
neously, the beam intensity in the zero diffraction order
drops 10.5 times. At the expense of the light intensity
redistribution between the zero, +1 and –1 diffraction
orders, the diffraction efficiency in the +1 diffraction
order reaches a maximum level of 52%. The phenome-
non of asymmetry between the diffraction orders was
also observed for gratings written with a continuous
radiation and those having higher spatial frequencies
(up to 85 mm–1, which is the limit for our measuring
system). We have intentionally used the low spatial fre-
quency of ν = 20 mm-1 in order to realize a limiting
model of plane hologram, thus excluding factors such
as the modulated layer thickness.

The appearance of asymmetry in the first diffraction
orders and an increase in the diffraction efficiency up to
52% in one of these orders can be explained by assum-
ing that a grating with asymmetric phase profile is
formed in the NLC layer for the writing conditions
employed and an OASTLM of the p–i–n a-Si:H–NLC
type in the selected control regime. This assumption is
confirmed by the fact that the asymmetry in the diffrac-
tion efficiency depends on the angle of the reading
beam incidence onto the OASTLM entrance window.

Mukohraka et al. [5] used a holographic technique
to study the characteristics of a refection OASTLM of
the i–a-Si:H-NLC type and showed that the process of
grating formation exhibited a nonlinear character leading
to distortions of the sinusoidal phase profile, although the
profile symmetry was retained. He et al. [6] also reported
that diffraction of a linearly polarized light on a binary
phase grating was characterized by equal light intensi-
ties in the +1 and –1 beams, while the polarization
directions in these diffraction orders were asymmetric.
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Plots of the diffraction efficiency in the 0th, +1, and –1
orders versus writing signal intensity for the interference
grating with ν = 20 mm–1 (OASTLM operated at U =
32.5 V, τ = 200 ms, T = 600 ms).
TE
However, more recent publications confirmed the
asymmetry in the diffraction efficiency in the first order
for the diffraction of a linearly polarized light in electri-
cally-addressed matrix (640 × 480 pixels) LC modula-
tor [7] and for the diffraction on electrically addressed
binary phase grating with a planar-oriented NLC [8]. In
the latter case, it was demonstrated that the +1 and –1
diffraction beam intensities were equal when the writ-
ing beam polarization was parallel to the NLC director
and the grating vector was perpendicular to the director
(oriented layer rubbed along the electrodes). If the writ-
ing beam polarization direction, NLC director, and the
grating vector were parallel (oriented layer rubbed per-
pendicularly to the electrodes), the system exhibited
asymmetry in the +1 and –1 beam intensities. In this
configuration, the slope of NLC molecules significantly
affects the character of their interaction with an inho-
mogeneous electric field at the electrode edges, which
leads to differential reorientation of the director at the
opposite electrode ends and, hence, gives rise to an
asymmetry in the phase profile. The effect depends
both on the NLC slope and on the ratio of the grating
pitch (electrode width) to the NLC layer thickness.

In our experimental arrangement with a planar ori-
entation of NLC molecules by obliquely deposited
cerium dioxide films, the NLC molecules are sloped at
4°–6° and a mutual orientation of the director, grating
vector, and polarization direction is analogous to that
described in [8]. Therefore, the reason for the asymme-
try in the phase profile of the grating constructed in the
NLC layer may be analogous to that encountered in [8].

In concluding, it should be pointed out that the
effect of asymmetry in the first diffraction order for the
interference gratings constructed in OASTLMs is
reported for the first time and the diffraction efficiency
of η = 52% is a record value for devices of this type.
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Abstract—It was found that the field electron emission from the surface of amorphous hydrogenated carbon is
accompanied by the emission of negative ions of hydrogen and hydrocarbons. This ion emission is explained
by the formation and degradation of the local surface emission centers. © 2001 MAIK “Nauka/Interperiodica”.
Investigation of the phenomenon of field-induced
electron emission from the flat surface of carbon-based
materials such as the films of diamond, carbon nano-
tubes, and amorphous carbon is important from the
standpoint of both practical applications (e.g., with a
view to the creation of planar emission displays) and
fundamental knowledge. However, despite the increas-
ing number of the publications devoted to the field elec-
tron emission from carbon-based materials, processes
determining the properties of such emitters are still not
clearly understood [1]. This circumstance hinders for-
mulating the requirements to potential materials most
suited to the use in particular electron devices. In this
context, a detailed study of the field electron emission
from flat cathodes based on amorphous carbon is an
important task promising useful results.

We have studied the process of electron emission
from the surface of flat cathodes based on the films of
amorphous carbon. The study deals with the initial por-
tion of the current–voltage (I–U) characteristic mea-
sured in the small current regime, which corresponds to
the initial emission stage. For this purpose, we have
developed a special method providing for the simulta-
neous measurement of the emission current in the chain
and the visual observation of the distribution of emis-
sion centers over the flat emitter surface.

The main parts of the experimental high-vacuum
setup (Fig. 1) are the flat emitter 1, grid 2, two micro-
channel plates 3, and a fluorescent screen 4. The emitter
surface images formed on the screen were registered
with a photo or video camera. The emission current,
collected from the whole screen or a particular region
selected with the aid of a diaphragm, was measured
using a replaceable photoelectron multiplier 5. A set of
1063-7850/01/2708- $21.00 © 20649
two microchannel plates (in a chevron assembly) had a
gain of up to 107, which provided for a system sensitiv-
ity sufficiently high to detect individual charged parti-
cles (electrons and ions).

The experimental procedure also allowed the time
of the charged particle transit from cathode to micro-
channel plate to be measured, thus determining the
mass composition of the emitted particles. For this pur-
pose, a voltage pulse Vp with a duration of 10 ns and an
amplitude of 1–2 kV was applied to the emitter elec-
trode 1 via capacitor C. Simultaneously, a synchroniz-
ing (lock-in) pulse coinciding with the Vp pulse
switched on the sweep of a storage oscillograph regis-

1

2

3

4

5

6

C

V

–Vp

Fig. 1. A schematic diagram of the experimental setup:
(1) sample emitter (8 × 8 mm); (2) grid; (3) microchannel
plates (diameter, 56 mm); (4) luminescent screen; (5) pho-
toelectron multiplier; (6) vacuum chamber.
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tering the output pulse from the photoelectron multi-
plier. The oscillograms obtained in this lock-in mode
allowed a time delay to be measured between the Vp

pulse front and the emission pulses due to charged par-
ticles of various masses arriving at the detector.

The measurements were performed for amorphous
hydrogenated carbon (a-C:H) films with a thickness of
500–700 Å obtained by dc reactive magnetron sputter-
ing of a graphite target [2]. The a-C:H layers were
deposited onto heavily doped silicon wafers of the
KES-0.01 grade, with a Ni film deposited onto the rear
side of the substrate. By varying the deposition condi-
tions, it was possible to modify the deposit characteris-
tics such as the hydrogen content, hybridization of
bonds, layer thickness, etc.

The pattern of electron emission observed on the
luminescent screen 4 had the form of bright spots
(Fig. 2a). A lower threshold of the electric field strength
at which the emission spots could be observed was
1.5 × 104 V/cm. This threshold was dependent of sev-
eral factors, mainly the allotropic and chemical compo-
sition of the amorphous carbon films. The spatial
arrangement, intensity, and size of the bright spots
changed in response to variation of the electric field.
The I–U characteristics of the emission plotted in the

(a) (b) (c)

Fig. 2. Typical images showing the emission current distri-
bution observed (a) without and (b, c) with applied trans-
verse magnetic field.

(a) (b)

Fig. 3. Typical oscillograms of the emission current (sweep
scale, 20 ns/div) containing (a) only the electron component
and (b) the electron component and negative ions (H–) with
an arrival time delayed by 6 × 10–8 s relative to electrons.
TE
Fowler–Nordheim coordinates exhibited deviations
from the linearity. When the field strength increased up
to 105 V/cm and above, some of the samples exhibited
an avalanche growth in the emission current, after
which new local emission centers formed on the emitter
surface.

It was established that the emission current contains
several components. The main fraction of particles rep-
resented electrons emitted in a strong electric field.
A magnetic field applied in the transverse direction
readily deflected the electron flow (Fig. 2b); under cer-
tain conditions, the electron beam could be driven off
the screen area and the emission current detector input
so that the electron component was subtracted from the
total signal observed on the screen and the current mea-
sured in the detector circuit (Fig. 2c).

However, the screen still displayed some bright
spots virtually unchanged upon application of the trans-
verse magnetic field. This fact indicated that the plane-
parallel detector system continued detecting charged
particles, the motion of which was almost not affected
by the magnetic field. From this, we may infer that neg-
atively charged ions contribute to the total current. The
ion current density increased with the electric field
strength. It should be noted that the ion component was
detected at a higher field strength (6 × 104 V/cm) as
compared to the electron emission threshold.

The experiments with a pulsed electric field allowed
us to determine the mass spectrum of the charge carri-
ers contributing to the total emission current. The emis-
sion current oscillograms exhibited a pronounced struc-
ture (Fig. 3). An analysis of these oscillograms [3]
showed, in addition to the electron component, the

presence of negative hydrogen ions (H– and ) and
heavier ions with masses in the 10–20 amu interval

(probably, C– and C ). The presence of the ion com-
ponent in the total emission current is indicative of a
complicated character of processes occurring on the
surface and in the subsurface layer of a-C:H films in the
course of the emission center formation and the current
collection. The negative ions of carbon and hydrocar-
bons were repeatedly observed and reported previously
(see, e.g., [4]). The mechanism of the negative ion for-
mation in the system studied is not quite clear, but it is
probable that the ion emission is related to processes
involved in the formation and degradation of the elec-
tron emission centers.

A thorough investigation of the effect of negative
ion emission accompanying the field electron emission
will help elucidating the mechanisms of activation and
operation of flat emission cathodes based on amor-
phous carbon. This will lead to improvements in the
carbon cathode technology and expansion of the appli-
cation field.

H2
–

Hn
–
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Abstract—There are two possible scenarios in the diffusion decay of a low-pressure electronegative plasma in
a system featuring the electron detachment effect. In the case of a weak detachment, the system exhibits an ini-
tial sharp drop in the electron concentration followed by the ion–ion plasma formation. A small admixture of
electrons appearing as a result of the detachment keeps all negative ions within the volume. In this stage, the
densities of all charged plasma components decay according to the same exponential law with a characteristic
detachment time. In the limit of a strong detachment, a principally different plasma decay regime takes place.
In this limiting case, a usual (free of negative ions) rather than ion–ion plasma is formed in the second stage.
This can be accompanied by paradoxical phenomena such as the growth of electron density with time, build-
up of the near-wall potential jump, and a considerable decrease (up to complete vanishing) of the diffusion elec-
tron cooling usually dominating in the electron gas energy balance. © 2001 MAIK “Nauka/Interperiodica”.
The evolution of inhomogeneities in the electron
and ion density distribution in a multicomponent
plasma is described by nonlinear equations [1, 2]. For
this reason, the space-time characteristics of the diffu-
sion decay of a plasma containing negative ions differ
significantly from those of a usual plasma free of such
ions. At low pressures, when all plasmachemical reac-
tions in the plasma volume can be ignored, a principal
feature of this process is the presence of two decay
stages [3–5]. In the first stage, negative ions are closed
(confined) in the volume where their average concen-
tration remains unchanged: (t) = const. Since  =

 +  > , the condition of equality for the fluxes of
electrons and positive ions to the walls requires a
greater relative rate of loss for electrons. As a result, the

/  ratio sharply increases that reflects self-accelera-
tion of the electron loss process. The first stage ends with
the formation of an ion–ion (electron-free) plasma [3–5].

The plasma decay scenario can be strongly influ-
enced by plasmachemical reactions. In the presence of
attachment at a frequency νa , the decay is qualitatively
identical to the purely diffusion process [3–5], although
the duration of the first stage (in which electrons are
lost) may decrease to t0 ≈ 1/νa [5]. The effect of detach-
ment (treated below in more detail) dramatically
changes the situation [9]. If this effect is sufficiently
pronounced, the first stage (with a duration character-
ized by the detachment time td ≈ 1/νd, where νd is the
detachment frequency) ends with the transition from the
initial strongly electronegative plasma [with (0) ~

(0) > (0)] to a usual electron–ion plasma with a

nn np

nn ne ne

np ne

np

nn ne
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small admixture of negative ions (  ~  @ ). As a
result, the second stage (t > td) is virtually the same as
that in the case of a usual ambipolar electron–ion diffu-
sion. This can be accompanied by paradoxical phenom-
ena such as the growth of electron density with time [6],
build-up of the near-wall potential jump, and the diffu-
sion electron cooling vanishing [7, 8].

By analogy with [4, 5], the afterglow in a flat geom-
etry (|x | < L) is described by a system of equations

(1)

(2)

(3)

where Γj = Dj(∂nj/∂x) ± bjnjE are the component fluxes;
D and b are the corresponding diffusion coefficients
and mobilities; and the subscripts j = e, n, p refer to
electrons, negative ions, and positive ions, respectively.
The system (1)–(3) is supplemented with the zero
boundary conditions for the particle concentrations on
the walls and their gradients at the center. The initial
conditions are represented (as in [4, 5]) by a parabolic
ion profile nn(x, 0) and a flat electron profile ne(x, 0) for
x < x0. In the external region x > x0 (where electrons are
absent), the corresponding profiles are np(x, 0) ~

ne(x, 0) ~ sin[ (L – x)], where z and α are the ion-
ization and attachment frequencies (in units of the charac-
teristic diffusion time of negative ions τn = L2/Dn) [1, 2].

np ne nn

∂np/∂t ∂Γ p/∂x+ 0,=

∂nn/∂t ∂Γn/∂x+ νdnn,–=

∂ne/∂t ∂Γ e/∂x+ νdnn ,=

z a+
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Considered jointly with the electroneutrality con-
dition

, (4)

the above equations determine the concentrations of
charged particles and the field strength. The D and b
coefficients are determined by thermal electrons; for
simplicity, these electrons are assumed to be distributed
by the Maxwell law. Therefore, the system (1)–(4)
should be supplemented with an equation for the elec-
tron temperature Te . Due to the high thermal conductiv-
ity, this temperature can be considered as constant in
the cross section [2]. The cross-section-averaged
energy balance equation for thermal electrons is as
follows:

(5)

Here, terms in the right-hand part (5) describe the plasma
cooling due to collisions with neutrals in the volume (νε
and δε being the corresponding frequency and energy
exchange factor, respectively), the diffusion cooling
(Hdc), and the possible heating by fast electrons (Hdt).

Within the framework of the hydrodynamic model (5),
the process of fast electron production and loss as a
result of detachment and superelastic collisions, as well
as due to collisions involving high energy losses, may
lead to large errors and, generally speaking, requires a
kinetic analysis [2, 8]. For example, the detachment reac-
tions O– + O  O2 + e and O– + O2(a)  O3 + e
(leading to the formation of O2 and O3 molecules in the
ground state) are accompanied by the appearance of
fast electrons with the energies (εd = 3.6 and 0.6 eV,
respectively) markedly exceeding the gas temperature T.
If these reactions lead to the formation of vibrationally
excited molecules, the energies εd of detached electrons
will be much lower. In practice, the cases with both large
and small εd values may take place.

The situation is also affected by the value of eϕw , a
self-consistent wall potential relative to the center,
which is determined using the condition of equal fluxes
for the particles of opposite signs (see Eq. (4)). For εd <
eϕw and the electron energy distributed by the Maxwell
law, the eϕw value is on the order of a few Te (eϕw =

C1Te , C1 ≈ ln( ) [2]) and Hdc = eϕwΓe(L, t). Here,
the detached electrons are confined in the volume and
transfer an energy of εd1 ≈ νeεd/(νe + δενε) to the thermal
electrons (νe is the frequency of electron–electron col-
lisions) [7, 8]. In this case, the heating of thermal elec-
trons due to detachment can be approximately taken
into account by introducing an additional source term
Hdt = εd1Kd  into the right-hand part of Eq. (5).

At higher energies of the detached electrons (εd >
C1Te), there are two principally different possible situa-
tions in which the Hdc and Hdt values must be deter-
mined in a self-consistent manner. As long as the inte-
gral flux of detached fast electrons is smaller than the

ne nn+ np, Γ e Γn+ Γ p= =

3/2( )nedTe/dt 3δενεne Te T–( )/2– Hdc Hdt.+–=

M/m

nn
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ambipolar flux of positive ions (Lνd  < Γp(L, t)), the
fast electrons are lost on the walls by free diffusion
(Γed(L, t) = Lνd ) and can be considered indepen-
dently of the slow plasma electrons. In this case, a fast
electron with the energy εd gives to the plasma electrons
only a small part of this energy εd2 ≈ εdνe/(νe + δενε +
1/τdf) ≈ εdνeτdf ! εd (where τdf ≈ 4L2/(π2De)) is a char-
acteristic time of the free electron diffusion); as a result,
the additional heating of thermal electrons Hdt =
εd2νd  is still small [7, 8]. The wall potential increases

to eϕw = C1Te – Teln[1 – Lνd /Γp(L, t)], while the dif-

fusion cooling Hdc = –eϕw[Γp(L, t) – Lνd ] decreases
as compared to that calculated in the absence of fast
electrons. Since the plasma electron heating in the
above cases is small, the Te value rapidly drops down to
the gas temperature when the discharge is switched off.

A principally different situation takes place when
the decrease in Te is accompanied by a drop of the flux
Γp(L, t) down to a level below Lνd . In order to

“close” the excess part Lνd  – Γp(L, t) of the detached
fast electrons in the volume, the wall potential
approaches the electron energy (εd ≈ eϕw) and the diffu-
sion cooling of thermal (confined) electrons is absent
(Hdc = 0). The confined fast electrons, in contrast to the
transit ones, heat the plasma more effectively by trans-
ferring the energy εd1(εd1 @ εd2). The corresponding
heating term in Eq. (5) is Hdt1 = εd1[Lνd  – Γp(L, t)].
Another part of the fast electron flux, equal to Γp(L, t)
and lost on the wall with the energy ≈εd, produces rela-
tively small heating of the thermal electrons: Hdt2 =
εd2Γp(L, t) (for more details, see [7, 8]). In this case, we
may expect that, as long as νd  > δενε , the electron
temperature will retain a sufficiently high quasi-station-
ary level

(6)

rather than rapidly drop down to room temperature.
Thus, provided that the rate of fast electron produc-

tion νd  is small (or these electrons are detached with
a small energy εd) from the very beginning, the Te value
rapidly drops down to the gas temperature T (or even
below this level if the diffusion cooling effect is taken
into account). If the number of fast detached electrons
is large, Te drops down to ~T only when the detachment
rate decreases to νd  < δενε  and the Maxwellian
electrons are no longer heated.

Depending on the ratio between the characteristic

times , (δενε)–1, and τap = 4L2/(π2Dp(k + 1)) (the lat-
ter is a characteristic time of the ambipolar electron–ion
diffusion, k = Te/T), we may distinguish between the
two main scenarios of the plasma decay in a system fea-
turing the electron detachment effect. In all cases, the
negative ions are confined in the volume and their aver-

nn

nn

nn

nn

nn

nn

nn

nn

nn ne
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nn ne
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age density decays with a characteristic detachment
time td = 1/νd by the law

(7)

In the case of weak detachment (νd (0) !

nn t( ) nn 0( ) νdt–( ).exp=

nn

np

nn

ne

1

0.1

0.01

1E-3

0 0.1 0.2
t

a.u.

Fig. 1. Variation of the (t), (t), and (t) densities in

the regime of self-confinement of negative ions. Here and

below (be/bn = 1 , be/bn = 250).
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Fig. 2. The plots of k(t) = Te(t)/T and (t)/ (0) calculated

for εd = εd2 = 2T and various νd: (1) 7; (2) 10; (3) 25; (4) 50.
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Fig. 3. The plots of (t)/ (0) calculated for εd = εd2 = 2T

and various νd (solid curves): (1) 7; (2) 10; (3) 25; (4) 50.

Dashed curve show the (t)/ (0) curve for νd = 50.
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np ne
TE
(0)/τap), the pattern is analogous to that for the first
stage of decay in the absence of plasmachemical pro-
cesses, which was considered in [3–5] (Fig. 1). Here
and below, all plots are constructed on the scale of
dimensionless coordinate (expressed in units of L) ver-
sus dimensionless time (in units of τn = L2/Dn). Owing
to a fast diffusion cooling, the Te(t) value rapidly drops
and the subsequent plasma decay proceeds in two
stages. First, electrons rapidly leave the volume accord-
ing to the model [3–5] (dashed curve in Fig. 1). A small
admixture of detached electrons keeps all negative ions
within the volume. For this reason, the ion–ion plasma
decay in the second stage is not controlled by the ambi-
polar ion–ion diffusion (cf. [3–5]). The densities of all
charged plasma components decay according to the
same exponential law (t) ~ (t) ~ (t) ~ exp(–νdt)
analogous to that described by Eq. (7).

In our opinion, this phenomenon, whereby negative
ions are confined in the second (ion–ion) decay stage by
the electrons appearing (together with the negative
ions) in the course of detachment, should be called the
“self-confinement” of negative ions (cf. [9]). In order to
provide for this regime, it is necessary, on the one hand,
that a sharp initial drop in the electron density take
place leading to the formation of an ion–ion plasma
with a low electron content ( (t0) ≈ (t0) @ (t0))
and, on the other hand, that even a small admixture of
detached electrons “close” all negative ions in the vol-
ume. A criterion of the transition to the self-con-
finement of negative ions and the reversal of their flux
from outward (onto wall) to inward (into plasma) is
Γp(L, t1) = Lνd (t1), rather than the condition νdτn = 2
proposed in [9].

In the limiting case of strong detachment (νd  ≥
/τap), a principally different plasma decay regime

takes place. In this regime, a usual plasma (free of neg-
ative ions) rather than ion–ion plasma is formed in the
second stage. Since Te(t) strongly depends on the
energy εd of detached electrons, let us consider two
cases: εd = 20T and 2T. In both cases, the first (detach-
ment) stage (t < td) involves a monotonic decrease in the
ion concentrations (t) and (t) due to diffusion and
detachment processes, respectively. However, relax-
ation of the electron density and temperature proceeds
differently, depending on the εd and eϕw values. Fig-
ures 2–5 show the results of model calculations for var-
ious values of the detachment frequency νd .

In the case of a small energy of detached electrons
(εd = εd2 = 2T), the heating of Maxwellian electrons is
small and the electron temperature Te(t) rapidly
decreases as a result of the diffusion cooling (Fig. 2).
Here, all the Te(t) curves calculated for various νd

almost coincide with each other and, according to
Eq. (5), their initial portions (t < t1) obey the law Te(t) ~

ne

ne nn np

np nn ne

nn

nn

ne

np nn
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ne(t . Due to the drop of Te(t), the flux of positive
ions to the wall decreases. When this flux drops to a
level of Γp(L, t1) ≈ Lνd (t1), the electron density
begins to grow (Fig. 3). The higher the detachment fre-
quency, the earlier the onset of the electron density
growth. For a sufficiently large νd , this growth may
begin immediately after the discharge switch-off
(Fig. 3, curve 4). The negative ions disappear during the
characteristic detachment time (td = 1/νd), after which the
decay of the usual electron plasma with  ~  @  in
the second stage is determined by a usual ambipolar
electron–ion diffusion.

In the case of a high energy of detached electrons
(εd = εd1 = 20T), only the Te(t) curves with small νd fre-
quencies decay as rapidly as those with small εd values
(cf. Figs. 2 and 4). For εd > C1Te , the detached fast elec-
trons are lost on the walls by free diffusion, which
accounts for an Lνd  part of the total flux of electrons

)
C1/2
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Fig. 4. The plots of k(t) = Te(t)/T calculated for εd = εd1 =
20T and various νd: (1) 7; (2) 10; (3) 25; (4) 50; (5) 100.
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to the walls. As noted above, the flux of Maxwellian
plasma electrons accounts for only the remaining
(Γp(L, t) – Lνd ) smaller part. Accordingly, the effi-
ciency of the diffusion cooling also significantly
decreases (Hdc = –eϕw[Γp(L, t) – Lνd ]). Since the dif-
fusion cooling at low pressures is the main factor of the
electron gas cooling [2], the Te(t) decay rate signifi-
cantly decreases. The system features a certain kind of
feedback between the rates of decrease in the electron
temperature and density: a decrease in the Te(t) drop
rate caused by the lower diffusion cooling, whereby Te

approaches a quasi-stationary value (6), hinders attain-
ing the condition Γp(L, t1) ≈ Lνd (t1) at which the ne(t)
begins to grow. Note that this situation may lead to the
development of instability and the oscillatory decay
regime in which oscillations of the near-wall potential
jump eϕn(t) are significant [8].

Thus, in a system featuring the formation of fast
electrons as a result of detachment, a close relationship
between the electron gas density and energy leads to a
monotonic decrease in the plasma electron concentra-
tion (Fig. 5). Only in the case of a strong detachment,
when the initial densities satisfy the condition νd (0) ≥

(0)/τap, does the electron density ne(t) exhibit a
growth in the initial short time interval td ~ 1/νd (Fig. 5,
curve 5).
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The Kinetics of a Diamond-Like Film Growth
in a Microwave Gas Discharge Plasma
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Abstract—Spontaneous variations of the microstructure and properties of carbon films during deposition in a
microwave gas discharge plasma were studied. The ion current component of the gas discharge plasma favors
the selective growth of a diamond-like phase with a thickness exceeding that achieved in the case of a pyrolytic
deposition process. © 2001 MAIK “Nauka/Interperiodica”.
Investigation of the conditions and mechanisms of
the synthesis of nano- and microcrystalline carbon film
materials representing various allotropes (in particular,
diamond-like) at low pressures and temperatures is of
considerable value for both applications and fundamen-
tal science. This is related to a large variety of the phase
microstructure organization types, shapes, and dimen-
sions of carbon nanoclusters in these films. These char-
acteristics, depending on the conditions of material
synthesis, account for the unique quantum-dimensional
and other properties of the films.

The purpose of our experiments was to study the
film deposition kinetics and to search for technological
conditions favoring the growth of diamond-like nano-
and microcrystalline materials with controlled surface
microtopography.

The films were deposited in an ethanol vapor plasma
in the gas discharge excited by a microwave generator
operating in a regime of electron cyclotron resonance.
The samples were prepared on glass substrates using an
experimental setup described previously [1]. The tem-
perature in a stationary deposition regime was mea-
sured with an accuracy of ±5°C using a calibrated ther-
moresistor fastened to the substrate holder. The depos-
ited film thickness was determined with the aid of an
ellipsometric laser microscope. Detailed investigation
of the film surface microtopography was performed
with a scanning atomic-force microscope of the NT-
MDT type. The film structure was studied by X-ray dif-
fraction on a DRON-3.0 diffractometer.

Figure 1 shows experimental plots of the refractive
index, film thickness, and the microcrystallite (grain)
surface density and size versus deposition time for the
carbon films grown from plasma at an ethanol vapor
pressure of 5 Pa. The substrate holder temperature was
300°C and the microwave power supplied to the dis-
charge was about 250 W.

According to the experimental data obtained (Fig. 1),
the films grown in the interval of deposition times from
1063-7850/01/2708- $21.00 © 20656
5 to 20 min are characterized by a virtually linearly
increasing thickness and an almost linear correlated
increase in both parameters (grain size and surface den-
sity) characterizing the surface microtopography. A fur-
ther increase in the process duration leads to a pro-
nounced decrease in the density of grains observed on
the growth surface. This circumstance, despite continu-
ing increase in the linear grain size, results in that the
rate of increase in the film thickness drops to almost
zero in the deposition time interval between 20 and
40 min. This is accompanied by accelerated growth of
the refractive index. The extremal character of the grain
density variation with time and the related changes in
the growth rate and optical properties of the film is evi-
dence that the structure and properties of diamond-like
films qualitatively change in the curse of the growth
process. Another feature to be noted in Fig. 1 is a rather
large thickness of diamond-like films deposited from
plasma in comparison to the analogous films obtained
by pyrolytic methods.
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Fig. 1. Experimental plots of the (1) refractive index n,
(2) film thickness d, (3) surface density of grains N, and
(4) grain size H versus deposition time for the carbon films
grown from a microwave gas discharge plasma.
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As is known, a decrease in the growth rate of a dia-
mond-like film, as well as the drop in the density of
grains on the film surface (explained by a decrease in
the nucleation rate), is related to the effect of spontane-
ous passivation caused by a non-diamond carbon struc-
ture formation on the growth surface. The film growth
ceases upon the formation of a continuous graphite
monolayer representing a stable low-pressure phase
possessing kinetic advantages under the deposition
conditions.

The most important difference of the pyrolytic dia-
mond film growth from the process of deposition in a
microwave gas discharge is the ion-chemical action
upon the growth surface in the latter case. This factor
may provide for a selective growth of a diamond-like
phase and eliminate advantages of the graphite phase
growth.

Owing to heterodesmicity, the probability that a
graphite nucleus would hold on the surface in the early
nucleation and grain growth stages must decrease with
increasing temperature. This hypothesis was confirmed
by our experimental data, according to which an
increase in the substrate temperature under otherwise
equal process conditions did not lead to a decrease in
the growth rate of diamond-like films in the microwave
gas discharge plasma (the film growth rate either
increased or remained unchanged). Proceeding from
the heterodesmicity of graphite, we may also suggest
that selectivity of the diamond-like film deposition in
the plasma must depend on the ion type and the total ion
current to the substrate, but not on the ion energy.

Figure 2 present the experimental plots illustrating
dependence of the current density, film thickness, and
the grain size and surface density on the magnitude and
sign of accelerating potential applied to the substrate
holder. It was established that a negative bias on the
substrate holder favored deposition of a “light” dia-
mond-like films with a transmission coefficient close to
100%. An analysis of the X-ray diffraction patterns of
these films, as well as those characterized in Fig. 1,
showed that the negatively-biased films are composed
predominantly of the diamond-like phases of carbon
with a hexagonal lattice belonging to three structural
modifications (lonsdaleite, C(20H), etc.), include a
(111)-oriented cubic diamond phase, and contain small
inclusions of a fine-crystalline graphite phase (002).
These films exhibited a low electric conductivity (resis-
tivity up to 107 Ω m).

An X-ray diffraction study of the films deposited
with a positive potential applied to the substrate holder
showed that these samples contained predominantly a
fine-crystalline graphite phase with a interplanar dis-
tance of d = 3.36 Å [2]. These films were characterized
by a transmission coefficient varying from 60 to 75%
(an increase in the positive potential value led to a
decrease in the film transmission). The resistivity of
such films did not exceed several dozen Ω m.
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 8      200
An analysis of the experimental data indicates that
most significant qualitative changes in the microstruc-
ture, growth rate, and microtopography of carbon films
were observed, under otherwise equal conditions, upon
changing the sign of a bias potential applied to the sub-
strate holder. Note that the character of variation of
some characteristics in Fig. 2 even changed to opposite.
The size of micro- and nanosized grains in the carbon
films grown on the negatively biased substrates is virtu-
ally independent of the voltage in the range from –300
to 0 V. At the same time, the action of positive hydrogen
ions (the main plasma component in the case of film
deposition from ethanol vapors) favorably influences
the diamond-like film growth: the higher the positive
(hydrogen) ion current density, the greater the nucle-
ation rate, the surface density of grains, and the dia-
mond-like film growth rate.

On the contrary, bombardment of the positively-
biased films with electrons and negative ions (of oxy-
gen, carbon, and OH groups) led to the predominant
growth of graphite films. Here, the film growth rate and
the graphite grain size increased with the positive
potential and with the ion current to the substrate, while
the nucleation rate and the surface density of grains
exhibited a decrease. It was also established that a
decrease in the ethanol vapor pressure below a certain
level (0.1 Pa), rendering the microwave plasma rarefied
and highly ionized, resulted in the growth of graphite
films irrespective of the applied potential size and mag-
nitude.

Thus, the obtained experimental data showed that
the applied electric field stimulates the grain growth
during a carbon film deposition from an ionized gas
phase. This effect is related to the intensification of the
mass transfer and the activation of processes on the
growth surface [3]. The electric field separates ions
(positive or negative, depending on the sign of potential
applied to the substrate holder) produced by dissocia-
tion and ionization of ethanol molecules and trans-
ported to the substrate. The presence of ionized carbon
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Fig. 2. Plots of the (1) grain size, (2) surface density of
grains, (3) current density, and (4) film thickness versus the
accelerating potential applied to the substrate holder.
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and the deficit of positive hydrogen ions (in the case of
a positively biased substrate) favor the growth of a car-
bon phase. The electric field produces the polarization
of molecules in the gas phase and in a chemisorbed
layer. This stimulates the process of mass transfer both
from the gas phase to the growing crystal face and over
the grain surface. Deformation of the adsorbed neutral
and negatively charged carbon-containing complexes
in the electric field may change their decay activation
energy, thus intensifying the process of growth on a
preset crystallographic face. Therefore, the absence of
a strong oversaturation and a high surface mobility of
carbon atoms stimulated by a change in the energy
relief of a surface bombarded by plasma ions (rather
than by a general increase in the substrate temperature)
favor the formation of a dense and mobile adsorbed car-
bon layer necessary for realization of the lateral growth
mechanism leading to the growth of graphite-like films.

The diamond-like phase, in contrast to the graphite-
like one, may grow via both lateral and normal mecha-
nism. Therefore, the diamond structure would predom-
inantly form under the conditions favoring the normal
growth. For this purpose, the substrate temperature
should be decreased, while the degree of oversaturation
must be increased. The latter circumstance explains the
fact that no diamond-like film growth was observed in
a microwave plasma at very low vapor pressures, irre-
spective of the potential applied to the substrate. In the
presence of oversaturation, which is a necessary but not
sufficient condition for the diamond-like film growth, a
decisive factor of the growth control is the current den-
sity of separated ions supplied from the gas phase to the
substrate. Predominant growth of the diamond-like
microcrystals at a negative potential applied to the sub-
strate is due to the two mechanisms. The first is the ion-
chemical sputtering (by hydrogen ions) of the graphite
T

phase nuclei in the absence of interaction between the
growing diamond-like phase and negative oxygen ions.
The second is the low-energy lattice activation (by the
same ions) of chemisorption and crystallization pro-
cesses in the excited carbon clusters of a certain type,
leading to the diamond-like crystal structure growth.

Therefore, a decrease in the diamond-like film
growth rate in a stationary deposition regime in a
microwave gas discharge plasma is related to a decrease
in the nucleation rate, while the existing nuclei continue
to grow in size. An increase in the growth rate and max-
imum thickness observed for the films grown in the
microwave gas discharge plasma as compared to the
pyrolytic deposition is mostly due to the factors selec-
tively affecting processes on the growth surface in the
former case, suppressing the diamond film passivation
by a graphite deposit. Other distinctive features of the
growth of diamond-like films are the relatively lower
energy consumption as compared to the graphite film
growth and, probably, the radical growth mechanism of
the diamond-like phase nucleation at high oversatu-
rations.
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Abstract—The temperature dependence of electric conductivity was studied in a granular amorphous carbon
containing cobalt nanoparticles at an overall cobalt concentration below the percolation threshold. It was estab-
lished that the electron transport in this structure is determined by the inelastic resonance electron tunneling
via localized states, which are situated in the dielectric carbon matrix between isolated conducting metal
clusters. The number of the localized states is determined as a function of the cobalt concentration in the com-
posite. © 2001 MAIK “Nauka/Interperiodica”.
Granular structures comprising low-dimension fer-
romagnetic particles (grains) dispersed in an insulating
matrix exhibit optical, electrical, and magnetic proper-
ties significantly differing from those of the analogous
bulk crystalline and amorphous materials. These dis-
tinctions in the properties of granular materials, mani-
fested below the percolation threshold, are controlled to
a considerable extent by the features of electron tunnel-
ing between metal grains, that is, by the potential bar-
rier height and the characteristics of localized states in
the matrix.

The purpose of this study was to determine the num-
ber of localized states involved in the tunneling process
at the Fermi level of an amorphous hydrogenated car-
bon matrix containing various amounts of cobalt in the
form of nanoparticles.

The number of localized states was determined
within the framework of a theoretical model relating the
phonon-induced inelastic resonance electron tunneling
(through a chain of localized states in the amorphous
layer between the tunnel contacts) to the temperature
dependence of the conductivity σ(T) [1, 2]. Since the
number of atoms in the metal grains is sufficiently large
(N @ 1, typically N ~ 1000), this model can be used to
study the character of electron transport between parti-
cles in the granular structures. The presence of local-
ized states in such systems leads to a considerable
increase in transparency of the tunneling barrier, which
significantly affects the temperature and field depen-
dence of the charge transfer process. The number of
localized states in the matrix is an important character-
istic for some other processes as well. In particular, the
localized states determine the character of magnetore-
1063-7850/01/2708- $21.00 © 200659
sistance and certain features of the frequency spectrum
of the conductivity.

According to the model adopted [1, 2], a special
place in the conductivity mechanism belongs to the
process of the inelastic resonance electron tunneling
through the channels containing localized electron
states possessing energies scattered within an interval
on the order of the thermal energy kT. The temperature
dependence of the conductivity in such a channel con-
taining n impurity centers obeys the power law

(1)

where a is the radius of the localized state, l is the aver-
age distance between grains, γ = n – 2/(n + 1), α =
2n(n + 1), P is the proportionality coefficient, Λ is the
deformation potential constant, ρ is the matrix sub-
stance density, c is the velocity of sound in the matrix,
g is the density of localized states, and E is the localized
state energy (“depth”) in the barrier region.

The inelastic resonance electron tunneling via sin-
gle-impurity channels (n = 1) leads to a weak variation
of the conductivity σ(T) with the temperature. An
increase in the distance between granules leads to a
growth in the number of channels and in the number of
impurities in each channel. As n  ∞, the total con-
ductivity via all channels exhibits the transition from
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resonance tunneling to hopping conductivity as deter-
mined by the Mott law [3, 4]:

where Tc = β/ga3 and β is a numerical parameter.
Below the percolation threshold, the conductivity σ

of a granular structure is determined by the size of iso-
lated conducting clusters composed of metal particles
and by the set of channel conductivities (1) between
clusters. The dimensions of conducting clusters depend
on the degree of structural disordering and are deter-
mined by the localization of electron wavefunctions at
the Fermi level of metal particles. Since the cluster con-
ductivity is significantly higher than the tunneling con-
ductivity (1) via impurity channels, the total conductiv-
ity σ(T) of a granular structure is described by a power
function of the temperature and determined by the aver-
age number 〈n〉  of localized states in the conducting
channels.

Experimental investigations aimed at determining
the number of localized states from data on the temper-
ature dependence of conductivity were performed on
the samples of amorphous hydrogenated carbon con-
taining cobalt nanoparticles, designated by a-C:H(Co).
The a-C:H(Co) films were grown on polycor (nanophase
corundum-based ceramic) substrates by dc magnetron
sputtering of composite graphite and cobalt targets in an
argon–hydrogen plasma (80% Ar + 20% H2). The con-
centration of cobalt in the amorphous carbon deposit
was controlled by changing the ratio of cobalt and
graphite target areas. The films were deposited onto
substrates heated to 200°C. Prior to the deposition pro-
cess, the chamber was evacuated to a base pressure of
1 µTorr. The samples were prepared in a working gas
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Fig. 1. Logarithmic plots of relative conductivity versus
reciprocal temperature for a-C:H(Co) films with various
cobalt concentrations (at. fraction) x = 0.24 (1), 0.30 (2),
0.35 (3), 0.44 (4), and 0.46 (5).
T

flowing at a pressure of 10 mTorr and an ion current
density of 10–1 A/cm2. The a-C:H(Co) film growth rate
depended on the amount of cobalt introduced into the
composition and varied in our experiments between 1.4
and 3.0 nm/min. Ohmic contacts in the form of
0.5-mm-wide 15-mm-long copper microstrips were pre-
liminarily deposited onto the substrate surface in vac-
uum. The microstrips had a thickness of 250–550 nm
and were spaced by 3.5 mm.

The film composition was determined by nuclear-
physical methods of elemental analysis employing
charged particle beams. The cobalt to carbon atomic
ratio was determined by Rutherford backscattering
using protons with a primary energy of Ep = 1 MeV. In
addition to the main controlled components, the films
contained oxygen and nitrogen impurities. The impu-
rity concentrations were determined by the method of
nuclear reactions with deuterons at Ed = 1 MeV:
16O(d, p)17O; 14N(d, p)15N; 12C(d, p)13C). This tech-
nique is described in more detail elsewhere [5]. Based
on these data, we determined the ratio x of the number
of cobalt atoms to the total number of atoms determined
by methods of elemental analysis. For the samples stud-
ied, the relative content of cobalt atoms x varied from
0.24 to 0.46, which corresponded to a cluster structure
below the percolation threshold. The size of cobalt par-
ticles, determined from the small-angle X-ray scatter-
ing (SAXS) measurements, increased with x: from
2.3 nm at x = 0.24 to 3 nm at x = 0.46.

The temperature dependence of conductivity was
measured in a sample cooling mode for a current pass-
ing in the film plane (horizontal geometry) at an applied
voltage of 0.1 V. Figure 1 shows the plots of relative
conductivity versus temperature in the logarithmic
coordinates. The initial point corresponds to the con-
ductivity σ0 measured at T0 = 299.5 K. As can be seen
from these data, the conductivity is described in the first
approximation by a power function of the temperature.
This behavior is evidence that the contribution of
inelastic resonance tunneling to conductivity is
described by the model adopted [1, 2]. Insignificant
deviations of the experimental curves from the power
relationships are probably explained by the tempera-
ture-induced rearrangement of the isolated conducting
clusters involved in the electron tunneling. A similar
fine structure in the temperature dependence of conduc-
tivity was observed in a-C:U(Cu) granular films [6].

Figures 2a and 2b show the plots of conductivity σ
and the average number 〈n〉  of localized states in the
tunneling channels between isolated conducting clus-
ters as functions of the cobalt concentration. The num-
ber 〈n〉  of localized states was calculated using a rela-
tionship given by formula (1):

where the power index γ was determined from the
experimental temperature variation of the conductivity.

n〈 〉 1
2
--- γ 1– γ2 2γ 9+ +( )1/2

+[ ] ,=
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Thus, using a comparison of the experimental data
with predictions based on the theoretical model [1, 2],
we may conclude that the electron transport in the gran-
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Fig. 2. Plots of (a) conductivity σ and (b) average number
〈n〉  of localized states in the tunneling channels between iso-
lated clusters versus relative cobalt content x in a-C:H(Co)
films.
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ular structures with a cobalt concentration below the
percolation threshold is controlled by the inelastic res-
onance tunneling via a relatively small number of
localized sates situated between the conducting metal
clusters.
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Abstract—A gas-dispersed medium (aluminum particles in argon) was obtained for the first time with the
parameters necessary for the development of pulsed chemical lasers based on photon-branched chain reactions:
particle size, 0.1–0.15 µm; particle density, >108 cm–3; argon pressure, 0.3–1.5 atm; medium lifetime, >10 min.
© 2001 MAIK “Nauka/Interperiodica”.
Previously [1], we have theoretically demonstrated
the possibility of creating a purely chemical pulsed
H2−F2 laser based on a photon-branched chain reaction
(PBCR), with finely dispersed passivated aluminum
particles in the active medium. Under the action of the
IR laser radiation, the metal particles evaporate and the
atomic aluminum interacts with F2 molecules with the
formation of fluorine atoms F playing the role of active
centers:

This is the onset of a chain reaction leading to the
reagent burning with the formation of excited hydrogen
fluoride molecules:

A fraction of the laser radiation photons participates in
the particle heating, thus facilitating the active center
nucleation. If the yield of photons exceeds their con-
sumption for the initiation and continuation of the reac-
tion, the entire process becomes self-sustained. Reac-
tions of this type can be considered as processes with
the photon branching mechanism, which can serve as a
base for creating powerful laser systems.

When the experimental work on the creation of
lasers of this type was just started, there were misgiv-
ings that dark reactions of a fraction of aluminum par-
ticles with an H2(D2)–F2 mixture may lead to a decrease
in the energy stored by the chemically active medium
and to spontaneous burning of the medium. However,
shortly after the possibility of creating gas-dispersed
active media with a pressure of ~1 atm for the pulsed
chemical H2–F2 and D2–F2 lasers was experimentally
proved [2]. It was demonstrated for the first time that
adding Al particles (by spraying a commercial Al pow-
der synthesized by the levitation technique) with a size
of ~0.5 µm and a concentration of ~105 cm–3 to an

Al F2 AlF F.++

F H2 HF* H,++

H F2 HF* F.+ +
1063-7850/01/2708- $21.00 © 20662
H2(D2)–F2–O2–He mixture (50 : 114 : 11 : 635) at a
pressure of P = 1 atm does not increase the rate of the
dark production of HF molecules; the gas mixtures with
aluminum particles exhibited a long-term stability
(~15 min). The heating and evaporation of Al particles
in the D2–F2 laser medium under the action of radiation
of an H2–F2 laser generator led to burning of the former
laser medium within a time period of ~3 µs. The
absence of amplification and generation in the experi-
ments reported in [2] was explained by insufficient con-
centration of Al particles, low degree of homogeneity in
the aluminum distribution over the medium volume,
and the presence of coarse (d > 1 µm) fragments
appearing as a result of coagulation.

It was concluded [2] that necessary prerequisites for
the creation of a chemical laser with photon-branched
chain reaction in a chemically active gas-dispersed
medium are as follows:

(i) homogeneity of the gas-dispersed medium;
(ii) high concentration of the dispersed phase

(108−109 cm–3);
(iii) submicron average particle size (0.1–0.05 µm);
(iv) long gas-dispersed medium lifetime (2–15 min).

Aluminum powders obtained by the existing methods
by no means always satisfy the requirements (with
respect to the particle size distribution and the presence
of foreign impurities) to the dispersed phase of an
active medium for a PBCR-based chemical laser.

In this study, a gas-dispersed medium was obtained
by passing a current pulse through an aluminum wire or
foil in an argon atmosphere. In experimentally select-
ing an optimum regime of the gas-dispersed medium
formation, we varied the duration (5–30 µs) and shape
of current pulses, the aluminum conductor type (a wire
with a diameter of 0.2–0.4 mm or a foil with a thickness
of 10–20 µm) and length (100–200 mm), the capaci-
tance and charging voltage of the capacitor bank, and
the gas (argon) pressure. The discharge current density
001 MAIK “Nauka/Interperiodica”
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exceeded 106 A/cm2 and the specific deposited energy
was 0.2–1.5Wc (Wc is the sublimation energy of the
exploding conductor). The gas-dispersed medium was
probed with a He–Ne laser beam and the radiation
attenuation and scattering levels were determined,
which provided information about homogeneity of the
medium and the Al particle concentration in the gas
mixture.

The signals from photodetectors were digitized with
the aid of an L-1250 ADC interface and transmitted to
a personal computer for the processing. The particle
size was evaluated by the electron diffraction micros-
copy of samples prepared by a 10- to 20-h deposition
from aerosol onto glass substrates. The samples repre-
sented a lacy structure of fine particles forming a three-
dimensional web with a height of up to 100 µm, which
could be retained for months; coarse particles occurred
immediately on the substrate surface. The particles
were also studied by electron diffraction. An analysis of
the electron diffraction patterns showed that the parti-
cles are composed predominantly of a pure aluminum;
an aluminum oxide film, when present, had a thickness
not exceeding 0.01 µm.

The results of investigations showed that the main
technological parameters determining the characteris-
tic size and concentration of Al particles formed upon
explosion of the wire or foil are the current pulse shape,
voltage across the exploding conductor, and the energy
deposited.

The explosion of an Al wire involves the stage of
conductivity breakage and current halt. This behavior is
characteristic of the model of exploding wire [3, 4],
according to which a wire conducting a pulsed current
with a density of ~106 A/cm2 exhibits an initial expan-
sion (leading to the conductivity breakage and the cur-
rent halt) followed by the metal dispersion in particles
with a characteristic size of ~0.1 µm. These events take
place for a deposited energy of ~0.5Wc over a time
period of 1–5 µs, which indicates that the metal evapo-
ration and condensation process during the aerosol for-
mation is not a limiting stage.

The gas-dispersed media most suited for the cre-
ation of PBCR-based chemical lasers were obtained
upon explosion of a wire with a diameter of 0.2 mm or
a foil with a thickness of 20 µm, a width of 2 mm, and
a length of 200 mm. The conductor was exploded in a
horizontal quartz tube with an internal diameter of
~16 mm. For a capacitor bank charged to a voltage of
19 kV, the deposited energy was ~0.6Wc. The electron-
microscopic examination of the aluminum particles in
an electron microscope showed that particles formed
upon the explosion of both foil and film possess a char-
acteristic size of ~0.1 µm. Almost all the explosion
regimes studied led to the formation of a certain amount
of coarse particles (0.5–1 µm), but their number was
insignificant as compared to the finely dispersed phase.

Data on the time variation of the attenuation coeffi-
cient of a laser radiation with λ = 0.63 µm for the opti-
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 8      200
mum regimes of wire and foil explosion are presented
in the figure. Taking into account that all coarse parti-
cles precipitate within 3–5 min, the concentration of a
finely dispersed fraction estimated after 10 min was
109 cm–3. The experiment showed clarification of the
medium, whereby the particle concentration dropped
by a factor of more than 5 over a 10-min period of time
(from 10th to 20th minute). A possible reason for the
suppressed coagulation process in the gas-dispersed
medium studied is the argon “coat” formation on the
particle surface [5]. Repeated discharge of the capacitor
bank charged to 5–7 kV led (see curves 1a and 2a in the
figure) to a complete or partial (depending on the
deposited energy) restoration of the gas-dispersed
medium composition in the tube.

The experiments showed that an increase in the
deposited energy above Wc by increasing the bank
capacitance resulted in that a considerable fraction of
the stored energy was dissipated in the discharge at the
instant of the conductor dispersion. This led to the par-
ticle charging and the formation of a stable “web”
structure within a time period of less than one minute.
A decrease in the voltage at a constant deposited energy
caused an increase in the average particle size (~0.2–
0.3 µm) and in the fraction of coarse (0.5–1 µm) parti-
cles. A decrease in the gas pressure down to 0.3 atm led
to a faster precipitation of particles, although neither an
average size nor concentration of particles were altered.

An interesting effect was observed upon the current
passage through an aluminum foil in the doubly-folded
regions. The foil exhibited a network of through holes
with a diameter of ~50 µm and fused edges. The
amount of holes on the cathode side was 2–3 times that
on the anode side. The capacitor bank voltage was
applied to the ends of the quartz tube containing the
foil. The current density was 5 × 105 A/cm2 or above.
All experiments were performed in an argon atmo-
sphere at a pressure of 0.25–1.5 atm. This perforation
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Time variation of the attenuation coefficient η of the He–Ne
laser radiation transmitted through a gas-dispersed medium
formed upon explosion of aluminum (1) foil and (2) wire
(U = 1 kV/cm; deposited energy, ~0.6Wc).
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effect was observed for the current oscillation half-
period having a characteristic value of 1–5 ms. To our
knowledge, this phenomenon was never reported in the
literature.

Thus, the results of our experiments demonstrated
the possibility of obtaining a gas-dispersed laser
medium in a range of argon pressures from 0.3 to
1.5 atm, containing particles with a characteristic size
of 0.1–0.15 µm and a concentration exceeding 108 cm–3.
It is suggested that the effect of argon “coat” formation
significantly facilitates the development of PBCR-
based chemical laser by suppressing the particle coag-
ulation process.
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Abstract—A scheme of data transmission through a radio channel masked by chaotic oscillations is consid-
ered. A mathematical model describing the system is formulated in the case of chaotic oscillations generated in
two separated frequency bands. The results of a numerical analysis of the model are presented. It is demon-
strated that hidden data transmission in such a channel is possible. © 2001 MAIK “Nauka/Interperiodica”.
Using chaotic oscillations for masking the transmit-
ted data is a promising direction in modern communi-
cation theory, which has extensively developed in the
past decade [1–8]. However, the problem of the quali-
tative discrimination of the informative signal from
chaos requires further investigation. Below we propose
a new method for the hidden data transmission using
two frequency-separated bands of chaotic oscillations. 

The proposed method of data transmission can be
used both with two data channels and with a single
communication channel. However, single-channel
transmission encounters more difficulties. In this case,
the proposed method is schematically illustrated in
Fig. 1. The system comprises a transmitter composed
of elements 1–5, a communication channel 6, and a
receiver including elements 7– 13. 

A masking signal is produced by a source of sto-
chastic oscillations 1 and branched in the decoupling
element 2. Some (half) of these oscillations are con-
verted (frequency-shifted or multiplied) in device 3 and
fed to the summing device 4 together with the noncon-
verted chaotic oscillations from decoupler 2 (the sec-
ond half of the chaotic signal from generator 1) and
with the regular oscillations carrying the informative
signal. The total signal appears as chaotic (noiselike)
oscillations with an increased spectral power density of
the chaotic oscillations in the two separated frequency
bands. This signal is amplified by amplifier 5 and, after
being transmitted via channel 6, by amplifier 7 com-
pensating for the losses and distortions in the commu-
nication channel. In other words, the signal entering
decoupler 8 in the absence of informative component
(s(t) = 0) must be equal to the chaotic signal at the input
of amplifier 5. 

The chaotic oscillations received (containing the
informative signal) are separated in decoupler 8. One
part of the signal received is processed by filter 9 sepa-
rating the frequency band containing the informative
signal. A signal from the other output of decoupler 8 is
1063-7850/01/2708- $21.00 © 20665
transmitted via converter 10 to filter 11 separating cha-
otic oscillations in the same frequency band. This pro-
cessing allows the informative signal to be separated as
a difference of oscillations in subtractor 12 and fed to
detector 13. 

The conversion of masking oscillations in device 3
is essentially the coding of chaotic oscillations. This
conversion allows the informative signal, masked by
chaos, to be confidentially transmitted via channel 6 in
one frequency band and the nonconverted chaotic oscil-
lations to be transmitted in the other frequency band.
The latter information is necessary for separating the
useful signal from chaos upon the transformations
described above of the received signal in devices 9–13. 

For masking the informative signal, it is expedient
to use narrowband chaotic oscillations formed by the
low-power source 1. In this case, it is possible to restrict
the conversion to a small frequency shift in converters 3
and 10. However, the frequency shift magnitude is of no
principal significance for a mathematical model illus-
trating the proposed masking method. At the same time,

1 2 3 4 5

6

7 8 9

10 11

13

s(t)

12

Fig. 1. Schematic diagram of the system of hidden data
transmission comprising (1–5) transmitter elements,
(6) transmission line (radio channel), and (7–13) receiver
elements: (1) source of chaotic oscillations; (2, 8) decou-
plers; (3, 10) frequency converters; (4) summing device;
(5, 7) amplifiers; (9, 11) filters; (12) subtractor; (13) detec-
tor; s(t) is the informative signal. 
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a mathematical modeling of the scheme depicted in
Fig. 1 is significantly simplified when the coding (fre-
quency conversion) reduces to a multiplication process
leading naturally to a greater change in the average fre-
quency of oscillations. 

Let us consider a mathematical model for the
scheme depicted in Fig. 1, with the informative signal
masked by chaotic oscillations shifted with the aid of
frequency multipliers. Chaotic oscillations convenient
for the analysis are provided by a stochastic system
described in the general case by a system of nonlinear
equations with delay [9] 

(1a)

Here, x1, y1 are the variables depending on time t; δ, ω,
a, and b are constants; and ϕ(x1, y1) and ψ(x1) are non-
linear functions. The upper point indicates differentia-
tion with respect to time t. 

The properties of a generator described by Eqs. (1a)
are determined by particular expressions for the nonlin-
ear functions. For the nonlinear functions presented in
the form 

(1b)

(1c)

and obeying the relationships 

(1d)

a solution to Eqs. (1a) may correspond to a chaotic
attractor. 

Besides the generator described by Eqs. (1), the sto-
chastic source 1 in Fig. 1 contains two filters connected
in series. These elements are described by the equations 

(2)

(i = 2, 3). Here ωi , Qi are the intrinsic frequencies and
quality factors of the filters and βi are the coupling
parameters. The output signals of decoupler 2 are deter-
mined by the quantities γx3(t) and (1 – γ)x3(t) (where
γ < 1). 

The frequency converter (multiplier) 3 contains the
input and output filters and a nonlinear element. The
input and output filters are described Eqs. (2) with i =
4–6 and 8–10, respectively. The nonlinear element is
characterized by a cubic polynomial 

(3)

where ν and µ are constants and j = 7. 
The oscillatory process at the output of the summing

device 4 is described by the expression x11(t) = x10(t) +
(1 – γ)x3(t) + s(t), where s(t) are regular oscillations

ẋ̇1 2δẋ1 ω0
2x1+ + ω0y1– ϕ x1 y1,( ),+=

ẏ1 by1+ ax1 ψ x1( ).+=

ϕ x1 y1,( ) 1.5ω0x1 0.5x1
2 y1+ +( )x1–=

+ σ α 2r– 1+( ) x1 ω0+( ),

ψ x1( ) σ 0.5b–( )x1
2,=

2δ = σ α , ω0
2–  = b r 1–( ), a = 2σ b–( )ω0,

ẋ̇i ωi/Qi( ) ẋi ωi
2 xi βixi 1––( )+ + 0,=

x j νx j 1– µx j 1–
3 ,+=
T

modulated by the informative signal. These oscillations
can be presented in the form s(t) = [As + F(t)]cos(ωst),
where As and ωs are the carrier amplitude and frequency
and F(t) is the informative signal proper. 

The x11(t) oscillations are passed through elements 5
and 6 and amplified in 7, after which the signal x12(t) at
one of the outputs of decoupler 8 is equal to x12(t) =
γx11(t). This signal is fed to a system of serial filters 9
described by Eq. (2) with i = 13–16. A signal x17(t) =
(1 – γ)x11(t) from the second output of decoupler 8
enters the frequency multiplier 10 similar to converter 3.
The input and output filters of multiplier 10 are
described by Eq. (2) with i = 18–20 and 22–24, respec-
tively. The nonlinear element of multiplier 10 is charac-
terized by Eq. (3) with j = 21. Oscillations x24(t) from
the output of 10 enter filter 11 described by Eqs. (2)
with i = 26–28, 

Taken from the output of subtractor 12, oscillations
x29(t) = x16(t) – x28(t) are processed in detector 13 sep-
arating the informative signal. Detector 13 contains a
nonlinear element, integrating circuit, and a low-Q fil-
ter. The nonlinear element and integrating circuit are
described by the equations 

(4)

(5)

where ξ0, ξ1, ξ2, and ζ are constant coefficients and
k = 30. The filter is described by Eq. (2) with i = 32. The
x32(t) signal describes the received information. 

Equations (1)–(5) describe a mathematical model of
the data transmission scheme depicted in Fig. 1. The
relatively large number of conjugated (serial) filters
used in the model is necessary in order to ensure a
numerical analysis with a sufficiently high filtration of
the frequency-separated bands of the chaotic oscilla-
tions. The analysis is more conveniently performed in
the case of low-Q filters. The level of filtration provided
by a single low-Q second-order filter described by
Eq. (2) is small even at a large detuning of the bands of
transmitted frequencies. This is related to the special
shape of the resonance curve of a serial resonance cir-
cuit (a small attenuation in the region of low frequen-
cies). At the same time, using narrow oscillation bands
does not provide for a clear illustration of the signal
masking. The real filters used in practice ensure a sig-
nificant filtration, so that effective masking of the infor-
mative signal can be ensured by a narrowband noise
with a normal distribution law. 

In calculating the mathematical model described by
Eqs. (1)–(5), the following values of parameters deter-
mining the operating regime of the stochastic generator
were used: σ = 36, α = 28, r = 7, and b = 3. The intrinsic
frequencies ωi of the filters i = 2–6 and i = 18–20 were
selected equal to 10, while those for i = 8–10, i = 13−16,
and i = 22–30 were taken equal to 30. The Q-values of
the filters with i = 1–6 and i = 18–20 were selected

xk t( ) ξ0 ξ1xk 1– t( ) ξ2xk 1–
2 t( ),+ +=

ẋk 1+ t( ) ζ xk t( ) xk 1+ t( )–[ ] ,=
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equal to 4, while those for i = 8–10, i = 13–16, and i =
22–28 were taken equal to 10. The coupling coeffi-
cients were βi = 0.1 (for i = 2, 18); 0.2 (6, 10, 20, 24);
0.25 (14, 16, 26, 28); 0.3 (5, 8, 19, 22); and 1 (2, 18). In
all cases we assumed that γ = 0.5. The values of param-
eters determining the nonlinear characteristics of the
multipliers and the detector were as follows: ν = 0.01;
µ = 0.002; ξ0 = 0.1; ξ1 = 0.2; and ξ2 = 2. The parameter
of the integrating circuit was ζ = 1. For illustrative pur-
poses, the informative signal was taken in the form of
F(t) = A0cos(Ωt). The regular oscillations were
described by the following parameters: As = 1; A0 = 0.4;
ωs = 30; and Ω = 1.2. In the detector, the filter parame-
ters were ω32 = 1.2, Q32 = β32 = 1. 

Figure 2a shows the power spectrum of oscillations
at the output of summing device 4. Figure 2b shows the
temporal fragment for t ∈  [153, 173]. Figures 2c and 2d
present the corresponding patterns (in the same time
interval of the signal at the transmitter input and
receiver output, respectively. As can be seen (Fig. 2a),
the power spectrum S(x11) exhibits maxima at the fre-
quencies ω = 10 and 30. The regular (informative) sig-
nal F(t) is masked. The temporal fragment in Fig. 2b
shows a chaotic oscillatory process x11(t), in which the
regular signal is not distinguished either. If the method
of signal conversion is unknown, the transmitted har-
monic oscillations cannot be isolated from the pattern
of Fig. 2b. 

The regular oscillations x32(t) separated in the detec-
tor (Fig. 2d) exhibit not only a phase shift relative to the
transmitted signal (Fig. 2c) but, naturally, some distor-
tions of the sinusoidal shape as well. The latter circum-
stance is explained by the insufficient filtration of the
chaotic oscillations at a frequency of ω = 10 and on the
third harmonic (ω = 30) in the receiver circuits. One of
these circuits contains filter 9, and another, converter 10
and filter 11. Upon attenuation (approximately tenfold)
of the mutual penetration of chaotic oscillations with
peak powers at the frequencies ω = 10 and 30 into
receiver circuits, distortions of the transmitted signal
become insignificant. However, an increase in the
degree of penetration of the above oscillations into the
receiver circuits leads to an increase in the level of dis-
tortions in the received signal. Note that these distor-
tions may be absent (even with no filtration at all), pro-
vided that two channels are employed in the transmis-
sion line 6. This is possible in the case of cable or
optical fiber lines. 

The above analysis indicates that the proposed
method of signal conversion offers an effective means
of transmitting confidential information via a radio
channel. An advantage of this method is that both oscil-
lations generated by a dynamical system with chaotic
behavior and noise signals can be employed as the
masking signal. Use of the chaotic oscillations in the
mathematical model is expedient because the results of
such calculations are reproducible. In addition, chaotic
oscillations are widely used in communication systems. 
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 8      200
In practically implementing the proposed method of
hidden data transmission, it is necessary to find a com-
promise between the range of data transmission and
secrecy, since this relationship depends on many fac-
tors. Similar to many other methods of hidden commu-
nications (see, e.g., [2, 3, 8], the amplitude of masking
oscillations must be at least ten times that of the infor-
mative signal. This circumstance hinders to a certain
extent the use of transmitters with high output power,
restricting the method to short-range communications.
The working frequency range seems to pose no signifi-
cant restrictions upon this method of data transmission,
but it seems that most expedient applications are in the
decimetric wavelength range. The employment of the
proposed method poses high requirements with respect
to the identity of the coding elements used in the trans-
mitter and receiver circuits: the difference between
these elements must not exceed 6–8%. 

It must be noted that, in the case of a large shift of
the “mean” frequency of the chaotic oscillations, it is
expedient to employ two communication channels, nat-
urally, with separate amplifiers and antennas. In the
case of a large separation between the transmitted
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Fig. 2. Operation of the proposed data transmission system
illustrated by (a) signal power spectrum, (b) the correspond-
ing time pattern, and (c, d) signal shapes at the transmitter
input and receiver output, respectively. 
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bands of chaotic oscillations, the proposed masking
method seems to offer better prospects for data trans-
mission via cable or optical fiber lines. It is important to
note that, systems using two channels (with each band
of the chaotic oscillations transmitted via its own chan-
nel) require no filtering devices. characterized by rela-
tively small losses and a weak dispersion, optical fiber
transmission lines show especially good prospects.
Using these lines naturally implies that chaotic oscilla-
tions employed in the data transmission channel (after
amplifier 5) must be converted by the corresponding
optoelectronic means into the optical frequency range.
Two communication channels should be employed
with a small shift of the mean frequency of the narrow-
band chaotic oscillations, which can be provided by
oscillation mixing. In this case, it is possible to use one
antenna and nondistorting (linear) amplifiers. 
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Abstract—The total pressure losses in a flow behind a shock wave emerging from the open end of a round or
square channel were experimentally studied. It was found that the total pressure behind the stagnation wave in
a channel with a square cross section is lower than that in the case of a round channel. © 2001 MAIK
“Nauka/Interperiodica”.
When a shock wave emerges from a channel, the
flow pattern exhibits a non-automodel (non-self-simi-
lar) variation. For example, in the case of a three-dimen-
sional square channel, the interaction of stagnation and
shock waves gives rise to a complicated nonstationary
three-dimensional flow field in which the flow structure
varies differently in various directions [1, 2]. The inter-
action of an obstacle with a shock wave emerging from
a round channel was studied for a subsonic [3] and
supersonic [4] flow behind the incident shock wave. It
was found [5] that the pressure drop at an obstacle can
be controlled by partly blocking the channel output. 

Previously [2], we demonstrated that the volume of
a nonstationary barrel and the degree of gas expansion
in this barrel are greater for the shock wave emerging
from a channel with a square cross section than for the
same wave emerging from a round channel; both values
are also greater than those in an equivalent stationary
flow. It was expected that an increase in the Mach num-
ber of the flow in front of the stagnation wave for a
shock wave emerging from a square channel must be
accompanied by greater pressure losses in the shock
wave, with a relative decrease in the total pressure
behind the stagnation wave. 

The behavior of shock waves emerging from chan-
nels of various geometries was studied in a setup com-
prising a shock tube connected to a cylindrical vacuum
chamber. The edge of the shock wave represented a
replaceable flange with a round or square channel
accommodated inside the tube. The shock tube edge
with the flange (perpendicular to the tube wall) was
placed against plane-parallel optical windows in the
pressure chamber. The low- and high-pressure cham-
bers were filled with air at an initial pressure of 4 kPa.
The incident shock wave velocity was measured to
within 1% by a base technique using pressure gauges.
1063-7850/01/2708- $21.00 © 0669
The time variation of the pressure at an obstacle
arranged perpendicularly to the flow axis was measured
with a Kistler-603B transducer. The pressure trans-
ducer was preliminarily calibrated to within 5% in the
blunt end of the shock tube. 

The flow pattern was visualized with the aid of a
special shadowing device and monitored with a high-
speed optomechanical camera. The reconstructed Toe-
pler patterns showed that a shock wave emerging from
the channel featured a system of oblique shock waves
and a stagnation wave forming a barrel-like structure
similar to that observed in an underexpanded super-
sonic jet. As is known [6], the distance from the nozzle
edge to the stagnation wave during the formation of a
supersonic jet increases with time in the early stage of
the process and exhibits several oscillations, after
which the stagnation wave occupies a stationary posi-
tion and converts into the Mach disk. This stage could
not be observed in our experiments because of the lim-
ited volume of the gas compressed by the shock wave
in the tube. As a result, the stagnation wave coordinate
continuously increased to become several times greater
than the calculated stationary value. 

In order to study the dependence of the total pres-
sure losses behind the stagnation wave on the Mach
number of the incident shock wave, we measured the
pressure drop at an obstacle placed perpendicularly to
the flow axis at a distance of 4.5d (duct gauge) from the
channel edge. To provide for a correct comparison of
the total pressure variation for the shock waves emerg-
ing from round and square channels, the equivalent dis-
tances from the edge to obstacle were preliminary
determined for equal effective gauges (for the square
cross section, this is the diameter of a circle with equal
area). The interaction of the diffracted shock wave with
the obstacle and the formation of a stagnation wave
2001 MAIK “Nauka/Interperiodica”
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behind the shock wave were studied using a sequence
of the Toepler patterns. The reflected wave propagates
upstream and interacts with the contact surface and
with the stagnation wave. The latter wave occupies a
stationary position. In this position, the distance from
the stagnation wave to the obstacle for the square chan-
nel is smaller than for the round channel. 

The pressure oscillograms exhibit two distinct
regions: a pressure step (“peak”) corresponding to the
interaction of the obstacle with a diffracted shock wave
and a quasistationary region (“shelf”) corresponding to
the interaction of the obstacle with the flow behind the
contact surface. The total pressure measured on the
“shelf” behind the stagnation wave was greater for the
round channel than for the square channel. This differ-
ence increased with the Mach number (Fig. 1). 

The ratio of the total pressure  behind the stagna-

tion wave at the obstacle to the total pressure  at the
channel edge (the restore coefficient) is a characteristic
of the total pressure losses in a system of shock waves
formed as a result of interaction of the obstacle with the
diffracted shock wave and with the stagnation wave in
the flow behind the contact surface. The total flow pres-
sure at the channel edge is determined by the Mach
number of the cocurrent (mass) flow behind the inci-
dent wave. This quantity is a known function of the ini-
tial Mach number M0 of the incident shock wave, which
increases with the M0 value. In the channels of different
geometries, the restore coefficients depend differently
on the Mach number M0 of the incident shock wave
(Fig. 2). 

Thus, the results of our experiments showed that the
total pressure losses behind the stagnation wave in a

P2*

P1*

1
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0
2.5 3.0 M0
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Fig. 1. Plots of the total excess pressure behind the stagna-
tion wave versus the Mach number of the incident shock
wave emerging from a channel with a (1) round and
(2) square cross section. 
TE
channel with a round cross section are lower than those
in the case of a square channel. As the Mach number of
the incident shock wave increases, the total pressure
restore coefficient in the former case grows, while that
in the latter case drops. 

The observed regularities offer a means of control-
ling the total pressure in the shock wave emerging from
a channel by changing the shape of its cross section.
This may be of interest in a number of technical appli-
cations, such as combatting automobile exhaust noise,
cleaning pressure vessels from carbon deposits, and
eliminating dust from the surface of chips in microelec-
tronic devices [7, 8]. 
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Abstract—A static breakdown induced by the impact of particles detached from a point anode in a strong elec-
tric field, corresponding to the athermal field evaporation threshold, was studied by field ion microscopy. Under
these conditions, the particle size threshold for the vacuum discharge initiation decreases by one order of mag-
nitude as compared to the case of flat electrodes and falls within a nanometer range of the average radius of
bombarding charged particles. The threshold energies of particles initiating a static electric discharge also
exhibit a significant decrease. © 2001 MAIK “Nauka/Interperiodica”.
Investigations of the high-voltage vacuum dis-
charges clearly demonstrated the determining role of
the explosive emission centers formed in a pulsed dis-
charge process [1–3]. Ectons, representing charged par-
ticle bunches, were originally also observed in the
study of explosive (blow-up) emission processes. How-
ever, further investigations showed that ectons may also
appear as a result of the microexplosion processes
occurring on electrodes bombarded by accelerated
microparticles [4]. An allowance for these effects made
it possible to explain the main features of a static high-
voltage vacuum discharge initiated by the impact of
microparticles on the electrodes. However, the laws of
such discharge initiation strongly depend on the partic-
ular experimental conditions, and the mechanism of
this phenomenon is still not completely clear. The phe-
nomena accompanying the static vacuum breakdown
for electrodes bombarded with particles of micron and
millimeter dimensions were more exhaustively studied
[4, 5]. The breakdown initiated by the bombardment of
smaller particles remains practically unstudied, which
is explained to a considerable extent by difficulties
encountered in the determination of the microparticle
configurations and energies. 

We have studied the static vacuum breakdown initi-
ated by submicron particles using high-resolution field
ion microscopy (FIM). This technique is capable of
determining the size of particles and the local electric
field strength. As a result, it was established that the
particle size threshold for the initiation of a static vac-
uum breakdown in a strong electric field falls within a
nanometer range of the radius of bombarding particles.
Accordingly, the particle energy threshold for the dis-
charge initiation is also shifted toward lower values. 
1063-7850/01/2708- $21.00 © 20671
The experiments were conducted in a two-chamber
field ion microscope operating at a working voltage in
the 2–30 kV range, using samples cooled with liquid
hydrogen. The amplitude of relative voltage pulsations
did not exceed 10–3. The residual gas pressure in the
inner working chamber was 10–6 Pa; the imaging gases
were helium, neon, or hydrogen at a pressure varying
from 10–1 to 10–3 Pa. The sources of charged micropar-
ticles were cone-shaped point tungsten anodes
(99.98% W) with an apex angle of 10°–15° and a point
tip curvature radius of 5–40 nm. The particles were pro-
duced by the fracture of the point tip under the action of
ponderomotive forces of the applied electric field. The
cathode had the form of a copper disk with a central
hole and a surface polished by mechanical and electro-
chemical (orthophosphoric acid solution) methods.
Ions passing through the hole (occurring on the optical
axis of the microscope) formed an image of the point
surface, which was amplified by a microchannel plate.
A high voltage was applied to the point anode through
a 2 × 108 Ω resistor. The capacitance of the diode in
which the electric breakdown was initiated was 200 pF.
The electric discharge was detected by a jump of the
voltage across the diode and by a flash of light. In order
to eliminate vacuum discharges initiated by the field
electron emission and evaporation of the anode, the
diode was subjected to high-voltage training. The
experiments on the breakdown initiated by accelerated
microparticles were started upon reaching a vacuum
insulation strength of not less than 25 kV. After the
high-voltage training, a series of 20–30 experiments
was conducted without breaking vacuum in the work-
ing chamber. The point anodes that degraded during the
experiments were replaced with the aid of a high-vac-
uum-lock preparation chamber. 
001 MAIK “Nauka/Interperiodica”
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The curvature radii of the cylindrical particle sur-
face were determined by the number of atomic steps
(formed in the course of the field evaporation) between
the crystallographic poles with low Miller indices [6].
The particle lengths were determined (in the experi-
ments not involving breakdowns) by a change in the
average curvature radius of the point tip upon the field-
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Fig. 2. A histogram of the probability P of the breakdown
initiation versus the nanoparticle curvature radius r. 

Fig. 1. FIM images of the point anode (a) before and
(b) after a breakdown. 

(‡)

(b)
T

induced fracture. Since the mechanical stresses rapidly
decay with a distance from the point tip, the point anode
was usually fractured and the microparticles formed in
a region spaced by 1–3r from the tip. Therefore, the
detached anode fragments might possess a configura-
tion far from spherical. While, the anode tip radius
could be determined with an accuracy of 4–8%, the
average length of a detached fragment was estimated at
a relative error of about 50%. The breakdown usually
resulted in the anode curvature radius increasing by
more than one order of magnitude and the formation of
microprotrusions on the anode surface [7]. These sur-
face features make the main contribution to the forma-
tion of anode images in FIM (Fig. 1). 

The field strength at the cone-shaped point tip
shaped by the field evaporation is approximately con-
stant and equal to E = V/(5r). Only slight variations in
the field strength related to the anisotropy of the field
evaporation energy were observed [5]. On the cone-
shaped point anode surface, The electric field strength
E significantly drops and, in determining the charge Q
of a broken particle, we may only take into account a
field strength over the hemispherical part of the point
anode: 

(1)

where ε0 is the dielectric constant and r is the curvature
radius of the point anode. The electric field strength
component directed along the anode axis is 

(2)

In an electric field with a strength of 2–6 × 1010 V/m,
the ponderomotive forces may significantly exceed a
macroscopic yield point and reach a theoretical limiting
strength of the point anode material [8]. Assuming that
the particle charge remains unchanged on the accelera-
tion path and using formula (1), we may express the
kinetic energy as 

(3)

Figure 2 shows a histogram of the probability P of
the breakdown initiation by the impact of microparti-
cles on the copper cathode. The probability is plotted
versus the particle radius r taken equal to the radius of
curvature of the hemispherical point anode. As the cur-
vature radius of the bombarding particles increases, the
breakdown probability grows to reach 34% for r in the
interval from 75 to 85 nm. The process of breakdown
initiation by the microparticles exhibits a threshold
character, being possible only for particles with a cur-
vature radius above 30 nm. This value is one order of
magnitude lower than the corresponding threshold
value determined in experiments with macroscopic
(flat) electrodes [4]. 

The detachment of nanoparticles took place in the
course of the anode surface shaping by the field evapo-
ration at a constant electric field strength at the anode

Q 2πε0Er2,=

F πr2ε0E2/2.=

W 10πε0E2r3.=
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surface (56–58 V/nm), which corresponded to an evap-
oration rate of 0.2–1.5 atomic monolayers per second.
The diode voltage increased from 5.6 to 22.4 kV, pro-
portionally to the point tip curvature radius. Accord-
ingly, the energy of particles bombarding the copper
cathode varied from 6.9 × 10–12 to 4.5 × 10–10 J. Calcu-
lated by formula (3), the threshold value of the energy
necessary for initiating the vacuum discharge is 5.58 ×
10–11 J. This estimate is two orders of magnitude lower
than the values for the discharge initiation by micropar-
ticles broken from a flat anode. However, a specific
energy is constant (20.6 eV/atom) in the entire interval
of applied voltages. This energy is sufficient to produce
local melting and evaporation of the cathode material,
as well as for the complete evaporation of the particle,
resulting in the formation of a near-surface plasma with
a density close to the solid-state material density. It was
demonstrated [5] that the interaction of such plasma
with the cathode leads to the formation of an ecton
responsible for breakdown of the vacuum gap. 

Thus, microscopic fragments detached from the
point anodes occurring in ultimately high electric fields
(on the order of 1010–1011 V/m, which corresponds to
the athermal field evaporation of metals) are acceler-
ated to energies significantly greater than the heat of
sublimation. As a result, the particle size threshold for
the vacuum discharge initiation falls within a nanome-
ter range. The specific energies and velocities of such
accelerated particles not only exceed the corresponding
values achievable in the experiments with flat elec-
trodes but apparently reach a limiting possible level.
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 8      200
Indeed, an increase in the particle charge above the
level observed in the experiments with point anodes
unavoidably leads to the field evaporation and a
decrease in the charge of detached nanoparticles. 
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Abstract—The effect of stopping the levitation force relaxation was observed upon reversal of the supercon-
ductor magnetization. A model of the internal magnetic relaxation in levitating superconductors is proposed,
according to which both the magnetic moment and the force acting upon the sample are constant. © 2001 MAIK
“Nauka/Interperiodica”.
The magnetic flux creep leads to magnetic moment
relaxation in superconductors. The relaxation rate
sharply decreases upon reversal of the field magnetiz-
ing the sample [1–3] or under the action of a variable
magnetic field [4]. The authors of those papers failed to
explain this phenomenon assuming that it is caused by
a decrease in the creep rate in the volume of supercon-
ductors. (As is well known [5], the creep can only be
suppressed by increasing the vortex activation energy.)
Below we report on the results of the investigation of
the levitation force relaxation. We observed the effect of
the levitation stabilization. We believe that the nature of
the effect is related to the internal magnetic relaxation. 

We have measured the relaxation of the force hold-
ing a superconductor in the state of levitation below a
ring-shaped magnet. A sample of the fused YBaCuO
ceramics had the shape of a disk with a diameter of
10 mm and a thickness of 3.5 mm; the SmCo magnet
was 30 × 18 × 8 mm in size. The disk and magnet
planes were parallel and the common symmetry axis z
was vertical. The average magnetic field induction on a
level of the sample suspension was about 0.1 T and the
average induction gradient was ~0.3 T/cm. The sample
was cooled down to 78 K at the center of the magnet
and magnetized by moving along the z axis up to the
point of suspension either directly or with reversal. In
1063-7850/01/2708- $21.00 © 20674
the latter case, the sample was first moved down and
then returned to the suspension point. As a result, the
sample acquired a unipolar or bipolar magnetization,
whereby the magnetic moments of circulating currents
were oriented either parallel or antiparallel to each
other in the z axis direction. The current density at the
onset of relaxation was J(t0) = 4 × 103 A/cm2. The lev-
itation force F was equilibrated by a load P–G, where
P is the total weight of the sample and the loading
device (P > F) and G is a controlled force applied to the
loading device. The measurements were started at the
time instant t0 = 1 min after placing the sample at the
point of suspension. 

Figure 1a shows the plots of normalized levitation
force versus time for the direct magnetization (without
reversal), while Fig. 1b resents the time variation of the
levitation force in the case of the sample magnetization
with reversal. The F* value was normalized to the force
F0 acting in the absence of the magnetization reversal.
The force ratio at the beginning of relaxation deter-
mines the reversal coefficient f* = F*/F0 (here and
below, the values referring to the case of magnetization
reversal are denoted by asterisks; the subscript refers to

time, e.g., F*(t0) ≡  etc.) Note the following features
in the system behavior: (i) the reversal of the external
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Fig. 1. Relaxation of the levitation force: (a) unipolar magnetization, F0 = 0.35 (1), 0.21 (2), 0.14 H(3); (b) bipolar magnetization,

/F0 = 0.94 (1), (2) 0.89, 0.845 (3), 0.82 (4), 1 (5) (see Fig. 1a, curve 1); F0 = 0.35 H. F0
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magnetic field leads to the levitation force relaxation
stopping; (ii) the levitation stabilization time depends
on the reversal coefficient; (iii) the force F* remains
constant over the time period required for reducing the
nonreversal force F from F0 to f*F0; (iv) after this
period of time, the force F* starts decreasing at the
same rate as F. 

Let us consider relaxation of the force acting upon a
superconducting disk having a structure of opposite
azimuthal currents with a density Jθ. A resultant force
in the z direction is determined by integrating a ponder-
omotive force density JθBr over the superconducting
disk volume; Br is the radial magnetic induction com-
ponent, by which we may imply the external magnetic
field [6]. A calculation of the field generated by the ring
magnet showed that Br(r, z) ≅  Br(R, z)r/R, where R is the
disk radius. Assuming that the current density depends
only on the radius, Jθ = Jθ(r), we may write an expres-
sion for the force as 

(1)

where Φ is the magnetic flux passing through the side
surface of the disk and M* is the disk magnetization in
the z direction. For a bipolar current structure, the mag-
netization is 

(2)

where r* is the radius of the surface separating regions
with opposite circulating currents. We use the Been
model according to which the currents are distributed
with a constant density (for simplicity, the subscript “θ”
at the current density J is omitted). In the case of a uni-
polar magnetization, M = M*(r* = R) = JR/3. 

In relationship (1), the magnetic flux Φ is indepen-
dent of time; therefore, variation of the force with time
is due to a change in the magnetization. The current
density relaxation can be described as J(t > t0) =
J(t0)α(t), where α(t) < 1 is the current relaxation coef-
ficient. According to a linear theory of the magnetic
flux creep [5], 

(3)

where U is the effective activation energy. Since the
unipolar magnetization is proportional to the current
density (M ~ J), the current density, magnetization, and
force possess the same relaxation coefficient: α(t) =
J(t)/J0 = M(t)/M0 = F(t)/F0. Figure 2a shows a radial
distribution of the magnetic induction in the case of a
unipolar magnetization. During the creep, the vortices
move to the side surface of the disk (r* = R) and escape
from the sample. As a result, the induction gradient and
the current density decrease (assuming the distribution
preserves its linearity [7]). This is a well-known mech-
anism of the magnetic relaxation (referred to as the

F* ΦM*,=

M*
1
3
---JR 2 r*/R( )3 1–[ ] ,=

α t( ) 1
kT
U
------ t

t0
---,ln–=
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“open” type), which is related to the flow of vortices
passing through the superconductor surface. 

In the case of a bipolar magnetization, the initial dis-
tribution of the magnetic induction is described by a
broken line (Fig. 2b) comprising linear portions 1' and 1".
During the creep, the vortices move to the side of lower
vortex density, that is, toward the boundary r* between
the regions 1' and 1"). This boundary will also move if
the flows from regions 1' and 1" are unequal. Let us
consider the case when the flow from region 1' exceeds

the counterflow (r*(t0) > R/ ). We will assume that (i)
the induction gradients in regions 1' and 1" decrease at
the same rate and (ii) both regions retain linear flux pro-
files. Under these conditions, the distributions 1' and 1"
rotate by the same angle around the centers O(t) and Bs,
respectively (Fig. 2b). (The point O(t) determines the
average vortex density in region 1' at a given time
instant). The angle between lines 1' and 1" increases,
while the angle vertex travels along the curve c toward
point Bs (i.e., the boundary r* tends to R). We may write
a differential equation 2α(dr*/dα) = R – 4r*/3 and inte-
grate it to obtain 

(4)

where αi ≡ α(ti), ti is the time instant at which r* reaches
the side surface. Using formulas (2) and (4), the coeffi-
cient of relaxation of the bipolar magnetization can be
written as 

(5)

Expanding this expression in powers of 1 – αi/α(t) and
1 – αi and retaining the terms up to the third power, we
obtain 

(6)

23

r* t( ) 1
4
---R 3 α i/α t( )( )2/3+[ ] ,=

β* t( ) = 
M* t( )
M* t0( )
----------------- = 
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Fig. 2. Magnetic induction distribution in a disk with
(a) unipolar and (b) bipolar magnetization at t = t0 (1, 1'–1")
and t ≥ ti (2); Bs is the induction at the side surface. 
1



676 SMOLYAK et al.
From Eq. (6) we infer that the magnetization
increases with time: for t ≤ ti, α(t) ≥ α(ti) and β*(t) > 1. A
relative change of the magnetization during the time ti

is 1 − β*(ti) = –(1 – αi)3/36αi . This quantity can be esti-
mated assuming that M*(ti) = M(ti) and αi = β*(ti)f*,

where f* = /M0 = /F0 is the reversal coefficient.
For f* = 0.8, we obtain |1 – β*(ti)| ≅  3 × 10–4 which
implies that a change in the magnetization during the
time ti is negligibly small. Thus the current density and
its distribution in the volume change so that the mag-
netic moment remains unaltered. 

Therefore, an internal magnetic relaxation takes
place, whereby the magnetic flux is redistributed in the
sample. During this, the field state at the sample bound-
ary remains unchanged and, hence, the total force act-
ing upon the system of closed currents is constant. The
internal relaxation time can be estimated assuming that
β*(ti) = 1 and α(ti) = f*. Using formula (3), we obtain 

(7)

This relationship provides a good description of the
results of measurements of the levitation stabilization
time (the value U/kT = 30 was determined as reciprocal

M0* F0*

ti t0 1 f *–( ) U
kT
------ 

  .exp=
T

to the logarithmic relaxation rate (dF/dlnt)/F0 for
curve 1 in Fig. 1a). At t = ti , the system goes out of the
internal magnetic relaxation state possessing a homo-
geneous current structure with a current density J(ti) =
J0α(ti). Subsequent relaxation proceeds by a mecha-
nism of the open type. 

REFERENCES
1. M. R. Beasly, R. Labush, and W. W. Webb, Phys. Rev. B

181, 682 (1969).
2. K. Kwasnitza and Ch. Widmer, Physica C (Amsterdam)

184, 341 (1991).
3. K. Kwasnitza and Ch. Widmer, Cryogenics 33, 378

(1993).
4. É. V. Matizen, P. P. Bezverkhiœ, and V. G. Martinets, Zh.

Éksp. Teor. Fiz. 111, 1047 (1997) [JETP 84, 578 (1997)].
5. Y. Yeshurun, A. P. Malozemoff, and A. Shaulov, Rev.

Mod. Phys. 68, 911 (1996).
6. L. D. Landau and E. M. Lifshitz, Course of Theoretical

Physics, Vol. 8: Electrodynamics of Continuous Media
(GITTL, Moscow, 1957; Pergamon, New York, 1984).

7. G. Blatter, M. V. Feigelman, V. B. Geshkenbein, et al., Rev.
Mod. Phys. 66, 1125 (1994).

Translated by P. Pozdeev
ECHNICAL PHYSICS LETTERS      Vol. 27      No. 8      2001



  

Technical Physics Letters, Vol. 27, No. 8, 2001, pp. 677–678. Translated from Pis’ma v Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 27, No. 16, 2001, pp. 27–31.
Original Russian Text Copyright © 2001 by Za

 

œ

 

ko.
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Abstract—Wave propagation in the ideal liquid flowing in a cylindrical circular channel is described. The
channel is considered as an elastic shell and the interaction of density and pressure waves in the liquid with
elastic waves in the walls is taken into account. It is shown that the flow may exhibit instability under certain
conditions. Conditions for the convective and absolute instability development are determined. The pattern of
instability development and the onset of turbulence in this model differs from the analogous scenario in a vis-
cous liquid model. © 2001 MAIK “Nauka/Interperiodica”.
Consider a stream of liquid (or gas) flowing in a cir-
cular channel (tube) with the cross section area A = πa2,
where a is the tube radius. Assuming that A is sufficiently
small, the liquid density and velocity in this channel can
be described in an approximation taking into account
only the velocity component v along the tube axis. The
corresponding one-dimensional problem is described by
a system of equations in terms of A, v, and the pressure p
depending on the longitudinal coordinate x only [1]. 

Following Lamb [1], we write a set of equations in a
dimensionless form using the following quantities as the
time, length, and pressure units, respectively:

Here ρ0 is the liquid density, ρ is the density of the
channel wall material, h is the wall thickness, and E is
the Young modulus of the wall. 

The initial system of equations can be written as

(1)

where t is the dimensionless time and subscripts denote
partial derivatives. The first equation in system (1) rep-
resents the equation of continuity, the second is the
equation of motion in Euler’s form, and the third rela-
tionship described elastic waves in the channel wall
considered as an elastic shell (tube). The term RAxxxx

takes into account the interaction between waves in the
stream and bending waves in the wall, which becomes
significant for the wavelengths λ ≤ (ah)1/2 [2]; the quan-

tity R = [3(1 – µ2)ρ2] is the so-called cylindrical rigid-
ity, and µ is the Poisson coefficient [2]. In this form, the
last equation in system (1) was used to study the waves
in cylindrical shells arising under the action of a distrib-

T
ρa2

E
--------, L

ρah
2ρ0
---------, P

Eh
2a
-------.= = =

At Av( )x+ 0,=

v t vv x px+ + 0,=

Att RAxxxx A p–+ + 0,=

ρ0
2
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uted external load [3]. This relationship can be derived
from rigorous equations describing the waves in cylin-
drical shells [4], in which only the terms most significant
in the approximation considered are retained. The rela-
tive pressure is unity (p = 1) at the points where the flow
velocity is equal to the average value (v  = v0).

Let us consider the case of small-amplitude waves
and represent variables in the form v  = v0 + v ', A = 1 + A',
and p = 1 + p', where v ' ! v 0, A' ! 1, and p' ! 1.
A solution to the linearized Eqs. (1) will be found in the
form of ~exp(ikx – iωt). Substituting this expression
into the initial system yields a dispersion relationship
between wavenumber k and frequency ω:

(2)

Figure 1 shows a solution to Eq. (2) for various v 0
and a curve of the marginal stability v 0(k), which is
obtained from (2) assuming the absence of increasing
solutions of the linearized system:

(3)

This curve with minimum v 0m = v 0(km) has a shape
characteristic of such problems (Fig. 1). Here and
below, the imaginary part of the frequency is
Im(ω(k)) = 0, while above Im(ω(k)) ≠ 0. Therefore, the
v0(k) curve separates the regions of stable and unstable
motion of liquid in the channel. In the region of v0 < v0m,
the flow is stable: any small perturbation does not
increase with time and the motion remains one-dimen-
sional for an arbitrary long time. Indeed, multi-
dimensional perturbations arising on the background of
the one-dimensional flow possess a greater energy than
the one-dimensional perturbations. For v 0 > v 0m , the
perturbations with wavenumbers in a small vicinity of
km grow and violate the one-dimensional flow charac-
ter. The size of this instability region in the vicinity of
km varies as ~(v 0 – v 0m)1/2.

D ω k,( ) 1 Rk4 ω2–+( )k2 kv 0 ω–( )2– 0.= =

v 0 k( ) 1
k
--- 1 k2+( ) 1 Rk4+( ).=
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According to the theory of instabilities [5], an insta-
bility is absolute (convective) if the curve Im(ω(k))
[obtained from (2)] is lying on the plane of the complex
variable ω farther (closer) from the real frequency axis
than the line ω = ωs(k) containing zeros of the function
Dk(k(ω), ω) or the branching points of the function k(ω)
[also obtained from (2)]. An equation for ωs(k) is deter-
mined by solving the system of equations D(k(ω), ω) = 0
and Dk(k(ω), ω) = 0 and has the form

(4)

For k < k1 = 1/4 , the curve
ωs(k) passes along the real axis on the complex fre-
quency plane, while for k > k1 this curve goes to the
complex plane as depicted in Fig. 1. The condition of
coincidence of k1 and k2 (determining the right-hand

ωs k( ) k

1
2
3
---k

2
+

-----------------=

× 5
6
---v 0

25
36
------v 0

2 2
3
--- 1 v 0

2–( ) 1
2
3
---k2+ 

 +±
 
 
 

.

v 0
2 24+( )/ v 0

2 1–( )

3

2

1

0.38 1.10 1.460.74

1
2

3

4

k
k2

k1kn

1
2

v0(k)

v0n

Fig. 1. Solutions to Eq. (2) and the curve of marginal stabil-
ity (3) for R = 0.51: (1) ω(k) function for v0 = 1.7 < v0m;
(2, 3) Re(ω(k)) and Im(ω(k)) for v0 = 1.89 > v0m , respec-
tively; (4) the curve of singular points D(k(ω), ω) obtained
from Eq. (4).

120

60

1 2 3 4 5 6 7 8
v0

R
Stability Absolute

instability

Fig. 2. The R(v0) curves obtained from Eqs. (5) and (6)
(right- and left-hand boundaries of the shadowed region,
respectively) separating the (R, v0) plane into three regions
with different character of the stability of solutions to the
linearized system (1). The narrow shadowed region corre-
sponds to the convective instability.
TE
boundary of the instability region (Fig. 1) yields an
equation for the boundary between the regions of con-
vective and absolute instability in the (Rv 0) plane
(depicted by the right-hand curve in Fig. 2):

(5)

The left curve in Fig. 2 represents a boundary between the
regions of stability and convective instability. This curve
is obtained by solving the equation R = R(km), where

(6)

The results indicate that an allowance for the bend-
ing rigidity of the channel walls leads to the appearance
of a new mechanism of the energy transfer (redistribu-
tion) in the spectrum as compared to the case of viscous
flow. The new mechanism is based on the excitation of
elastic waves in the channel walls by waves in the liq-
uid. This, in turn, accounts for a different scenario of
the transition to the turbulent regime in the channel
with elastic walls, which was experimentally observed
by Krindel and Silberberg [6]. 

On the one hand, an allowance for the interaction
between waves in the liquid and elastic waves in the
walls results in that (even for a very small interaction,
R  0) the axisymmetric flow is unstable with respect
to small perturbations (in the absence of this interac-
tion, the flow possessed both convective and absolute
stability at any velocity v 0 [2]). 

On the other hand, a sufficiently strong interaction
ensuring the transfer of a considerable fraction of
energy from waves in the liquid to elastic waves in the
wall leads to a delay in the development of instability in
the flow and in the passage to the turbulent regime.
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Abstract—A stationary temperature state of a polar polymer dielectric exposed to an electric field is studied.
A special feature of the dielectrics of this type is the presence of a maximum in the loss factor ε''(T) above the
glass transition temperature. Using an approach based on the Kirkwood formula for ε''(T), exact solutions to a
nonlinear model problem are obtained. These solutions show the multiplicity of the stationary temperature
states and the surface of these states in the “load–ambient temperature” space of parameters exhibits a topolog-
ical singularity of the “fold” type. © 2001 MAIK “Nauka/Interperiodica”.
1. Introduction. As is well known, the thermal state
of a dielectric exposed to an electric field E may be
unstable. In the region of high temperatures, the devel-
opment of such instabilities terminates at a thermal
breakdown. Limitation of the thermal breakdown cur-
rent in dielectric structures leads to interesting electro-
kinetic phenomena accounting for a nonlinear character
of the current–voltage (I–U) and capacitance–voltage
(C–U) characteristics and for some other effects [1]. 

Such dissipative effects arise due to a strong depen-
dence of the volume heat evolution qv on the tempera-
ture T described by the formulas 

(1)

(2)

where ω and E are the frequency and strength of the
external electric field, ε'' is the loss factor, W is the acti-
vation energy, and k is the Boltzmann constant. A phe-
nomenological theory of the electrothermal state of this
system reduces to solving a nonlinear problem
described by a thermal conductivity equation with the
source term qv. 

A number of results were reported for such prob-
lems with a smooth ε'' functions, including those of the
type (2) [2, 3]. At the same time, it is interesting to ana-
lyze the electrothermal state of a dielectric featuring a
nonmonotonic ε''(T) behavior (e.g., with a maximum),
which is characteristic of a large class of polar polymer
dielectrics such as PET and PVA. (Fig. 1). The non-
monotonic character of ε''(T) may account for the
appearance of several stationary temperature states.
Transitions between these states in continuous dielec-
tric films may proceed by an autowave mechanism.
Some experimental data and estimates were reported
in [4]. In that case, the stable temperature states and the

qv ωε0ε''E2,=

ε'' ε0'' W /kT–( ),exp=
1063-7850/01/2708- $21.00 © 20679
temperature autowaves represented dissipative struc-
tures of the simplest types [5]. For dielectric samples of
a finite thickness (modeled, e.g., by a flat capacitor), we
may also expect a multiplicity of stationary temperature
states of the system. Let us consider this problem in
more detail. 

2. Model description. Consider a one-dimensional
model representing a thin plane capacitor with a dielec-
tric of thickness 2h possessing a thermal conductivity λ.
The dielectric occurs in an electric field E = E0sinωt
with the frequency ω > ωM (ωM = σ/εε0 is the Maxwell
frequency and σ is the electric conductivity). In this
system, E(x) = const (as follows from the condition
divjtot = div(σ · E(x)) = 0, where jtot is the total current
in the dielectric). The stationary temperature field T(x)
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300 350
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Fig. 1. The sources of bulk heat evolution described by
(1) the Kirkwood formula (6) and (2) the model (7). 
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in the system is determined by solving the following
nonlinear problem: 

Here qv is the source function determined by formula (1),
α is the coefficient of heat transfer, and T0 is the ambi-
ent temperature. The solutions of Eq. (3) with boundary
conditions (4) or (5) of types III or I, respectively, cor-
respond to the stationary states of the system. 

As is well known [6], the loss factor ε''(T) in some
polar dielectrics is satisfactorily described by the Kirk-
wood formula 

(6)

where ω is the frequency of the applied electric field E,
τr = τ0exp(W/kT) is the relaxation time, βd is the distri-
bution parameter, and W is the activation energy. A sig-
nificant nonlinearity of ε''(T) allows us to ignore the much
weaker temperature dependences of λ and α. Expanding
the term exp(W/kT) in Eq. (6) and taking into account the
asymptotic behavior of βdln(ωτr)] in the region
of Tg (a maximum in ε''(T)), we obtain the following
expression: 

(7)

Introducing the dimensionless load 

(8)

dimensionless temperature 

(9)

the Biot number 

(10)

and dimensionless coordinate 

(11)

d
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the system (3)–(5) can be reduced to the following
form: 

where Eqs. (13) and (14) are the boundary conditions of
types III and I, respectively. The form of a model source
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) determined with allowance for (7) at 
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is depicted in Fig. 1. In system (12)–(14), the solution
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 0 corresponds to the temperature states on the left
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 is the dimensionless temperature of
the dielectric surface. Thus, the solution 
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) to equa-
tion (12) with boundary conditions of type I depends on
two parameters, the load 

 

β

 

 and the dielectric surface
temperature 
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0
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). A solution to the same
problem with boundary conditions of type III depends
on an additional dimensionless parameter Bi. 

 

3. Solving model equations.

 

 System (12)–(14) can
be integrated, and the exact solution can be written for
the boundary conditions of both types. Let us consider
a solution describing the temperature field 

 

ϑ

 

(x) for the
boundary conditions of type I.

3.1. V0 ≤ ϑ  < ϑm ≤ 0. In this case, 

(15)

3.2. V0 ≤ 0, ϑm ≥ 0, ϑ(x) ≤ 0. [For ϑ(x) ≥ 0, the solu-

tion corresponds to Eq. (19).]. For ϑm ≤ –ln(2 – ), 

(16)

For ϑm ≥ –ln(2 – ), 

(17)

In both cases, the constants A and B are expressed as 

(18)

where the minus and plus signs under the square roots
refer to Eqs. (16) and (17), respectively. 

d2ϑ
dy2
--------- β ϑ–( ) 2  – ϑexp–( )exp+ 0,=

dϑ
dy
-------

0

 = 0 dϑ
dy
-------
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 = Bi ϑ ±1 V0–( ),+−
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0

 = 0 ϑ ±1 = V0,

 

(12)

(13)

(14)
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2 c Ycosh+
---------------------------,ln=

Y y β A–( ) 4 c2– 
  B.ln–=

2

ϑ x( ) 4 c2+
2 c Ysinh+
--------------------------.ln=

A
1

4 b2–
------------------ 2 b2–

b
--------------,arccos=

B
c

4 c2+− 1 c2+− 2 c2+−+
---------------------------------------------------------= ,
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Fig. 2. The temperature ϑm at the center of the dielectric layer plotted in the space of parameters (β, V0) for  = –5. V0
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3.3. V0 ≥ 0. In this case, 

(19)

In all expressions (15)–(19), the coefficients are 

ϑ x( ) 2 b y β 4 b2–( )cos+

4 b2–
-------------------------------------------------------ln .=

a 2 ϑ m( ),exp–=

b 2 ϑ m–( ),exp–=

c2 b2 2– .=
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where ϑm is the maximum dimensionless temperature
(at the center of the dielectric layer). The condition 

 =  

gives an implicit dependence ϑm = f(β, V0). 
4. Discussion of results. In the most interesting

case of V0 < 0, ϑm > 0, corresponding to the distribution
T(x) in the interval containing the region of maximum
ε''(T) in the vicinity of Tg (section 3.2), the solution is 

β ϑd

qv U( ) Ud
ϑ

ϑ m∫
-----------------------------------

V0

ϑ m∫
(20)

β 1

4 b2–
------------------ 2 b2–

b
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1

2 b2+
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2 b2+ b2 1– b2+( ) V0( )exp

2 b2+ 2 V0( )exp–( )2 b2 2–+ 2 b2 2 V0( )exp–+ +
------------------------------------------------------------------------------------------------------------------------------

 
 
 

.ln
Figure 2 shows the shape of the surface ϑm =
ϑm(β, V0) representing a multivalued function of the
parameters. Consider a ϑm cross section corresponding

to a fixed temperature  of the dielectric surface. The
ascending ϑm branches correspond to the stable temper-
ature states of the system, while the descending branch
represents unstable states. As the load is gradually
increased (e.g., by increasing the applied voltage U =
E2h, the system passes from state 1 to 2 and then exhib-
its a jump to state 3. A subsequent decrease in the load
is accompanied by the passage from state 4 to 3 and
drops to state 1. 

V0*
In this case, the system exhibits a hysteresis that was
experimentally observed when studying the perfor-
mance of PET capacitors under the conditions of large
reactive powers ωcU2. The multivaluedness of ϑm van-
ishes for V0 ≥ 0 (T0 ≥ Tg). According to the catastrophe
theory, the ϑm(β, V0) surface possess a characteristic
singularity of the “fold” (A3) type [7]. 

An analysis of the interesting problems of dynamics
of the transitions between states 1–2–3–4 falls outside
the framework of this publication. 

Conclusions. 1. Using an approach based on the
Kirkwood relationship describing the variation of the
1
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loss factor ε''(T) for a broad class of polar dielectrics,
exact solutions to a nonlinear model problem of the
thermal stability of such dielectrics in a variable elec-
tric field were obtained. 

2. For certain values of the problem parameters (the
temperature V0 of a plane capacitor surface and the
load β), the system is characterized by a multiplicity of
the stationary temperature states. 

3. In the space of parameters (β, V0), the temperature
ϑm at the center of the dielectric layer is described by a
multivalued surface possessing a topological singular-
ity of the “fold” type. 
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Abstract—An analytical formula is derived describing an increase in the bandgap width for a quantum cluster
considered as an inclusion of the simplest shape (spherical or flat) featuring an arbitrary lattice mismatch with
the surrounding matrix. A phenomenological relationship is introduced between this quantity and the stressed
boundary relaxation parameter considered as the fitting parameter. The relaxation is small (or even absent) in a
system with quantum wells and is completely manifested in a system with quantum dots. © 2001 MAIK
“Nauka/Interperiodica”.
Deformations are known to lead to significant
changes in the energy spectra of semiconductors, in
particular, to an increase in the bandgap width. This
effect is related predominantly to the dilatation phe-
nomenon (a strain-induced change in the crystal vol-
ume). The dilatation is related to the pressure equal to
one-third of the stress tensor trace. The dependence of
the bandgap width on the pressure is thoroughly studied
in the physics of semiconductors [1]. This phenomenon
becomes especially important in the theory of quantum
clusters in semiconductors, such as quantum wells and
quantum dots. Because of a lattice mismatch between
the cluster and the surrounding matrix, the pressure
inside the cluster may be rather large so as to signifi-
cantly influence the spectrum of levels in the cluster. 

The problems related to the calculation of the elastic
stress fields at the quantum dots were considered in [2, 3].
Despite the highly sophisticated methods employed,
the results of those calculations were rather ambiguous.
This is related to the fact that the lattice mismatch at the
cluster boundaries is set by assuming that no stress field
relaxation takes place at these boundaries. This
assumption disagrees with the observed spectrum of
recombination radiation from InAs quantum dots
occurring in the GaAs matrix. 

Below we propose a new method based on introduc-
ing a phenomenological parameter describing the stress
field relaxation at the cluster boundaries. Is is believed,
in combination with a simple cluster model also
described in this paper and a simple theory of the spec-
trum of electron states developed previously [4], that this
parameter ensures the determination of the stress field
relaxation parameter at the cluster boundary using the
spectrum of recombination radiation from the clusters. 

Pressure inside a cluster. Quantum wells contain-
ing a narrow-bandgap material are usually character-
ized by the lattice constant of the virtual crystal exceed-
ing that of the surrounding matrix. For this reason, the
1063-7850/01/2708- $21.00 © 20683
quantum well material is contracted. The contraction
must be especially strong in the case of quantum dots,
which are frequently composed of pure narrow-band-
gap materials. In such a system, the difference ∆a
between the lattice constants of cluster and matrix is
maximum. The contraction leads to an increase in the
bandgap width of the cluster (quantum well or quantum
dot) due to a pressure developed inside the cluster.
According to the known experimental data summarized
in [1], the dependence of the bandgap width on the
pressure in most of the AIIIBV semiconductors is
described by increasing function. For the pressures
below 20 kbar, the slope K of this increase is 

(1)

If the pressure p is expressed in GPa, the relationship
between the bandgap width and pressure can be written as 

(2)

where δEg is the pressure-induced bandgap increment
(in eV). As will be demonstrated below (for both the
spherical geometry of a quantum dot and the planar
geometry of a quantum well), the pressure in both sys-
tems can be described by the same function of the rela-
tive effective lattice mismatch parameter f: 

(3)

where E is the Young modulus (GPa) and ν is the Pois-
son coefficient. Substituting formula (3) into relation-
ship (2), we obtain an expression relating the increase
in the bandgap width to the lattice mismatch parameter: 

(4)

Let us introduce a new phenomenological quantity
ρ called the relaxation parameter. For this purpose, the

K 12 meV/kbar.=

δEg 0.12 p, eV,=

p
2
3
--- E

1 ν–
------------ f ,=

δEg 0.08
E

1 ν–
------------ f , eV.=
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lattice mismatch parameter f can be presented in the fol-
lowing form: 

(5)

where a is the lattice constant of the matrix, ∆a is the
difference between the lattice constants of a pure nar-
row-bandgap cluster material and the matrix (since the
lattice constant of a wide-bandgap matrix is usually
smaller than that of the narrow-bandgap cluster, the lat-
ter exhibits contraction and, hence, ∆a is positive), and
x is the fraction of the pure narrow-bandgap material in
the solid solution of the cluster material (quantum well
or quantum dot). In the proposed approach, the param-
eter ρ describing the relaxation of the cluster–matrix
heteroboundary is considered as an unknown variable
quantity. If the boundary is stressed and contains no misfit
dislocations, this relaxation parameter is ρ = 0. If the
boundary is not stressed (i.e., relaxation takes place), we
have ρ = 1 (here, the mismatch parameter f is zero). 

For a cluster composed of the InxGa1 – xAs solid
solution, we obtain ∆a = 4 × 10–9 cm and a = 5.7 ×
10−8 cm, so that 

(6)

In this case, the lattice mismatch parameter can be
expressed as 

(7)

For semiconductors based on InAs, we may take
E = 50 GPa and ν = 1/3 [2]. Then formula (3) can be
written as 

(8)

Substituting (8) into (4), we exclude the pressure
and obtain a formula describing an increase in the band-
gap width: 

(9)

Let us consider the magnitude of the relaxation
parameter ρ introduced for the cluster–matrix heter-
oboundary. In the case of a quantum well, the boundary
is flat and the lattice mismatch is relatively small, so
that we may naturally assume that the relaxation is
absent and ρ = 0. In the case studied previously[4], we
dealt with a quantum well of the composition
In0.2Ga0.8As (x = 0.2) for which δEg = 0.08 eV. Here and
below, all energies are calculated to within 0.01 eV,
since a better accuracy cannot be reached because the
relaxation parameter ρ is unknown. An increase in the
bandgap width inside a quantum dot made of a pure
InAs is five times greater than the above value, reaching
0.40 eV (this value even exceeds the initial bandgap

f
∆a
a

-------x 1 ρ–( ),=

∆a
a

------- 0.07.=

f 0.07x 1 ρ–( ).=

p 3.5x 1 ρ–( ).=

δEg 0.42x 1 ρ–( ), eV.=
TE
width equal to 0.35 eV). No electron levels would exist
in such a quantum dot, which contradicts the experi-
ment. From this we infer that the boundary of a cluster
of the quantum dot type does not feature a pseudomor-
phous (i.e., stressed and dislocation-free) state. This is
probably related to the conditions of growth of an InAs
quantum dot pyramid arranged with its wide base on
the InAs wetting layer. As the wetting layer is over-
grown with gallium arsenide, the InAs pyramids are
gradually “flooded” with GaAs. Under these condi-
tions, we may naturally expect that no stretched GaAs
crystal would form surrounding the InAs pyramid.
Note that we cannot strictly prove the condition f = 0 for
this cluster boundary and only make the simplest
assumption. Therefore, these calculations possess
mostly an illustrative character and the numerical val-
ues are by no means unambiguous. However, the pro-
posed theory is quite simple and the calculations can be
refined as soon as new experimental data appears to
provide for a more reasonable selection of the relax-
ation parameter. 

A final result for the bandgap width inside the clus-
ter is given by formula (10) together with an empirical

expression describing the bandgap width  for an
unbounded solid solution. For example, such an expres-
sion for InxGa1 – xAs is as follows [5]: 

(10)

The corresponding formula for the bandgap width
inside the cluster is 

(11)

Let us compare the result of Eg calculations by this for-
mula for a quantum dot (Eg = 1.23 eV) to the value
adopted previously (Eg = 1.21 eV) [4]. Of course, we
may simply ignore a difference of 0.02 eV, but an
attempt at eliminating this discrepancy using the relax-
ation parameter ρ yields ρ = 0.25, which is also quite a
reasonable result.

Now we will consider the derivation of formula (3)
for the pressure inside clusters of the simplest shapes
(spherical and flat). 

Elastic fields for a spherical quantum dot model.
Let the crystal lattices of the quantum-confined struc-
ture and the surrounding matrix be characterized by the
parameters a1 and a2, respectively. Within the frame-
work of a linear theory, the elastic fields caused by the
lattice mismatch ∆a = a1 – a2 are proportional to the
mismatch parameter: f = ∆a/a1. 

A spherical quantum dot with a radius R0 can be rep-
resented as an elastic dilatational conclusion. This sys-
tem is modeled [7, 8] by an elastic ball of radius R0
inserted into a spherical cavity having a volume smaller
by ∆V than the inclusion volume. Owing to the symme-
try, the field of displacements both inside ball (u(1)) and

Eg
x

Eg
x 1.43 1.48x– 0.41x2.+=

Eg 1.43 1.06x– 0.42xρ– 0.41x2.+=
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outside ball (u(2)) possesses only a radial component
depending on the radial coordinate r [7]: 

(12)

(13)

where ν is the Poisson coefficient. The elastic moduli of
the quantum dot and the surrounding matrix are
assumed to be equal. The constant C is determined
from the boundary condition 

, (14)

which yields 

(15)

The second formula (13) takes into account that the vol-
ume difference ∆V can be related to the mismatch
parameter as 

(16)

The field of displacements (11) and (12) determines the
deformation tensor components (expressed in a spheri-
cal coordinate system): 

(17)

(18)

The dilatation is defined as 

.

This value is constant inside a quantum dot: 

(19)

and vanishes outside the dot: 

(20)

Using Eqs. (17), (18), and Hooke’s law, we obtain
expressions for the elastic stress field: 

(21)

ur
1( ) 2 1 2ν–( )

1 ν+( )
----------------------- C

R0
3

-----r,–=

ur
2( ) C

r2
----,=

4πR0
2 ur

2( ) ur
1( )–( ) r R0= ∆V=

C
1 ν+

12π 1 ν–( )
--------------------------∆V or C

1 ν+
3 1 ν–( )
--------------------R0

3 f .= =

∆V 4πR0
3 f , or ∆V /V 3 f .= =

εrr
1( ) εϕϕ

1( ) εθθ
1( ) 2 1 2ν–( )

3 1 ν–( )
----------------------- f ,–= = =

εrr
2( ) = 

2 1 ν+( )
3 1 ν–( )
--------------------

R0
3

r3
----- f , εφφ–  = εθθ = 

1 ν+
3 1 ν–( )
--------------------

R0
3

r3
----- f .

δ εkk

k

∑=

δ 1( ) 2 1 2ν–( )
1 ν–

----------------------- f ,–=

δ 2( ) 0.=

σrr
1( ) σϕϕ

1( ) σθθ
1( ) 2E

3 1 ν–( )
-------------------- f ,–= = =
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(22)

where E is the Young modulus. Accordingly, the pres-
sure defined as 

is given by formula (3) inside the quantum dot and is
zero outside the dot. 

Elastic fields for a flat quantum well model. Let
us select a Cartesian coordinate system with the y axis
perpendicular to the surfaces bounding the well. The
axes x and z are parallel to the surfaces and to the crys-
tallographic directions in which the mismatch f is set.
The elastic deformations and stresses outside the well
are absent, while those inside the well are determined
by the relationships 

(23)

(24)

Accordingly, the dilatation inside the well is 

(25)

Thus, we have proved that the pressure inside a con-
tracted quantum well or quantum dot can be described
by a common expression (3). 
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Abstract—The possibility of implementing a highly efficient low-radioactive thermonuclear fuel cycle using
deuterium as the raw material (primary fuel) is justified. The energy production is ensured mostly by the D–3He
reaction, with 3He obtained in the course of the reactor operation. It is shown that, under certain conditions,
neutrons account for only ~5% of the total thermonuclear output power and the neutron power flux to the first
wall is qn < 0.5 MW/m2. © 2001 MAIK “Nauka/Interperiodica”.
A mixture of deuterium D and light helium 3He is
one of the most promising alternative types of thermo-
nuclear fuel. An attractive feature of the nearly
equicomponent D–3He mixture is the possibility of cre-
ating a low-radioactive thermonuclear reactor with a
first wall lifetime exceeding 40 years, which is due to a
low neutron power flux to the wall (qn < 0.5 MW/m2).
A serious problem encountered in the realization of the
equicomponent D–3He fuel cycle is related to the fact
that no commercially significant source of the 3He iso-
tope is available on the Earth. One of the possible solu-
tions is the delivery of 3He from the Moon [1].

Below we will consider alternative variants in which
the primary fuel (raw material) is deuterium—a com-
paratively cheap and readily available isotope, while
3He is produced and employed in the same reactor. Pre-
liminary kinetic analysis showed that a high efficacy
can be reached using both a D–3He cycle [2–4] and a
catalyzed D–D cycle [4]. The purpose of this study was
to consider the possible variants of the D–3He cycle
with 3He self-supply and to estimate the parameters of
a thermonuclear plasma and a magnetic plasma con-
finement system ensuring the low radioactivity and
high efficiency of the energy production.

A deuterium-containing plasma features the follow-
ing simultaneous reactions:

(1)

(2)

(3)

(4)

Owing to a high rate of reaction (4), a considerable
proportion of the tritium produced by reaction (2) inter-
acts with deuterium. The parameters of fuel cycles

D D n 2.45 MeV( ) He3 0.817 MeV( ),+ +

D D p 3.02 MeV( ) T 1.01 MeV( ),+ +

D He3 p 14.68 MeV( ) He4 3.67 MeV( ),+ +

D T n 14.1 MeV( ) He4 3.5 MeV( ).+ +
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based on the deuterium reactions (1)–(4) depend to a
significant extent on the ratio of fuel components

(5)

where j = 3He or T. Figure 1 shows a plot of the ignition
(break-even) criterion nτT versus the relative amount of
3He. The optimum values of the plasma temperature fall
within the range T = 50–70 keV. Figure 1 is plotted for
T = Tmin, which is the temperature corresponding to the
minimum nτT value for a given . The ignition crite-

rion was calculated using the reaction cross sections
taken from data base [5] and the bremsstrahlung losses
calculated by formulas [4] taking into account the
quantum and relativistic effects.

r j n j/nD,=

r
He

3

1024

1023

10–2 10–1 100 101

nτT, m–3 s keV

n3He
/n0

Fig. 1. Plots of the ignition criterion nτT versus relative con-
tent of 3He in the cycle at T = Tmin for γT = 0 (solid curve)
and 1 (dashed cure).
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The tritium burn-up in the plasma is characterized
by the quantity γT equal to the ratio of the number of tri-
tium nuclei burning per unit time to the number of these
nuclei produced during the same time. In a low-radio-
activity thermonuclear reactor, the relative neutron
yield ξn = Pn/Pfus (Pfus is the fusion power and Pn is the
neutron flux power) must be on a level of ~0.1. In order
to reduce the flux of neutrons with an energy of
14.1 MeV, it is necessary to ensure the forced removal
of tritium from the plasma. This can be achieved, for
example, by the so-called selective pumping [6], which
also removes some other products of reactions (1)–(4)
including p, 3He, and 4He.

Figures 2 and 3 show the tritium burn-up fraction γT
and the neutron yield ξn , respectively. In order to pro-
vide for ξn = 0.1–0.15, it is necessary that the relative
fraction of 3He would be  ~ 0.2. In a reactor using

only the natural deuterium fuel and intended for the 3He
production, the possible sources of 3He are reaction (1)
and reaction T  3He + e + 0.018 MeV. In the latter
case, tritium can be provided either by reaction (2) or
by a reaction in the blanket: n + 6Li  T + 4He +
4.8 MeV; n + 7Li  T + 4He + n – 2.47 MeV (with an
allowance for the neutron multiplication n + 9Be 
24He + 2n – 1.67 MeV. Theoretically, the use of the
neutron-multiplier materials may provide for KD–D ≈
KD−T > 2, where KD–D (KD–T) is the number of tritium
nuclei produced in the blanket per one D–D (D–T) neu-
tron generated in the plasma. In the case under consid-
eration,  = 0.1–0.2 and Tmin ≈ 70 keV.

As is known, an increase in the plasma temperature
leads to a sharp growth in the cyclotron losses. For this

r
He

3

r
He

3

T = 50 keV

T = 70 keV

1.0

0.8

0.6

0.4

0.2

0 0.2 0.4 0.6 0.8 1.0
n3He

/n0

γT

Fig. 2. Plots of the tritium burn-up fraction versus relative
content of 3He in the cycle at two temperatures for the tri-
tium confinement time τT = τign (solid curves) and 2τign
(dashed curves), where τign is the time corresponding to the
ignition criterion nτT.
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reason, the minimum time τE required for the energy
confinement in a field with low β (the ratio of plasma
pressure to the magnetic field pressure) corresponds to
lower temperatures. On the other hand, the region of
T < 50 keV is characterized by a sharp increase in the
nτT value. Thus, the working temperature range occurs
in the region T = 50–70 keV. The power of cyclotron
losses Ps depends on a number of factors and can be
estimated by the Trubnikov formula [7]. In order to
reduce the cyclotron losses and to decrease the effect of
errors related to their determination on the final results,
the magnetic system parameters should be selected so
that the ratio ξs = Ps/Pfus does not exceed ~0.2. The val-
ues of thermonuclear plasma parameters for the reac-
tors with magnetic plasma confinement are summa-
rized in the table for the systems with relatively small
and large β.

The numerical analysis was performed for the
plasma with a circular cross section (no special mag-
netic configuration features were taken into account).
The plasma temperature was assumed to be constant in
the plasma column cross section, while the pressure
was distributed according to a parabolic law p = p0[1 –
(ρ/R)2] (ρ is the distance from the magnetic axis and R
is the plasma column radius). The initial set of parame-
ters includes thermonuclear power on the axis Pfus 0 ,
column radius R, corpuscular time τa of retaining the
thermonuclear products, plasma power gain coefficient Q,
average pressure ratio 〈β〉 , the electron and ion temper-
atures (Te = Ti = T), the coefficient Γs of the cyclotron
radiation reflection from the wall, and the coefficients
of tritium production in the plasma (KD–D and KD–T).
The calculations yielded , rT, γT, τE , ξn , ξbr =r

He
3

4

3

1 2

100

10–1

10–2

0 0.2 0.4 0.6 0.8 1.0
n3He

/n0

ξn

Fig. 3. Plots of the neutron yield versus relative content of
3He in the cycle at T = 70 keV (solid curves) and 50 keV
(dashed curves: (1) τT = τign; (2) τT = 2τign; (3) total tritium
burn-up; (4) total tritium pump-off.
1
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Thermonuclear D–3He plasma parameters in reactors with magnetic confinement system (Pfus0 = 6 MW/m3, R = 2m, τa = 8 s,
Q = 20)

Variant
〈β〉  = 0.1, T = 50 keV, Γs = 0.9 〈β〉  = 0.5, T = 70 keV, Γs = 0.7

1 2 3 4 5 6

KD–D = KD–T – 1 1 0 0 1

0.5* 0.305 0.245 0.125 0.158 0.245

rT 0.00356 0.00381 0.00524 0.00572 <10–3** <10–3**

γT 0.64 0.68 0.64 0.70 – –

nD0, 1020 m–3 2.55 3.11 2.51 3.27 3.26 2.70

ntot 0, 1020 m–3 9.72 9.87 7.68 8.38 8.06 7.38

B0, T 10.7 10.7 5.4 5.4 5.4 5.3

τE, s 7.6 7.9 5.3 7.5 4.9 4.2

ξn 0.10 0.15 0.15 0.27 0.061 0.042

ξbr 0.36 0.32 0.24 0.25 0.23 0.22

ξs 0.21 0.21 0.061 0.065 0.064 0.059

qn, MW/m2 0.20 0.30 0.30 0.53 0.12 0.08

* Requires external 3He sources.
** Selective pumping must provide for the complete absence of tritium nuclei with energies <350 keV.

r
He

3

Pbr/Pfus (Pbr is the bremsstrahlung radiation power), ξs ,
and qn, as well as the parameters on the magnetic axis
including deuterium concentration (nD0), total plasma
density (ntot 0), and the magnetic induction in vacuum B0.

In the table, the base variant with  = 0.5 corre-
sponds to a minimum required plasma confinement
time; for variants 2–6, the  values correspond to a
stationary operation of the reactor with equal burn-up
times for all 3He production schemes. In the variants
with pumping (5 and 6), it was assumed that the con-
centration of thermalized tritium is zero and the con-
centration of high-energy tritium (ε > εpump, where ε is
the kinetic energy and εpump is the pumping energy) was
calculated using a high-energy distribution function
[8]. The energy losses from plasma (related to pumping
of the thermonuclear products at εpump ≈ 350 keV)
amounted to about 10% of the Pfus . Note that the D–3He
cycle is rather sensitive with respect to contamination
with impurities entering the plasma as a result of the
first wall sputtering. For example, the lethal contents of
B+5 and Be+4 for  = 0.15–1 and T = 50–70 keV are
1–2% and 2–3%.

The results of calculations presented in the table
show that, for some reasons (e.g., the necessity of
simultaneously obtaining high B0 and Γs values), the
systems with low Be+4 (including traditional tokamaks)
are inexpedient in D–3He reactors. Thus, high β values
(characteristic of the alternative magnetic systems such
as spherical tokamak and reversed magnetic configura-
tion) are of principal importance for the D–3He reactor

r
He

3

r
He

3

r
He

3

T

under consideration. Meeting this condition is neces-
sary to provide for a sufficiently high average specific
thermonuclear power (〈Pfus〉  ≈ 2 MW/m3), acceptable
magnetic field strength (B0 ≈ 5 T), and the required con-
finement time (τE < 10 s). By means of selective pump-
ing, it is possible to ensure a very low neutron yield at
a small  in a blanket-free reactor (KD–D = KD–T = 0).
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Abstract—It is shown that the problem of describing a profile of a progressive electrocapillary wave on the
boundary of a dielectric liquid, with a free surface charge completely screening the electric field above the liq-
uid, admits an analytical solution. An exact expression for the nonlinear dispersion relationship between the
frequency, wavenumber, and amplitude of such a wave is derived and analyzed. © 2001 MAIK “Nauka/Inter-
periodica”.
A dispersion relationship for an electrocapillary
wave on the boundary of a deep dielectric liquid bear-
ing a free surface charge has the following form [1, 2]: 

(1)

where E and E' are the electric field strengths in and
above the liquid, respectively; α is the surface tension
coefficient; ρ is the liquid density; k is the wavenumber;
and ω0 is the frequency. Expression (1) ignores effects
of the gravity force, which is possible provided that

P @ 8π  and k @ 4πρg/P (g is the acceleration of
gravity). 

An approach to the study of the evolution of a
charged liquid surface based on the analysis of Eq. (1)
is only applicable in the case of small-amplitude pertur-
bations of the boundary (A ! k–1). For the surface
waves with a finite amplitude, the main nonlinear effect
consists in that the dispersion relationship depends on
the amplitude A (see, e.g., [3]: 

Below we demonstrate that, in the case when the
surface charge completely screens the electric field
above the liquid boundary (i.e., when E' = 0) [4, 5], the
problem of describing a profile of the nonlinear electro-
capillary wave on the dielectric liquid surface admits an
analytical solution. This allows us to obtain an exact
expression for the nonlinear dispersion equation and to
analyze this relationship. 

Let us consider a potential motion of the ideal
dielectric liquid in a region bounded by a free surface
y = η(x, t). The electric field potential in the medium

ω0
2 k( ) α

ρ
---k3 P

4πρ
----------k2, P– E2 E'2,+= =

gαρ

ω ω k A,( ).=
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ϕ(x, y, t) and the liquid velocity potential Φ(x, y, t) obey
the Laplace equations 

(2)

System (2) has to be solved together with the kine-
matic and dynamic boundary conditions 

(3)

(4)

the condition of equipotentiality of the liquid surface in
the presence of a free surface charge, 

(5)

and the conditions of the electric field homogeneity and
the velocity field damping at infinite distance from the
surface 

(6)

A system of equations describing a progressive elec-
trocapillary wave (with the profile remaining
unchanged in the frame of reference related to the
wave) are obtained from the electrohydrodynamic
equations (2)–(6) upon the following substitution: 

where x' = x – Ct and C is a constant having the sense
of the wave velocity along the x axis. It is convenient to
introduce a current function Ψ(x', y) harmonically con-
jugated with the potential Φ': 

ϕ xx ϕ yy+ 0, Φxx Φyy+ 0.= =

η t Φy η xΦx, y– η x t,( ),= =

Φt

Φx
2 Φy

2+
2

-------------------
ϕ x

2 ϕ y
2 E2–+

8πρ
-----------------------------+ +

αη xx

ρ 1 η x
2+( )3/2

----------------------------,=

y η x t,( );=

ϕ 0, y η x t,( );= =

ϕ Ey, Φ 0, y ∞.––

ϕ x y t, ,( ) ϕ x' y,( ), Φ x y t, ,( ) Φ' x' y,( ) Cx',+= =

η x t,( ) η x'( ),=

Ψx' Φy' , Ψy– Φx'' ,= =
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this harmonic conjugate satisfies the Laplace equation 

(7)

with the boundary conditions 

(8)

(9)

As can be seen, Eqs. (7)–(9) coincide to within constant
terms with Eqs. (2), (5), and (6) for the electric field
potential. Consequently, there is a relationship between
the field and velocity potentials 

Therefore, the wave shape in the moving coordinate
system (x', y) is described by an equation derived from
the boundary condition (4): 

(10)

where α' is the effective surface tension 

(11)

Equations (7)–(10) coincide with equations describ-
ing the shape of a progressive capillary wave [6] and, to
within constant factors, with expressions for the equi-
librium configuration of a charged surface of a liquid
metal [7, 8]. This system of equations possesses a broad
class of exact periodic solutions [6]. Using these solu-
tions, we may describe the amplitude of the surface

perturbations A = (ηmax – ηmin) as a function of the

wavenumber k, the wave velocity C, and the system
parameters: 

Substituting formula (11) for the effective surface ten-
sion α' and assuming that C = ω/k (i.e., that C is the
phase velocity of the wave), we obtain an exact expres-
sion for the nonlinear dispersion relationship 

(12)

As can be readily seen, in the limit of infinitely
small amplitudes (A  0) this expression transforms
into a linear dispersion relationship (1). According to

Eq. (1), the frequency is negative (  < 0) for k < k0 =
E2/(4πα); this implies that an aperiodic hydrodynamic
instability is developed on the initially flat liquid sur-
face. For k > k0, the frequency ω0 is imaginary; this cor-
responds to the propagation of linear dispersive waves.
Now let us study how an allowance for the dependence

Ψx'x' Ψyy+ 0=

Ψ 0, y η x'( ),= =

Ψ Cy, y ∞.––

ϕ /E Ψ/C.=

Ψx'
2 Ψy

2 C2–+
2

--------------------------------
α'η x'x'

ρ 1 η x'
2+( )3/2

-----------------------------, y η x'( ),= =

α'
4πρC2

E2 4πρC2+
----------------------------α .=

1
2
---

A
4α'2

C4ρ2
----------- 4

k2
----– 

 
1/2

.=

ω2 k A,( ) αk3

ρ 1 A2k2/4+
---------------------------------

E2k2

4πρ
-----------.–=

ω0
2

TE
on A (i.e., for the nonlinearity) affects the character of
dynamics of the free charged surface of a dielectric liq-
uid. It readily follows from (12) that a maximum wave
amplitude at a fixed wavenumber k > k0 corresponds to
the wave with ω = 0 and is equal to 

If the wave amplitude exceeds this level, then ω2 < 0
and the problem becomes ill-posed in the context of
wave propagation. Moreover, this implies that the
amplitude of the surface perturbations may infinitely
increase with time, which corresponds to an explosion-
like electrohydrodynamic instability. 

The above condition generalizes the simplest linear
criterion for the instability development on a flat liquid
surface to the case of finite perturbation amplitude.
Note also that, for any wavenumber, the maximum
amplitude obeys the inequality Amax(k) < 8παE–2.
Therefore, Eqs. (2)–(6) admit the wave solutions only
for k > k0 and A < 2/k0. Using Eq. (12), we may quali-
tatively analyze the stability of such solutions. For a rel-
atively small amplitude, relationship (12) can be repre-
sented in the form of a series (Stokes’ expansion) 

where ω0 is determined by Eq. (1) and ω2 s given by the
formula 

The criterion for the modulation instability of small-
amplitude waves is as follows [3]: ω2 < 0, where
ω'' = d2ω/dk2. As can be readily seen, the wave packet
in our case is stable for k0 < k < 4k0/3 and unstable for
k > 4k0/3. 

Thus, an analysis of the nonlinear dispersion rela-
tionship (12) led us to several conclusions concerning
the stability of a charged surface of a dielectric liquid
with respect to finite perturbations and the domain of
existence of the wave solutions to the equations of elec-
trodynamics. A more detailed analysis of the dynamics
of perturbations on the liquid surface can be performed
using a conformal mapping of the space occupied by
the liquid onto a halfplane (see, e.g., [9]). In particular,
neglecting the capillary effects, this method reduces the
initial equations of motion (2)–(6) to an integrable
equation describing the Laplace growth [10]. 
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Abstract—Experimental data obtained by the author demonstrate that particles may exhibit superdeep pene-
tration into solid targets by a classical cumulative mechanism never considered previously. © 2001 MAIK
“Nauka/Interperiodica”.
Experiments on the deposition of titanium–titanium
carbide (Ti–TiC) composite coatings onto steel sub-
strates in a coaxial magneto-plasmatic accelerator [1, 2]
showed the effect to be analogous to the so-called
superdeep penetration of microparticles [3–6]. The
composition was formed (in the course of the accelera-
tor operation) due to the plasma-erosion sputtering of
titanium from the surface of electrodes and the dynamic
synthesis of titanium carbide. The necessary carbon
was introduced in the form of a powder into the arc dis-
charge initiation zone. 

In a cylindrical accelerator channel with a diameter
of 13 mm and a length of 280 mm, the front part of the
high-current discharge plasma structure of the Z-pinch
type was accelerated by a current pulse increasing up to
150 kA in 170 µs to a velocity of ~3.3 km/s. A steel tar-
get-substrate with a thickness of 10 mm and a diameter
of 120 mm was placed at a distance of 400 mm from the
channel edge. The experiments were performed at
atmospheric pressure. The treatment resulted in the for-
mation of a Ti–TiC composite coating with a thickness
of about 1 mm on the steel surface. According to the
results of the X-ray phase analysis (DRON-3.0 diffrac-
tometer, Cuk(α) radiation), the coating component ratio
was 1 : 2. Figure 1 shows a micrograph (JEOL-840
scanning electron microscope) of an unetched vertical
section of a coated steel sample. 

Previously [3–6], it was ascertained that the anoma-
lous effect of superdeep penetration is possible only in
a very narrow range of conditions (corresponding to
explosive injection) and particle dimensions in the
range from 10 to 100 µm. However, at a comparable
velocity of the projectiles in the beam created by the
electromagnetic accelerator, a section of the steel sub-
strate (Fig. 1) shows the presence of numerous tracks
with a transverse size below 10 µm. Therefore, the size
of penetrating particles may be on the order of 1–5 µm.
The straight tracks reach a depth of ~50 µm (Fig. 1),
after which the particle trajectories become curvilinear
1063-7850/01/2708- $21.00 © 0692
and the micrograph shows only their fragments in the
form of “paths” crossing the cutting plane: these traces
are observed down to a depth of ~350 µm. An analysis
of the implanted samples by X-ray photoelectron spec-
troscopy (Link attachment to the JEOL-840 instru-
ment) confirmed the presence of titanium at this depth.
Indirect evidence of the superdeep penetration of tita-
nium was offered by the results of microhardness mea-
surements in the same section. The average microhard-
ness value in a 350-µm-thick surface layer was
2100 MPa, which is approximately 25% higher than the
average value for the deeper layers. Thus, the experi-
mental penetration depth of the particles is almost two
orders of magnitude higher than their expected dimen-
sions, which allows the phenomenon observed to be
classified as “superdeep” penetration. 

The results obtained in these experiments agree with
the generally known conditions for the superdeep pen-
etration effect, according to which a substrate must be
subjected to a high-velocity (~2.0 km/s), high-density

4904 15 äV ×3000 100 µm WD39

Fig. 1. The scanning electron micrograph of an unetched
transverse section of a steel sample (bottom part) coated
with a Ti + TiC composition (top part); magnification, ×200. 
2001 MAIK “Nauka/Interperiodica”
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(>1.0 g/cm3), and sufficiently long (~10–4 s) pulsed
beam action. However, the observed tracks exhibit no
full collapse, showing only some “healing” of the
entrance holes and an increase in the track diameter
with the penetration depth. In some cases, the tracks
exhibit branching. In the micrograph of Fig. 1, a dark-
contrast zone in the middle is probably due to a cleav-
age of the Ti–TiC brittle solid composition. Such
defects could be avoided by more thoroughly preparing
the sample sections. The same sample was repeatedly
lapped, polished, and etched in a 5% HNO3–C2H5OH
solution. An investigation of the new section in the
same scanning electron microscope gave interesting
new results: the entire retained substrate–coating
boundary exhibited uniformly distributed toothlike
defects. A scanning electron micrograph presented in
Fig. 2 shows these defects at a 6500-fold magnification.
This micrograph apparently demonstrates unfinished
cumulative processes. Clearly seen are the noncol-
lapsed cumulative cavities containing solidified resi-
dues of the cumulative streams, as well as the voids and
entrance holes of the penetrating particles. Note a dark
trajectory of a deep-penetrating stream in the right-
hand part of the micrograph (Fig. 2). The geometry of
the observed fragments fully corresponds to the classi-
cal concepts of cumulative theory [7]. 

The cumulative effects observed can be given a
quite natural (and even obvious) explanation. A front of
the pulsed beam incident onto the substrate surface is
not (and cannot) be flat and is characterized by a relief
with convex and concave parts. When a concave front
part strikes a flat substrate, with the edges first reaching
the surface, we observe a classical cumulative system
configuration. The collapse of the concavity and the
formation of a cumulative stream of the surface mate-
rial are ensured by the oncoming flow of the substance
having a mass rate close to the stream velocity. Both the
density of the substance in the cumulative jet and its
velocity are markedly greater than the analogous values
in the initial stream. According to the hydrodynamic
theory [7], the stream penetration depth L into the target
is determined by the Lavrent’ev formula: 

where l is the effective length of the cumulative stream
and ρ1 and ρ2 are the implant and substrate material
densities, respectively. 

The stream length may be three times the depth of
the initial cumulative cavity. A simple estimate accord-
ing to the hydrodynamic model shows that the stream
penetration by a straight trajectory reaching a depth of
~50 µm is possible for a hemispherical cavity base
diameter of 20–30 µm and a transverse stream size on
the order of 1 µm. Further penetration by a curvilinear
trajectory down to a depth of ~350 µm can be
explained, with an allowance for the elastic interaction,

L l ρ1/ρ2,=
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 8      200
by the stream motion via advancing cracks and the
grain boundaries of the steel microstructure. The possi-
bility of such a mechanism of solid particle penetration
was theoretically justified [8, 9] and experimentally
confirmed in this study by a strong change in the steel
microstructure manifested by the grain refinement and
by the grain boundary rupture down to a depth of
~350 µm. 

Manifestations of the cumulative penetration mech-
anism can be also observed for a high-speed and dense
flux of solid microparticles created in explosive cumu-
lative accelerators such as those employed in [3–6].
Convincing evidence for this hypothesis is provided by
the results of numerical calculations of the particle flux
parameter [10]. According to these data, a geometric
envelope of the frontal part of the particle flux with a
maximum possible density (~4.0 g/m3) possesses the
shape of a cumulative concavity. Although the above
hypothesis is based on the results of experimental
observations, some additional investigations are nec-
essary. 
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Abstract—The effects of high-energy pulsed ion beam treatment on the surface structure and microhardness
of alumina ceramics were studied. The most pronounced changes were observed in the samples exposed to
high-power ion beams. The possible mechanisms of material strengthening are discussed. © 2001 MAIK
“Nauka/Interperiodica”.
Ion beam processing is a powerful tool of surface
modification, which leads to the formation of structures
that cannot be obtained by other methods. By varying
the ion bombardment conditions, it is possible to mod-
ify in a controlled manner the surface properties not
only of normal metals and semiconductors [1–3], but of
the high-strength materials well [4, 5], thus signifi-
cantly extending their possible application field.

The purpose of this study was to examine the sam-
ples of alumina ceramics (polycor) based on a corun-
dum α-Al2O3 phase exposed to a high-power (300 keV)
C+ ion beam in a pulsed charged particle accelerator of
the Temp type. The ion beam current density was j =
40–120 A/cm2 at a pulse duration of τ = 10–7 s; the num-
ber of pulses was varied from 1 to 3. For comparison,
some ceramic samples were also implanted with B+ and
Ar+ ions at an energy of 40 keV and an ion beam current
density of 10 µA/cm2. The ion dose was varied from
6 × 1013 to 2 × 1016 cm–2. The structure and phase com-
position of the initial and ion-bombarded samples were
studied by X-ray diffraction on a DRON-3M diffracto-
meter using Cu–Kα radiation. The measurements were
performed both in the traditional (Bragg–Brentano) dif-
fraction geometry and at a grazing incidence. The opti-
cal metallographic investigations were performed with
a Neophot microscope. The degree of modification of
the mechanical properties was evaluated by microhard-
ness (Hµ) measurements.

An analysis of the X-ray diffraction data showed
that the initial sample structure corresponds to a rolling

texture of α-Al2O3 of the (0001) 〈 〉  type with a
hexagonal close packing. The diffraction patterns
exhibited a characteristic increase in the intensity of
reflections with large dhkl values and contained diffrac-
tion maxima due to the secondary slip planes. Irradia-
tion of a sample with a single pulse of C ions at j =
60−120 A/cm2 produced no significant structural
changes. Upon increasing the number of pulses to

1120
1063-7850/01/2708- $21.00 © 20695
three, the diffractograms display, in addition to the

α-doublet from the ( ) plane with dhkl = 0.9045 Å,

a new reflection from the ( ) plane with dhkl =
0.9076 Å. The intensity of the new peak increases with
the ion beam current density. These structural changes
were observed in a 10-µm-thick surface layer of the
sample.

The ceramic samples exposed to high-power pulsed
ion beams with various j values showed a difference in
the character of the reflection intensity variation in

depth. For example, the intensity of the ( ) and

( ) peaks in a sample treated at a lower beam cur-
rent density decreased within a 1-µm-thick layer, but
the exposure to a pulse at j = 120 A/cm2 (heating the
sample surface to a maximum temperature) reversed
the trend (the peak intensity increased). The high-
power C+ ion beam irradiation leads to a change in the
grain size. This is clearly illustrated by micrographs of
the sample surface (see Fig. 1): the phenomenon of
selective sputtering was manifested both in the corun-
dum grain refinement (Fig. 1b) and in the subsequent
grain growth (Fig. 1c).

The high-power pulsed C+ ion beam treatment led to
a significant increase in the surface microhardness Hµ
(Table 1). Some decrease in Hµ was observed only for
j > 100 A/cm2. Ions in a nanosecond high-current ion

1014

3254

1012

1233

Table 1.  Microhardness Hµ (kgf/mm2) of α-Al2O3 irradiated
with a pulsed high-power C+ ion beam

Number 
of pulses

Ion beam current density, A/cm2

0 40 80 100 120

1 2250 3800 4000 4500 4500

3 2250 3900 4100 4700 3500
001 MAIK “Nauka/Interperiodica”
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beam stopped in the sample produce intense heating of
the surface layer, followed by its rapid cooling. A cor-
rect interpretation of the structural and phase transi-
tions in ion-irradiated targets require a theoretical cal-
culation of the temperature variation in the surface
layer. For metals, this task was solved by Didenko et al. [3]
based on the thermal conductivity equation. We per-

(‡)

(b)

(c)

Fig. 1. Micrographs of the surface of α-Al2O3 (a) before ion
bombardment and (b, c) after exposure to three pulses of a
high-power (E = 300 keV) pulsed ion beam at a current den-
sity of 80 and 120 A/cm2, respectively.
T

formed analogous calculations of the spatial and tem-
poral distribution of the temperature fields in Al2O3 for
the ion beam processing regimes employed. The results
showed that a maximum temperature which developed
at the surface is significantly below T = 2327 K, the
melting point of corundum. Therefore, no melting or
evaporation processes, accompanied by the acoustic
wave emission with a high pressure amplitude (die to a
recoil momentum transfer [3]), take place on the sam-
ple surface.

However, an increase in the temperature above
another characteristic level of 1320 K sharply decreases
the yield strength of Al2O3 as a result of the appearance
of additional secondary slip systems [6]. Therefore, the
grain refinement and the radiation strengthening of
corundum can be explained by the plastic deformation

process. As indicated above, the intensity of the ( )
diffraction peak appearing at a depth beyond the ion
projected range increases with the intensity of the C ion
beam processing. According to Pavlov et al. [7], the ion
irradiation generates acoustic waves with the pressure
amplitude proportional to the ion beam current density.
As follows from the results of our theoretical calcula-
tions [8], a high-power C+ ion beam pulse in the early
stage (20–30 ns) also generates acoustic waves with a
pressure amplitude 2–3 orders of magnitude higher
than that developed by other ion beam treatments. The
irradiation-induced stresses lead to the rotation of the
polycrystalline grains in the course of the plastic defor-
mation, which gives rise to the intensity of the X-ray

diffraction from the ( ) plane system. Note that the
implantation of the B+ and Ar+ ions also led to a consid-
erable increase in the microhardness (Table 2),
although neither X-ray diffraction nor optical metallo-
graphy showed evidence of significant changes in the
surface layer structure. Only a slight broadening of the
diffraction maxima from a 1-µm-thick surface layer
was observed in these samples.

It was established [5, 9] that a change in the mechan-
ical properties of materials irradiated to a dose of
1014−1015 cm–2 was due to the defect formation. The
accumulation of the radiation defects and implanted
impurity in the target gives rise to stresses favoring
plastic deformation and leading to an increase in the
dislocation density. This is accompanied by strengthen-
ing of the material by a dislocation mechanism. Subse-
quent irradiation process takes place in the radiation-
strengthened material and the accumulation of addi-
tional stresses leads to a redistribution of the disloca-
tion density in the bulk and at the grain boundaries.
This redistribution is accompanied by relaxation lead-
ing to a decrease in Hµ (Table 2, Φ = 2 × 1015 cm–2). It
should be noted that ion doses gained in the case of
high-power ion beam treatment at a low current density
(j = 40–60 A/cm2) do not produce strong heating of the
sample surface and correspond to small densities of
implanted ions. In this case, it is difficult to indicate a

3254

3254
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dominating mechanism of the surface strengthening. In
any case, however, the process of plastic deformation
must play a decisive role in the ion beam modification
of the surface of ceramic materials.
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Abstract—Epitaxial layers of Ge1 – xSnx semiconductor solid solutions on germanium substrates were grown
from a limited volume of a tin-based solution melt in a temperature interval from 740 to 450°C. Optimum con-
ditions favoring the growth of crystallographically perfect epitaxial films were established based on the results
of the X-ray diffraction and morphological study of the samples. © 2001 MAIK “Nauka/Interperiodica”.
The task of expanding the photosensitivity of semi-
conductor detectors to the IR spectral range is among
the currently important problems in optoelectronics. In
this context, study of the possibilities offered by the
synthesis of semiconductor solid solutions based on the
most thoroughly characterized narrow-bandgap materi-
als, such as Ge and Sn, is certainly of interest. Although
the formation of solid solutions based on the Ge–Sn
system was considered (by analogy with the Si–Ge sys-
tem) as theoretically possible, no epitaxial growth of
such solid solutions was reported until now. 

Below we present the results of an investigation of
the epitaxial growth of Ge1 – xSnx solid solutions from a
tin-based solution melt by the method of controlled
cooling in a temperature interval from 740–450°C in a
hydrogen atmosphere. The samples were grown from a
volume of the solution melt confined between two sub-
strates. The process was terminated when the solution
melt was removed from the gap by means of centrifu-
gation. The substrates were 〈111〉-oriented germanium
wafers of the acceptor conductivity type possessing a
resistivity of 40 Ω cm. The wafers were 50 mm in diam-
eter and had a thickness of 350–400 µm. The solution–
melt compositions (Sn + Ge, Sn + Ge + Zn, Sn + Ge +
Zn + Se) and the corresponding temperature intervals
were selected based on the published data [1] and the
results of preliminary experiments. 

Compositions of the initial Ge1 – xSnx solid solutions
and the distribution of components in the epitaxial lay-
ers grown were studied on a JEOL X-ray microana-
lyzer. It was found that the x value, as well as the homo-
geneity of the component distribution both in the depth
of the epitaxial layer and in the directions parallel to the
crystallization front, depends on the melt composition
and the crystallization onset temperature. As the con-
tent of zinc (or, the more so, of the sum of zinc and sele-
nium) in the melt increases, the tin content in the solid
solution also sharply increased as well. This probably
1063-7850/01/2708- $21.00 © 20698
reflects the effect of the third component on the effec-
tive distribution coefficients. It was also established
that, under otherwise equal conditions and for the same
melt composition, an increase in the crystallization
onset temperature leads to an increase in the Sn content
in the Ge1 – xSnx solid solution. 

We have grown homogeneous mirror-flat epitaxial
layers of Ge1 – xSnx solid solutions from a Ge + Sn +
ZnSe solution melt at a crystallization temperature of
T1 = 740°C (x = 0.1) or T = 540°C (x = 0.03). An anal-
ysis of the X-ray fluorescence spectra (displaying high-
intensity peaks due to germanium and tin at λ = 1244
and 925 mÅ, respectively) before and after sequential
layer removal showed that the concentrations of Ge and
Sn were constant both in the lateral direction and in the
growth direction. The thickness of the epitaxial layers
grown on Ge substrates varied from 5 to 35 µm,
depending on the gap width d between the substrates
and on the growth regime. 

The quality of epitaxial Ge1 – xSnx layers grown on
Ge substrates was also dependent of the controlled
cooling rate, which was varied between 0.5 and
7.5 K/min. The optimum interval of cooling rate favor-
ing the growth of mirror-smooth Ge1 – xSnx films was
0.5–1.5 K/min, which corresponded to the crystalliza-
tion rate (front velocity) of 0.13–0.2 µm/min. In addi-
tion, the structure perfection of the semiconductor lay-
ers grown depended on the gap width δ between the
horizontal substrates. This value could be varied from
0.25 to 2.5 mm with the aid of special graphite spacers.
For δ < 0.25 mm, no epitaxial growth took place, prob-
ably, because the melt did not wet the substrate surface.
The most perfect layers of solid solutions on both upper
and lower substrates were grown for δ = 0.65–1 mm.
For δ > 0.85 mm, layers of significantly different qual-
ity were obtained on the upper and lower substrates: the
quality of epitaxial films was always better on the lower
substrates than on the upper ones. This was manifested,
001 MAIK “Nauka/Interperiodica”
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Fig. 1. Scanning micrographs of the transverse cleavages of Ge–Ge1 – xSnx structures (x = 0.03). 
in particular, by a difference in the surface dislocation
densities. This difference increased with δ. In our opin-
ion, this was explained by the fact that the convective
flows dominated over molecular diffusion in the overall
mass transfer to the crystallization front [2]. 

The character of component distribution in the
depth of the epitaxial layers was qualitatively assessed
by studying the transverse cleavages of Ge–Ge1 – xSnx

structures. An investigation of the scanning micrographs
showed evidence of an almost homogeneous distribution
of components across the epitaxial film (Fig. 1). 

An analysis of the scanning micrographs and the
morphological study of Ge1 – xSnx solid solutions
showed that defects appearing at the substrate–film
interface depend on the x value. A mismatch between
the lattice parameters of the substrate and the first crys-
tallized solid solution layer appears because this layer
comprises Ge1 – xSnx with x > 0, while the substrate is
made of pure Ge. As the subsequent epitaxial layers are
grown, this difference decreases because the difference
in x between the adjacent layers is insignificant. Elastic
deformation of each completed layer, which serves as a
the substrate for the subsequent layer growth, leads to a
decrease in the total system energy. After the crystalli-
zation of each next layer without changing the lattice
constant, this energy is always smaller than that in the
initial process stage. By changing the growth regime, it
is possible to control the perfection of heterojunctions.
It was established that following an increase in the tin
content in the Ge1 – xSnx solid solution above x > 0.1, the
structural perfection of epitaxial layers sharply deterio-
rates and even second phase precipitation may take place. 

The quality of the crystal structure was assessed and
the lattice parameters were determined by X-ray dif-
fraction measurements performed on a DRON-UM1
diffractometer. These measurements were performed
on specially prepared samples with a thickness of d =
 PHYSICS LETTERS      Vol. 27      No. 8      200
3–5 µm. The diffraction spectra were obtained by con-
tinuous recording using the CuKα (λα = 1.5418 Å) and
CuKβ (λβ = 1.3922 Å) radiations from an X-ray tube
operating at 30 kV and 10 mA. The time of exposure
was varied within 1–3 h. As can be seen from a typical
diffractogram presented in Fig. 2, the positions of peaks
from the film and substrate differ insignificantly. This
implies that the lattice parameters are close to each
other (aGe = 5.656 Å,  = 5.681 Å), while the
absence of other peaks in the diffractogram is addi-
tional evidence of a single-crystal structure of the epi-
taxial layers obtained [3]. 

We have also studied some electrical characteristics
of the epitaxial films. Undoped epitaxial layers of the
Ge1 – xSnx solid solutions exhibited electric conductivity
of the acceptor type. We determined the specific resis-
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Fig. 2. A typical X-ray diffractogram of the Ge–Ge1 – xSnx
epitaxial heterostructure (x = 0.03). 
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tivity, Hall mobility, and charge carrier concentration at
100 and 300 K to obtain ρ = 5.33 × 10–3 Ω cm, µ =
75 cm2/(V s), n = 1.56 × 1019 cm–3 and ρ = 4.62 ×
10−3 Ω cm, µ = 110 cm2/(V s), n = 1.23 × 1019 cm–3,
respectively. 

Thus, we have experimentally demonstrated the
possibility of growing structurally perfect epitaxial lay-
ers of Ge1 – xSnx solid solutions from a tin-based solu-
tion melt on germanium substrates under selected opti-
mum crystallization conditions. 
TE
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Abstract—A system of two inductively coupled chaotic oscillators is considered. Normalized equations of
motion for oscillators with arbitrary parameters are derived in the case of a cubic approximation of the nonlinear
elements. The results of a numerical analysis of the features of interaction between chaotic coupled nonidentical
subsystems are presented and a realistic experiment is described. © 2001 MAIK “Nauka/Interperiodica”.
At present, many researchers are interested in nonau-
tonomous (forced) systems of bistable chaotic oscillators
[1–3]. Several papers (see, e.g., [4, 5]) were devoted to
the study of interactions between oscillators of this type
with resistive and capacitive coupling. However,
another widely encountered type of coupling between
oscillators—inductive—has remained unstudied. At the
same time, we may expect that a system of inductively
coupled interacting bistable oscillators exhibit signifi-
cant features of chaotic behavior. This is related to the
type of attractor inherent in each partial subsystem rep-
resenting a Chua’s circuit. As is well known [6], such
circuits possesses an attractor structure of the double
scroll type, which is caused by the presence of chaotic
motions of two types. One of which is determined by
the resonance frequency of the oscillation circuit of
each subsystem, while the other is determined by a cha-
otically changing frequency of switching between sta-
ble states of subsystems [3]. The possibility of the man-
ifestation of filter properties is related to the fact that
the frequency spectra of switching oscillations of the
partial subsystems occur beyond the frequency bands
of the oscillatory circuits. 

Below we will consider a system of two inductively
coupled Chua’s oscillators with allowance for losses.
The normalized equations of motion for the system
with arbitrary parameters of the partial subsystems are
derived. The results of a numerical analysis are pre-
sented and an experiment is described. 

The system of coupled Chua’s oscillators under con-
sideration differs from that reported in [5] by only an
inductive (rather than a resistive or capacitive) coupling
between the partial oscillatory circuits being provided.
In the analysis of the inductively coupled Chua’s oscil-
lators we will assume that each of the two subsystems
(i = 1, 2) contains (in the terms and notations of [5])
inductance Li , resistors Ri and RLi , capacitors Ci and
C0i , and a nonlinear element gi . 
1063-7850/01/2708- $21.00 © 20701
Using a cubic approximation of the characteristics
of nonlinear elements, normalized equations describing
oscillatory processes in the inductively coupled Chua’s
circuits can be written as 

(1)

Here, variables xi and yi reflect voltage variations on the
capacitors Ci and C0i , respectively; variables zi reflect
the variation of currents in the inductances Li . The
upper dot indicates differentiation with respect to
dimensionless time t related to the real time t* by the
formula t = t*(R1C01)–1. The inductive coupling
between the subsystems is characterized by the cou-
pling coefficient k2 = k1k2, where ki = M/Li are the
degrees of coupling and M is the mutual inductance fac-
tor. The other parameters in Eqs. (1) are as follows: αi =

C01/Ci; α0 = C01/C02; βi = C01 /Li; γR = R1/R2; ρi =
RLi/Ri . Coefficients νi and µi determine the nonlinear
characteristics of active elements in the subsystems. 

In practice, the oscillators with chaotic dynamics
cannot be identical, since their main feature is a strong
dependence of the character of chaotic oscillations not
only on the initial conditions, but on any other parame-
ter as well. Even if the elements of the partial oscillators
are thoroughly selected, it is unlikely that a difference

ẋ1 α1 y1 x1 1 ν1– µ1x1
2+( )–[ ] .=

ẏ1 x1 y1– z1,+=

ż1 β1/ 1 k2–( )[ ] k2 y2 ρ2z2+( ) y1 ρ1z1+( )–[ ] ,=

ẋ2 γRα2 y2 x2 1 ν2– µ2x2
2+( )–[ ] ,=

ẏ2 γRα0 x2 y2– z2+( ),=

ż2 β2/γR 1 k2–( )[ ] k1 y1 ρ1z1+( ) y2 ρ2z2+( )–[ ] .=

R1
2
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in chaotic oscillations in the two subsystems can be
eliminated under real conditions. For this reason, it was
expedient to study Eqs. (1) in application to nonidenti-
cal partial subsystems. 

For brevity and clarity of consideration of the fea-
tures of interaction between inductively coupled
Chua’s oscillators, the numerical analysis was
restricted to the case when a difference between the res-
onance frequencies of subsystems is related to a change

[x1]

2
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0

–2

0

–4
0 0.2 0.4 k

[x2]

[x1 – x2]

(a)

(b)

(c)

Fig. 1. Bifurcation diagrams illustrating variation of the
maximum values of the oscillation processes (a) x1(t),
(b) x2(t), and (c) the difference x1(t) – x2(t) depending on
the coupling parameter k. 
T

in the capacitance C02. This difference is determined by
a change in the parameter α0 that can be conveniently
referred to as the “nonidentity” parameter. 

The numerical calculations were carried out for var-
ious losses in the coupled oscillators. It was assumed
that losses are the same in both subsystems (ρ1 = ρ2 = ρ).
The constant parameters were selected as follows: αi = 9,
βi = 14.28; νi = 1.25, µi = 0.1. For certainty, the initial
conditions in the subsystems are selected equal to
x1(0) = –0.1; x2(0) = 0.1; yi(0) = zi(0) = 0. In the case of
nonidentical subsystems under consideration, k1 = k2 = k
because L1 = L2 . 

The numerical calculations were performed by the
Runge–Kutta method with a temporal integration step
of 0.025. The process of chaotization was studied by
considering the time patterns of oscillations, attractors,
and oscillation power spectra. Also calculated were the
characteristic Lyapunov’s indices and bifurcation dia-
grams. The latter diagrams are very informative in illus-
trating processes in the systems with chaotic dynamics
and especially in coupled chaotic systems. 

A special feature in the operation of inductively
coupled Chua’s oscillators was that, in the absence of
losses in the circuits, even very small nonidentity (α0 =
1.000001) was sufficient to prevent the system from
mutual chaotic synchronization. At the same time, the
chaotic synchronization at this α0 value is possible in
the presence of relatively small losses (ρ = 0.001). 

Figures 1 and 2 illustrate the process of chaotic syn-
chronization development in a system described by
Eq. (1). The bifurcation diagrams in Fig. 1 show a vari-
ation of the maximum values of the oscillation pro-
cesses x1(t)(Fig. 1a) and x2(t) (Fig. 1b), as well as of the
difference x1(t) – x2(t) (Fig. 1c) (denoted by [x1], [x2],
and [x1 – x2], respectively), calculated as functions of
the coupling parameter k at α0 = 0.014. 

The diagram in Fig. 1a shows that no self-excited
oscillations are observed in the system at k < 0.01. This
regime can be considered as “prestart” with respect to
the coupling parameter. In this regime, the system of
inductively coupled oscillators behaves similarly to a
delay trigger. This unusual property of the coupled sys-
tem is confirmed by its behavior under the action of an
applied harmonic signal. The “prestart” regime is man-
ifested by the transformation of external harmonic
oscillations into relaxation oscillations. In the calcula-
tion of the trigger properties of the system, the external
harmonic oscillations were added in the form of
Ascos(ωst) (As  and ωs are the amplitude and frequency
of the external forcing action) to the right-hand part of
the first equation in system (1). At k = 0.01, the system
shows bifurcation of the Hopf type and in the interval
k ∈  [0.01; 0.14] it exhibits a period doubling bifurca-
tion according to Feigenbaum, after which a chaotic
oscillation regime is established with an attractor of the
Roessler type. The chaotic oscillations with an attractor
ECHNICAL PHYSICS LETTERS      Vol. 27      No. 8      2001
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of the double scroll type exist in the interval of k ∈
[0.14; 0.55]. This is evidenced, in particular, by the
presence of two regions in which the x1(t) maxima
exhibit random scattering. At k > 0.55, the system fea-
tures regular oscillations with a large limiting cycle. 

Similar bifurcation phenomena are observed for the
x2(t) oscillation process illustrated in the diagram of
Fig. 1b. In accordance with the positive initial condi-
tion, x2(0) = 0.1, a maximum value of x2(t) in the trigger
regime occurs in the vicinity of a stable state with pos-
itive [x2] value. As the coupling parameter increases,
oscillations with an attractor of the Roessler type
develop near this [x2] value. 

The diagram of Fig. 1c clearly illustrates the behav-
ior of the system in the region of coupling parameters
featuring the mutual chaotic synchronization regime.
For completely identical synchronous oscillation pro-
cesses x1(t ) and x2(t ), the maximum difference value
[x1 – x2] is zero, as is seen, for example, in the region of
k = ∈  [0.5; 0.6]. If the mutually synchronized oscilla-
tions are nonidentical, the [x1 – x2] value exhibits some
scatter relative to the zero level (e.g., in the region of
k ∈  [0.4; 0.5]). 

Figure 2 illustrates synchronous chaotic oscillations
in the system of inductively coupled oscillators with k =
0.422. Figures 2a and 2b show the attractors corre-
sponding to the oscillation processes x1(t) and x2(t);
Fig. 2c shows a projection of the imaging point trajec-
tory onto the {x1, x2} plane. The attractors illustrate the
chaotic character of the interacting oscillations. As can
be seen in Fig. 2c, the projection of the imaging point
trajectory falls in the vicinity of the x1 = x2 line, which
is evidence of synchronous phase-correlated motion.
Deviations of the trajectories from this line is due to
nonidentity of the synchronous chaotic oscillations.
The band of mutual chaotic synchronization for induc-
tively coupled oscillators increases (as well as that for
the resistively and capacitively coupled systems) with
increase in the coupling parameter. The system is char-
acterized by a certain synchronization threshold. 

A system of inductively coupled Chua’s oscillators
was experimentally studied using oscillators of the type
described previously [5]. The inductive coupling of
partial oscillators was provided by including additional

coupled inductances  and  in series with L1 and
L2. The values of both additional inductances were
selected equal to 1 mH. The experiment showed the
existence of oscillations in the coupled system in a
regime when the same uncoupled partial oscillators do
not exhibit excitation and confirmed the possibility of
the partial synchronization of the inductively coupled
oscillators. A complete synchronization seems to be
hindered by significant active losses in the inductive
elements and by a relatively large scatter of the real
parameters as well as of the nonlinear elements in the
partial subsystems. 

L1
0 L2

0
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The results of this investigation showed that induc-
tively coupled Chua’s circuits may feature chaotic
oscillations in a regime when the uncoupled partial
oscillators do not exhibit excitation as a result of active
losses in the partial circuits. The operation regime of
the inductively coupled system can be controlled by
varying the coupling parameter so as to pass from trig-
ger to self-sustained oscillation mode. Depending on
the degree of coupling, either chaotic oscillations with
an attractor of the Roessler type or the chaotic oscilla-
tions (synchronous or nonsynchronous) with a double
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Fig. 2. Oscillations in a system of inductively coupled
Chua’s oscillators: (a, b) attractors corresponding to the
oscillation processes x1(t) and x2(t), respectively; (c) a pro-
jection of the imaging point trajectory onto the {x1, x2}
plane. 
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scroll attractor may be excited. In the case of strong
coupling, synchronous regular oscillations correspond-
ing to a simple limiting cycle are possible as well. 
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Abstract—An optical rod probe technique was developed for the study of a bolometric response of high-tem-
perature superconductor films on solid substrates exposed to IR laser pulses of constant power and variable duty
ratio. The IR radiation was produced by a semiconductor laser with an original pump generator. The method
proposed was used to study the characteristics of a superconductor bolometer based on a Bi2Sr2CaCu2Oy film
on a MgO substrate. It was found that an increase in the pulse repetition rate of the IR laser from 1 to 7 kHz
leads to a drop (by a factor of 2.5) in the variable component of the bolometer response amplitude. © 2001
MAIK “Nauka/Interperiodica”.
At present, thermal radiation detectors using bolom-
eters based on high-temperature superconductor films
of the YBaCuO system are being extensively studied
[1, 2]. Similar to the other types of bolometers using the
thermal mechanism of detection, these devices, offer
either a high sensitivity at a low operation speed or vice
versa. Nevertheless, in some special cases (e.g., in the
development of bolometric detectors of modulated
radiation), it is interesting to study the operation of
bolometers detecting a sequence of optical radiation
pulses with equal amplitudes and minimum possible
duty ratio (at which the signal pulses can still be
resolved). 

Previously, the bolometric detectors were most fre-
quently studied using a blackbody radiation source [3, 4]
and a mechanical chopper (a rotating disk with a hole
segment) as a modulator. This source does not ensure
the constancy of the radiation energy during the pulse
when the pulse repetition rate is changed. Almost all
experiments were performed with a bolometric element
placed in vacuum at the end of an optical cryostat, to
which the radiation was transmitted via an optical win-
dow [5–7]. In such schemes, it is difficult to change the
samples and there is a need for the additional collima-
tion and focusing of radiation on the sample. 

We have developed a new method according to
which radiation is transmitted to a bolometer via a
quartz light guide. The thermal detector element, which
is fastened to a copper end flange of the optical rod
immediately at the light guide output, occurs in a gas-
eous helium medium. This scheme provides for addi-
tional heat removal from the bolometer to the gas
phase. In the case of a liquid nitrogen cryostat, this pos-
sibility is retained if a gas-filled rod is employed. The
bolometer was connected to a measuring electrical cir-
cuit according to a traditional four-contact scheme. 
1063-7850/01/2708- $21.00 © 0705
A laser radiation source produced a sequence of
identical pulses at a wavelength of 850 nm, with a pulse
duration of 100 ns, variable (1 to 10 kHz) repetition
rate, and a constant pulse power of 100 W. The charac-
teristics of the bolometer response to this pulsed radia-
tion were measured using a Hewlett Packard digital
oscillograph with a maximum sensitivity of 1 mV,
which was capable of signal averaging over a preset
number of measurements (4 to 256 points). The
dynamic (variable) signal detection was studied by the
oscillograph operating in a constant component cut-off
mode. 

The bolometer was based on a Bi2Sr2CaCu2Oy film
deposited onto a MgO substrate. The film was pro-
cessed by a laser scribing method to form a 1.1 ×
1.1 mm meander pattern (11 periods with a cut width of
5 µm), after which silver contacts were applied by ther-
mal deposition in vacuum. The films exhibited a super-
conducting transition in the region of 84–95 K. 

Oscillograms of the bolometer response were mea-
sured first at a laser pulse repetition rate of 2 kHz at var-
ious temperatures in the entire interval of the supercon-
ducting transition. The maximum response was
observed at 92 K; all subsequent measurements were
carried out at this temperature. It must be noted that a
change in the bolometer resistance (the working point
drift) caused by the laser heating at a repetition fre-
quency of 2 kHz increased during the first 30 s of the
laser operation, a total drift amounting to about 5% of
the superconducting transition height. The curves of the
variable component of the bolometer response ampli-
tude versus pulse repetition rate were measured in the
range from 1 to 7 kHz. 

The results of these measurements showed that the
variable component of the bolometer response ampli-
tude exhibits a drop with increasing repetition rate of
2001 MAIK “Nauka/Interperiodica”
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the laser pulses. A typical plot of this dependence is
presented in Fig. 1. We have also studied the depen-
dence of the constant component of the response volt-
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Fig. 1. A plot of the amplitude of the variable bolometer
response component versus laser pulse repetition rate. 
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Fig. 2. A plot of the amplitude of the constant bolometer
response component versus laser pulse repetition rate. 
T

age on the pulse repetition rate. As the repetition rate
increases, the working point of the bolometer exhibited
a nonlinear variation (Fig. 2). However, as noted above,
the characteristic time of this process is on the order of
a few dozens of seconds. Since the working point does
not leave the linear region of the superconducting tran-
sition characteristic, it is possible not to introduce a sys-
tem of thermal compensation during measurements of
the variable response component. 

The proposed experimental scheme may be useful
for studying the action of a modulated IR laser radiation
upon various high-temperature superconductor bolom-
eters operating in the pulse repetition frequency range
from 1 to 10 kHz. 
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Abstract—The possibility of creating a high-Q (Q ~ 105) superconducting HF circuit mechanically adjustable
in a broad frequency range was studied. The device comprises two planar single-coil structures based on
YBaCuO superconducting films. The component coils were deposited onto lanthanum aluminate, neodymium
gallate, or strontium titanate substrates. © 2001 MAIK “Nauka/Interperiodica”.
The high quality of electronic devices based on
high-temperature superconductor (HTSC) films is
determined by their low surface resistance Rs [1, 2].
Resonators, filters, and other devices based on HTSC
films of the YBaCuO system usually operate in a giga-
hertz frequency range [3]. However, the region of lower
(HF) frequencies also requires high-Q filters [4, 5].
Withers et al. reported on the nonadjustable circuits
with a resonance frequency from 5 to 35 MHz and Q ~
16 000 obtained by deposition onto lanthanum alumi-
nate substrates. Gao et al. [7] obtained a resonator oper-
ating at 24.5 MHz with Q ~ 40 000 and proposed a filter
composed of three such units. The structure was also
based on a lanthanum aluminate substrate.

We have prepared planar single-coil structures using
substrates of three types—LaAlO, GaNdO, and
SrTiO—on which the YBaCuO films were formed by a
laser deposition technique [8]. The films had a thick-
ness of d ~ 150 nm, a critical temperature of Tc ≥ 88 K,
and a critical current density of jc ~ 1 MA/cm2 (short
bridge). The HTSC coil pattern was obtained by photo-
lithography; the films were etched in a 1% aqueous
phosphoric acid solution.

Figure 1 shows the topology of the inductance coil
and capacitor areas forming a planar single-coil circuit.
Each flat coil has 20 turns, with an HTSC strip width of
60 µm and a strip spacing of 40 µm. The capacitor areas
were 4.6 × 4.6 and 5 × 8.6 mm in size. The lateral size
uncertainty during the pattern etching was 2–5 µm for
each edge.

The adjustable circuit (Fig. 1) comprises a system of
two substrates with coil patterns on the inward surfaces
facing each other. The circuit resonance frequency vari-
ation is provided by changing the spacing X (capaci-
tance) between the substrates. The minimum possible
distance to which the substrates could be moved is
determined by the accuracy of the driving mechanism
and by the surface curvature.
1063-7850/01/2708- $21.00 © 20707
The circuit characteristics were determined using an
SK4-59 spectrum analyzer. The circuit was probed with
coupling loops. The coupling coefficient could be var-
ied by changing the loop positions and mutual orienta-
tion. The coefficient of transfer from a transmitting to
receiving loop in the entire adjustment range of the cir-
cuit was maintained at a level of 20 dB. The power of
the oscillator loaded on the transmitting loop was
50 dB mW. The results of measurements of the reso-
nance frequencies and unloaded Q values of single-coil
structures on various substrates are presented in the
table. As can be seen from these data, the resonance
characteristics significantly depend on the permittivity
and loss tangent of the substrate material. A difference
between the Q values of about 15000 obtained in this
study and reported in [6] and the value of 40000 [7] is
probably related to features in the substrate preparation.

1

2

3

4

x

Fig. 1. A schematic diagram of the adjustable circuit:
(1, 2) substrates with HTSC films; (3, 4) coupling loops;
(X) spacing between films.
001 MAIK “Nauka/Interperiodica”
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The measured inductance of each coil was about
3.5 µH, from which we infer that the intrinsic capaci-
tance of a planar coil structure on lanthanum aluminate
or neodymium gallate was about 1.5 pF. The adjustable
circuits were composed of single-coil structures based
on neodymium gallate with parameters close to those
presented in the table. During the measurements, the
substrates were immersed into liquid nitrogen and
freeze-fastened onto quartz holders. The distance
between holders was controlled with the aid of a micro-
metric screw and measured using a Micron-1 instru-
ment to within one micron. Figure 2 shows an experi-
mental plot of the resonance frequency fr of the adjust-
able contour versus the distance X between substrates
with coils. The maximum frequency is 63 MHz; a min-
imum frequency of 12 MHz corresponds to the sub-
strates touching each other.

As the frequency decreases, the rate of the fre-
quency adjustment grows. We may estimate this rate by
assuming that it is determined primarily by a change in

Characteristics of high-Q resonance circuits on various sub-
strates

Substrate fr, MHz ∆fr, kHz Q

LaAlO 68.6 5 1.4 × 104

GaNdO 67.1 0.75 89.5 × 104

SrTiO 8.4 3 2.8 × 104
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Fig. 2. A plot of the resonance frequency of the adjustable
circuit versus plate spacing.
TE
capacitance between the capacitor areas (C ~ 1/X). A
maximum frequency of the adjustable circuit being
close to that of the single planar coil, we may assume
that the system capacitance at a maximum substrate
spacing is much smaller than the intrinsic capacitance
of the coils. At a frequency equal to half of the maxi-
mum, the derivative can be estimated by the formula
df/dX ≈ (0.6fmaxC0)/(εε0S), where C0 is the intrinsic
capacitance of a planar coil, ε is the permittivity of liq-
uid nitrogen, S is the effective area of a capacitor
formed by the central and side areas of planar coils con-
nected in series. This estimate yields a value on the
order of 30 Hz/Å. An experimental value of the capac-
itor variation rate was about 10 Hz/Å. The rate of the
frequency variation being very high, creation of the
adjustable filter requires high-precision mechanics
driving the substrates.

In our system, the Q measurements at small dis-
tances between the substrates were hindered by
mechanical oscillation. In order to determine the low-
frequency Q, we used a nonadjustable circuit composed
of two planar coils separated by a pure NdGaO sub-
strate with a thickness of d = 0.5 mm. The quality factor
of this circuit was 68000 at a resonance frequency of
6.88 MHz.
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