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Abstract—It was found that the room-temperature photoluminescence (PL) spectra of Cr4+:Ca2GeO4 single
crystal films grown by magnetron sputtering on Ca2GeO4 bulk single crystal substrates exhibit a sharp emission
band in the region of ~1.17 µm with satellites at ~1.21 and 1.27 µm. Particularities of the PL spectra are inter-
preted within the framework of a model based on the interaction between electrons of the Cr4+ center and the
oscillations excited in the film. © 2001 MAIK “Nauka/Interperiodica”.
Optical materials doped with chromium in the Cr4+

state attract the attention of researchers as a means of
generating laser radiation in a wavelength interval from
1.2 to 1.5 µm, a promising range for fiber optic commu-
nication lines. Of special interest from the standpoint of
creating integrated optical devices is obtaining such
materials in the form of films.

Recently [1], we reported on the synthesis of X-ray-
amorphous Cr4+:Ca2GeO4 films grown by magnetron
sputtering on fused quartz substrates. It was demon-
strated that the room-temperature photoluminescence
(PL) spectrum of these films contains a broad emission
band in the region of ~1.3 µm, which virtually coin-
cides with the PL band of Cr4+:Ca2GeO4 bulk single
crystals measured at the same temperature [2].

Below, we will discuss particularities of the PL
spectra of Cr4+:Ca2GeO4 single crystal films grown by
magnetron sputtering on (110)-oriented calcium
germanate (Ca2GeO4) bulk single crystal substrates.
The film deposition and formation conditions were the
same as those used in the synthesis of films on fused
quartz substrates (see [1]). The film structure was stud-
ied by X-ray diffraction on a DRON-3 diffractometer
operating in a “glancing beam” geometry. An analysis
of the X-ray diffraction patterns showed that the sam-
ples represent single crystal films. The crystal lattice
mismatch between film and substrate, determined from
an analysis of the X-ray rocking curve, amounted to
5 × 10−4 nm.

The PL spectra were excited at λ = 980 nm by a
diode laser operating at an output power of 1 W. The
room-temperature PL spectra of the single crystal films
(see figure, curve 1) exhibit a sharp emission band in
the region of λ1 ~ 1.17 µm with satellites at λ2 ~ 1.21
and λ3 ~ 1.27 µm. Similar spectra are observed from
1063-7850/01/2709- $21.00 © 20709
Cr4+:Ca2GeO4 bulk single crystals possessing an oliv-
ine structure measured at liquid nitrogen temperature
(see figure, curves 3 and 4) and from Cr4+:Mg2SiO4
(forsterite) crystals measured at 10 K [3]. These PL
spectra correspond to electron transitions from an
excited 3A1 state to 3A2 ground state of a Cr4+ center in
a distorted tetrahedral crystal field [3]. It should be
noted that the room-temperature PL spectrum of a
Cr4+:Ca2GeO4 bulk single crystal (see inset in the figure
and the corresponding spectrum in [2]) appears as a
broad band with a maximum at λ3 ~ 1.25 µm.

The PL spectra of Cr4+:Ca2GeO4 single crystal films
exhibit the flowing special features: (i) the frequency of
oscillations determined as a mean value for the first and
second satellites (ν ~ 337 cm–1) exceeds the analogous
values determined for the bulk single crystals of
Cr4+:Ca2GeO4 (ν ~ 132 cm–1) and Cr4+:Mg2SiO4 (ν ~
153 cm–1) [3]; (ii) the PL spectra of the films display an
additional peak situated on a shortwave wing of the
sharp band; (iii) the most intense band in the PL spec-
trum of the film is shifted by ~30 nm toward shorter
wavelengths relative to the analogous band in the spec-
tra of bulk single crystals; (iv) the PL spectrum of the
film shows relatively weak satellites with ν ~ 700 cm–1,
which are more pronounced in the spectra of bulk sam-
ples [3, 4]; (v) as the temperature increases from 77 to
300 K, the sharp emission band in the spectrum of the
film broadens without any significant change in the
position of maximum or in the shape (cf. figure,
curves 1 and 2).

The PL spectra of the bulk single crystals of
Cr4+:Ca2GeO4 and Cr4+:Mg2SiO4 were interpreted [2–4]
within the framework of a model based on the interac-
tion of electrons of the Cr4+ center with the local oscil-
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The PL spectra of Cr4+:Ca2GeO4: (1, 2) singe crystal films deposited onto (110)-oriented Ca2GeO4 bulk single crystal substrate,
measured at room temperature and at liquid nitrogen temperature, respectively; (3, 4) bulk single crystals measured at liquid nitro-
gen temperature in this work and in [2], respectively. The inset shows the room-temperature PL spectrum of the bulk single crystal.
lations of this center and the optical modes of the crys-
tal lattice [5–7]. This interaction is characterized by the
Juan–Reece factor S describing a partial conversion of
the energy liberated upon the electron transition into
the energy of local oscillations or lattice modes. This
parameter can be determined using the experimental
ratio of the areas of the first satellite and the narrow
band (the so-called phononless band). In this model, the
transformation of the spectrum with a fine structure
(containing both the phononless band and the satellites)
to the broad-band spectrum is characterized by the
parameter a = (S/2) ν/2kT), where ν is the fre-
quency of oscillations excited by the center (deter-
mined by the positions of satellites), k is the Boltzmann
constant, and T is the absolute temperature. For the
transition under consideration, the a value varies from
a !1 to a @ 1.

In our case, the Juan–Reece factor for ν = 337 cm–1

is S = 0.2 and the room-temperature value of a is 0.3,
which corresponds to the spectrum with a fine structure
(this structure is favored by high ν values). According
to [3], the bulk single crystals of Cr4+:Mg2SiO4 mea-
sured at 10 K are characterized by S = 0.7. Assuming
this factor to depend weakly on the temperature, we
obtain a = 2.2 for ν = 153 cm–1 at room temperature.
For Cr4+:Ca2GeO4 a bulk single crystals measured at
liquid nitrogen temperature the spectrum yields a esti-
mate of S = 0.4. Making analogous assumptions for S
and ν = 132 cm–1, we obtain the room-temperature esti-
mate a = 1.4. Thus, the room-temperature parameter a

(coth
TE
for single crystal films is significantly smaller than the
analogous values for the bulk single crystals of
Cr4+:Mg2SiO4 and Cr4+:Ca2GeO4.

In the analysis of factors responsible for the appear-
ance of oscillations with ν = 337 cm–1, we must note
that the energy of the crystal lattice oscillations in a
bulk single crystal of Ca2GeO4 [4] is usually character-
ized by ν ~ 200 cm–1. In our case, the formation of
Cr4+:Ca2GeO4 films takes place at a temperature of
450–500°C, which is markedly lower as compared to
the temperatures involved in the synthesis of bulk sin-
gle crystals (e.g., the melt temperature in the Czochral-
ski process for the olivine phase of Ca2GeO4 is 1410–
1490°C [8]). Therefore, we may expect that the crystal
structure of our films is characterized by a considerable
density of defects which, in turn, may lead to modifica-
tion of their phonon spectrum toward increasing fre-
quency of the optical modes. The natural question as to
whether such a modification can result in the appear-
ance of a mode with ν ~ 337 cm–1 in the phonon spec-
trum—or whether the observed oscillations should be
attributed to oscillations of the Cr4+ center—requires
additional investigation.

The presence of crystal lattice defects may also
account for the observed shortwave shift of the phonon-
less band in the PL spectrum of the film relative to that
in the spectrum of the bulk crystal. The optical charac-
teristics of the Cr4+ ion are determined by the tetrahe-
dral symmetry of the nearest (oxygen) crystalline envi-
CHNICAL PHYSICS LETTERS      Vol. 27      No. 9      2001
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ronment, by the tetrahedral crystal field strength, and
by distortions of the tetrahedral symmetry. The pres-
ence of defects in the films studied can be manifested
by the aforementioned increase in the crystal lattice
parameter of the film, resulting in a greater strength of
the crystal field corresponding to the tetrahedral envi-
ronment and in lower distortions of the tetrahedral sym-
metry. Both these factors may lead to the observed
increase in energy of the electron transitions studied.

The above interpretation of particularities of the
luminescence spectra of Cr4+:Ca2GeO4 single crystal
films is not the only possible variant. An alternative
explanation can be given proceeding from an assump-
tion that other crystalline phases present in the films [8]
account for the appearance of the observed spectral fea-
tures. However, it should be noted that the X-ray dif-
fraction analysis of the single crystal film samples
revealed the presence of a single olivine phase.

Thus, we have experimentally demonstrated for the
first time that Cr4+:Ca2GeO4 single crystal films feature
a weak energy exchange between electrons of the Cr4+

center and oscillations excited in the film at room tem-
perature, which leads to a fine structure of the optical
emission spectrum.
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Abstract—A new method for exciting high-lying states in oxygen molecules is proposed, which is based on
the interaction of O2 molecules with a low-energy (~102–104 eV) electron beam formed in a discharge with run-
away electrons. An algorithm for calculating the electron energy distribution function (EEDF) using the Monte
Carlo simulation technique is developed. The EEDF calculation for a discharge in pure oxygen is performed
for a plasma pumped with monoenergetic electron beam in the absence of an external electric field. Efficiencies
of the formation of Rydberg and Herzberg states in oxygen molecules under conditions of a quasi-stationary dc
discharge and a discharge with runaway electrons are compared. © 2001 MAIK “Nauka/Interperiodica”.
Introduction. Electronegative gas plasmas are
widely employed in various modern technologies.
Investigation of the mechanisms of formation and loss
of negative ions is an important part in the study of bulk
and surface processes occurring in the plasma reactors.
Some recent experimental investigations [1–5] revealed
increased concentrations of negative ions in the after-
glow of pulsed dc and ac discharges in electronegative
ions, in particular, in oxygen [1–3].

The negative ion formation in the afterglow is
related to the process of thresholdless dissociative low-
energy electron attachment to highly excited molecules
formed in the discharge via the reaction

At a reduced pressure (~10–102 Pa) typical of the dis-
charges studied in [1–3], the formation of negative ions
is possible only by the mechanism of dissociative elec-
tron attachment to oxygen molecules, since triple colli-
sions are not very probable. The electron attachment to
the ground and lower metastable states is characterized
by a small cross section (~2 × 10–22 m2) and a high
energy threshold (~4 eV).

An analysis of the experimental data obtained by
Ding et al. [1] indicates that the excited oxygen mole-
cules ( ) occur either in the Rydberg states (Ry)
with excitation energies E ~ 9.7–12 eV [2–3] or in the

Herzberg states (C3∆u, A3 , c1 ) with E ~ 4.5 eV. In
connection this context, it was interesting to perform an
experiment in which dominating role of the Rydberg or
Herzberg states would allow us to compare their roles
in the process of negative ion formation.

e– O2* O– O.+ +

O2* O2*

Σu
+ Σu

–
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We may propose an alternative to using discharge as
a method for exciting the high-lying  levels, which
consists in acting upon the gas with a beam of fast elec-
trons. Using traditional electron guns (operating in the
energy range from ~105 to 107 eV) for this purpose does
not seem to be expedient because the ionization and
excitation cross sections in the high-energy range are
small. An electron beam of lower energy (~102–104)
can be obtained using a discharge gap with a perforated
electrode [6] called the open discharge gap [7]. The
electron beam formation under the open discharge con-
ditions is analogous to the process taking place in the
cathode region of a glow discharge. In an open dis-
charge, the electron beam forms in the space between
cathode and grid electrode. A considerable proportion
of the so-called runaway electrons accelerated in a
strong field of the confined discharge leave this space
through the grid holes. The region behind the grid is
called the drift space.

The purpose of this study was to compare the effi-
ciency of excitation of the Herzberg and Rydberg states
in oxygen molecules by a constant electric field of the
positive column of a glow discharge to the efficiency of
excitation of the same states by an electron beam in the
drift space of an open discharge. The comparison was
based on the Monte Carlo calculation of the electron
energy distribution functions in the two cases of interest.

Problem formulation. A stationary self-consistent
field in the discharge is determined by a balance of the
electron generation and loss processes. It was reported [1]
that negative ions formed in the afterglow stage of a
quasi-stationary dc discharge in pure oxygen. The elec-
tron temperature in the discharge measured by a probing
technique was ~2 eV. According to the results of calcula-
tions performed in a two-term approximation [8], this

O2*
001 MAIK “Nauka/Interperiodica”
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temperature value corresponds to a field strength of
E/N ~ 4 × 10-16 V m2. Estimates showed that the loss of
electrons in the course of dissipative attachment can be
compensated neither by ionization (the ionization rate
constant is as small as ki ~ 10–20 m3/s) nor by detach-
ment, since the concentrations of O2(a1∆g) and O(3P)
states (involved in the detachment) are small under the
experimental conditions studied. Moreover, the rate
constant of excitation of the Rydberg states in oxygen
exposed to a weak electric field (E/N ~ 4 × 10–16 V m2)
is very small, being several orders of magnitude lower
than that for the Herzberg states. The possibility of
exciting the Rydberg states in oxygen molecules and
the discrepancy between measured electron tempera-
tures and the steady-state discharge operation observed
in [1] can be explained by a significantly nonlocal char-
acter of the electron energy spectrum related to the
influence of near-electrode plasma layers. The role of
this factor in the formation of negative ions can be
assessed based on the EEDF calculation by the Monte
Carlo method.

We employed the Monte Carlo simulation technique
for calculating the electron energy distribution function
f(x, ε) in the open-discharge plasma in oxygen pumped
with a monoenergetic electron beam in the absence of
external electric fields in the drift space.

Calculation procedure. The calculation of the elec-
tron energy degradation spectrum f(x, ε) was based
upon Monte Carlo simulation of the motion of a system
of individual electrons. Obtaining statistical data in the
region of small EEDF values is usually a time-consum-
ing procedure. According to the algorithm employed,
the statistics was improved by using the statistical
weights of electrons: when an electron appears in the
region where the corresponding f(x, ε) value is small,
the weight is reduced by half and another (identical)
electron is created. Subsequent statistically indepen-
dent motions of these electrons ensure a faster accumu-
lation of data in the region of small f(x, ε) and “smooth”
this function, thus markedly reducing the time neces-
sary for the calculation.

The electrons move starting from one point on the

grid at the same velocity V =  directed toward
the anode, where me is the electron mass and U is the
initial electron energy in the beam. The equations of
motion were solved by the second-order Runge–Kutta
method using a step of

where N is the concentration of main gas molecules, ε
is the electron energy, and σi(ε) are the cross sections
of various processes involving electrons.

In each step, the value of n[k, s] (equal to the time
spent by electrons in a cell of the phase space with the

2U/me

∆t 0.3νmax
1– , νmax N 2ε/me σi ε( )

i

∑ ,
0 ε U< <
lim= = max
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coordinates x, ε and the dimensions xk ≤ x < xk + 1 ≡
xk + ∆x, εs ≤ ε < εs + 1 ≡ εs + ∆ε) increases by ∆n = W∆t,
where W is the statistical weight of a given electron.
The electron density distribution function F(x, ε) nor-

malized as (x, ε)dε = 1 is related to n[k, s] by the

equation

Using a random number generator and the cross sec-
tions σi(ε) in the tabulated form, we determine whether
a collision with a gas molecule takes place in a given
step and (when it does) what the collision type is. In the
case of elastic scattering, the electron loses an energy of

∆ε = ε  and acquires a random direction of motion.

Upon ionization, one of the electrons acquires an
energy of ε1 = ε'ξ0.2 [9] and the other, accordingly, ε2 =
ε' – ε1 (where ε' is the difference between the primary
electron energy and the ionization potential, and ξ ∈
[0, 1] is a random number). The direction of both elec-
tron velocities coincides with that of the primary elec-
tron. Exciting various states of the molecule, the elec-
tron loses an amount of energy (without changing
direction) equal to the corresponding excitation energy.
Upon the dissociative attachment reaction, the electron
is lost.

If the electron did not collide with a neutral mole-
cule, the same procedure is used to determine whether
a recombination event took place. The recombination
frequency is defined as νR = N+(x)KR(ε), where the
recombination rate constant KR(ε) is known in an ana-
lytical form and the positive ion concentration N+(x) is
assumed to be equal to the electron concentration Ne(x).
The latter is determined from the accumulated distribu-
tion n[k, s] using the formula

where  is a given maximum electron concentration.

In cases when the recombination did not take place
either, the motion is calculated for the next step in time.
Striking the grid, the electron is reflected with a proba-
bility of µ = 0.75 (equal to the grid transparency) and is
lost with a probability of 1 – µ.

When all electrons generated by the given primary
electrons will be lost, the next electron of the beam
appears on the grid. In addition to the spectrum n[k, s],
we determined a sum of the energies of electrons lost on
the grid (εG) and anode (εA), as well as a result of

F∫

n k s,[ ]

n k s,[ ]
s

∑
----------------------- F xk εs,( )∆ε.=

2me

M
---------

Ne xk( )
Ne

0

n k s,[ ]
s

∑ 
 
 

k
?÷max?

------------------------------------------------ n k s,[ ] ,
s

∑=

max

Ne
0

1
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Fig. 1. Electron energy distribution function f(x, ε) for a plasma pumped with a monoenergetic (U = 5 keV) electron beam in the
absence of an external electric field.
recombination (εR(x)). Using the spectrum n[k, s], we
calculated the energies spent by electrons in the elastic
collisions

and in the inelastic collisions

where ∆i are the corresponding reaction thresholds.

ε0 xk( )
2me

M
---------N εsn k s,[ ] 2εs/meσ0 εs( )

s

∑=

εi xk( ) ∆tN n k s,[ ] 2εs/meσi εs( ),
ε
∑=

Comparative data on the relative contributions of various
electron energy loss channels

Electron beam Electric field

U = 1 keV U = 10 keV E/N = 1.25
× 10–15 V m2

Grid losses 25% 26% –

Anode losses 0.3% 4.6% –

Ionization 32% 30% 3.8%

Herzberg 
states

2.5% 2.6% 17%

Dissociation 
O(3P) + O(1D)

18% 17% 41%

Dissociation 
O(3P) + O(3P)

1.7% 1.6% 11%

Rydberg states 15% 13% 14%
T

The calculation is conducted for a sufficiently large
number of electrons in the beam, that is, until all the
calculated functions would become sufficiently
smooth. This procedure yields an electron energy dis-
tribution function f(x, ε) = Ne(x)F(x, ε)ε–1/2 normalized

as (x, ε)ε1/2dε = Ne(x), as well as the quantities εA,

εG, εR(x), and ε(x) referred to the total energy  = kU,
where k is the total number of electrons in the beam.

Results. The calculation was performed for oxygen
at a pressure of  = 1.33 × 102 Pa and a maximum

electron concentration of  = 1018 m–3, which allows
the electron–electron collisions to be ignored. The drift
space length (d = 0.05 m) was selected equal to a char-
acteristic size of the electron beam degradation region.
The following types of interactions between electrons

and oxygen molecules in the ground state O2(X3 )
were taken into account: elastic scattering; rotational
excitation; vibrational excitation; ionization; electron
attachment; and excitation of the electron states

(a1∆g, b1 ), a group of the Herzberg (C3∆u, A3 , c1 )
or Rydberg states, or the states dissociating via chan-
nels   O(3P) + O(3P) and   O(3P) +
O(1D). The corresponding cross sections σi(ε) were
taken from [8]. In addition, we made an allowance
for   the dissociative recombination KR(ε) = 2.8 ×
10−14(ε/1 eV)–1/2 m3/s.

Figure 1 shows a characteristic degradation spectrum.
As is seen, the spectrum of electrons excited by the beam

f∫
ẽ

PO2

Ne
0

Σg
–

Σg
+ Σu

+ Σu
–

O2* O2**
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has a significantly non-Maxwellian shape strongly
enriched with fast electrons. Such a distribution must
favor the excitation of most high-lying states and, in con-
trast, suppress the energy transfer to the low-lying states.

As can be seen from the data presented in Fig. 2, the
high-lying levels of oxygen molecules are excited pre-
dominantly near the grid. The size of this region is
determined by the beam penetration depth, that is, by
the primary electron energy. Figures 1 and 2 indicate
that the distribution function F(x, ε) weakly depends on
x for the energies U ≥ 5 keV, while at lower energies the
spatial variation becomes significant. At low electron
beam energies, the relative contributions of various
components are inhomogeneously distributed in space.

For comparison, an analogous calculation was per-
formed for electrons in a preset constant electric field
typical of a stationary dc discharge in oxygen
(E/N = 1.25 × 10–15 V m2). The primary electrons
appeared on the grid at a thermal energy of ~0.03 eV. The
loss energy fractions were calculated in a stationary
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Fig. 2. Spatial distributions of the integral energy ε1(x) =

(x)  lost by electrons per unit length and relative

energy fractions αi(x) =  spent for the excitation of

Rydberg (---) and Herzberg (—) states for various initial
beam energies U = 1 (a); 3 (b); 5 (c); 10 keV (d).

εi
i

∑ 1
∆x
------

εi x( )
∆xεT x( )
--------------------
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regime (i.e., with neglect of the losses on electrodes and
in the near-electrode regions). The results were consistent
with those obtained in a two-term approximation [8, 9].

Comparative data on the relative fractions of the
main electron energy loss channels (integrated over
space) calculated for the two methods of plasma main-
tenance are listed in the table. A considerable variation
in the law of energy distribution between electrons dur-
ing the modeled ionization event (ε1 = ε'ξ) does not lead
to any significant energy redistribution between the
interaction channels. A change in the grid transparency
results in a proportional redistribution of the corre-
sponding energy fraction between channels. No relative
changes take place upon the variation in U either. Data
presented in the table indicate that excitation of the
Herzberg states is most effective in the positive column
of a glow discharge, while the Rydberg states are more
favorably excited in the open discharge.

Conclusion. It was demonstrated that the degrada-
tion spectrum observed under the beam action is signifi-
cantly enriched with fast electrons, which favors the
excitation of high-lying states and suppresses the energy
transfer to low-lying levels. Efficiencies of the formation
of Rydberg and Herzberg states in oxygen molecules
under conditions of a quasi-stationary glow discharge
and a discharge with runaway electrons are compared.

We may suggest that a significant role in the exper-
iment reported in [1] belongs to processes occurring in
the region of cathode potential fall. Therefore, it is pos-
sible that an analogous experiment in the open dis-
charge would better elucidate the mechanisms of the
negative oxygen ion formation.
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Abstract—An algorithm for reconstructing the imaginary part of permittivity of an inhomogeneous planar
optical waveguide is proposed. The algorithm uses information on the spectrum of imaginary parts of the prop-
agation constants of guided modes. Examples illustrating the efficiency of this approach are provided. © 2001
MAIK “Nauka/Interperiodica”.
Reconstruction of the permittivity profile ε(y) of a
planar optical waveguide is of great practical interest [1].
To date, several methods for reconstruction of the
Reε(y) distribution have been proposed [2–6]. At the
same time, reconstruction of Imε(y) is still not ade-
quately studied. This problem is important for develop-
ing the optical waveguide technology [7] and studying
mechanisms governing the interaction of activated films
with detected components of gases and liquids [8]. At
present, a method for the reconstruction of Imε of a
homogeneous waveguide is known. It uses the solution
of the corresponding dispersion equation under the
condition that the complex propagation constants of at
least two modes were previously measured [9]. How-
ever, this approach cannot be used when Imε notice-
ably depends on y.

In this paper, a method for reconstructing the Imε(y)
function of an inhomogeneous multimode waveguide is
proposed. The method uses information on the spec-
trum of complex propagation constants of all guided
modes that allow experimental recording by the prism
method [9].

As a rule, absorption in an optical waveguide is a
small perturbing factor for the distributions of fields
and real parts of the propagation constants of
waveguide modes. This fact allows us to use the pertur-
bation theory, which yields the relationship [10]

(1)

Here, l = 1, 2, …, M, M is the total number of guided
modes; βl = Reβl + iImβl are the complex propagation
constants of TE modes; d is the waveguide thickness;
Yl(y) is the transverse distribution of the mode field; l is
the mode index; and k0 is the wavenumber in vacuum.
We will consider expression (1) as a relationship con-
necting the unknown function Imε(y) to the spectrum
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of imaginary parts of the propagation constants of
waveguide modes that can be experimentally mea-
sured [9]. The function Reε(y), which determines the
constants Reβl and the field Yl(y), is already assumed to
be reconstructed. In order to reconstruct the function
Imε(y), we expand it in terms of a set of linearly inde-
pendent functions ϕn(y):

(2)

The unknown amplitudes an can be found by the least
squares method [11]. Assuming that all constants Imβl

were measured with the same accuracy, we compose
the sum

(3)

The condition of minimum for the sum I gives the
algebraic system

(4)

where
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Selection of the functions ϕn(y) plays an important role in
solving this inverse problem, because these quantities
determine the degree of conditionality of system (4) [12].
Here, we investigate three sets among all known sets of
functions applied in the perturbation theory for optical
waveguides [10, 13–15], namely, even trigonometric
functions cos(nπyd–1) with period 2d, fields Yl(y) of

waveguide modes, and squared mode fields (y).

Numerical experiments were conducted for
waveguides with profiles ε(y) taking maximum values
at the waveguide surface. Distributions ε(y) were spec-
ified in the form

(5)

Here, ∆ε0 and εs are the permittivity increment at the
waveguide surface and the permittivity of substrate,
respectively. For calculations, we have chosen the dis-
tributions ε(y) involving monotonic functions F(y) and
f(y) of two types:

(6)

(7)

These functions correspond to diffusion techniques [3].
The calculations were performed for εs = 2.25 – i1 ×
10−6, k0d = 200, α = 2, σ = 2, Re∆ε0 = 0.1, and various
values of γ and η. For these parameters of the
waveguide, the total number of guided modes equals
twelve and nine for distributions (6) and (7), respec-
tively. Constants Imβl were calculated by the method of
contour integration [16].

Numerical experiments performed with exactly cal-
culated values of constants Imβl have shown that the
trigonometric series ensures the most adequate recon-
struction of the Imε(y) profile. It has been found, how-
ever, that the presence of noise in the specified con-
stants Imβl causes a substantial instability of the results
of reconstruction. This fact indicates that, in the case of
trigonometric functions, system (4) is ill-conditioned.
Using expansion (2) with the fields and squared fields
of waveguide modes, we obtained systems (4) with
dominating diagonal matrix elements αij . As a result,
reconstruction of the Imε(y) profile became stable with
respect to the noise in constants Imβl . The most accept-
able results were obtained for squared mode fields. The
accuracy of the reconstruction procedure Imε(y) can be
estimated from Fig. 1. It should be noticed that the plots
of reconstructed functions are curves oscillating near
plots of exact functions Imε(y). Maximum deviations

bi Im βkCki.
k 1=

M

∑=

Yl
2
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of the reconstructed function from the exact one are
observed near the waveguide surface. These deviations
can be explained by the fact that the mode fields in this
region are close to zero. Calculations revealed that, by
increasing the thickness d of the optical waveguide (and
the total number of waveguide modes), we increase the
frequency of oscillations of the reconstructed function
and decrease the oscillation amplitude. However, a sub-
stantial error in the Imε(y) reconstructed near the
waveguide surface is still retained.
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Abstract—Frequency-modulated Gaussian pulse propagation in an amplifying fiber is described within the
framework of a linear model with an allowance for the second-order dispersion effects. It is demonstrated that
the presence of an imaginary part in the group velocity dispersion parameter of the single-mode optical fiber
with luminous gain leads to the possibility of the pulse envelope at a supraluminal velocity. © 2001 MAIK
“Nauka/Interperiodica”.
An important feature of a pulse propagating in an
amplifying medium is the principal possibility for the
pulse to move at a velocity exceeding the speed of light
in vacuum [1]. This leads to no discrepancies with the
basic principles of relativity because photons forming
the pulse still move at a velocity of light characteristic
of the given medium. However, the luminous gain
results in that the photon concentration on the leading
pulse front exceeds that on the trailing front so that the
“center-of-gravity” of the pulse shifts in the direction of
the pulse propagation. Thus, the supraluminal pulse
propagation implies that the wave packet envelope
maximum moves at the expense of amplification (more
pronounced on the leading front) rather than the energy
being transferred at this rate.

Although the phenomenon of supraluminal velocity
was observed long ago [2, 3], this effect still draws the
attention of researchers [4, 5]. However, the cited
papers did not analyze the influence of an imaginary
component of the dispersion parameters on the pulse
envelope propagation velocity. At the same time, it was
recently demonstrated [6, 7] that the phase self-modu-
lation related to the imaginary component of the group
velocity dispersion significantly affects the dynamics
of a pulse propagating in an optical fiber with luminous
gain. In particular, the pulse may exhibit compression
even in the absence of a frequency modulation and with
neglect of the nonlinear effects. Below, we will analyze
conditions for the supraluminal velocity of a pulse
envelope maximum with an allowance for the complex
character (imaginary part) of the group velocity disper-
sion parameter by solving a dynamic equation for the
time envelope of a pulse in a single-mode amplifying
optical fiber.

Let us consider a single-mode optical fiber in which
an effective index of refraction N = N1 – iN2 for the
pulse-forming mode is complex. This implies complex-
ity of the mode propagation constant β = β1 – iβ2 =
1063-7850/01/2709- $21.00 © 20719
ωN/c, where c is the speed of light in vacuum and ω is
the radiation frequency. A dynamic equation for the
time envelope of a pulse written in a linear approxima-
tion with an allowance for the first- and second-order
dispersion effects is as follows [8]:

(1)

Here, the complex parameters u = u1 – iu2 ≡ (∂β/∂ω
and D = D1 – iD2 = (∂2β/∂ω2)0 represent the group
velocity and its dispersion, respectively, and the deriv-
atives are taken at the central pulse frequency ω0. Let a
frequency-modulated Gaussian pulse with a given time
envelope enter the fiber. In terms of the running time
τ = t – z/u1, the envelope shape is represented as

(2)

where α0 is the frequency modulation rate in the pulse
and τ0 is the initial pulse width. A solution to Eq. (1)
with an allowance for Eq. (2) can be found in the form
of A(τ, z) = ρexp(iΦ), where Φ is the phase of the prop-
agating pulse and ρ is a function describing the pulse
amplitude and shape:

(3)

Here, V(z) and τu(z) are the pulse amplitude function
and pulse width depending on the path length traveled
by the pulse in the optical fiber, while S is a parameter
given by the expression

(4)

∂A
∂z
------

1
u
---∂A

∂t
------ i

D
2
----∂2A

∂t2
---------–+ 0.=

)0
1–

A τ 0,( ) A0 1 iα0τ0
2+( )τ2/2τ0

2– ,exp=

ρ τ z,( ) V z( )
τ Su2

1– z–( )2

2τu
2

----------------------------– .exp=

S
α0

2τ0
2 τ0

2–+( )D1z α0τ0
2–

1 α0
2τ0

2 τ0
2–+( )D2z+

-------------------------------------------------------.=
001 MAIK “Nauka/Interperiodica”



 

720

        

ZOLOTOV 

 

et al

 

.

            
According to Eq. (3), the velocity of the pulse
envelope maximum propagation is determined by the
formula

(5)

where u1c/N1 is a quantity usually interpreted as the
group velocity of the pulse. In order to determine the
parameters u2 and D2 , we will use a relationship
between the imaginary part of the propagation constant
and the linear gain 2β2(ω) = α(ω). For a radiation inten-
sity far from saturation of an active medium [9],

(6)

where ∆ωL is the Lorentz linewidth of the gain loop,
∆ω = ω0 – ωr is the detuning of the central pulse fre-
quency from the resonance frequency ωr of the induced
optical transition, σ is the transition cross section, and
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Fig. 1. The plots of relative velocity um/c of the pulse enve-
lope maximum versus normalized distance z/z∞ traveled by
the pulse in the fiber.
T

n is the density of the active generation centers. In this
notation, the parameter D2 is expressed as follows:

(7)

Using relationship (6), the parameter u2 can be
expressed as

(8)

An analysis of the formula (5) shows that the veloc-
ity um of the pulse envelope maximum exceeds the
group velocity u1 when S/u2 < 0. In this case, there are
two possible situations: for 1 – N1 < cS/u2 < 0, the um

value is greater than u1 but still smaller than the speed
of light in vacuum; for –N1 < cS/u2 < 1 – N1, we deal
with the supraluminal propagation whereby um > c.
These situations can be observed for various signs of
the central pulse frequency detuning from the reso-
nance ω0 – ωr and the signs of α0 and D1. For example,
assuming α0 and D1 to be positive, we arrive at the fol-
lowing conditions. In the frequency range |∆ω| <

∆ωL/ , we obtain D2 > 0 and, according to Eq. (8),
u2 > 0 for ω0 > ωr . Therefore, a supraluminal velocity
of the pulse envelope maximum is reached at a dis-
tance of

(9)

For ω0 < ωr , we obtain u2 < 0 and a supraluminal enve-
lope propagation is observed at z > z1. In the frequency

range |∆ω| > ∆ωL/ , where D2 < 0, this propagation
regime is attained at z < zi and z > z3 – i (i = 1, 2). Here,
zi < z3 – i and

(10)

Figure 1 shows the plots of relative velocity um/c of
the pulse envelope maximum versus normalized dis-
tance z/z∞ traveled by the pulse in the fiber (z∞ is the dis-
tance at which um  ∞). The curves were constructed
for the following fiber parameters: ωr = 1.8 × 1015 s–1;
σn = 456 m–1; ∆ωL = 5 × 1012 s–1; τ0 = 5 × 10–12 s; α0 =
1022 s–2; D1 = 6 × 10–26 s2/m; ∆ω = (2, 3, 10) × 1012 s–1

(Fig. 1a, 1–3) and (–2, –3, –10) × 1012 s–1 (Fig. 1b, 1–3);
the corresponding normalization factors for curves 1–3
are z∞ = 3.9, 40.5, and 14.7 m, respectively. Note that a
significant increase in the um value is observed within a
rather narrow region of z in the vicinity of z∞ . The ten-
dency of um to infinity with z  z∞ is related to a
restricted character of the model employed (in particu-
lar, with neglect of the high-order dispersion effects and
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the kinetics of inversion in the amplifying fiber trans-
mitting the pulse).

Figure 2 shows the distance z, at which the supralu-
minal propagation of the pulse envelope maximum is
developed, as a function of the detuning ∆ω of the cen-
tral pulse frequency from the resonance calculated for a
linewidth ∆ωL = (2, 5, 10) × 1012 s–1 (Fig. 2, 1–3). As
the gain linewidth grows, the interval of detuning ∆ω
and the minimum distance zm (at which the supralumi-
nal propagation effect is manifested) tend to increase. A
minimum of this dependence corresponds to a detuning

100

10

1

0 1 2

∆ω, 1013 s–1

z, m

1 2 3

Fig. 2. Plots of the distance z at which the supraluminal
propagation of the pulse envelope maximum is developed
versus detuning ∆ω of the central pulse frequency from the
resonance.
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 9      200
∆ω equal to the linewidth ∆ωL . These points are most
convenient for observing the supraluminal propagation
effect.

The above analysis indicates that taking into
account the complex character (imaginary part) of the
dispersion parameter in the optical fibers with luminous
gain provides for the possibility of realization of a
supraluminal velocity of the pulse envelope propaga-
tion in this fiber. The effect is possible not only for
pulses of the exponential shape (as was pointed out
in [1]) but for the Gaussian pulses (possessing a steeper
envelope) as well.
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Abstract—A comparative analysis of the gas flow regimes behind the region of laser energy supply to a super-
sonic jet is performed depending on the laser radiation focusing conditions. A relationship established between
the energy and gasdynamic parameters reveals a significant difference in the flow parameters (velocity, stagna-
tion pressure) behind the extended and localized (point) thermal plasma sources for the identical initial condi-
tions in a supersonic jet with the Mach numbers M = 1.5–10. © 2001 MAIK “Nauka/Interperiodica”.
It was demonstrated [1, 2] that the gas flow parame-
ters behind an extended optical breakdown region
formed in a supersonic jet are determined by laser
plasma dynamics. This flow regime is possible pro-
vided the breakdown plasma region is characterized by
a sufficiently large length to diameter ratio l/d, as deter-
mined by the laser radiation focusing. In the case of
l ≈ d, the conditions for the laser detonation wave main-
tenance are violated and the process character signifi-
cantly changes so as to correspond to a local instanta-
neous energy deposition. This condition was used in the
numerical investigations of the relationship between
spatiotemporal energy parameters of the thermal source
and the flow structure in the vicinity of this source and
streamlined bodies [3–6]. An analytical model corre-
sponding to a strong point explosion was also used to
calculate the required shock wave configuration caused
by a series of laser pulses [7]. As will be shown below,
the possibilities of an analytical approach within the
framework of the same model can be significantly
extended so as to determine, besides the characteristic
scale, the gasdynamic parameters and establish a rela-
tionship between these parameters and the energy char-
acteristics using generalized numerical data on the pos-
texplosion flow determined in a broad range of condi-
tions with an allowance for the counterpressure [8, 9].

The purpose of this study was to analyze the struc-
ture of a quasi-stationary flow in a supersonic jet with
pulsating laser-initiated breakdown under short-focus-
ing conditions (based on a point explosion model).
Another task was to evaluate parameters of the medium
behind the breakdown region depending on the energy
characteristics of the laser radiation and the flow veloc-
ity (Mach number). In order to reveal the characteristic
features of the flow regime with instantaneous local
energy deposition, we will perform a comparative anal-
ysis of these results with the data obtained using a
1063-7850/01/2709- $21.00 © 20722
model [1, 2] taking into account a finite (albeit large)
rate of the energy supply behind the optical detonation
wave (extended source model) for the same values of
the average laser radiation power and the initial experi-
mental flow conditions.

The measured average absorbed laser radiation
power (equal to the product of the pulse energy by the
pulse repetition rate f) is N = 1.6 kW (at f = 100 kHz).
It is assumed that (in contrast to the extended source
model) the energy is instantaneously absorbed at the
point of radiation focusing (i.e., the basic conditions of
the point explosion model are fulfilled). Assuming the
frequency is sufficiently high to form a quasi-stationary
flow (this condition is formulated below), we determine
the initial energy parameter (energy per unit length)
E0 = N/u∞ , where u∞ is the flow velocity. As a result, we
determine the spatiotemporal scales of a point explo-
sion with cylindrical symmetry: r0 = (E0/P∞)1/2 and t0 =
r0(r∞/P∞)1/2 (equal to r0 = 8.4 mm and t0 = 54 µs for an
experiment with E0 = 4 J/m). For the numerical analy-
sis, the radial distribution of the flow parameters at var-
ious time instants upon explosion were determined
using tabulated data [8] for the gasdynamic parameters
presented as functions of the dimensionless variables
ξ = (ri/rn)2 and q = (a∞/c)2, where ri and rn are the radii
of selected points and of the shock wave, respectively;
a∞ is the sound velocity in the incident flow; and c is the
shock wave velocity. For a fixed distance x from the
point of explosion (radiation focusing), t = x/u∞ and the
dimensionless parameter t/t0 determines the value of q.

Figure 1a shows plots of the relative pressure P0/P∞ ,
sound velocity a0/a∞ , and radial velocity (expansion) of
the medium v 0/a∞ versus q (increase in q corresponds
to going away from the point of explosion) calculated
for the effective adiabate exponent γ = 1.3 (1) and
1.67 (2) in the central part of the flow. Also indicated
001 MAIK “Nauka/Interperiodica”
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are the intervals of q corresponding to the Mach num-
bers M∞ = 2 and 10 for x = 5–30 mm. A common feature
of these solutions is the fact that virtually constant lev-
els of P0/P∞ ≅  1, a0/a∞ ≅  5, and v 0/a∞ ≅  0 are estab-
lished for q ≥ 0.35 with a relative deviation not exceed-
ing a few percent; note also that the velocity changes
sign at q = 0.6–0.8. An isobaric flow with the steady-
state parameters is determined by the coordinate x* =
u∞(t/t0)t0, where t/t0 ≅  0.11–0.13 (depending on γ) for
q = 0.35.

Figure 1b presents the radial profiles of the relative
density ρ/ρn for γ = 1.3 (the patterns for other γ are anal-
ogous) and two fixed values of q = 0.6 and 0.8 (corre-
sponding to x = 7.6 and 24.4 mm, respectively). These
data are depicted in addition to the calculated shock
wave configuration rn (curves 1 and 2), the experimen-
tal data for an argon flow with M∞ = 2 [1, 2], and the
level of density ρ∞ in the unperturbed flow. Once the
distribution of the latter parameter is known, we may
estimate its average value in the central region as ρ0 ≅
0.03–0.04ρ∞ (as well as the sound velocity a0 ≅  5a∞).
This value can be adopted at the point r0 (closest to the
axis) so as to eliminate the singularity of the point-
explosion solution at r = 0. This choice is also justified
by the fact that, according to estimates, the spatial scale
of the heat and mass transfer processes in argon at high
temperatures is close to r0.

The inner and outer boundaries of the characteristic
low-density (and high-temperature) region are indi-
cated by r0 and r1 lines (lying below Ox) in Fig. 1b. As
x increases, the former boundary remains virtually con-
stant (r0 does not exceed 0.9–1.2 mm), whereas the
outer boundary radius exhibits a significant (several-
fold) growth indicating expansion of the region of
nearly constant density gradient. This behavior differs
the process under consideration from the energy depo-
sition behind the optical detonation wave front where
the thermal trace boundary (curve 3) represents a weak
shock wave separating high-speed plasma jet from the
main gas flow [2].

A dependence of the flow parameters on the power
N is manifested in the relationship between E0, r0, and
t0 values, which vary in a correlated manner in propor-
tion to N1/2. The t/t0 and q values decrease, while the
shock wave radius and the gasdynamic parameters
increase. Figure 1b also indicates (10E0 arrows) a
change in r0, r1, and rn upon a tenfold increase in the
laser power. A most significant (2.5- to 3-fold) growth
is observed for r0, while the shock wave radius exhibits
a minimum change. Thus, the effect of increase in the
laser power is manifested by the increasing size of the
low-density region and by attaining a stationary flow
regime faster (q > 0.35).

The condition of a quasi-stationary flow regime with
instantaneous energy supply appears as u∞/f ~ r0 (or r1,
which is smaller than 1 mm), with the corresponding
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 9      200
frequency above 400 kHz. In comparison to an
extended source (for which u∞/f ~ l), the short-focusing
conditions require a higher frequency. Under a less
rigid condition u∞/f ~ rn (when a spherically symmetric
solution should be used), the f value decreases several
times (at the expense of increasing inhomogeneity of
the distribution of parameters). In both energy supply
regimes, the required frequency increases with the flow
velocity (Mach number).

In order to determine the average values of the
velocity characteristics of a quasi-stationary flow
(Mach number, stagnation pressure), we use a general
property of the solution for the velocity of medium
expansion in the central region of the explosion:
v /a∞ ≅  0. This condition implies that the average axial
velocity u0 of medium in the isobaric region (with a
radius of r0) at the flow center is close to the incident
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Fig. 1. Plots of (a) gasdynamic parameters of the flow in the
central region and (b) the wave structure in the vicinity of
the energy supply region in a supersonic flow with M∞ = 2
versus distance (parameter q) from the point of explosion
(radiation focusing).
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flow velocity (u0 ≅  u∞ = M∞a∞). Under these conditions
(Fig. 1a), the sound velocity acquires a virtually con-
stant value a0 = Ka∞ with a coefficient of K ≅  5 (varying
within 10% for various γ). As a result, we may deter-
mine the Mach number in the central region of the flow:
M0 = M∞/K ≅  M∞/5. This result is presented in Fig. 2
(curves 1 and 2) in comparison with the data (curve 3)
obtained using an extended source model with analo-
gous initial conditions and the same average radiation
power at the point where the isobaric conditions are ful-
filled. These data indicate that (for M∞ = 1–10) the
Mach number in the flow behind the energy supply
region is always smaller as compared to that in the main
flow and is minimum in the explosion regime (in the
latter case, the flow is subsonic for M∞ < 5).

Figure 2 also shows the relative variation of the stag-
nation pressure (P0/P∞)* determined using the known
relationship between the gasdynamic parameters of the
flow for both quasi-stationary regimes of energy sup-
ply. It is demonstrated for the first time that, provided
an equal average radiation power, the drag parameters
are significantly different (being three times smaller

1.0

0.5

0 5 10

3

2

1

0

M0

3

1, 2

M∞

(P0/P∞)

3

1, 2

Fig. 2. Plots of the velocity parameters of the flow (Mach
number, relative stagnation pressure) behind the energy
supply region in a supersonic flow versus M∞: (1, 2) point
explosion model; (3) extended source model.
TE
under the short-focusing conditions with small M∞) at a
considerable (more than one order of magnitude) gen-
eral decrease with an increasing Mach number of the
incident flow. The established decrease in the rate of
variation of the (P0/P∞)* value at large M∞ implies that
(under otherwise equal conditions) the energy supply
effects (e.g., for the body streamlining) will vary rather
weakly in the velocity range above M∞ ≅  5. In addition,
since the integral effects of the energy supply also
depend on the ratio of the transverse dimensions of a
streamlined body and the region featuring a significant
change in the flow parameters (with a radius not
exceeding r1), these effects will increase with the power
only within certain limits determined by the ratio of the
above dimensions.
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Abstract—Atomic force microscopy investigations revealed a change in the surface microrelief of the
heteroepitaxial silicon films on sapphire substrates after pulsed X-ray irradiation at an energy of E ≤ 140 keV.
© 2001 MAIK “Nauka/Interperiodica”.
The problem of increasing the stability of semicon-
ductor devices with respect to the action of external fac-
tors (temperature, radiation, pressure) is currently
important in modern microelectronics. Among various
means of solving this problem, the main method con-
sists in using structures of the “silicon on dielectric”
type as a base for creating integrated circuits, whereby
a thin silicon device layer is deposited onto single crys-
tal (sapphire, spinel, etc.) or amorphous (SiO2, Si3N4)
dielectric substrates. Most widely used for the special-
purpose intermediate-scale integrations are structures
of the “silicon on sapphire” (SOS) type.

The heteroepitaxial character of the “device” layers
in SOS structures accounts for a high level of residual
stresses and structural defects in this system, which
may lead to the development of aging process and deg-
radation of the device parameters [1]. These negative
phenomena may proceed in the SOS structures irradi-
ated at both over- and subthreshold energy levels [2, 3].
The latter case is most interesting, since it is virtually
not studied in practice and important from the stand-
point of understanding the nature of degradation pro-
cesses accompanying the low-energy irradiation.

The purpose of this study was to examine before and
after X-ray irradiation the surface of 0.6-µm-thick
(001)-oriented n-Si films grown by monosilane pyroly-

sis on 540-µm-thick α-Al2O3 ( ) substrates. The
samples were studied in a TMX-2100 Accurex scan-
ning probe microscope operated in the noncontact
atomic force microscopy (AFM) mode. The epitaxial
heterostructures were irradiated from the side of silicon
films in a pulsed mode by continuous X-ray radiation
with Emax ≤ 140 keV. The radiation pulse width was
∆tr = 150 ns, the fluence per pulse was 0.142–0.162 R,
and the total fluence (irradiation dose) was 1.52 ± 0.46 R.

The experiments showed that the presence of a nat-
ural oxide layer on the initial silicon films changes the

0112
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surface morphology by increasing the height of some
roughnesses up to 50 nm at an average roughness of
8 nm (Fig. 1a). Depressions in the silicon dioxide layer
contained “columnar” formations, presumably repre-
senting microinclusions of single-crystal SiO2.
Removal of the silicon dioxide layer by etching in a
hydrofluoric acid decreased the maximum roughness
height to 30 nm and the average surface roughness to
5 nm. This treatment also significantly changed the his-
togram of the lateral microrelief size distribution, the
shape of which approached the Gauss curve (Fig. 1b).
After X-ray irradiation of the films, the lateral microre-
lief size distribution shifted toward smaller dimensions,
while the envelope shape became closer to the Poisson
distribution. The maximum height of microrough-
nesses reached 40 nm, and the average roughness height
increased to ~7 nm (Fig. 1c). Some local regions of sili-
con films in the irradiated structures contained islands
possessing dimensions ranging within 0.1–0.3 µm with a
[111] planar orientation (Fig. 2).

In addition to the AFM investigation, we have stud-
ied the silicon films by ellipsometry at a wavelength of
λ = 0.63 µm using an LEF-601 instrument. These mea-
surements showed that X-ray irradiation led to an
increase in the index of refraction from n0 = 2.331 to
n = 3.821, while the extinction coefficient dropped
from k0 = 3.006 to k = 1.770. At the same time, the val-
ues of dispersion for both parameters increased by
more than one order of magnitude. Changes in the n and
k values not only proceed during the irradiation but
continue after termination of the exposure and last for
about one month in the samples kept under normal con-
ditions.

The obtained results can be explained by changes in
micromorphology of the film surface as a result of the
dislocation structure rearrangement under the action of
elastic waves (the dislocation density in heterostruc-
tures may reach up to 109–1010 cm–2 [1]). The elastic
001 MAIK “Nauka/Interperiodica”
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Fig. 1. AFM microtopographs and histograms of the lateral microrelief size distribution for SOS structures (a) in the initial state,
(b) after silicon dioxide layer removal, and (c) after X-ray irradiation.
waves arise in the sapphire substrate due to the Cou-
lomb repulsion of positively charged aluminum ions
and oxygen ions ionized by the X-ray radiation. The
pressure amplitude in the elastic wave originating from
a single emission center can be evaluated as [4]

where q1 and q2 is the multiplicity of ionization for the
neighboring ions, e is the electron charge, ε0 and ε are
the permittivities of vacuum and substrate material, and
d is the distance between ions. Ignoring the wave
absorption in the heterostructure components and tak-
ing into account only waves generated in sapphire near
the silicon film–substrate interface, the total pressure
amplitude due to the jth source can be expressed as [5]

P0

q1q2e2

4πε0εd4
--------------------,=

P P0R 2πjτ i[ ] 1/2 P0R 2πτiσiN0WDR[ ] 1/2,= =
TE
where R = τic is the size of the region of synchronous
emission of the group of waves during the time τi of the
electron excitation relaxation at the “selected” ion pair [4]
(c is the speed of light), σi is the ionization cross section
of the ith shell of oxygen (σ ≅  10–18 cm2 for the k-shell),
N0 is the number density of atoms (per unit volume),
W is the probability of ionization of the ith level (W ≅

exp , Ei is the ionization energy of the ith level,

and E0 is the primary radiation energy), and D is the pri-
mary radiation flux density. For the X-ray radiation
with E0 ≤ 2 MeV, the latter quantity can be expressed
as [6]

Calculations performed for a silicon film irradiated
under the aforementioned conditions (assuming ioniza-

Ei

E0
-----–
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tion of the oxygen k-shell, Ek = 0.532 keV) yield an
effective pressure wave amplitude of P ≅  6 MPa. In a
thin silicon layers with a strongly developed substruc-
ture, the action of such a pressure may lead to both a

8

4

0 84
µm

µm

Fig. 2. An AFM microtopograph of the (001)-oriented sur-
face of an irradiated silicon film showing [111]-oriented
islands formed in the depressions.
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 9      200
conservative and nonconservative rearrangement of
dislocations, in particular, to the formation of 60° dis-
location pileups at the {111} faces of the {001} octahe-
dra near the film surface at the site of high initial local
elastic stress development. Apparently, these very pile-
ups and the related microcracks are observed in the
form of [111]-oriented islands in the AFM topographs
of the heterostructure surface.
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Abstract—The possibility of the existence and the properties of a noncollinear shear surface wave on a moving
domain boundary in a ferromagnet are considered. © 2001 MAIK “Nauka/Interperiodica”.
Noncollinear surface (boundary) waves were appar-
ently originally described as a special object in [1], in
the context of investigation of the parametric transfor-
mation of electroacoustic waves in a ferroelectric crys-
tal by means of moving domain walls. The term “non-
collinear wave” reflects the ability of an electroacoustic
wave (established in [1] and refined in [2]) to deviate
from its normal toward the direction of the domain wall
(DW) motion while retaining the boundary localization
and the stationary character of propagation (i.e., to be
noncollinear with respect to the initial direction along
DW observed in the static case).

An attempt to prove the existence of analogous non-
collinear shear surface waves (NSSWs) on moving
DWs in ferromagnets was made in [3]. However, an
analysis of the dispersion relationship in that study was
based on rather rough estimates obtained by the pertur-
bation method, which hindered judging on the NSSW
properties with sufficient clarity and reliability. In addi-
tion, a representation of the magnetostatic scattering
fields employed in [3] essentially excluded the possibil-
ity of making allowance for the backscattered waves. In
this study, both these disadvantages are removed and
the complete spectrum of NSSWs existing on a moving
DW in a cubic ferromagnetic crystal is described based
on the exact quantitative calculation.

Consider a DW with an (010) orientation relative to
the 0y axis of the laboratory x0yz frame of reference,
and let this DW to move in the 0y direction at a velocity
of VD < ct , where ct = (λ/ρ)1/2 is the shear wave velocity
with neglect of the magnetostriction, λ is the shear
modulus, and ρ is the ferromagnet density. Together
with the frequency ω being selected below the forbid-
den band of the nonexchange spectrum of magnetoelas-
tic waves, the above requirement of the structural
stability of DWs in bulk (nonfilm) samples allows us to
use the model of a geometrically thin DW with the
current coordinate yD = VDt. Let the shear waves prop-
agate in the x0y plane and possess shifts in the domains
1063-7850/01/2709- $21.00 © 20728
uj || z ||  (where  ↑↓  , j = 1 for y > yD, j = 2

for y < yD). The internal fields  || z are determined by
the anisotropic magnetic field Ha . For the 180° DW, we

may write  = (–1)j + 1Ms,  = (−1)j + 1Ha, where
Ms is the spontaneous magnetization.

Taking into account the above circumstance in the
adopted propagation geometry and using the Maxwell
equations, a linearized equation of motion of the mag-
netic moment, and the equation of motion of the theory
of elasticity in a nonexchange magnetostatic approxi-
mation, we obtain the following initial system of equa-
tions:

(1)

Here, ∇  is the Hamiltonian in the x0y pane; ϕj is the
magnetostatic potential; ω0 = γHa is the homogeneous
precession frequency; ωk = [ω0(ω0 + ωM)]1/2 is the mag-
netoacoustic resonance frequency; ωM = 4πγMs is the
magnetization frequency; γ is the gyromagnetic ratio;
and β is the magnetoelastic coefficient. Using (by anal-
ogy with [1–3]) the method of transition to the frame of
reference moving with DW, one may demonstrate, pro-
ceeding from (1) and assuming that only a low-fre-
quency (quasi-acoustic) branch of the magnetoelastic
wave spectrum (ω < ωk) is activated and that the solu-
tion is limited, that there is a single possible NSSW rep-
resentation:

(2)
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In these expressions, Φj are the potentials of the scatter-
ing fields of the magnetic poles induced in DWs by the
propagating NSSW; k and p have the meaning of the
longitudinal and transverse components of the total
NSSW wavevector K = k + p; s is the NSSW amplitude
decay coefficient; and Ω is the frequency of the NSSW
oscillations in the DW rest system. Note that, due to the
NSSW noncollinearity (p ≠ 0), the frequencies of oscil-
lations of the shear displacements and scattering poten-
tials are different and related by a Doppler relationship
ω = Ω + KVD = Ω + pVD . Taking into account that
expressions (2) describe a solution to Eqs. (1), we
obtain the following relationships

Φ j F j i kx Ωt–( )[ ] 1–( ) j k y yD–( )[ ] .expexp=

p
VD

ct

-------ω
ct

----
ωk

2 2ω2– s2ct
2 1 2VD

2 /ct
2–( )– K2ct

2+

ωL
2 ω2– s2VD

2+
--------------------------------------------------------------------------------------,=
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(3)

where  =  – χ  and χ = γβ2/λMsω0 is the dimen-
sionless magnetoelastic coupling constant of the ferro-
magnet.

A dispersion relationship for NSSWs follows from
the condition of zero determinant of a system of homo-
geneous algebraic equations obtained by substituting
expressions (2) into the standard boundary conditions
of continuity for displacements, stresses, potentials,
and normal magnetic induction components on the
DWs. The resulting dispersion relationship can be
reduced to the following form:
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where σ = k/|k | and G(ω, VD) is the function describing
reaction of the magnetic subsystem in the form of the
scattering fields. The latter function is determined by
the formula

(5)

The poles of the G(ω, VD) function determine the ferro-
magnetic resonance (FMR) frequencies for the scatter-
ing fields

(6)
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where the zeros indicate the presence of an antiresonance
response of the magnetic subsystem. Equation (6) only
holds for the forward (σ = 1) waves; in the static case
VD = 0, this equation determines a spectral doublet
ω = ω0 and ω = ω0 + ωM of the magnetostatic surface
waves on an immobile DW for the orthogonal propaga-
tion toward spontaneous magnetization fields in the
domains [4].

Expressions (3) are conveniently used for sequen-
tially excluding the quantities p and K2 from (4), where

|k | = . The resulting one-dimensional nonlin-
ear equation of the type ^(ω, s) = 0 can be solved by
standard numerical methods, which allows the s value
to be determined using a given frequency ω. Then we
may substitute ω and s back into Eq. (3) to find all other
NSSW characteristics. A typical NSSW spectrum pre-
sented in the figure refers to the most interesting case of
close χ and ωM/ω0 values. The horizontal dashed lines I
and III indicate the FMR frequency ω0 for the forward
waves (k > 0) and the frequency of truncation of the
spectrum of backscattered (k < 0) waves ω* =

ω0(  – 1)/2 (reflecting the antiresonance
response of the magnetic subsystem). Since the ω*
value is usually smaller than ωL , the spectrum of back-
scattered NSSWs weakly localized on DW (see the
dashed line for VD = 0 and the solid line for VD ≠ 0 at
k < 0) is virtually identical to the acoustic spectrum. An
increase in the slope of the quasi-acoustic parts of this
spectrum as a result of the DW motion (this effect takes

K2 p2–

1 4ωM/ω0+
1
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place for curves 1–4 enumerated in the order of increas-
ing velocity of the DW motion; dashed curve II corre-
sponds to the case VD = 0) is related to an invariance of
k (but not of K) with respect to VD variations.

An analysis of the behavior of the dispersion
curves 1–4 shows that the main changes in the spec-
trum under the action of DW motions take place within
a narrow frequency band (in the figure this band is
depicted in a greater scale): ω0(1 – χ) ≤ ω ≤ ω0. The
DW motion at a small velocity (see the fragments of
branches 1 and 2) leads to a looplike deviation of these
branches from the shortwave asymptotic limit of the
NSSW spectrum on a static DW (dashed line II) to
FMR I level (this deviation is characteristic of a twofold
degeneracy of modes). The elongation of loops toward
the shortwave side of the spectrum increases with
decreasing VD . This circumstance suggests the possibil-
ity of violation of the geometric DW criterion. At the
turning point of the loop (representing a root singularity
of the modes I and II degenerate as a result of the DW
motion; the role of these modes is the same as that of

1
2

3

4

I

II

III

0

ω

k

Total spectrum of a noncollinear shear surface wave on a
moving domain wall in a ferromagnet: (1, 2) slow (VD ! ct)
DW motions; (3) moderate DW velocity; (4) fast DW
motion (VD . ct) at a subsonic velocity.
T

the doublet of FMR, lines in the spectrum of magneto-
static surface waves on the moving DW [5]), the NSSW
group velocity exhibits a break and the boundary local-
ization of this wave becomes maximum (the NSSW
localization depth at this point is on the order of the
wavelength).

Curves 1–3 terminate (being truncated) at the points
where the total NSSW wavenumber K coincides with
the wavenumber of the magnetoelastic shear bulk wave
and s ≡ 0. The asymptotic part of the spectrum of the
latter wave for χ ! ωM/ω0 is situated well above the
FMR level and the curves of types 1 and 3 will termi-
nate on the FMR curve. An exception is offered by the
dispersion branches of the type of curve 4 correspond-
ing as a rule to the subsonic regimes of DW motion and
lying above the linear part of the spectrum of the mag-
netoelastic shear bulk wave (a specific branch of “fast”
NSSWs existing only on a moving DW and character-
ized by weak boundary localization). These branches
always terminate on the frequency axis at the points
s = 0, K ≡ p, where the binding of NSSW to DW by
magnetic bands ceases because the wave front is paral-
lel to DW. An analogous (but not complicated by the
frequency dispersion) detachment of the electroacous-
tic wave from a moving DW in a ferroelectric crystal
(essentially degeneracy of NSSW into a bulk shear
wave) was observed in [2].
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High-Voltage GaAs Diodes
with Subnanosecond Gate Voltage Recovery
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Abstract—High-voltage GaAs switching diodes with subnanosecond characteristic times of reverse current
decay on switching from forward to reverse bias were studied. The diode structures studied had impurity con-
centration profiles in the base region close to those of the charge-storage diodes and operated in the regimes
corresponding to those employed in silicon-based high-voltage fast-recovery drift diodes. The application pros-
pects of the proposed GaAs diodes are demonstrated, for example, in the devices generating pulses with a front
width of several hundred picoseconds, a current of several hundred amperes, and a voltage of a several kiloelec-
tronvolts at a frequency of up to several hundred kilohertz. © 2001 MAIK “Nauka/Interperiodica”.
Most of the semiconductor switching devices with
positive current feedback (avalanche transistors, thyris-
tors, dinistors, etc.) are highly sensitive to the current
localization effects [1, 2]. As a rule, the switching inho-
mogeneities lead to a catastrophic degradation develop-
ment and device failure. These current instability prob-
lems are absent in devices where the switching process
occurs during a single period of carrier transit through
the base region. This class of switching devices
includes charge-storage diodes (CSDs) [3], fast-recov-
ery drift diodes (FRDDs) [4], and some other diode
structures used for the generation of pulses with steep
fronts.

We have studied p+–p–i–n–n+ diode structures
grown by liquid-phase epitaxy (LPE) from a limited
volume of GaAs solution melt in gallium. The depth-
concentration profiles of impurities in the –p-, –i-, and
–n-layers were typical of the CSD structures [3]. The
dopant concentration gradient in the base regions
reached three orders of magnitude: from a residual
impurity concentration !1014 cm–3 in the i-layer to
~5 × 1016 cm–3 at the n–n+ interface. The sample diode
structures had the following geometric characteristics:
Wp = 30 µm; Wi + Wn = 60 µm; diode diameter, ≅ 1 mm.
The nonequilibrium carrier lifetimes τp measured in the
n-base layer by the Lacks method did not exceed
100 ns. The maximum gate voltages in the diodes stud-
ied were ~1 kV.

The process of pulse formation in the switching
diodes described in detail in [3–5] consists of two char-
acteristic stages. Since some features of these stages are
important for understanding the results of our experi-
ments and the parameters controlling the switching
process are employed in the data presentation, we will
briefly characterize the two steps of switching.

In the first stage, the diode transmits a forward cur-
rent pulse with the duration (tF) and amplitude (IF)
1063-7850/01/2709- $21.00 © 20731
determining the efficiency of the diffusion modulation
in the base region. The depth LD of the nonequilibrium
carrier penetration into the base region was limited
(LD ! W, W being the base region size) both by the for-
ward current pulse duration (tF ≤ τp , as in FRDDs) and
by the electric field (related to the dopant concentration
gradient) hindering the nonequilibrium carrier penetra-
tion deep into the base (as in CSDs). At the same time,
the amount of charge accumulated in the diffusion
region was controlled by the amplitude of the forward
current, the density of which could be varied from 20 to
500 A/cm2. In our experiments, the forward current
pulse duration was ~100 ns (Fig. 1) and the charge QF

accumulated during passage of the forward current var-
ied from 50 to 250 nC.

In the second stage, the diode structure switches
from forward to reverse bias and the nonequilibrium
carriers are dissipated in the diffusion region. The loss
rate of holes via the p–n junction is controlled predom-
inantly by the reverse current buildup rate, that is, by
the reverse voltage pulse parameters. In our experi-
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Fig. 1. A typical oscillogram of the current illustrating two
stages of the switching process in p+–p–i–n–n+ GaAs-based
diode structures.
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ments, the reverse voltage buildup time tR was about
20 ns (Fig. 1), which is mach smaller as compared to
the nonequilibrium carrier lifetime in the base region.
Since the charge carried by the reverse current IR in
switching diodes corresponds to QF , the reverse current
amplitude by the time t0 when the hole concentration
decays to zero is strictly controlled by the amplitude
and duration of the forward current pulse. Beginning
with t0, the diode features recovery of the voltage drop
across the appearing space charge region. The reverse
current decay time corresponds to the front width ∆t of
the voltage pulse formed in the load. Figure 2 shows a
typical oscillogram of the voltage pulse measured in a
50-Ω load and the shape of the initial switching pulse.
The curves show evidence of a subnanosecond voltage
buildup in the diode studied. Such times correspond to the
carrier drift velocity in the base region, Vn = j/q(p + n), the
maximum values of which a limited by the saturation
velocity Vs = 107 cm/s.

One might expect that the diodes studied (with a
variable impurity depth–concentration profile in the
base region different from that typical of FRDDs)
would exhibit a more complicated dependence of the
carrier drift velocity on the reverse current density.
However, some general trends (in common with the sil-
icon-based FRDDs) in the voltage recovery rate varia-
tion dU/dt were still retained in the GaAs switching
diodes under consideration. For example, an increase in
the reverse current and the reverse voltage amplitude
led to an increase in dU/dt, while an increase in the
reverse voltage buildup time tR reduced the dU/dt value.
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Fig. 2. A typical oscillogram of the voltage pulse measured
in a 50-Ω load: (a) initial switching pulse; (b) output pulse
formed in a p+–p–i–n–n+ GaAs-based diode structure.
T

At the same time, we established a number of particu-
larities.

(i) An increase in the reverse current was not accom-
panied by the limitation of the voltage recovery rate
dU/dt in a broad range of current densities (up to
2000 A/cm2). The ratio of the values of voltage at the
time instants corresponding to the gate voltage buildup
start (t0) and finish (t0 + ∆t) remained virtually
unchanged in a wide range of the reverse current densi-
ties. A characteristic “pedestal” preceding the subnano-
second voltage growth did not exceed 75–80 V at a
reverse current density of 1500A/cm2.

(ii) The duration of the reverse voltage recovery
stage reached subnanosecond values beginning with a
reverse current density of ~100 A/cm2 and did not
exceed 0.5 ns at a current density of 2000 A/cm2.

(iii) Despite a small nonequilibrium carrier lifetimes
in the base n-layer (τp ≤ 100 ns), the reverse voltage
buildup rate depended on the forward current pulse
duration. Indeed, the reverse voltage recovery time
observed for tF ~ τp amounted to several hundred pico-
seconds already at a reverse current density of
≥100 A/cm2; in the regime of dc forward pumping, the
voltage recovery times exceeded 2 ns even for a reverse
current density of ~1000 A/cm2.

The results presented above demonstrated the possi-
bility of using the effect of field-induced nonequilib-
rium carrier dissipation in GaAs diodes for the forma-
tion of high-voltage pulses with nanosecond pulse front
duration. A remarkable feature is that the range of
working current densities is expanded up to
2000 A/cm2 (exceeding more than one order of magni-
tude the value for silicon-based FRDDs). The modern
technology of GaAs-based high-voltage p–n junctions
provides for the materials with injection and gating
properties sufficiently homogeneous in the device
plane, which makes it possible to obtain diodes with a
diameter of 5 mm and above. Such diodes are capable
of switching current pulses several hundred amperes in
amplitude. According to the results of our preliminary
experiments, a serial array of three switching diodes
ensured their synchronous switching at a voltage pulse
amplitude of 2.5 kV.

In the course of our experiments, the switching
diodes operated at temperatures well above 100°C.
This is important because, even for GaAs possessing a
small thermal conductivity, the high working tempera-
tures allow us to expect that the good switching proper-
ties will be retained even at very high pulse repetition
frequencies. Estimates showed that the maximum
working frequencies limited by heat evolution may
reach up to several hundred kilohertz.
ECHNICAL PHYSICS LETTERS      Vol. 27      No. 9      2001
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1.55–1.6 mm Electroluminescence
of GaAs Based Diode Structures with Quantum Dots
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Abstract—Laser diode structures on GaAs substrates with an active region employing laterally associated InAs
quantum dots obtained by low-temperature MBE exhibit electroluminescence at a wavelength of 1.55–1.6 µm
in a temperature range from 20 to 260 K. © 2001 MAIK “Nauka/Interperiodica”.
In recent years, considerable attention has been
devoted to the development of longwave lasers operat-
ing in the region of 1.3 and 1.55 µm wavelengths.
These sources, intended for use in fiber optic commu-
nication lines, have to replace the existing edge-emit-
ting laser diodes based on materials of the
InGaAsP/InP system [1]. In this context, of special
interest are the investigations aimed at creating surface-
emitting lasers on GaAs substrates. Using GaAs-based
materials, it is quite easy to form a high-Q resonator
with the aid of distributed Bragg mirrors based on
Al(Ga)As/GaAs or Al(Ga)O/GaAs. The main problem,
however, is to select a proper material and find the cor-
responding epitaxial growth conditions for obtaining an
active region capable of emitting in the aforementioned
wavelength range. Indeed, even the well developed
technology of InGaAs quantum dots does not allow us
to create effective sources operating at a wavelength
longer than 1.2 µm.

The main approaches used to move into the region of
long wavelengths with GaAs-based materials are still
related to employing nitrogen-containing InGaAsN
structures with In(Ga)As quantum dots (QDs). Both
technologies were demonstrated to provide for the
obtaining of monolithic surface-emitting lasers operat-
ing at a 1.3-µm wavelength in a continuous single-
mode regime with a room-temperature output power of
550 µW (InGaAsN, 1.284 µm [2]), 650 µW
(InAs/InGaAs QD, 1.305 µm [3]), and 750 µW
(InGaAsN, 1.269 µm [4]).

At the same time, achievements in the region of
1.55 µm are much less significant. Systems based on
the nitrogen-containing compounds were demonstrated
to produce room-temperature photoluminescence at
1.52 µm in the structures with InGaAsN quantum
dots [5] and GaAsSbN quantum wells [6]; laser gener-
ation was observed in a diode structure with InGaAsN
quantum wells [7]. In the latter case, a threshold current
density was 47 kA/cm2 probably because of a poor
quality of highly stressed GaIn0.38AsN0.05 quantum dots
1063-7850/01/2709- $21.00 © 20734
with a high nitrogen content. The optical range achiev-
able with GaAs can be significantly increased using
InAs quantum dots deposited at low temperatures
(320–350°C). Recently [8], we observed a room-tem-
perature photoluminescence in the 1.65–1.72 µm
range. However, to our knowledge, no data on the elec-
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Fig. 1. The EL spectra of laser diode heterostructures mea-
sured at 80 K for various pumping current densities. The EL
bands due to the recombination of charge carriers in the
GaAs matrix and the emission from spatially separated and
laterally associated quantum dots are denoted by GaAs,
QD, and LAQD, respectively. The inset shows the plots of
integral EL intensity versus pumping current density for the
three emission components.
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Fig. 2. The EL spectra in the region of emission from laterally associated quantum dots (LAQDs) measured at a constant pumping
current density (1 kA/cm2) and various temperatures. The inset shows the plots of integral intensity and LAQD emission peak posi-
tion versus temperature.
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troluminescence in such structures were published
so far.

Below, we report for the first time on the electrolu-
minescence (EL) observed in a 1.55–1.6 µm wave-
length range in GaAs-based structures with a nitrogen-
free active region.

In the system studied, the active region was based on
the self-organizing arrays of InAs quantum dots formed
by molecular beam epitaxy (MBE) at a substrate tem-
perature of 320°C. As was demonstrated in [8], the low-
temperature MBE growth of InAs leads to the forma-
tion of both spatially isolated islands (quantum dots
emitting at a wavelength of 1–1.1 µm) and the con-
glomerates of such islands connected in the interfacial
plane. These laterally associated quantum dots
(LAQDs) are responsible for the appearance of a long-
wave band with a maximum in the range 1.55–1.75 µm
depending on the deposition parameters (amount of
deposited InAs and substrate temperature).

The epitaxial growth was effected in a Riber 32P
MBE system with solid sources. An active region con-
taining five layers of low-temperature-grown QDs sep-
arated by 50-nm-thick GaAs interlayers was confined
between doped (5 × 1017 cm–3) Al0.3Ga0.7As layers that
served as charge carrier injectors. The contacts were
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 9      200
fused into n-GaAs substrate and a p-GaAs overlayer.
The electroluminescence was studied in a temperature
range from 20 to 260 K using the diode structures
excited by current pulses at a frequency of 5 kHz and a
pulse duration of 0.3 µs. The emission was detected by
a cooled Ge photodiode (North Coast).

Figure 1 shows the EL spectra of diode heterostruc-
tures measured at 80 K for various pumping current
densities. The spectra display three EL bands in the
regions of 800–850, 900–1100, and 1400–1750 nm
attributed to the recombination of charge carriers in the
GaAs matrix and the emission from spatially separated
QDs and laterally associated QDs. The LAQD emission
band maximum at this temperature is observed at
1.57 µm. The integral EL intensities in the three spec-
tral regions are presented as functions of the pumping
current densities in the inset to Fig. 1. The band of the
spatially separated QDs dominates in the EL spectra,
exceeding the LAQD emission in the total intensity by
a factor of about five. We believe that this difference is
explained by different surface densities of the corre-
sponding QDs (5 × 1010 versus 1–2 × 1010 cm–2, respec-
tively). The integral EL intensity of the 1.57-µm band
related to LAQDs increases virtually linearly with the
pumping current density in the entire range studied (up
to 1 kA/cm2).
1
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Figure 2 shows the EL spectra in the region of
LAQD emission measured at a constant pumping cur-
rent density (1 kA/cm2) and various temperatures in the
20–260 K range. The integral intensity of the LAQD
emission band decreases exponentially with the tem-
perature, while the EL peak position gradually shifts
toward longer wavelengths. The full width at half max-
imum (FWHM) of this band amounts to about 120 nm
and is virtually independent of the temperature. This
indicates that the QD size scatter is the main factor
responsible for the broadening of the LAQD emission
band.

The maximum temperature at which the LAQD
emission band intensity significantly exceeded the
noise level of the experimental setup was 260 K. The
peak of this band was observed at 1.6 µm. To our
knowledge, this is the maximum wavelength in the near
IR range for all current-pumped GaAs-based laser
diode structures reported so far.

Thus, we have demonstrated the possibility of sig-
nificantly increasing the wavelength attainable with
GaAs-based structures directly pumped by a pulsed
current. The EL band of laterally associated InAs quan-
tum dots formed by low-temperature MBE is observed
in a wavelength range of 1.55–1.6 µm at temperatures
up to 260 K. Although the emission bend due to spa-
tially separated QDs dominates in the EL spectrum, the
active region of the proposed heterostructures shows
good prospects for use in the vertically emitting lasers
and LEDs for the 1.55-µm range because a desired
T

emission component can be selectively amplified
(attenuated) with the aid of an optical microresonator.
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Abstract—Based on the original experimental results and on the analysis of published data, the author suggests
a consistent variant of the possible mechanism of carbon phase transitions in a subsurface layer of cast iron sub-
jected to a special laser treatment. The phase transitions involve the formation of carbyne followed by its
decomposition during cooling and conversion into pyrocarbon. © 2001 MAIK “Nauka/Interperiodica”.
Previous communications [1, 2] reported on the for-
mation of superhard structures in a subsurface layer of
copper-plated gray iron under conditions of a special
laser processing. The formation of superhard structures
was accompanied by phase transformations, whereby
graphite contained in the cast iron converts into pyro-
carbon. The latter carbon phase possesses a globular
shape, which indicates that the formation of pyrocarbon
involves several phase transitions including the graph-
ite conversion into liquid state. Then a question natu-
rally arises as to whether such a liquid graphite can
exist?

An analysis presented below for the first time gives
some considerations concerning the formation of pyro-
carbon and the possible molecular structures of liquid
carbon corresponding to various values of thermody-
namic parameters.

An analysis of the microstructure of the zone of
laser action (Fig. 1) shows that the formation of glob-
ules (some of which possess a nearly spherical shape)
in a melted subsurface layer of cast iron under laser
treatment conditions is actually indicative of the possi-
ble existence of a liquid phase. However, it was neces-
sary first to check for the elemental composition of the
globules. For this purpose, the globules were studied in
a scanning electron microscope of the CAMSCAN
CS44C-100S type equipped with an energy-dispersive
LINC ISIS–L200D X-ray analyzer. This analysis
showed that some globules are composed of virtually
pure carbon, whereas the others contain impurities of
silicon (up to 7.1%), chromium (up to 4.5%). and iron
(up to 1.1%). This difference in the elemental composi-
tion of various globules is probably related to the
dynamics of the whole pattern of phase transitions and
diffusion processes accompanying the laser processing.
An increase in the duration of this treatment will appar-
ently lead to a decrease in the impurity concentration.
Thus, we may consider the globules as carbon struc-
tures formed from melt.
1063-7850/01/2709- $21.00 © 20737
The question concerning the possible existence of a
liquid graphite phase, which was repeatedly formulated
by various researchers, still remained unanswered.
Until recently, it was believed that graphite heated
above 3800 K at a normal pressure exhibits sublimation
and (bypassing the liquid state) converts into a vapor
state. However, when graphite is heated up to the high
temperatures indicated above at a pressure exceeding
100 atm, the graphite exhibits a transition to a liquid
state. Hence, the melted graphite can actually be
obtained. Indeed, evidence of the graphite fusion was
reported by some researchers studying the phenomenon
of laser-induced graphite heating at pressures p >
100 atm. An exhaustive review of such experiments can
be found, e.g., in [3]. Asinovskiœ et al. [4] suggested
that the fusion of graphite can take place below p <
100 atm, but the traces of this phenomenon are difficult
to detect because the melted carbon film is very thin
and evaporates immediately upon the formation. By
extrapolating the curves of the phase equilibria corre-

Fig. 1. Micrograph of the zone of laser action showing car-
bon globules (magnification, ×400).
001 MAIK “Nauka/Interperiodica”



 

738

        

KOZLOV

                                                                           
sponding to graphite melting and boiling, the same
researchers recently determined coordinates of the
“solid–liquid–vapor” triple point which correspond to
p+ = 1 atm and T+ = 4000 K. It should be emphasized
that these values significantly differ from those
reported previously (p+ = 100 atm; T+ = 5000 K).

However, the possibility that the laser-induced
graphite heating may give rise to a phase transforma-
tion with the graphite conversion to carbyne was not
considered in [4]. Therefore, it is not quite clear which
crystalline and liquid phases refer to the aforemen-
tioned triple point and whether a considerable scatter in
the triple point coordinates evidenced above can be due
to these changes in the phase composition. In this con-
text, it should be noted that the phase transition from
graphite to carbyne may only partly take place during
the laser pulse action upon the graphite surface. There-
fore, a graphite–carbyne mixture of a certain composi-
tion is probably formed in the laser action zone, to
which the above parameters p+ and T+ may refer. Since
the composition of this mixture in different experi-
ments may vary, this circumstance probably accounts
for the aforementioned significant scatter in the values
of p+ and especially T+.

An analysis of the phase diagram of carbon pro-
posed by Whittaker [5] and modified so as to take into
account the triple point determined in [4] (Fig. 2) shows
that, at temperatures above 2600 K, graphite converts
into carbyne and, hence, cannot exist in the liquid form.
In addition, the phase diagram indicates that carbyne is
stable at temperatures from 2600 to 3800 K in a broad
range of pressures (up to the boundary of the diamond
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Fig. 2. The phase diagram of carbon proposed by Whit-
taker [5] and modified so as to take into account the triple
point (+) determined in [4]: (1) graphite; (2) carbyne;
(3) liquid; (4) vapor; (5) diamond.
T

region). The triple-point parameters in the carbyne
region somewhat differ from the values given above
and amount to p+ = 0.2 atm and T+ = 3800 K. Therefore,
carbyne heated above 3800 K converts into liquid. It
was sometimes pointed out that the liquid carbyne must
be transparent, colorless, and possess low emission
properties, which agrees with a remark made in [6]
about a “sufficiently transparent” film of melted car-
bon. From this we may infer that the triple-point coor-
dinates determined in [4] probably also refer to car-
byne. Thus, a carbyne rather than graphite liquid must
exist in this system! By the same token, a diamond liq-
uid must exist at the diamond phase boundary at still
higher pressures! Of course, all these considerations are
only valid provided that the hypothetical Whittaker’s
carbon phase diagram reflects real pattern and the car-
byne region does in fact exist.

It should be emphasized that the existence of car-
byne is not seriously doubted at present. This sub-
stance, found under natural conditions, is obtained in
the form of thin films using a special laboratory tech-
nology. As is seen from the phase diagram of carbon
presented in Fig. 2, carbyne can be obtained provided
that two conditions are satisfied: first, it is necessary to
reach a region of the phase diagram of carbon in which
carbyne is a thermodynamically stable phase; second,
this carbyne phase has to be retained in the course of
cooling down to normal conditions (this implies a rela-
tively rapid quenching, since a gradual decrease in the
temperature may give rise to reverse processes in which
carbyne readily decomposes and converts into graph-
ite). According to [5], the ratio of the forward and
reverse reactions (of the carbyne formation and decom-
position, respectively) is approximately 1 : 500. It is the
high decomposition rate of carbyne that allows this car-
bon phase to be obtained only in the form of thin films
on a substrate.

As for the molecular structure of carbyne, note that
the dissociation of graphite at temperatures above
2600 K involves the breakage of simple bonds and the
formation of long molecular chains with triple bonds.
These chains may associate to form a hexagonal struc-
ture of some carbyne modification. Upon the formation
of triple bonds, atoms in the chain come closer to one
another and the density of carbyne significantly
increases as compared to that of graphite. Indeed, the
densities of various carbyne modifications range from
2.68 to 3.43 g/cm3, while the density of graphite never
exceeds 2.25 g/cm3. The triple bond formation indi-
cates that liquid carbyne must be composed of mole-
cules of the polyine type (–C≡C–)n stable at high tem-
peratures.

The whole body of data presented above suggests
that, under the conditions of our experiments on the
laser treatment of a cast iron surface, graphite occurring
in the subsurface layer is heated in globules and con-
verted into carbyne (or carbyne liquid if the tempera-
ture is sufficiently high). During the subsequent sponta-
ECHNICAL PHYSICS LETTERS      Vol. 27      No. 9      2001
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neous cooling of the subsurface layer, carbyne decom-
poses and converts into a nontransparent pyrocarbon
representing a mixed carbyne–graphite structure. The
experiments are in progress and the detailed results will
be reported in the journal Technical Physics (Zhurnal
Tekhnicheskoi Fiziki).

Acknowledgments. This study was partly sup-
ported by the Russian Foundation for Basic Research,
project no. 00-01-00212.

REFERENCES
1. G. I. Kozlov, Pis’ma Zh. Tekh. Fiz. 25 (24), 61 (1999)

[Tech. Phys. Lett. 25, 997 (1999)].
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 9      200
2. G. I. Kozlov, Pis’ma Zh. Tekh. Fiz. 26 (11), 84 (2000)
[Tech. Phys. Lett. 26, 490 (2000)].

3. M. A. Sheœndlin, Teplofiz. Vys. Temp. 10 (3), 630
(1981).

4. É. I. Asinovskiœ, A. V. Kirillin, and A. V. Kostanovskiœ,
Teplofiz. Vys. Temp. 35 (5), 716 (1997).

5. A. G. Whittaker, Nature 276, 695 (1978).

6. É. I. Asinovskiœ, A. V. Kirillin, A. V. Kostanovskiœ, and
V. E. Fortov, Teplofiz. Vys. Temp. 36 (5), 740 (1998).

Translated by P. Pozdeev
1



  

Technical Physics Letters, Vol. 27, No. 9, 2001, pp. 740–742. Translated from Pis’ma v Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 27, No. 17, 2001, pp. 63–69.
Original Russian Text Copyright © 2001 by Bezrodny

 

i

 

, Ishchenko.

                                        
Highly Efficient Polymeric Dye Laser Pumped at 1.06 mm
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Abstract—A tunable dye laser using a polyurethane-based active element pumped at 1.06 µm was obtained for
the first time. The laser, employing polymethine dye 2696y , has an energy conversion efficiency of 43% and
can be tuned within a ∆λ = 63 nm wavelength interval. © 2001 MAIK “Nauka/Interperiodica”.
Attractive properties of the dye lasers are a broad
tunable spectral range and a high quantum efficiency. In
comparison with the lasers of other types, these devices
are significantly cheaper and their manufacturing tech-
nology is simpler. The dye lasers predominantly
employ the active media of two types, liquid and solid.
The latter possess several practical advantages over the
former, as manifested by a higher thermal and optical
characteristics. The solid-state lasers can be employed
in a broader temperature interval; in particular, they can
operate at low temperatures. These devices are usually
energy-pumped with a second-harmonic radiation of a
neodymium laser [1] and, less frequently, with the
third-harmonic radiation of this laser or with the radia-
tion of XeCl [2] or N2 lasers [3]. However, these pump-
ing sources provide for the effective dye laser genera-
tion only in the visible spectral range.

In the dye lasers with polymeric active media and
laser pumping sources, there are principal difficulties in
shifting the working frequency range toward the near
IR (NIR) region. In order to solve these problems, it
necessary either to create luminophors capable of pro-
viding a very large Stokes shift or to develop dyes
strongly absorbing in the NIR range and admitting
effective pumping via the second- or higher order elec-
tron transitions. The development of dyes producing
Stokes shifts on the order of 500 nm and above in com-
bination with high quantum efficiencies of the fluores-
cence is hardly probable [4], the more so that this shift
would drop in a polymer matrix in comparison with dye
solutions.

Pumping into high-order electron transitions offers
poor prospects, primarily because such conditions lead
to significant drop in the photostability of dyes. This is
also frequently accompanied by a decrease in the con-
version efficiency as a result of increasing the probabil-
ity of nonradiative transitions, which is related to the
participation of higher excited states. In addition, the
emission of pumping sources operating in the UV range
falls within the absorption range of many polymers,
which would lead to degradation of the active elements
and decrease the conversion efficiency. There are per-
1063-7850/01/2709- $21.00 © 20740
fect pumping sources operating in the NIR range, such
as neodymium lasers (λ = 1.06 µm), which can be used
to obtain tunable NIR radiation in the 1.1–1.5 µm
wavelength interval. However, this approach encoun-
ters difficulties with lasing even in the case of liquid
active media solutions [5]. The stable and effective
operation in the NIR range is hindered by the small flu-
orescence lifetimes and the low photochemical stability
of the available dyes [4].

Below, we report for the first time on the obtaining
of highly effective lasing in the NIR range using a tun-
able dye laser based on a new stained polymeric active
medium. The polymer matrix was based on a polyure-
thane composition synthesized using the process of diol
polycondensation with diisocyanate by the scheme

nHO–R–OH + nOCN–R'–NCO 

 –[–O–R–O–CO–NH–R'–NH–CO–]n–,

where n is the number of molecules and R, R' are the
aliphatic or aromatic hydrocarbon groups.

The proposed polymer composition was cured, by
analogy with epoxy polymers, using a polycondensa-
tion reaction. However, in contrast to the epoxy poly-
mers, this reaction proceeds under mild conditions
(room temperature, neutral media). For this reason,
dyes of any classes can be introduced into such a poly-
meric medium in the polymerization stage without risk
of decomposition (neither complete nor partial). It must
be noted that, using this polymeric medium as a matrix,
we created a series of laser-resistant and stable passive
laser gates for Q-modulated ruby [6] and neodymium
lasers operating at a wavelength of 1.06 µm [7] or even
in the region of 1.32–1.35 µm [8]. This polymer com-
position was also employed in the active media for dye
lasers operating in the visible range [9], showing excel-
lent results with respect to photostability and durability.
The selected polyurethane matrix possesses rubberlike
properties in a broad temperature interval, which allows
the device to be operated at high pulsed loads without
introducing special plasticizing additives. The poly-
meric active element was designed as a triplex system,
001 MAIK “Nauka/Interperiodica”
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with the polymer matrix confined between two optical
plates the outer surfaces of which can be coated with
antireflection films. A high adhesion (≈100 kg/cm2) of
this polymer to glass substrates excludes the need in
additional gluing compositions for the manufacture of
laser elements.

The spectral transparency range (for T ≅  100%) of a
1-cm-thick unstained polymer matrix measured with a
Shimadzu UV-3100 spectrophotometer ranged from
0.32 to 2.2 µm. This transmission region indicates that
the given polymer can be used in dye lasers pumped
with the first harmonic of a neodymium laser. We have
measured the radiation strength of the polyurethane
based matrix at λ = 1.064 µm of a single-mode YAG
laser operating in a single-pulse regime. The threshold
for the single-pulse fracture of the polymer at a pulse
duration of 20 ns and laser spot size of 100 µm was
Ed ≥ 16 J/cm2.

The active elements for the lasers and the samples
for spectral analyses were prepared by the methods
described elsewhere [6–8]. The stained compositions
were prepared using polymethine dye 2696y , with a
peak of the main absorption band in a polyurethane
matrix observed at 1.079 µm. This dye possesses a high
absorption cross section in this polymer (6.3 ×
10−16 cm2 at λ = 1.064 µm). Dye 2696y has a relatively
large time (~50 ps) of the excited state relaxation in liq-
uid systems [10]. The relaxation time for this dye mea-
sured in a polyurethane matrix using the method and
experimental facility described in [11] was 100 ± 10 ps.

We have studied the spectral properties of a polyure-
thane-based composition containing dye 2696y . The
absorption contour of this compound is not distorted
when molecules are embedded into the polymer matrix
(Fig. 1, curve 1), coinciding with the curves measured
in the best liquid solvents. Therefore, no aggregation of
the dye molecules that might be responsible for a
change in the absorption contour takes place in the
matrix employed for the working dye concentration
interval from 10–5 to 0.5 × 10–3 mol/l. An investigation
of the fluorescence spectrum was performed on a spe-
cially designed setup, in which the dye molecules in a
1-mm-thick sample with the initial transmittance T0 = 0.5
at λ = 1.064 µm were excited by radiation of a neody-
mium YAG laser into a region of the S0  S1 transi-
tion. The fluorescence signal was detected with a Ge
photodetector sensitive in the 0.6- to 1.8-µm spectral
range. The dispersive spectral instrument was an
SPM-2 monochromator. The true fluorescence spec-
trum presented in Fig. 1 (curve 2) was calculated with
an allowance for the spectral sensitivity of the detector.
As is seen from this spectrum, the fluorescence band of
dye 2696y in polyurethane (as well as of other cationic
tricarbocyanines in polar liquid solvents) is narrower
as compared to the absorption band [12]. This is evi-
dence [12] that the electrostatic interactions between
the polar groups of the polymer and the distributed
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 9      200
charge in the dye chromophore are weaker in the
excited state than in the ground state [12]. As is seen
from Fig. 1, the ratio of intensities of the absorption and
fluorescence bands in the polyurethane matrix allows
the system to be pumped using neodymium lasers (λ =
1.06 µm) to obtain effective lasing above 1.1 µm.

The generation characteristics were studied using
active elements with a 2-mm-thick polymer layer pos-
sessing an optical density of D = 5 at the pumping
wavelength. The lasing process was studied using two
variants of the resonator: nondispersive (resonator 1)
and dispersive (resonator 2). Resonator 1 comprised
two 15-cm-spaced flat mirrors with the reflection coef-
ficients 99.5 and 40% in the 1.1–1.2 µm spectral inter-
val. The pumping in a quasi-longitudinal mode was
effected with a YAG laser operated in a single-pulse
regime (τi = 15 ns) at a repetition rate of 1 Hz. The
active element was mounted at the output mirror and
adjusted at the Brewster angle relative to the lasing
direction. The pumping radiation was focused in the
active element with a long-focus lens (F = 1 m). The
angle between the pumping and lasing beams was 12°.

1 2

1.0

0.8

0.6

0.4

0.2

0
700 800 900 1000 1100 1200 1300

I, a.u.

λ, nm

Fig. 1. Absorption (1) and fluorescence (2) spectra of dye
2696y in a polyurethane matrix.
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Fig. 2. The plot of conversion efficiency versus pumping
energy for a dye laser with polymeric active element.
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Figure 2 shows a plot of the conversion efficiency
η = E2/E1 versus the pumping energy E1 excess over
threshold. After the initial growth of η with the pump-
ing intensity, the efficiency ceases to depend on E1 and
tends to a maximum level of ηmax = 43% under the
experimental conditions studied. When the polymeric
active elements were replaced with a cell containing a
standard solution of the same dye, we obtained a max-
imum conversion efficiency of 44%, which is approxi-
mately the same as the value attained with the polymer
matrix. In this study, we did not aim at determining the
optimum conditions favoring the maximum conversion
efficiency, which depends primarily on the optical den-
sity at the pumping wavelength.

In order to determine the tuning wavelength interval
of a laser employing the polymeric active element, we
used a system with resonator 2. This device also is com-
prised of two flat mirrors with the reflection coefficients
99.5 and 40% in the 1.1–1.2 µm spectral interval. The
dispersive elements were represented by two 60°
prisms made of a K8 glass. In this case, the total reso-
nator length was 16 cm. The tuning interval determined
with the aid of an SPM-2 monochromator ranged from
1125 to 1188 nm, thus amounting to ∆λ = 63 nm (at a
maximum pumping intensity). It must be pointed out
that the obtained conversion efficiency and tuning inter-
val width are comparable with those of the best samples
of polymeric active elements known in the visible spec-
tral range, pumped at 532 nm. For example, investiga-
tions of the dye lasers employing a polyurethane-based
matrix and Rhodamine 6G dye reported in [9] gave a
conversion efficiency of 34% and a tuning interval
width of 42 nm.

Thus, we have succeeded in obtaining an effective
tunable generation in the range of >1100 nm using a
dye laser with a polymeric active element pumped at
TE
1.06 µm. These results indicate that such media are
promising for the creation of tunable lasers operating
both in the visible and in the near-IR range very impor-
tant for practical applications.
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Abstract—Special features of the switching wave propagation in thick (L/λ ~ 100) Fabry–Perot interferome-
ters were studied by numerical modeling. It is shown that the effects related to a change in the phase adjustment
of the interferometer are comparable with an angular correction to the switching wave velocity. © 2001 MAIK
“Nauka/Interperiodica”.
Waves switching wide-aperture bistable interferom-
eters (BSIs) from one stable state to another were stud-
ied in sufficient detail both theoretically and experi-
mentally (see the monograph [1] and references
therein). In most cases, the radiation was normally inci-
dent onto a nonlinear BSI layer; the general case of
oblique incidence was considered only for thin-layer
BSIs in which variations of the phase adjustment can be

ignored: δ ≈  ! 1 (γ is the incidence angle, nL is

the BSI optical thickness, and λ is the radiation wave-
length) [2]. The experimental data reported for compar-
atively thick (L/λ ~ 100) BSIs of the Fabry–Perot type
are poorly described by a thin-layer model and require
the angular dependence of δ to be taken into account,
since a change in the radiation incidence angle within
0–0.05 rad leads to the δ value variation by a factor of
nearly 2π.

This study is devoted to the numerical modeling of
the switching waves propagating in thick BSIs of the
Fabry–Perot type in the case of oblique radiation inci-

nLγ2

2λ
------------
1063-7850/01/2709- $21.00 © 20743
dence. The geometry of the problem is schematically
depicted in Fig. 1a. A plane wave obliquely incident
onto a nonlinear layer confined between mirrors R1 and
R2 propagates in this layer at an angle γ relative to the
normal. The absorption of light is accompanied by the
photoproduction of charge carriers with a concentration
N and a photorefraction of n = n0 + σN. The problem is
assumed to be homogeneous in the direction perpendic-
ular to the plane of the figure. The parameters of the
nonlinear medium were taken equal to those of InSb
at 77 K [3].

The switching wave front propagation is described
by the equation of diffusion with a nonlinear source and
a linear recombination terms:

(1)

where N is the carrier concentration, τ is the carrier life-
time, and D is the carrier diffusion coefficient. The
intensity of radiation inside the nonlinear layer is con-
veniently represented as a superposition of the two

∂N
∂t
------- D

∂2N

∂x2
--------- G I0 x,( ) N

τ
----,–+=
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Fig. 1. Switching waves in a bistable Fabry–Perot interferometer: (a) geometry of the problem; (b) output characteristics for three
angles of incidence.
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groups of waves propagating in the opposite directions.
Taking into account that the waves in each group
exhibit interference, the source can be described by the
relationship

(2)

where hv  is the quantum energy, η ≈ 1 is the internal
quantum yield, and α is the absorption coefficient. A
special feature of this problem is the nonlocal and uni-
polar character of the source, since the phase of the
interfering rays carries information about the state of
the region of medium extending from the entrance
to x0.

For the rays propagating in the forward direction,
the expression describing the total intensity is

(3)

where δm = dx is the phase increment (xm =

x0 – 2mL ). The rays propagating in the back direc-
tion are described by an analogous expression. Taking
into account that the intensity drops in geometric pro-
gression with increasing m, the sum in Eq. (3) was

G I0 x,( ) IF IB+( )1 αL–( )exp–
hv L

----------------------------------η ,=

IF I0 1 R1–( ) R1R2 2αL/ γcos–( )exp( )m

0

m

∑=
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Fig. 2. The switching wave velocities in the lower orders of
interference.
T

restricted to the rays with I ≥ (10–3–10–4)I0. Equation (1)
was approximated using an implicit scheme and the
system of Eqs. (1)–(3) was solved by the Seidel itera-
tion method.

At the normal incidence, the threshold intensity and
the position of the bistable region with respect to inten-
sity depend on the initial phase adjustment of the reso-
nator. A similar pattern is observed for the oblique inci-
dence, whereby a variation of the incidence angle leads
to the corresponding change in δ. Another significant
factor is the sign of the nonlinearity, since a negative
nonlinear additive (∆n < 0) increases the threshold and
expands the region of existence of the bistability; a pos-
itive additive produces the opposite effect.

Figure 1b shows the output characteristics of a BSI
calculated for three angles of incidence at ∆n < 0. The
step of discretization with respect to intensity was
selected equal to ~10–3 of the maximum value. The
exposure at each point was 4τ, which corresponds to a
total sweep cycle duration of 1.6 × 10-4 s. This exposure
is quite sufficient for monostable regions and the cen-
tral parts of bistable regions; only in the regions featur-
ing jumps from one to another branch would this selec-
tion result in a 10–15% loop broadening as compared to
the stationary case. A characteristic difference of this
case from the situation considered in [1] is that the low-
order bistable region shifts toward high intensity with
increasing γ and smoothly passes to the next order upon
generation of a new hysteresis loop. Another distinction
is a considerable expansion of the bistable region
accompanying the shift toward higher intensities
(Fig. 2). Here, an increase in the amplitude of VR and VL

results in that the bistability is retained in the lower
orders and at the angles exceeding the values predicted
in [1–2].

An angular additive to the velocity qualitatively
changes the dynamics of switching. Depending on the
intensity, the transition from one to another branch may
proceed in a traditional manner, whereby the waves
propagate in the opposite directions and each bistable
region contains 1 or 2 such domains at the edge. At the
center of the bistable region, the switching waves move
in the same direction and the system switches into a
state characterized by a higher transition rate. In this
case, an infinite BSI will exhibit drift and expansion of
the second phase, whereby the left part (according to
Fig. 1) remains in the initial state. For finite-size BSIs,
this region is monostable if no special measures are
taken (e.g., by coiling BSI into a ring). An illustrative
example is offered by the interval 18 W/cm2 < I0 <
19 W/cm2 in Fig. 2 (γ = 0.05). An exact model predicts
bistability in this region, whereas an allowance for the
spatial effects leads to monostable behavior.

This behavior of BSIs is directly related to splitting
of the Maxwell switching wave intensity (at which the
wave is immobile) into two components differing for
the left and right switching waves. The magnitude of
this splitting is a characteristic parameter of the angular
ECHNICAL PHYSICS LETTERS      Vol. 27      No. 9      2001
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effect that directly influences the region of existence of
the bistability. Figure 3 shows the angular dependence
of the Maxwell switching wave intensity in the second
order of interference. Here, the dashed curve qualita-
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Fig. 3. Angular dependence of the Maxwell intensity of
switching waves.
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tively depicts the same relationships calculated with
neglect of the phase shift [2]. As is seen, the phase addi-
tive for InSb with L/λ ≈ 102 is close in order of magni-
tude to the angular splitting, so that the existence of
bistability is determined by competition between the
two effects.

It should be emphasized that the relationships illus-
trated in Figs. 2 and 3 refer to a radiation propagating at
an angle of γ inside the interferometer. On the passage
to an external angle, the corresponding angular scale
should be increased by a factor of about four.
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Abstract—The effect of mechanical activation on the course of reactions involved in the synthesis of calcium
hydroxyapatite Ca10(PO4)6(OH)2 was studied; the composition, crystallographic parameters, spectroscopic
characteristics, and dielectric properties of the products were determined. The role of the composition of initial
components on the rate of synthesis is analyzed. © 2001 MAIK “Nauka/Interperiodica”.
Calcium hydroxyapatite Ca10(PO4)6(OH)2 (CHA),
which is close in composition to the inorganic compo-
nents of teeth and bone tissues in animals and humans [1],
finds increasing application in dentistry, orthopedics,
and neurosurgery [2]. The growing use of CHA and
related materials in medicine and some other fields [3]
poses an important task of developing new methods of
CHA synthesis and optimizing the existing techno-
logies.

The arsenal of methods employed for the CHA
synthesis is rather broad and can be classified into
solution [4], solid-state [5], and hydrothermal [6] pro-
cesses. However, all existing technological schemes
possess serious disadvantages related either to a consid-
erable duration of the process (caused by the limited
solubility of reagents [4] or by the diffusion character
of reactions [5]) or to the difficulties in monitoring the
product purity and dispersity [6]. This circumstance
stimulates the search for new competitive CHA synthe-
sis technologies.

Good results in the synthesis of special-purpose
materials were obtained by introducing the methods of
1063-7850/01/2709- $21.00 © 20746
physical (mechanical) activation into chemical pro-
cesses [7, 8]. The action of mechanical factors upon
solids initiates electron transitions, which is manifested
by the phenomena of mechanoemission and conductiv-
ity buildup in crystals, as well as by the development of
mechanochemical reactions [9, 10]. Below, we report
on the implementation of mechanical activation into the
known methods of CHA synthesis. We will analyze the
influence of mechanical activation on the process fea-
tures and on the physicochemical properties of the reac-
tion products.

The process of mechanically activated CHA synthe-
sis was conducted according to reactions 4a and 4b (see
the table below) using initial components of the analyt-
ical purity grade. The stage of mechanical activation
was implemented in a centrifugal activator of the
ATO-2 type. The synthesized CHA samples were stud-
ied by methods of chemical analysis, X-ray diffraction
(Ni-filtered CuKα radiation), X-ray photoelectron spec-
troscopy (XPS), and IR absorption spectroscopy. The
dielectric characteristics (ε and ) were determinedδtan
The main characteristics of CHA synthesis by various methods and the properties of reaction products

No. Method, 
initial components

Activation 
time

Annealing 
temperature, 
°C (time, h)

Unit cell parameters, Å ε tanδ
Refs.

a c (at 20°C)

1 Synthesis in aqueous solution 1000 (8 h) 9.432 6.881 8.8 0.04 [4]

2 Alkoxo method 500 (1 h) 9.415 6.885 8.9 0.05 [14]

3 Solid-state synthesis 
6(NH4)2HPO4 + CaCO3 1000 (18 h) 9.416 6.875 [12]

4 Synthesis with mechanical 
activation
(a) 6(NH4)2HPO4 + 10CaCO3 30 500 (1 h) 9.417 6.878 9.1 0.09

(b) 6CaHPO4 + 4CaO 10 500 (1 h) 9.415 6.874 9.0 0.08

5 ASTM data 9.418 6.884 ASTM card 9-432
001 MAIK “Nauka/Interperiodica”
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on the samples of CHA-based ceramics (sintered at
1000°C) with silver paste electrodes (fused at 500°C).

The CHA synthesis with mechanical activation
according to reactions 4a and 4b (see table) yields
amorphous products exhibiting no X-ray diffraction
reflections typical of fine-crystalline CHA. However,
even a 1-h annealing at a relatively low temperature of
500°C leads to the formation of an intermediate product
possessing a sufficient degree of crystallinity (see figure).
Further increasing the annealing temperature (to 600–
900°C) does not affect the character of the IR absorption
spectra of CHA samples. According to Lerner et al. [11],
the high degree of crystallinity of the synthesized CHA
is shown by the good resolution of the IR absorption
bands at 600 and 1100 cm–1.

This result is achieved at the annealing temperatures
that are significantly lower in comparison to those
required in the case of samples synthesized in aqueous
solutions [4] or in the solid state [12]. In contrast to the
solid-state synthesis (see table) [12], the process with
mechanical activation provides for the removal of
undesired phases (such as β-Ca3(PO4)2 and CaO hin-
dering some applications) by annealing samples at lower
temperatures and durations. In addition, a decrease in the
annealing temperature eliminates the presence of defect
calcium apatite Ca9(HPO4)(PO4)5(OH) and oxoapatite
Ca10(PO4)6O phases in annealed samples, the intense
formation of which takes place at temperatures above
500°C [13].

Interpretation of the X-ray diffractograms of CHA
samples synthesized in the mechanical activation
regime according to reactions 4a and 4b (see table) fol-
lowed by a thermal treatment above 500°C gave results
coinciding with the indexes of samples prepared by the
alkoxo process [14] and corresponding to those of the
CHA standard (ASTM card 9-432). In the products of
both mechanically activated reactions, the resolution of
diffraction peaks characteristic of the CHA structure
allows the substances to be identified as a single-phase
CHA possessing a high degree of crystallinity. The unit
cell parameters of both products (P63/m) point symme-
try group satisfactorily agree with the ASTM data and
with the structural characteristics of CHA obtained by
other methods (see table).

According to the results of chemical analyses and
XPS data for the standard CHA samples obtained from
aqueous solutions, which are successfully used in
implants, the Ca/P atomic ratio was 1.61. The product
synthesized with mechanical activation according to
reaction 4b (see table) was characterized by Ca/P = 1.5.

In the course of mechanical activation, the pro-
cessed reagents interact with metal balls and walls of
the activator. According to the XPS data, the content of
Fe, Ti, and Cr impurities in CHA synthesized by reac-
tion 4b was 8.16, 1.94, and 0.66 at.%, respectively.
Deviation from the stoichiometry and the related
decrease in the Ca/P ratio in the product obtained with
mechanical activation (in contrast to CHA synthesized
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 9      200
from an aqueous solution) is probably explained by a
partial substitution of Fe, Ti, and Cr ions for Ca in the
crystal lattice.

The dielectric characteristics of CHA synthesized
with mechanical activation were close to the analogous
values for the samples obtained from an aqueous solu-
tion or by the alkoxo method (see table). Some increase
in the  value of CHA synthesized with mechanical
activation can be related to the presence of additional
structural defects formed as a result of the nonisovalent
calcium replacement.

It must be noted that the presence of Fe in CHA syn-
thesized with mechanical activation, which imparts an
ivory tint to the substance [15], is not fatal. In the den-
tistry, a important task is the search for implant materi-
als having various tints (e.g., providing optimum cos-
metic treatment for the enamel), since pure CHA is an
ice-white substance. There is no doubt that the pro-
posed method of colored CHA synthesis with mechan-
ical activation is more effective in comparison to the
solution process [15].

Thus, the obtained results allow us to conclude that
the CHA synthesis can be significantly intensified by
using a process with mechanical activation. The activa-
tion process leads to the formation of oxides in a

δtan

1

2

3

4

J

3600 3200 2000 1000 800 600

cm–1

IR spectra of CHA synthesized by various methods: (1) in
aqueous solution [4], (2) with mechanical activation by reac-
tion 4a; (3, 4) with mechanical activation by reaction 4b. The
samples were measured (1–3) before and (4) after 1-h
annealing at 500°C (J is the optical transmission).
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hydrated state, changes the reaction type toward hydro-
thermal, and favors an increase in reactivity of the pro-
tons produced in the course of the mechanical activa-
tion [7]. From this we may infer that the reaction rate
of, for example, calcium hydroxide with calcium phos-
phates during the CHA formation increases in the series

CaHPO4 < CaHPO4 · 2H2O < Ca(H2PO)2 · H2O.
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Abstract—Using a plasmatron operating in specially calculated regimes, tungsten carbide (WC) based coat-
ings were deposited onto a copper crystallizer plate. It was found that a local hardness of the WC–Co coating
may reach up to 1.3 × 104 N/mm2 and the coating adhesion to substrate may be as high as 270 MPa. The ele-
mental and phase compositions of coatings were studied by Rutherford backscattering spectroscopy, X-ray dif-
fraction, and transmission electron microscopy with electron diffraction. The surface morphology and depth–
composition profiles of the coatings were studied by optical and scanning electron microscopy. The coating is
composed of WC crystal grains with hexagonal close packed (hcp) lattice, α- and β-Co grains, and cubic WC
grains. The average size of the hcp WC grains is 0.15 µm and that of the cobalt particles is about 25 nm. In
addition, the grain boundaries contain W3Co3C particles with an average size of 15 nm. © 2001 MAIK
“Nauka/Interperiodica”.
Pulsed beams of charged particles and plasmas have
been extensively used for the surface modification of
various materials since the beginning of 1980s [1–4].
The action of such concentrated energy fluxes upon a
solid sample leads to a high-rate (10–3–10–8 s) heating
of the surface layer followed by its rapid quenching
with a fast heat removal in depth of the processed tar-
get. As a result, the target material exhibits significant
structural and phase transformations, including the for-
mation of metastable phases, dispersed nanoinclusions,
amorphous layers, and high densities of dislocations
and nonequilibrium point defects frequently accompa-
nied by the ion-beam-induced mixing [1, 2]. Pulsed
energy fluxes are also employed for depositing thin
films, applying coatings, and obtaining dispersed nano-
particle powders [2]. In particular, by introducing a
WC–Co powder (VK-12 grade) into a pulsed high-
velocity plasma jet, one may obtain a coating of this
composition with good adhesion to a copper crystallizer
plate (solving this task is important for the molding tech-
nology).

The sample coatings were prepared using a pulsed
plasmatron supplied with a VK-12 powder with an
average particle size of 35–56 µm. Using preliminary
mathematical modeling and variation of the plasmatron
parameters, nozzle geometry, the distance from the
nozzle to substrate surface, and the reaction chamber
dimensions, we determined optimum values of the
pulsed plasma jet velocity, plasma temperature, and
1063-7850/01/2709- $21.00 © 20749
optimum nozzle to substrate spacing. These parameters
were as follows: jet plasma temperature, 2.4 × 104 K; jet
velocity, ~7 km/s; jet power density, up to 107 W/cm2;
nozzle to substrate spacing, 30 mm. The gas mixture
components and powdered material were supplied to
the plasmatron in a continuous regime. The jet pulse
duration was 0.3 ms.

Figure 1 shows the Rutherford backscattering
(RBS) spectrum of He+ ions for a tungsten carbide–
cobalt coating. As is seen, the spectrum displays the
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Fig. 1. RBS He4+ spectrum of a WC-Co coating on a copper
crystallizer surface.
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peaks of tungsten and oxygen and a kinematic thresh-
old of Co. The relative content of Co, W, C, and O in the
surface layer with a thickness of 2.8 µm corresponded
to the following composition: WC89; Co8; C2; O2. Note
that the concentration of tungsten on the film surface
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Fig. 2. X-ray diffractogram (CuKα radiation; Sunya, Japan)
of a WC–Co coating deposited by a pulsed plasma jet onto
a copper crystallizer surface.

200 µm

Fig. 3. Micrograph of the transverse cross section of a
WC−Co coating on a copper substrate with indenter pyra-
mid marks: (1) in the middle of the coating; (2) near the
film-substrate interface; (3) at the film–substrate interface.
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was very small (~1 at. %), while the carbon concentra-
tion reached 30 at. %. As is known [7, 8], the tungsten
carbide films deposited by the HVOE and HEP tech-
niques are characterized by the tungsten content
increased up to 84.38 and 87.98%, respectively. This
may even be accompanied by the partial amorphization
of complex phases at the carbide and cobalt grains [8].
The cobalt content also changed to reach 12.98%
(HVOE) and 9.22% (HEP), while the carbon concen-
tration decreased from 4.09% in the initial powder to
2.5% (HVOE) and 2.52% (HEP). In our case, the coat-
ing contained phases which were mostly present in the
initial powder, although some other phases formed in
the course of rapid quenching appeared as well.

The X-ray diffraction analysis performed on a
DRON-3 diffractometer using Kα–Cu radiation showed
that the main phase in the coating was WC with an hcp
lattice. The presence of other phases was evidenced by
reflections in the 37°–47° angular interval (Fig. 2).
Unfortunately, the diffraction peaks observed in this
interval exhibited overlap, hindering the identification
of phases. The interplanar spacings calculated for the
reflections that could be resolved suggested the pres-
ence of the following phases: W2C, Co7W6, Co3W, W,
and Co. Complex phases occurring in the intergranular
regions may be amorphous, in agreement with [8, 9].
This state is explained by a high-temperature cycle
involved in the coating formation.

Additional analysis of the sample structure and
phase composition was performed with the aid of the
transmission electron microscopy with electron diffrac-
tion. According to these data, the coating has a poly-
crystalline structure including grains of the hcp WC
phase and the cubic α-Co, β-Co, and WC phases. The
average size of the hcp WC grains is 0.15 µm and that
of the cobalt particles is about 25 nm. In addition, the
grain boundaries contain W3Co3C particles with an
average size of 15 nm. A dislocation substructure was
observed inside the cubic WC grains.

Figure 3 shows a micrograph of the transverse cross
section of a WC–Co coating with prints of a diamond
indenter pyramid used for the microhardness measure-
ments (scale: 1 cm ~ 200 µm). As is seen from this
image, the coating contains local regions possessing
significantly different microhardnesses (ranging from
8 × 103 to 1.3 × 104 N/mm2). The adhesion of coating to
substrate was determined for the films deposited onto
M-00 grade copper plates. This characteristic, deter-
mined after about ten measurements of the groove
made by a diamond pyramid scribing the sample sur-
face, was calculated by the formula Hu = 4P/b2 (here P
is the load and b is the groove width). The results of
these measurements showed that the adhesion is on the
average 250 MPa (ranging from 210 to 280 N/mm2).
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Abstract—It is experimentally demonstrated that the rapid suppression of an optically dense aerosol (smoke)
by a strongly charged aqueous aerosol is related to acceleration of the volume diffusion and to electrostatic
repulsion of the charged agglomerates. © 2001 MAIK “Nauka/Interperiodica”.
Introduction. The phenomenon of suppression of
an optically dense aerosol (dust, smoke, or mist) with a
characteristic time of ~100 s upon introduction of a
strongly charged (unipolar) liquid-droplet aerosol has
been known for more than half a century [1]. However,
the lack of an adequate theoretical interpretation of this
phenomenon hinders its effective practical implemen-
tation, although experimental data are continuously
being accumulated [2–5].

In the first step of theoretical rationalization of the
phenomenon [1], a determining role was attributed
(without any reasonable estimates) to the electrical
coagulation of aerosols. However, this explanation dis-
agrees with the experimentally observed small charac-
teristic times of the aerosol suppression. Driven by
electric induction forces rapidly decaying with dis-
tance, the electrostatic coagulation of dust, smoke, or
mist droplets on coarse (~30 µm) charged water drops
may lead to a significant decrease in the aerosol
concentration only within a time period two to three
orders of magnitude greater than that experimentally
observed [2–5].

Previously [6, 7], theoretical notions about the phys-
ical laws governing the suppression of optically dense
aerosols by strongly charged drops were developed
based on a model of the Rayleigh decay of the latter
aerosol, accompanied by the emission of hundreds of
finely dispersed strongly charged droplets [8]. The lat-
ter particles possess a high mobility and coagulate at a
high rate with the smoke of dust particles, which is fol-
lowed by electrostatic repulsion of the resulting
charged agglomerates. The idea proposed in [6, 7] pro-
vided a good agreement with experimental data, as
demonstrated by a calculation performed for a model
idealized optically dense aerosol.

However, it is still unclear what physical mechanism
accounts for an increase in the optical characteristics of
the aerosol. There are four possible variants: (i) coagu-
lation of strongly charged water droplets with several
particles of the initial aerosol, accompanied by electro-
1063-7850/01/2709- $21.00 © 20752
static repulsion of these particles leading to an increase
in their spacing; (ii) coagulation of water droplets with
the aerosol particles leading to the formation of large
agglomerates precipitating under the action of gravity;
(iii) coagulation of water droplets with the aerosol par-
ticles leading to the formation of large agglomerates,
followed by their repulsion manifested in the increasing
spacing; (iv) a combination of the second and third
mechanisms. Only direct experimental evidence may
help elucidating a real mechanism involved in the opti-
cally dense aerosol suppression. This problem is con-
sidered below.

Experimental. The experiments were carried out in
an aerosol chamber with a volume of 24 m3. The smoke
was produced in a flameless regime using a smoke gen-
erator operated at a temperature of ≈670 K. The amount
of smoke was evaluated by measuring the optical den-
sity of the medium with the aid of a transmittance
meter. The light source was an LGN-105 laser oriented
along a diagonal of the experimental chamber. The pho-
todetector was based on an FD-27K photodiode, and
the photoinduced current I(t) was measured and
recorded in relative units with a PDP 4-002 recording
potentiometer. In parallel, the smoke particle number
density was estimated with the aid of an VDK-4 ultra-
microscope. The volume concentration of smoke was
determined by weighing substance trapped on an
AFA-DP-3 absolute filter. The volume charge of the
dispersed phase was measured with an VK-2-16
electrometer.

The smoking process was terminated upon reaching
a preset value of the photocurrent. The medium was
allowed to equilibrate and homogenize for 10 min. The
initial parameters of the smoked medium were as fol-
lows: T = 298 K; relative humidity, E = 70%; particle
number density, n = 7 × 106 cm–3; average particle
diameter, d ≈ 0.3 µm; volume smoke concentration,
C = 0.3 g/m3; visual range for a 100 × 100 cm white
object, L = 0.3 m. The smoke with these characteristics
001 MAIK “Nauka/Interperiodica”
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exhibited spontaneous decay within a time period of
≈200 min.

Upon forming a homogeneous smoky aerosol, a
charged aqueous aerosol was admitted to the chamber.
The latter aerosol was produced by pneumatic spraying
water with induction charging of the droplets [9]. The
dispersing gas was compressed air at a pressure of ≈3 ×
106 Pa, with the spray torch oriented along the large
diagonal of the chamber. The water droplet radius r dis-
tribution in the spray torch was described by a function
of the type [10]

where p ≈ 2 and q ≈ 0.75. The distribution maximum
corresponded to r ≈ 2 µm.

Results and discussion. The experiments showed
that the most rapid decrease in the number density of
aerosol particles was provided by acting upon the
smoke with water droplets possessing an average diam-
eter of d∗  ≈ 5 µm, carrying a charge q corresponding to
the Rayleigh parameter W ≈ 0.2 of the limiting value
(unity); the quantity W = q2/2πσd3 characterizes stabil-
ity of a droplet with respect to the intrinsic uncompen-
sated charge [8], σ being the surface tension of water.
The aqueous aerosol was produced by spraying a total
mass of m = 40 g of water during 90 s. After termination
of the spraying, the resulting aerosol system exhibited
a rapid decay within 40–50 s. As a result, the number
density of smoke particles decreased by 93%, the visual
range increased from 0.3 to 4.5 m, and the volume
smoke concentration C was the same as that observed
upon spontaneous decay. These data indicate that the
action of the charged aerosol species upon the smoked
medium has a volume character and the probable phys-
ical reason of the observed effect reduces to a rapid
joint coagulation of the smoke and water aerosol parti-
cles.

The decay kinetics of the aerodispersed system was
studied by monitoring the photocurrent measured with
the transmittance meter (Fig. 1). The response current
increases with decreasing particle number density n. In
Fig. 1, curve 1 corresponds to the optimum smoke sup-
pression regime (d = 5 µm, m = 40 g). As the amount of
sprayed water increases, the monotonic variation of I(t)
breaks. Upon spraying m = 65 g of water, a short-time
unstable mist is formed in the system. The I(t) curve
drops sharply before the end of spraying (curve 2),
which is indicative of worse conditions for light trans-
mission through the combined aerodispersed system.
After evaporation and decay of the mist, the current I(t)
begins to increase even at a higher rate than in the
former case (curve 2 in Fig. 1), the growth continuing
until complete decay of the resulting aerosol.

The results of our experiments showed that the
brownian coagulation accompanying the natural evolu-
tion of a smoke with a particle number density of
~106 cm–3 in a closed volume of the experimental

dN rp βrq–( )dr,exp∼
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chamber does not lead (even over a few hours) to a sig-
nificant increase in the radius of agglomerated smoke
particles, which would be sufficient to switch on the
gravity factor (precipitating coarse particles on the
chamber bottom). This is evidenced by the curve of
the photocurrent versus volume smoke concentration
I = I(C) experimentally measured during the natural
aerosol decay in the absence of external factors. These
data are depicted by open circles in Fig. 2, the first point
corresponding to 5 min after the start of the process, the
second point was measured in 20 min, the third and
subsequent points were measured at a 40 min interval
(the last, 7th point corresponds to a total time period of
200 min). The corresponding theoretical calculation by
the Bouguer law is depicted by curve 1. The Bouguer
curve

(1)

indicates the attenuation factor for a light beam that
traveled a distance l in a medium with the extinction
coefficient γ. For the considerations presented below, it
is important to note that the extinction coefficient γ is
proportional to the square linear size (cross section area)
of the scattering center [11]. In addition, formula (1)
yields an analogous relationship for the photocurrent
intensity measured at the output of the aerosol chamber:

(2)

Curves 1 and 2 in Fig. 2 were calculated using relation-
ship (2).

The experimental points (denoted by crosses in
Fig. 2) measured upon introducing (for ≈180 s) a
charged aqueous aerosol (4 g per m3) into the chamber
fit to the theoretical curve 2. This curve corresponds to

F/F0 γl–( )exp=

I/I0 γl–( ).exp=

1

2
2'

2'

1'

20

10

0 5 10 t, min

I/I0

Fig. 1. The relative optical transmittance kinetics of an aero-
sol system upon introduction (within 90 s) of a highly dis-
persed strongly charged aqueous aerosol at a total amount
of m = 40 g (1) and 90 g (2); points 1' and 2' indicate the start
and end of spraying. Curve 2 shows a temporal decrease in
the system transparency upon spraying, reflecting the mist
formation.
1
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a four times greater extinction coefficient γ in the Bou-
guer law as compared to the value for curve 1. This fact
is indicative of the coarsening (doubling) of the charac-
teristic linear size of the smoke particles in the stage of
charging upon introduction of the charged aqueous
aerosol (dashed line in Fig. 2). Upon termination of the
aqueous aerosol spraying, no further coarsening of the
smoke particles and changing of the γ value were
observed, as indicated by the tight fit of the experimen-
tal points to the monotonic cure 2 corresponding to the
Bouguer law with a large extinction coefficient. Note
that the first experimental point in this series of experi-
ments was obtained 15 min after aerosol admission and
the subsequent points were measured at a 25 min time
interval.

It should be emphasized that the experimental data
depicted in Fig. 2 for the first time directly indicate a
physical mechanism involved in the rapid suppression
of an optically dense aerosol under the action of a
strongly charged liquid-droplet aerosol. In the initial
stage, the electrostatic polarization forces ensuring the
attraction of neutral to charged particles lead to coars-
ening of the aerosol species; in the final stage, the
mechanism of electrostatic repulsion between coarse
charged (unipolar) particles is operative.

1

2

80

40

0 0.16 0.32 C, g/m2

I/Ic

Fig. 2. Plots of the relative transmittance versus volume
smoke concentration C for the aerosol system studied. Open
circles represent experimental data for the smoke not
treated with a charged aqueous aerosol (curve 1 depicts the
corresponding Bouguer plot). Crosses present the experi-
mental data for a smoke treated with a charged aqueous
aerosol and curve 2 shows the corresponding Bouguer plot.
TE
When a 100% relative humidity was developed in
the aerosol chamber, the smoke particles absorbed
water vapor until saturation and no effect of the accel-
erated decay of the smoke was observed upon introduc-
tion of the charged liquid-droplet aerosol.

Conclusion. The effect of rapid suppression of an
optically dense aerodispersed system upon introduction
of a strongly charged liquid-droplet aerosol is related to
the accelerated coagulation of aerosol particles, fol-
lowed by their coarsening and electrostatic repulsion of
the charged agglomerates (in a closed room, this is
accompanied by the loss of agglomerated smoke aero-
sol on the room walls).
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Abstract—The effect of photocurrent amplification in an In2O3–GaSe heterostructure with the barrier plane
perpendicular to the base semiconductor layer was experimentally observed. At a reverse bias of U = 10 V, the
gain reached M ≈ 82 and the absolute current sensitivity amounted to 30–32 A/W. An analysis of the current–
voltage characteristics allowed a mechanism of the charge transfer through dielectric to be determined that is
always operative on the surface of gallium monoselenide in the heterostructures fabricated by spraying. It is
suggested that the mechanism of conductivity can be modified by changing the barrier plane orientation from
parallel to perpendicular to the GaSe layers. © 2001 MAIK “Nauka/Interperiodica”.
Some phenomena observed in In2O3–GaSe hetero-
junctions with introduced thin Ga2O3 interlayers were
reported previously. For the first time, we present the
results of investigation of a heterostructure exhibiting a
considerable internal amplification of the photocurrent,
in which a thin dielectric layer is represented by a nat-
ural Ga2O3 oxide possessing a conductivity close to the
intrinsic value of the base semiconductor. 

The sample structure was prepared by depositing a
layer of the transparent conducting indium oxide In2O3
with strongly degenerate free electron gas (n ≅
1020−1021 cm–3) by spraying an ethanol solution of
indium chloride at T = 400°C onto the surface of a
p-GaSe single crystal (p ≅  1016 cm–3) parallel to the C
axis (in bulk-grown GaSe, the samples with mirror
cleavage surfaces of this orientation are encountered
rather frequently). The barrier contact area was
8−10 mm2. The ohmic contacts were prepared using a
silver paste composition. 

Figure 1 shows a qualitative energy band diagram of
the sample heterostructure. The surface band bending
ϕ0 in GaSe was determined from the capacitance–volt-
age (C–U) characteristics [3] and the Fermi level posi-
tion was calculated by the formula [4] 

where EF and EV are the energy positions of the Fermi
level and the valence band top, respectively, in the base
semiconductor; k is the Boltzmann constant; T is the
absolute temperature; p is the equilibrium concentra-
tion of the majority carriers; and NV is the effective con-
centration of states in the valence band determined
from the slope of the C–U curve. The band structure
parameters and the Fermi level position in In2O3 were
taken from [5]. We also took into account the presence

EF EV– kT NV/ p( ),ln=
1063-7850/01/2709- $21.00 © 20755
of a thin Ga2O3 layer unavoidably formed on the GaSe
surface when the heterostructures are prepared as
descried above. The oxide layer thickness determined
with the aid of an LEM-2 laser ellipsometer amounted
to 4–5 nm. 

Since the sample heterostructures were sensitive to
illumination in a wavelength range from 0.48 to
0.64 µm, it was expected that the main role in the pho-
tocurrent amplification is played by photoelectrons
generated in the base semiconductor. It should also be
noted that the presence of a natural oxide on GaSe is a
negative factor decreasing the surface band bending [1]
and, hence, reducing the gate layer thickness and the
contribution of minority carriers to the total barrier cur-
rent in reverse-biased heterostructures. 

In2O3 Ga2O3 GaSe

EF

E'C

E'U

EU

EC

4.6
2.0

0.2

3.1

0.6

ϕ0 = 0.5

Fig. 1. An energy band diagram of the In2O3–GaSe hetero-
structure (all energy characteristics are in electronvolts). 
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In order to determine the mechanism of the charge
transfer through dielectric, we measured the current–
voltage (I–U) curves in the forward and reverse direc-
tions. In the former case, a direct bias was created either
by applying an external voltage (dark I–U measure-
ments) or by generating charge carriers at large illumi-
nation levels (for excluding the I–U curve distortions
related to nonlinear resistance of the semiconductor
base region). In the latter case, the measurements were
performed using a GaP light-emitting diode (LED)
with λmax = 560 nm. Measurement of the plot of photo-
current versus the open-circuit voltage Uoc (the latter
reached 0.70–0.75 V for an illumination intensity of
≈100 mW/cm2) is analogous to taking the forward
branch of the I–U curve, the only difference being that
the former curve reflects the electron processes occur-
ring immediately in the barrier region of a real hetero-
structure [1]. Such measurements are especially impor-
tant for studying the heterojunctions with a barrier
plane parallel to the GaSe layers (i.e., perpendicularly
to the C axis) [1, 2], in which case the serial resistance
significantly affects the I–V curve shape. The results of
measurements in both regimes were identical. The I–V
curve measured in the forward direction at U > 0.5 V
was described by a function of the type logI = f(U1/2)
characteristic both of the Schottky emission and of the
Poole–Frenkel thermoelectron ionization effect. How-
ever, the calculated slope values showed that the charge
carrier transport through the dielectric in the forward
direction is controlled by the Schottky emission [6]. In
the I–U curve measured in the reverse direction, the ini-
tial portion was linear and then (at |U | > 1 V) the current
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10–5

10–4
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4 8 12 16 20
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10–5

10–4

1

2
3
4

(a)

(b)

Fig. 2. Characteristics of the In2O3–GaSe heterostructure:
(a) the reverse branches of the room-temperature I–U
curves measured (1) in the dark and (2–4) under illumina-
tion at a power of 1.5, 7, and 15 mW, respectively; (b) the
plot of photocurrent Ip versus illumination power P. 
T

increased exponentially with the voltage. This behavior
is typical of the charge carrier tunneling under the bar-
rier in the dielectric. 

Figure 2a (curve 1) shows the reverse branch of the
dark I–U curve. The curve exhibits no clearly pro-
nounced saturation usually observed for heterojunc-
tions. In the region of large biases (|U | = 12–16 V), the
curve shows slightly pronounced S-character typical of
the thermal breakdown. Measured under illumination
(Fig. 2a, curves 2–4), the reverse branches of the I–U
curve are typical of the MTDS (metal–tunnel–dielec-
tric–semiconductor) structures with internal photocur-
rent amplification [7]. The gain factor (M ≈ 82) could
be estimated from the plot of photocurrent Ip versus
radiation power P (Fig. 2b). This output characteristic
was measured using a heterostructure illuminated with
the light of a yellow LED (wavelength, 0.56 µm; mod-
ulation frequency, 1 kHz; load resistance, 100 Ω;
reverse bias, 10 V). As is seen from Fig. 2, the Ip(P)
curve is close to linear in a broad range of illumination
intensities. The absolute value of the current sensitivity
R = Ip/P ≈ 30–32 A/W is significantly greater than the
values characteristic of silicon photodiodes without
internal photocurrent amplification. The sensitivity is
comparable with that of an In2O3–a-Si:H–Si structure
featuring a considerable photocurrent amplification at a
reverse bias of U = 6 V [9]. 

It must be noted that, despite virtually identical
behavior of both the C–U curves (the absence of the
effect of surface states on the curve shape at both high
and low frequencies; effect of the serial resistance on
the cutoff voltage in the C–2 versus U curves used to
determine the surface bend bending ϕ0) and the C–U
curves measured with a direct bias (the same slope in
the semilogarithmic coordinates) observed for the het-
erostructures with the barrier plane parallel [1, 2] and
perpendicular to the base semiconductor layers, the
photocurrent amplification effect was observed only in
the latter case. 

The difference is apparently related to the anisotro-
pic properties of gallium monoselenide. First, the cur-
rent passage in the space-charge region in structures
with the barrier plane parallel to the GaSe layers (per-
pendicular to the C axis) is described within the frame-
work of a diffusion model. In our case, the anisotropic
electrical properties of gallium monoselenide (the
majority carrier mobility µ and the effective hole mass

 along the layers are 6 and 4 times greater than the
analogous values in the transverse direction, respec-
tively [10]) are such that the criterion of applicability of
the diffusion theory, W @ 2ϕ0l/kT [10] (where W is the
gate layer thickness, ϕ0 is the contact potential differ-
ence, and l is the mean free path of charge carriers),
fails to be valid because both parts are virtually equal.
From this we infer that a change in the barrier plane ori-
entation from parallel to perpendicular to the GaSe lay-
ers probably leads to modification of the charge transfer

mp*
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mechanism. Second, the carrier diffusion length in a
structure with the barrier perpendicular to the GaSe lay-
ers is ten times greater than that in the structure with the
same substrate thickness and the parallel barrier orien-
tation only due to a difference in the minority carrier
lifetimes determined from the kinetic characteristics
(τ ~ 10–6 and 10–4 s for the barrier oriented parallel and
perpendicular to the GaSe layers, respectively). Thus,
in a heterostructure with the barrier oriented parallel to
the base semiconductor layers, most of the charge car-
riers generated by light in the bulk of GaSe recombine.
In the structures reported here, the probability that all
the injected charge carriers will participate in the
charge transfer through the barrier (perpendicular to the
base GaSe layers) significantly increases. 

These conclusions are confirmed by the results of
measurements of the dark static characteristics of
In2O3–GaSe–In2O3 and In2O3–GaSe–InSe transistor
structures in a scheme with common base, the first
In2O3–GaSe (perpendicularly oriented) junction oper-
ating as the collector and the second GaSe–In2O3 or
GaSe–InSe junction (parallel to the base semiconductor
layers) operating as the emitter. The general character
of such characteristics is known to be analogous to the
reverse branch of the I–U curve of a diode, because the
collector junction is switched in the reverse direction
and the electron injection from the emitter junction is
somewhat analogous to the carrier photoproduction, the
only difference being that the injected electrons have to
travel over a certain distance in the emitter field (in our
case, perpendicularly to the GaSe layers). In this case,
the gain in the collector junction biased at U = 10 V in
the reverse direction was M ≈ 1.14–1.23 at an emitter
current of 250 µA for the transistors of both types. This
is evidence of a rather significant influence of recombi-
nation in the charge transfer across the GaSe layers. A
further increase in the emitter–base voltage led to
strong heating of the samples and degradation of the
ohmic contacts. 
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 9      200
Thus, the heterostructure studied can be used both as
a polarization-sensitive transducer [11] and as a high-
efficiency photodiode sensitive in the 0.48–0.64 µm
spectral range. 
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Abstract—An rf modulation optical spectroscopy method for the study of semiconductor heterostructures is
suggested which employs the effect of the light reflection coefficient modulation under the action of two rf fields
with different configurations. The dependence of the rf-modulated light reflection spectra at the fundamental
absorption edge of a semiconductor on the rf field polarization allows various layers of the heterostructure to
be selectively studied. A model is proposed that explains the features observed in the reflection spectra of the
light modulated by longitudinal and transverse rf electric fields in a GaAs/AlGaAs heterostructure. © 2001
MAIK “Nauka/Interperiodica”.
Methods based on the modulated light reflection
from semiconductors provide for a contactless determi-
nation of the energy features of the electron–hole inter-
action, the magnitude of a built-in electric field, the
electron temperature gradient, etc. Such methods
employ a periodic action (optical pumping, external
electric field, current, etc.) upon a sample in order to
modulate the dielectric permittivity of the material.
Changes in the spectrum of light reflected from the
sample, related to the reflected beam modulation, are
studied using methods of lock-in detection. The modu-
lated reflection spectra contain integral information
about the sample layers within a depth on the order of
the reciprocal absorption coefficient of either pumping
or probing light (~10–6 m) [1]. In contrast to studying
homogeneous semiconductors, the investigation of het-
erostructures encounters the problem of separating
components of the modulated light reflection from var-
ious layers in the sample [2]. 

In the contactless electroreflectance technique used
in [3], the optical reflection coefficient of a semicon-
ductor was modulated by a homogeneous low-fre-
quency electric field. The field was generated, and the
sample was placed between plates of a flat capacitor.
Our rf-modulated reflectance (RMR) method [4–7]
employs the same electrode configuration, but the rf
field can be more effectively introduced into a sample
and is capable of providing information about fast pro-
cesses in the sample structure. However, the possibili-
ties of both methods are restricted by using a single
mode of the electric field polarization. Application of
the fields with different spatial orientations induces dif-
ferent mechanisms of charge transfer in the sample.
Layers with different values of the conductivity tensor
1063-7850/01/2709- $21.00 © 20758
(σXX ≠ σZZ) would differently contribute to the modu-
lated reflection spectrum, which can be used to separate
the spectral components from various layers. Below,
we report on the RMR spectra observed under the
action of two rf fields with different configurations on a
GaAs/AlGaAs heterostructure, which made it possible
to reveal a superlattice layer in the sample. 

The sample was placed in an air gap (with a width
of l ~ 5 × 10–4 m) of a three-electrode capacitor between
a quartz glass plate α and a flat metal electrode δ
(Fig. 1). Two comb-shaped metal structures β and γ
formed an interdigital capacitor with a spatial period
d ~ 2 × 10–4 m. An rf voltage applied to the electrodes
was modulated with respect to the amplitude U =
Urf(1 + cosΩt)cos2πv t, where Urf ~ 1–102 V, ν ~
105−107 Hz, and Ω/2π ~ 103 Hz. Orientation of the elec-
tric fields (FA or FB) was determined by switching elec-
trodes in one of the two modes: in case A, the voltage
was applied between the flat electrode and the short-
ened interdigital capacitor (transverse configuration);
in case B, the voltage was applied between the two
combs (longitudinal configuration). In case B, the flat
electrode δ is isolated and weakly influences the rf field
in the sample structure. In the transverse configuration,
the two combs act as a common flat electrode, creating
an electric field close to homogeneous with Urf /l ~

 @ . In the longitudinal configuration, a relation-
ship between the electric field components is such that

2Urf/d ~  > . A detailed calculation of the static
electric field in this three-electrode capacitor was pre-
sented in [8]. A probing nonpolarized light beam of
constant intensity in a limited spectral range with the
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Fig. 1. Geometry and energy diagram of a sample heterostructure placed into the electric field of a three-electrode capacitor: X and
Z, spatial coordinates; E, potential energy of electrons in the semiconductor structure; EC, conduction band bottom; EV, valence

band top; EF, Fermi energy; α, quartz glass plate; β, γ, interdigital capacitor electrodes; δ, flat electrode; |FA| and |FB|, rf field ampli-
tudes in the transverse and longitudinal configuration, respectively; cross-hatched layer 2 indicates superlattice; dark regions indi-
cate the localization of free electrons in the presence of an external electric field. 
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Fig. 2. Experimental (points) and model (solid curves) RMR spectra corresponding to (A) transverse and (B) longitudinal configu-
rations of the rf field in the sample. Curves 3, 4, and 7 show contributions to the spectrum B due to layers 3, 4, and 7 in Fig. 1;
Eg(GaAs) is the bandgap width in GaAs at 77 K; EEX is the free exciton binding energy; ESL is the energy of electron–hole transi-
tions in the superlattice. 
quantum energy close to the GaAs bandgap width,
"ω ~ Eg(GaAs), was incident on the sample through
the interdigital capacitor (with the stripe spacings ~7 ×
10−5 m). Changes in the reflection spectrum of the prob-
ing light were detected by a lock-in scheme tuned to the
modulation frequency Ω . 

The experiments were performed with semiconduc-
tor heterostructures of the GaAs/AlxGa1 – xAs type
(x ~ 0.15) widely used for the fabrication of HEMT
transistors. The sample heterostructure (Fig. 1) com-
prised a semi-insulating GaAs substrate 1, a superlat-
tice layer 2, a buffer GaAs layer 3 containing a residual
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 9      200
p-type impurity (p ~ 1020 m–3), a 100-Å-thick undoped
AlGaAs layer 5, a doped AlGaAs layer 6 (n ~ 1024 m–3),
and a protective GaAs film 7. The superlattice com-
prised 10 pairs of GaAs/AlGaAs (73 Å/23 Å) layers.
Region 4 in Fig. 1 corresponds to a two-dimensional
(2D) electron gas formed in the quantum well at the
main heterojunction. The rf field energy is absorbed by
free electrons in the regions 4 and 6; the heating and
redistribution of these electrons modulates the built-in
electric field at the frequency Ω [4–7]. 

Figure 2 shows the RMR spectrum of the hetero-
structure measured at T = 77 K in the transverse rf field
1
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configuration (curve A). The rather complicated shape
of the spectrum is explained by the presence of contri-
butions from various layers [4–7]. Measuring in the
longitudinal rf field configuration decreases the number
of contributing layers and, hence, yields a spectrum of
simpler shape (curve B) that facilitates exact quantita-
tive analysis. 

Features in the RMR spectrum measured in the lon-
gitudinal rf field configuration, observed in the region
of low probing quantum energies "ω < Eg(GaAs),
where Eg(GaAs) ~ 1.51 eV at T = 77 K, are due to the
rf field influencing the bound exciton states. The exci-
tons are formed in the layers with a weak built-in elec-

tric field (F < e/  ~ 105 V/m, where aEX is the char-
acteristic exciton size in GaAs). Such a weak field exists
in the buffer layer 3 near superlattice 2. In this region,
the exciton binding energy EEX is modulated by free
electrons coming from the 2D electron gas 4 under the
action of rf field [7]. Modulated reflection in the region
of "ω > Eg(GaAs) is determined by the Franz–Keldysh
effect taking place in the regions featuring a strong
built-in electric field. In the sample structure studied,
such regions exist in the 2D electron gas 4 and in the
protective layer 7. 

Figure 2 also presents the calculated modulation
reflection spectra (curves 3, 4, and 7). Spectrum 3 takes
into account modulation of the exciton binding energy
EEX in a weak field of the buffer layer 3, while spectra 4
and 7 allow for the electric field modulation in layers 4
and 7, respectively. The RMR contribution from layer 3
was calculated within the framework of the Tanguy the-
ory [9], which takes into account the ground and first
excited exciton states. The contributions from layers 4
and 7 were calculated by conventional method [1] with
an allowance for heavy and light holes. Interference of
the optical responses from each partial layer was
expressed in the total model spectrum constructed
according to the Aspnes theory [1]. The best fit of the
calculated spectrum to the experiment was obtained for
the following parameters of layers in the heterostruc-
ture: exciton binding energy modulation, EEX = (5.2−
5.3) × 10–3 eV; electric field strength modulation, F4 ~
(0.1–4) × 105 V/m; F7 ~ (3–7) × 105 V/m; phenomeno-
logical broadening parameter, Γ3 ~ 2.6 × 10–3 eV; Γ4 ~
1.2 × 10–3 eV; Γ7 ~ 1.5 × 10–3 eV. 

The three-layer model describes the experimental
RMR spectrum observed in the longitudinal rf field

aEX
2

T

configuration sufficiently well. However, this model
cannot adequately describe the spectrum measured in
the transverse configuration (spectrum A in Fig. 2),
which exhibits oscillations in the region of photon ener-
gies "ω > 1.52 eV. These oscillations are related to
modulation of the exciton states in the quantum wells of
superlattice 2. 

The difference between spectra A and B can be qual-
itatively explained if we take into account that a more
homogeneous transverse field FA acts upon all layers in
the heterostructure. In contrast to this case, the longitu-
dinal field FB (Fig. 1) is screened by the layers of 2D
electron gas 4 and doped AlGaAs 6 possessing a high
conductivity in the X–Y plane. Since the field FB rela-
tively weakly penetrates into superlattice 2, this layer
does not contribute to the RMR spectrum. Thus, the rf-
modulated reflectance measurements with different
electric field configurations provides for a selective
analysis of the layers of heterogeneous nanostructures
with significantly anisotropic conductivity. 
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Abstract—The process of elastic sputtering of a metal in the form of large neutral and charged clusters (with
the number of atoms N ≥ 5) during ion bombardment of the metal target was theoretically studied. The distri-
bution is described by a simple analytical formula. © 2001 MAIK “Nauka/Interperiodica”.
Investigations into the ion sputtering of solids have
been reported in a large number of publications (see,
e.g., reviews [1–5] and references therein). Consistent
model calculations and theoretical descriptions of these
processes are highly complicated, first of all, by the
essentially multiparticle character of the phenomenon
both in the stage of ion penetration into a solid target
and in the stage of formation of the sputtered products
comprising single atoms of the target material and
polyatomic particles (clusters) [6, 7]. The ab initio cal-
culations using the molecular dynamics methods [1]
(see also [8–10]) encounter considerable technical dif-
ficulties rapidly increasing with the number of atoms in
the clusters; these calculations are usually hard to
reproduce by researchers other than the authors of a
given computational scheme. The difficulties addition-
ally increase when processes related to the formation of
charged particles are included into the molecular
dynamics scheme [11]. 

Below, we present a theory of the process of metal
sputtering in the form of large neutral and charged clus-
ters (with the number of atoms N ≥ 5) during ion bom-
bardment of the metal target. The theory is based on
simple physical assumptions and is consistent with
experiment. The analysis, employing some previous
results [12–15], yields a simple final simple expression
for the probability of a cluster emission in a given
charged state. The proposed approach is principally
inapplicable to the case of sputtering of single atoms or
small clusters. A comparison with experiment leads to
a conclusion (see also [12–15]) that the model is appli-
cable beginning with a certain number of atoms in sput-
tered clusters (N ≥ 5). 

Let us consider a solid composed of atoms, each
atom oscillating in a well of depth ∆ at an intrinsic fre-
quency ω (the characteristic oscillation period is T =
2π/ω). Let the impinging ions possess a velocity such
that both the primary ion and fast recoil atoms moving
in a metal target experience a large number of collisions
during the time period τ ! T, as a result of which atoms
1063-7850/01/2709- $21.00 © 20761
of the metal target acquire the momenta qi , i being the
atom number. Using the inequality τ ! T, we may alter-
natively formulate this description as follows. The pro-
jectile ion propagation through the system of oscillators
reduces to instantaneously and simultaneously transfer-
ring the momenta qi (i = 1, 2, …, N) to the system of N
oscillators. Below we will assume all quantities qi (i =
1, 2, …, N) to be independent and all directions
equiprobable. The aim of this calculation is to deter-
mine the probability of finding the system of N oscilla-
tors (having instantaneously acquired moment qi) in the
final bound states with the centers of mass moving with
a momentum k. The latter conditions implies that the
entire system of N oscillators moves as a whole with the
momentum k. 

The probability of such events, corresponding to the
correlated breakage of an atomic block, is most readily
calculated using the apparatus of quantum mechanics.
Let us use the Einstein model and replace a block of N
atoms by a system of N identical independent oscilla-
tors possessing the intrinsic frequency ω. The corre-
sponding wavefunction is 

(1)

where Φ(R) is the wavefunction of the center of mass
of the block of N atoms, R is the radius-vector repre-
senting coordinates of the center of mass, and φi(ri) is
the wavefunction of the ith oscillator having the coordi-
nates ri . The instantaneous and simultaneous transfer
of momenta qi converts the wavefunction (1) into 

(2)

Let us assume that, before acquiring momenta qi , all
oscillators occurred in the ground states, that is, φ1 =

Ψi Φ R( )φ1 r1( )φ2 r2( )…φN rN( ),=

1
"
--- qiR

i 1=

N

∑ 
 
 

Φ R( ) i
"
---q1r1 

  φ1 r1( )expexp

× i
"
---q2r2 

  φ2 r2( ) … i
"
---qNrN 

  φ rN( ).exp××exp
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φ2 = … = φN ≡ φ0, Φ ≡ Φ0. The amplitude of the proba-
bility of finding an arbitrary final state Ψf =
Φk(R)φn1(r1)φn2(r2)…φnN(rN) with the center of mass in
the state Φk of a continuous spectrum with the momen-
tum k is determined by the projection of the state Ψf

onto states (2). Upon summation over the quantum
numbers of oscillators ni (under the condition n =

, where n has the sense of the principal quantum

number of the system of N oscillators), the square mod-
ulus of the probability amplitude is as follows: 

(3)

where α2 = mω/" and m is the mass of the oscillator
(atom). In calculating the squared matrix element (3)
and taking the sum, we employed the results of Fermi
[16, article N 74] (see also [12– 15, 17]). Expression (3)
is the probability that a cluster of N atoms is emitted as
a whole with a momentum k in the excited sate n. 

Being interested in the emission of stable clusters,

we should take the sum of  over all excited states
with n smaller than certain n0 (for which the energy
stored in the excited oscillators would suffice for break-
ing the cluster; we may take n0 ≈ ∆/"ω that corresponds
to the case when the energy of all oscillators is suffi-
cient to eject one atom from a well with the depth ∆).
The total probability of finding the center of mass in a
continuous spectrum can be determined by integrating
over all k. However, this value is more conveniently
obtained by summing over all bound sates Φn(R) of the
center of mass up to certain n = k0 (determination of the
k0 value is described below), followed by subtracting
the result from unity. Finally, we arrive at 

(4)

where β2 = mNΩ/" and Ω is the frequency of oscilla-
tions of the center of mass. 

Now let us consider a procedure used for determin-
ing the quantity k0. We assume that the center of mass
of a block of N atoms performs harmonic oscillations at
a frequency Ω in a potential well with the depth UN ,

ni

i 1=

N

∑
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2"
2α2

--------------- qi
2
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2
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,exp
T

which will be referred to as the binding energy of the
given cluster in the metal. This binding energy is pro-
portional to the surface area SN on which the block of N
atoms contacts with the metal. Considering this surface
as a hemisphere with a center situated on the unsputtered
metal surface, we obtain UN = σSN = δN2/3 [12–15].
Thus, we must distinguish between δ, the fraction of the
cluster binding energy (per atom in the cluster) and ∆,
the potential well of each atom in the metal target.
Apparently, k0 entering into formula (4) can be evalu-
ated as UN/("Ω). Then we must average the probabil-
ity (4) over all possible qi (i = 1, 2, …, N). A natural
assumption concerning the distribution of qi is that all
these quantities are independent and all their directions
are equiprobable. In averaging, as done in [12–15], the
probability over directions  of the vectors qi , we can
significantly simplify the calculation by assuming all
|qi| to be equal and randomly oriented in space. As a
result, the average probability for N @ 1 takes the form 

(5)

where k01 = (2mδ)1/2. Thus, we have determined the
probability of detachment of the whole cluster (block)
of N atoms without mutual substitutions of atoms. 

The process of charged state formation is an impor-
tant part of the sputtering mechanism. The following
considerations are based essentially on the assumption
that large clusters are emitted from the target as a
whole, representing a block of atoms. Taking this cir-
cumstance into account, we will determine the charged
state of a block of N atoms. For this purpose, by anal-
ogy with a statistical derivation of the Saha–Langmuir
formula [18], we assume that there exist a certain (crit-
ical) distance ξ up to which exchange is possible
between conduction electrons of the metal target and
electrons of atoms in the cluster moving away from the
target surface. When the cluster to metal distance
exceeds ξ, the electron exchange nonadiabatically
ceases. According to [15], the quantity PN(Q) represent-
ing the probability that a cluster of N atoms would pos-
sess a charge Qe (e being the electron charge) is deter-
mined using a standard formula for the probability of
fluctuations 

(6)

Here, DN is the normalization factor determined by
summation over all possible values of Q = 0, ±1, ±2, …;

Ωqi

WN 1 1 N
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 is the mean square deviation of the cluster
charge from the equilibrium value; me is the mass of the
conduction electron; V is the cluster volume; ϑ  is the
target temperature; and γ is the valence of metal atoms. 
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Fig. 1. Relative sputtering yield  of singly-charged tan-

talum clusters  plotted versus the number N of atoms in

the cluster, calculated for a tantalum target bombarded with
singly charged 6-keV Au–1 ions at a target temperature of
ϑ = 2273 K. Solid curve presents the results of calculation for
the parameter q = 500 at. units (" = me = e = 1); points 1 rep-
resent the experimental data from [20, 21]. For the compar-
ison, curve 2 shows the mass spectrum of neutral clusters

 calculated (q = 500 at. units) for the same target tem-

perature, curve 3 shows the power law [6] normalized to the
fifth cluster (representing the N –8.5/5–8.5 function). 
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Fig. 2. Relative sputtering yield  of neutral tantalum

clusters  plotted versus the number N of atoms in the

cluster, calculated for a tantalum target bombarded with sin-
gly charged 5-keV Ar+1 ions at a target temperature of ϑ  =
300 K. Solid curve presents the results of calculation for the
parameter q = 450 at. units (" = me = e = 1); points 1 repre-
sent the experimental data from [6]. For the comparison,
curve 2 shows the mass spectrum of singly-charged clusters

 calculated (q = 450 at. units) for the same target tem-

perature, curve 3 shows the power law [6] normalized to the
fifth cluster (representing the N –8.5/5–8.5 function). 
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Finally, to determine the probability  of finding
a cluster of N atoms carrying the charge Qe, we must
multiply the probability WN given by Eq. (5) by PN(Q).
As a result, we obtain the final expression for the prob-
ability of emission of a cluster of N atoms with the
charge Qe: 

(7)

In experiment, we usually determine the relative prob-
abilities of the emission of clusters with various num-
bers of atoms. For the comparison with such experi-
mental data, the probability (7) first has to be divided by
the probability of emission of a cluster with N = 5 (any
number N ≥ 5 can be selected, but N = 5 is more conve-
nient for our purposes); experimental data have to be
normalized accordingly. Then, if necessary, it is possi-
ble to pass to any other convenient units. 

Figures 1 and 2 show the relative sputtering yields

 = /  of singly charged ( ) and neutral

( ) tantalum clusters TaN plotted versus the number N
of atoms in the cluster, calculated for a tantalum target
bombarded with singly charged 6-keV Au–1 ions or
5-keV Ar+1 ions at a target temperature of ϑ  = 2273 or
300 K, respectively. For the comparison, we also plot-
ted the power law [6] normalized to the fifth cluster
(representing the N–8.5/5–8.5 function for tantalum). In
order to restrict the number of fitting parameters in the
calculation, we assumed that ∆ = δ = 8.1 eV (the subli-
mation energy of Ta [19]). It must be noted that the
mass spectra of neutral clusters weakly depend on the
target temperature. The spectra of singly charged clus-
ters are significantly affected by the temperature but, as
the temperature increases, the latter spectra approach
the spectra of neutral clusters. 
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Abstract—A model describing mass transfer from a swirling flow toward walls of a cylindrical reactor is devel-
oped for the first time. The model explains a possible decrease in the mass transfer caused by the flow swirling.
© 2001 MAIK “Nauka/Interperiodica”.
Intensification of the mass exchange processes in
hydrodynamic flows is an important task in many tech-
nical applications. It was commonly accepted that the
flow swirling in a reactor always leads to an increase in
the mass transfer at the expense of a natural increase in
the trajectory length and in the time for which particles
stay in the reactor. However, some experimental results
obtained in the past decade [1–3] revealed some swirl-
ing flow regimes characterized by the mass transfer
from flow to wall reduced as compared to that in a
translatory (nonswirling) flow (for the same electrolyte
supply rate to the reactor).

In order to explain this phenomenon, let us consider
the problem of mass transfer in a swirling flow in a
mass exchange reactor section representing a cylinder
with the radius R and the length L. To simplify mathe-
matical formulation of the problem, we will restrict the
consideration to steady-state axisymmetric regimes
(with neglect of turbulent pulsations and three-dimen-
sional effects). Let the mass exchange reactor section
be sufficiently short, so that the boundary layer devel-
oped along this section has a small curvature as com-
pared to the cylinder radius and, hence, does not signif-
icantly affect the nonviscous flow in the core. We will
also assume that the mass transfer does not influence
the flow hydrodynamics (the Schmidt number Sc is
treated as a constant and dependence on this parameter
is not considered; the Sc value is assumed to be suffi-
ciently large, so that a diffusion layer is deep inside the
boundary layer). The concentration of a substance
entering into reaction on the wall surface is constant
(different from a concentration in the flow core).

The mass exchange between the reactor wall and the
swirling flow will be calculated for a flow induced by
an axisymmetric vortex structure. This structure deter-
mines a nonviscous flow core formed in the cylindrical
mass exchange reactor section. Let the vortex axis
1063-7850/01/2709- $21.00 © 20765
coincide with the cylinder axis and let the vortex core
with a radius ε (ε < R) consist of screw current lines
with a constant pitch of 2πl and a constant axial vortic-
ity component corresponding to a simple flow velocity
field [4]:

(1)

where Γ is the vortex circulation, w0 is the velocity at
the flow axis, and wz and wϕ are the axial and tangential
velocity components of the nonviscous flow (Fig. 1).
The selected solution (1) of the Euler equations ade-
quately describes the experimental velocity profiles in
various swirling flows [4–6] and allows the main mass
transfer characteristics (the coefficient k of mass trans-
fer to the surface of the cylindrical tube and the Sher-
wood number Sh) to be calculated without recourse to
any empirical hypotheses.

The presence of the second velocity component
(related to the flow swirling) in Eqs. (1) leads to the
necessity of considering equations for a three-dimen-
sional (3D) boundary layer (see [7, p. 249]) with the
following boundary conditions:

y = 0: u = v  = w = 0;

y = ∞: u = wϕ(R) ≡ V; w = wζ(R) ≡ W,

where u, v, w are the velocity components in the bound-
ary layer; the x axis coincides with the tangential direc-
tion; y = R – r is the distance to wall in the radial direc-
tion; and the z axis is oriented along the cylinder axis
(Fig. 1). By virtue of the assumption concerning a con-
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stant character of the viscous flow along the mass
exchange section (i.e., constant V and W vales), we
have ∂p/∂z = 0. This condition leads to the complete
coincidence of two equations in the system for the 3D
boundary layer, from which it follows that v /w = V/W.
The two remaining independent equations correspond
to the case of a boundary layer in a plane-parallel plate.
Therefore, the friction stresses at the tube surface can
be expressed as

(2)

where µ is the dynamic viscosity and ρ is the liquid
density.

Proceeding to consideration of the mass exchange
process, note that the flow velocity components in a
thin diffusion layer occurring deep in the boundary
layer can be expressed (after expanding into the Taylor

τϕ µ∂u
∂y
------

y 0=

0.332 µρW
z

------------V ,= =

τ z µ∂w
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-------

y 0=

0.332 µρW
z
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2π

Fig. 1. (a) Axisymmetric vortex structure inducing swirling
flow in a reactor tube and (b) a coordinate system for the
boundary layer on the tue wall. Dashed curve in (a) shows a
screw current line in the vortex core; solid curve is the liquid
particle trajectory.

(a)

(b)
T

series and neglecting small terms) through the friction
stress components (2) on the wall:

(3)

where the formula for the velocity component u follows
from the equation of continuity. Taking into account the
above assumptions and using relationships (2) and (3),
the equation of stationary diffusion inside a thin diffu-
sion layer can be written as

(4)

with the corresponding boundary conditions

(5)

The fact that the boundary conditions (5) are inde-
pendent of the angular coordinate allows us to ignore
the dependence on x in Eq. (4), which leads to the
absence of a convective mass transfer in the tangential
direction of the mass exchange reactor section. As a
result, the integration of Eq. (4) with the boundary con-
ditions (5) can be performed by analogy with the prob-
lem of diffusion in a plane-parallel plate [8]. This pro-
cedure leads to the following relationship for the coef-
ficient of mass transfer from the flow to the cylinder
wall:

(6)

Accordingly, the Sherwood number averaged over the
surface is

(7)

Therefore, within the framework of the axisymmet-
ric flow model, the effect of the flow swirling on the
mass transfer characteristics (6) and (7) can be mani-
fested only through some features in behavior of the
axial flow velocity component in the nonviscous flow.
However, this very component behaves rather ambigu-
ously. Indeed, swirling flows exhibit at least two essen-
tially different flow regimes featuring right- and left-
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handed vortices generating flows with streamlike (max-
imum on axis) and tracelike (minimum on axis) profiles
of the axial velocity component [4]. The possibility of
both regimes was experimentally established by study-
ing the vortex decay in a broad range of the flow-rate-
average Reynolds number (1500–300000) [9–11].

The phenomenon was explained [5] in terms of the
possible existence of two vortex structures with differ-
ent screw symmetries under the same integral flow
parameters. Indeed, ignoring losses in a thin boundary
layer, the swirling flows in cylindrical tubes must be
characterized by constant integral flow parameters
including the flow rate Q; velocity circulation Γ; and
the axial fluxes of the momentum moment M, momen-
tum J, and energy E. The results of calculations [5, 6]
confirmed that, provided the same integral characteris-
tics at the entrance of the working section, all flow
regimes with vortex decay [9–11] may feature two dif-
ferent vortex structures (1), with a right-handed vortex
(l > 0) present in the swirling flow before the decay and
a left-handed vortex (l < 0), after the decay.

For the mass exchange analysis, let us consider two
vortex structures with different screw symmetries exist-
ing under the same integral flow parameters (see table).
In order to exclude the (different) contributions due to
tangential velocity components ignored in the model (7),
both structures are assumed to possess equal values of
this component on the tube wall, although the axial
velocity components are different (Fig. 2). In addition,
the last column in the table gives the ratios of the Sher-
wood numbers (7) to the corresponding values calcu-
lated for a nonswirling laminar flows with the same
flow rate [8]. The mass transfer has proved to be smaller
for flows with the right-handed vortices than for the
analogous flows with the left-handed vortices. More-
over, the former mass transfer was also significantly
lower as compared to that for a purely axial nonswirling
flow (as indicated by the Sherwood number ratio in the
table being lower than unity).

Thus, we have developed for the first time a mathe-
matical model of mass transfer in a simplest swirling
nondecaying flow. Within the framework of this model,
we demonstrated the possibility of the mass transfer
being different in the flows with the opposite screw
symmetries of the vortex field. When a vortex with the
right-handed screw symmetry appears in the flow core
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 9      200
(generating a streamlike axial velocity profile), the
mass transfer from flow to wall will be smaller than that
in the case of a purely axial nonswirling flow.
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Fig. 2. Flow velocity component profiles (normalized to the
average flow-rate velocity U) for the flows with different
symmetry of the vortex field for the same integral flow
parameters: right-handed vortex (dashed curves); left-
handed vortex (solid curves); axial velocity in a nonswirling
flow (dot–dashed curve).
Comparative data on the mass exchange rate in swirling flows with different screw symmetries of the vortex field

Integral
parameters

G/RU Q/ρUR2 M/ρU2R3 J/ρU2R2 E/ρU3R2
Relative mass 
exchange rate 0.212 3.142 0.444 4.224 3.236

Vortex structure 
parameters Γ/UR 2πl/R ε/R w0/U p0/ρU2

Right-handed 0.212 0.879 0.623 2.4 0.07 0.84

Left-handed 0.212 –0.667 1.0 0.0 0.0 1.414

Shswirl

Shaxial

--------------
1
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Abstract—Generation of a nonaxisymmetric, predominantly toroidal magnetic field in the convective layer of
the Sun is considered assuming that the process is related to a decrease in the energy consumed for the convec-
tive heat transfer. It is also assumed that the field is antisymmetric relative to the equatorial plane and the field
strength varies in proportion to the sine or cosine of the azimuthal angle. It is shown that the field strength
increases when both a radial gradient of the angular rotation velocity and a steady-state axisymmetric meridi-
onal substance circulation are present. A change in the direction of the poloidal motion (leading to a change in
the overall field sign) is assumed to take place on attaining a limiting field strength. This is probably related to
the excitation of the corresponding turbulent medium viscosity. In the proposed model, a restart of the field gen-
eration process is induced by a change in the magnetic field sign. © 2001 MAIK “Nauka/Interperiodica”.
Recently [1], a hypothesis was put forward that a
driving force for the solar magnetic field generation is
the formation of a state with minimum energy con-
sumed for the convective heat transfer [1]. In other
words, it is suggested that the thermal to magnetic
energy conversion favors a decrease in the energy con-
sumption. In this context, it is of interest to study non-
dissipative processes of the magnetic field generation.
According to Krause and Rädler [2], there is ground to
believe that spherical dynamos related to the meridi-
onal circulation may exist, representing modified dyna-
mos of the type proposed by Gailitis [3], in which case
the fluctuational motions play no significant role and
only nonaxisymmetric magnetic fields may be gener-
ated. It should be noted that Gailitis studied the prob-
lem of field excitation by a system of two stationary
axisymmetric ring vortices. 

Below, we will consider one possible variant of such
a nonviscous interaction between a nonstationary non-
axisymmetric field and stationary, symmetric relative to
the equator, distributions of the rotation and meridional
circulation, assuming the field and circulation to pos-
sess opposite symmetries. In addition, we assume that
the main field is toroidal while containing a small
poloidal component. It will be demonstrated that a field
with the strength varying with the azimuthal angle ϕ by
the sinϕ of cosϕ law increases in the presence of both
a radial gradient of the angular rotation velocity and a
steady-state meridional circulation corresponding to
the substance slowly emerging or sinking in equatorial
regions and moving in the reverse directions at high
altitudes. Below, we will assume that both these
assumptions are satisfied. The fact that, in the general
case, a radial gradient of the angular rotation velocity in
the convective layer of the Sun is nonzero is confirmed
by observations [4]. 
1063-7850/01/2709- $21.00 © 20769
All the vector (and scalar) quantities are represented
by expansions over complete system of orthogonal vec-

tor spherical harmonics  (or spherical functions
YJ, M) representing functions of angular variables,
where λ = 0, ±1; index J is a nonnegative integer, and
M is the azimuthal number (see [5]). Coefficients in the
expansions under consideration are, for example,

 = , , and ρJ, M (in the case of hydrody-
namic velocity v, magnetic field B, and density ρ).
These quantities depend on the radius r and time t (r, ϑ ,
and ϕ constituting a spherical coordinate system). 

The general relationships for the expansion coeffi-
cients, following from the equilibrium equations for all
nonlinear forces, were considered elsewhere [6, 7]. The
same relationships can be applied to the study of induc-
tion equation, which (in the case when vectors v and B
obey the aforementioned symmetry conditions and the
medium is ideally conducting) can be reduced to the
following equations: 

(1)

(2)

YJ M,
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v J M,
λ( ) v JM

λ( ) BJ M,
λ( )

∂
∂t
----- iMΩ+ 

  BJ M,
0( )

=  
a
r
--- J2 1–( )1/2

f J DJ 1– M, J J 2+( )[ ] 1/2gJ DJ 1+ M,–{ } ,

J 1 3 … ,, ,=

∂
∂t
----- iMΩ+ 

  BJ M,
1–( )

=  
a
r
---M 30( )1/2v 20

1–( ) f J BJ 1– M,
0( ) gJ BJ 1+ M,

0( )+[ ] ,

J 2 4 … ,, ,=
001 MAIK “Nauka/Interperiodica”



 

770

        

VANDAKUROV

                                   
where 

(3)

(4)

M = ±1, a = (3/8π)1/2, and Ω = i(a/r)  is the angular
rotation velocity; in Eq. (1) for the main toroidal field

component, terms of the order of ( /r)  were
omitted. 

Equations (1) and (2) contain both rapidly oscillat-
ing (with the angular rotation velocity Ω) and slowly
varying terms. The latter have the frequency on the

order of [iψ]1/2, where ψ = (dΩ/dr). Note that, in
the case of differential rotation with respect to altitude,
the circular frequencies of fast oscillations usually dif-
fer from the angular rotation velocity [8]. 

The passage to equations describing slow oscilla-
tions can be performed using the substitution 

(5)

This transformation leads to equations with the right-
hand parts analogous to those in Eqs. (1) and (2),

involving the slowly varying variables  and .
For example, 

(6)

This equation can be used to exclude, for example,

the variable , after which we arrive at the
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Table

N qk

1 0.0000 + i0.1000 0.2236

2 ±0.0649 + i0.0417 0.2665

3 ±0.0799 + i0.0199 0.0000 + i0.0359 0.2847

4 ±0.0824 + i0.0146 ±0.0250 + i0.0211 0.2882

RE qk( )max
12[ ]
TE
following system: 

(7)

In this approximation, the radial variation of the

velocity  is determined by the relationship 

(8)

and the condition of slow variation of the quantities

 in time is satisfied when |ψ|1/2 ! Ω. In addition,
the small quantities omitted in deriving Eq. (1) are
much smaller than the remaining terms provided that 

(9)

It is important to note that, in the case of a poloidal
motion for which condition (8) is satisfied, the coeffi-
cients in Eq. (7) are constant. Therefore, the initial sys-
tem of partial differential equations is reduced to a sys-
tem of ordinary differential equations (7) for the coeffi-

cients (r, t), where radius r is a parameter of the
problem. This circumstance evidences validity of the
procedure used to pass to the slowly varying variables
(despite the fact that we are dealing with a medium
rotating with different angular velocities at various
depths). 

Since the coefficients of equations in system (7) are
constant, the general solution can be written in the form
of exp(σkt), where Ak = const, k is the number of
a partial solution, and σk are the roots of the character-
istic equation obtained from system (7) upon replacing
∂/∂t by σk . Upon finding from this system the dimen-
sionless complex eigenvalues 

(10)

we can use relationship (10) to determine the squares of
the reciprocal growth times (for σk > 0) or decay times
(for σk < 0) for all k modes. The calculations were per-

formed upon leaving only N coefficients  in

Eqs. (7). For example, only the coefficient is non-
zero and k = 1 for N = 1. In the next approximation

(N = 2), there appears one more coefficient  and
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an additional mode k = 2, etc. The solutions qk for the
models corresponding to N varying from 1 to 4 are pre-
sented in the table. 

Most interesting are the rapidly growing modes
characterized by the maximum positive real parts of the
(qk)1/2. In our case, these real parts are nonzero; denoted

by Re[(qk ], these values are listed in the last col-
umn of the table. Substituting these into formula (10),
we obtain the corresponding positive values of Re(σk).
As is seen, the real parts attain an asymptotic level for
N = 3, after which the values cease to depend on N. The
value corresponding to this level is the required prob-
lem solution. Note, however, that Im(σk) may signifi-
cantly depend on the character of the differential rota-
tion with respect to altitude. 

It should be emphasized that a change in the poloi-
dal rotation direction leads to alternation of the sign of
the generated magnetic field. Indeed, the signs of the

coefficients , , and DJ, M are uniquely related
to each other. In addition, a change in one of these signs
implies a transition to another solution for the eigen-
value qk characterized by the maximum growth rate of
the overall magnetic field amplitude. The last transition
is accompanied by a change in the sign of the toroidal
field. 

The above results allow us to make two important
conclusions. First, the oscillatory mode growing in time

exists for all signs of the  coefficient and the radial
gradient of the angular rotation velocity dΩ/dr. Second,
the characteristic time τ of the most rapidly growing
field modes weakly depends on the number N of

retained modes for N > 3. Assuming that  ≈ 0.29,
we obtain 

(11)

In the larger, bottom part of the convective layer of
the Sun, the gradient dΩ/dr can be approximately taken
equal to 0.1Ω/r (see, e.g., [4]). Then the time τ is
approximately equal to the solar cycle duration (i.e., on

the order of 10 years) for  ~ 10 cm/s. In this case,
the horizontal poloidal velocities are greater than the
radial velocities by a factor of about |dlnρ/dlnr|. Under
these conditions, condition (9) will be satisfied as far as
we deal with the bottom half of the solar convective
layer. 

A different situation takes place in the subsurface
layer of the solar convective zone, where the radial gra-
dient of the angular rotation velocity is negative, while
its absolute value is probably two orders of magnitude
greater than the value cited above. Under these condi-

tions (for the same value of the  coefficient), the
magnetic field generation may proceed at a rate ten
times greater than that considered above. It is also not

)max
1/2

v 20
1–( ) BJ M,

1–( )

v 20
1–( )

qmax
1/2

τ 2.5 ψ 1/2– .≈

v 20
1–( )

v 20
1–( )
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excluded that this relatively rapid process is related to
the quasi-biannual cycle of the magnetic field genera-
tion studied in [9]. In this case, the horizontal poloidal
velocities in the subsurface layer of the solar convective
zone may be on the order of 10 m/s and condition (9) will
be satisfied provided the gradient |dΩ/dr| is sufficiently
high. 

As is known, motions with the velocities about
50 m/s in a layer bounded by the relative radii 0.97 and
0.999 were revealed by Gonzalez et al. [10] by analysis
of the helioseismicity data. The value of the observed
velocity was close to (or even somewhat greater than)
that cited above. 

Thus, the equations derived above are indicative of
a spontaneous exponential growth of the magnetic field,
mostly of the main toroidal component, in the convec-
tive layer of the Sun in the presence of a nonzero radial
angular velocity gradient and a slow steady-state
meridional circulation of the type considered above. It
can be expected that, in the stage when the field
strength would attain a maximum level, a convective
magnetic viscosity must be excited that would favor
both termination of the field growth and displacement
of the magnetic field toward higher layers. However, in
our model, the thermal to magnetic energy conversion
is related to a decrease in the energy consumed for the
convective heat transfer. Therefore, we may expect the
energy conversion to restart upon changing (apparently,
under the action of a turbulent viscosity) the direction
of a slow meridional circulation. This will be accompa-
nied by a change in the sign of the generated magnetic
field. We suggest that, as a result, a new field with the
opposite sign will start to form in the layer below the
emerging magnetic field zone. The hypothesis, accord-
ing to which this scheme may describe some general
features of the solar cycle, is worthy of further inves-
tigation. 

In concluding, it should also be noted that a charac-
teristic value of the magnetic field strength was esti-
mated [1, 7, 11] based on the comparison with the
observed altitude variation of the angular rotation
velocity. According to these estimates, a nonaxisym-
metric toroidal field is on the order of 10 kG. This value
agrees with the value of a total fraction of the solar
energy converted into the magnetic field energy, which
was estimated at about 0.1% [12]. 
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Abstract—Expressions for the calculation of the thermodynamic potential, enthalpy, entropy sv, and volume
of vacancy formation in a simple crystal at temperatures close to absolute zero are derived. It is established that
the vacancy concentration Φ as a function of the temperature T exhibits a minimum at a certain temperature T0.
At T < T0, the Φ(T) function increases with decreasing temperature; the sv(T) value changes sign at T = T0 and
is negative at T < T0. It is shown that the existence of the “zero-point vacancies” does not violate the third law
of thermodynamics. Three new effects are predicted, and the prospects for their experimental observation are
considered. © 2001 MAIK “Nauka/Interperiodica”.
The possibility for vacancies to exist at T = 0 was
predicted by Andreev and Lifshits long ago [1], but the
properties of such “zero-point vacancies” are still
poorly studied. In particular, the temperature and pres-
sure dependences of the parameters of vacancy forma-
tion in the temperature interval from zero to Debye
temperature (ΘD) are still unclear. The purpose of this
study was to estimate the probability of the “zero-point
vacancy” formation and determine the entropy (sv) and
volume (v v) of vacancy formation in the low-tempera-
ture range (0 ≤ T ! ΘD). 

Previously [2–4], an expression for the thermody-
namic potential (Gibbs free energy) of the vacancy for-
mation was obtained in the following form: 

(1)

where kB is the Boltzmann constant, Φ is the probabil-
ity of detecting a vacancy, and Ev is the energy barrier
for an atom to leave the lattice site. Based on the Ein-
stein crystal model, the expression for the latter quan-
tity is [2–4] 

(2)

where m is the atom mass; c is the distance between
centers of the nearest neighbors; Θ is the Einstein tem-
perature; kn is the coordination number; " is the Planck
constant; and 

(3)

gv = kBT Φ( ),ln–

Φ 2/π1/2( ) t2–( )exp t,d

Ev/kBT( )1/2

∞

∫=

Ev m kBcΘ( )2 f y( )/4kn"
2,=

f y( ) 1 y–( )exp–[ ] / y 1 y–( )exp+[ ]{ } ,=

y Θ/T .=
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For the enthalpy, entropy, and volume of vacancy for-
mation, we may use the conventional expressions [5] 

(4)

where αp = V–1(dV/dT)p is the isobaric thermal expan-
sion coefficient; BT = –V(dP/dV)T is the isothermal bulk
compression modulus; and 

As was demonstrated in [2–5], most substances in
the temperature interval up to the melting point (Tm)
obey the condition Ev @ kBTm. Therefore, the probabil-
ity Φ can be expressed with a good accuracy using the
expansion 

(5)

from which we obtain 

(6)

where γ = –(dln(Θ)/dln(V))T is the isothermal Gru-
neisen parameter, and 

(7)

At high temperatures (T @ Θ), the f value is close to
unity and the quantities t and η are negligibly small. In
this case, Ev is independent of T and expression (5) con-
verts into a well-known Arrhenius relationship [5].

hv d Φ( )/d 1/kBT( )ln( )p– kBT ΦT α pTΦv+( ),= =

sv dgv/dT( )p– hv/T kB Φ( ),ln+= =
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t = d f( )/d y( )lnln–  = 1 2y y–( )/ 1 2y–( )exp–[ ] ,exp–

η d Θ( )/d T( )lnln( )v.–=
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Since αpTm is one order of magnitude smaller than
unity, the Ev value virtually coincides (as is seen from
Eqs. (4) and (6)) with the enthalpy of vacancy forma-
tion. The case of high temperatures was studied in suf-
ficient detail for both simple substances [2–4] and for
binary cubic crystals [6–9]. The values of hv, sv, v v
calculated in [2–4] showed a good fit to the experimen-
tal data for both vacancies and Schottky defects in
binary crystals. Below, we will use this approach for
evaluating the energy of vacancy formation at low tem-
peratures. 

In the region of T < Θ, the quantities f and t strongly
vary with the temperature and their limiting values are 

(8)

Another difficulty encountered in the low-temperature
interval is that the functions Θ(T) and γ(T) obey rela-
tionships of the type [10, 11] 

(9)

where Θ(0) and γ(0) are the Einstein temperature and the
Gruneisen parameter at T = 0. Taking into account that
αp(0) = 0 [5], one may readily derive from Eqs. (1)–(9)
that 

(10)

where M is the parameter equal to the ratio of the
energy barrier for the vacancy formation to the energy
of zero-point oscillations per degree of freedom: 

(11)

(12)

Here, c(0) is the distance between centers of the nearest
neighbors and Θ(0) is the Einstein temperature (both at
T = 0) and Θ(0) = 3ΘD(0)/4 [5]. 

Using the values of c(0) and ΘD(0) reported in [12–18],
we obtain the following estimates: 

M = 0.6–0.9, Φ(0) = 0.4–0.2 for bcc or hcp 3He
and 4He; 

M = 1.4–4.0, Φ(0) = 0.1–5 × 10–3 for hcp p-H2; 

M = 2.3–5.5, Φ(0) = 0.04–9 × 10–4 for hcp o-D2; 

M = 6.1–7.3, Φ(0) = (5–1.4) × 10–4 for fcc Ne; 
M = 23–25, Φ(0) = 10–11–10–12 for fcc Ar. 

f( )
T 0→
lim lim T /Θ( ) 0,= =

t( )
T 0→
lim 1 2lim Θ/T( ) Θ/T–( )exp[ ]– 1.= =

Θ T( ) Θ 0( ) 1 χT2–( ), χ≈ 3 π/2Θ 0( )[ ] 2,=

γ T( ) γ 0( ) 1 χT2+( )/ 1 χT2–( ),≈

Φ 0( ) Φ( )
T 0→
lim πM( )1/2 M–( ),exp= =

gv/kBT( )
T 0→
lim  = M 0.5 πM( ), hv/kBT( )

T 0→
limln+  = 0,

sv 0( )/kB gv/kBT( )
T 0→
lim– M– 0.5 πM( ),ln–= =

v vBT /kBT( )
T 0→
lim M γ 0( ) 2/3–[ ] ,=

M Ev/kBT( )
T 0 K→
lim 2Ev0/kBΘ 0( ),= =

Ev0 m kBc 0( )Θ 0( )[ ] 2/4kn"
2.=
TE
Thus, the M value increases and Φ(0) decreases
when the atomic mass grows. Note also that the Ev0
value calculated by formula (12) for the above crystals
perfectly coincided with the energy of a monovacancy
formation in a crystal experimentally estimated at
T ! ΘD. 

Experiments [14–18] gave negative values of the
entropy of vacancy formation at low temperatures in
bcc and hcp modifications of the 3He and 4He crystals.
It was demonstrated that such negative values (sv < 0)
do not contradict the thermodynamic conditions for
vacancy formation. Proceeding from the above results,
we may infer that the vacancy concentration as a function
of the temperature has a minimum at a certain tempera-
ture T0. At T decreases below T0, the Φ(T) value increases
from Φ(T0) to Φ(0) determined in (10). The growth of
Φ(T) with decreasing T in the interval 0 < T < T0 is
related to the zero-point oscillations of atoms in the crys-
tal. The same factor accounts for negative values of the
entropy of vacancy formation in the interval 0 < T < T0.
The passage of sv(T) to the region of negative values is
caused entirely by the thermodynamic reasons rather
than by the “ferromagnetic polarization of nuclear spins
around the vacancy” (as was suggested in [15, 16]). 

It must be pointed out that the existence of “zero-
point vacancies” by no means violates the third law of
thermodynamics. This becomes clear if we take into
account that the system entropy (per atom) is [5] 

(13)

where g is the thermodynamic potential (per atom) of
the crystal. The first term in this expression is the
entropy (per atom) of the crystal, which is related to a
change in the thermodynamic parameters. Within the
framework of the Einstein model, the first term in
Eq. (13) decreases in proportion to exp(–Θ/T) when
T  0 [5]. The second term in Eq. (13) is the entropy
(per atom) of the crystal, which is related to a change in
the vacancy concentration. Taking into account that
gv = (dg/dΦ)p, T [5], the second term in Eq. (13) can be
transformed so as to take the form (gv/kBT)Φ(hv/T ).
According to Eq. (10), this function vanishes at T = 0
and, hence, the existence of the “zero-point vacan-
cies” does not contradict the third law of thermody-
namics in the Planck formulation: s(0) = 0 [20]. 

Thus, proceeding from the above results, we may
conclude that there are three low-temperature effects
which have to be observed in experiment: 

(i) The concentration of vacancies as a function of
the temperature must exhibit a minimum at a certain
point T = T0. When the temperature decreases in the
interval 0 < T < T0, the function Φ(T) increases from
Φ(T0) to Φ(0). 

(ii) The function sv(T) is negative in the interval 0 <
T < T0. As a result, the isobaric formation of vacancies

s dg/dT( )p–=

=  – dg/dT( )p Φ, dg/dΦ( )p T, dΦ/dT( )p,–
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at T < T0 is accompanied by the evolution of heat at an
amount of Tsv. 

(iii) As the temperature tends to zero, the vacancy
concentration ceases to depend on the pressure (i.e., on
the density). At T = 0, the volume of vacancy formation
is zero: v v(0) = (dgv/dP)T = 0 = 0. 

Let us consider in more detail the problem of exper-
imental observation of these low-temperature effects.
As for the minimum in Φ(T), this feature is easily
revealed by consequently connecting the experimental
points in the ∆a/a0 versus T plot presented in [14,
Fig. 5] for fcc 3He (∆a = a – a0 is the change in the lat-
tice parameter as a result of the vacancy formation).
Unfortunately, the authors of [14] tried to fit these
points to the exponential (Arrhenius) relationship
between vacancy concentration and temperature, which
hindered the possibility of detecting the Φ(T) mini-
mum. 

As for the second effect, the heat evolution during
the vacancy formation at T < T0 agrees with the conclu-
sion at which Andreev and Lifshits arrived [1]: at T = 0,
it is energetically favorable for the crystal to come into
a state where some part of the lattice sites is vacant.
Note that this property is by no means characteristic of
only the quantum crystals. Inherent in all substances,
this effect is merely more significantly pronounced in
3He and 4He crystals where amplitude of the zero-point
oscillations is relatively large. Therefore, the effect of
heat evolution during the low-temperature vacancy for-
mation will be more readily observed for helium, the
more so that the phenomenon of sv < 0 in this crystal is
known for a long time [14–18]. 

The third effect, v v(0) = 0, is essentially a conse-
quence of the fact that, according to Eq. (1), the func-
tion gv ceases to depend on pressure in the vicinity of
T = 0 and becomes constant gv = 0 (although gv/kBT
tends to a nonzero constant value determined in (10) for
T  0). The fact that v v(0) = 0 indicates that a finite
number Nv(0) of “zero-point vacancies” do not contrib-
ute to the total system volume. In other words, the for-
mation of a “zero-point vacancy” leads to relaxation of
the lattice parameters such that the total volume of the
crystal would coincide with the volume of the ideal
vacancy-free crystal at T = 0. Thus, the “zero-point
vacancy” formation must be accompanied by a
decrease in the mean interatomic distance. This con-
traction is just what accounts for the heat evolution at
an amount of Tsv. It is believed that this contraction also
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 9      200
accounts for the negative values of the thermal expansion
coefficient recently observed in bcc 3He for T < 0.2 K at
any pressures [12]. 

In concluding, note that the transition from the Ein-
stein model employed in this study to a more compli-
cated Debye model will not change the physical
essence of the effect described above, since the zero-
point oscillations in both models are of the same nature
as those related to the Heisenberg uncertainty principle. 
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of 4H-SiC-Based Schottky Photodiodes

T. V. Blank, Yu. A. Gol’dberg, E. V. Kalinina, O. V. Konstantinov,
A. O. Konstantinov, and A. Hallen

Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg, 194021 Russia
ACREO AB, Electrum 236, SE 16440 Kista, Sweden

KTH Electrum Department of Electronics, S-16440 Kista, Sweden
Received March 29, 2001

Abstract—Using metal–semiconductor structures based on a pure epitaxial layer of n-4H-SiC (Nd – Na = 4 ×
1015 cm–3), UV photodetectors were created with a maximum photosensitivity at 4.9 eV and a quantum effi-
ciency up to 0.3 el/ph. The photosensitivity spectrum of the base structure is close to the spectrum of bacteri-
cidal action of the UV radiation. For photon energies in the 3.4–4.7 eV range, the quantum efficiency of the
photoelectric conversion exhibits rapid growth with the temperature above 300 K, which is explained by the
participation of photons in indirect interband transitions. This growth is not manifested when the photon energy
is close to the threshold energy of direct optical transitions in the nondirect-bandgap semiconductor, which
allows the threshold energy to be evaluated (~4.9 eV). © 2001 MAIK “Nauka/Interperiodica”.
Introduction. As is known, Schottky diodes based
on wide-bandgap semiconductors (such as SiC) are
now the most widely used type of UV photodetectors.
These devices most frequently employ 6H-SiC layers,
the spectra of which extend from 3.3 to 6 eV with a
maximum sensitivity at 4.5 eV [1]. The prospects of
using 4H-SiC layers in high-temperature and high-volt-
age photoelectronics were also studied (see, e.g. [2, 3]).
Note that the spectral interval of photosensitivity of a
surface-barrier structure based on 4H-SiC, extending
from 3.9 to 5.2 eV with a maximum response at 4.9, is
close to the spectrum of bactericidal action of the UV
radiation. For this reason, such detectors may find wide
application in medicine and biology. Until now, the
spectral dependence of the quantum efficiency of
4H-SiC photodetectors was studied only at room tem-
perature [4, 5].

This paper reports on the temperature dependence
of the quantum efficiency of Cr-4H-SiC Schottky
diodes measured at various energies of detected pho-
tons (3.2–6 eV). This allows us to judge the tempera-
ture stability of the photodetector studied and to estab-
lish important physical features in the mechanism of
photoelectric conversion in this Schottky diode. In par-
ticular, the photoelectric conversion mechanism can be
influenced by the crystal structure defects present in the
subsurface region of a semiconductor, which are known
to account for the temperature instability of GaAs and
GaP based Schottky photodiodes [6]. Below, we will
demonstrate that the system also exhibits another phys-
ical feature: a sharp growth of the photocurrent with the
temperature in the vicinity of the direct optical absorp-
1063-7850/01/2709- $21.00 © 20776
tion threshold. Using this fact, we evaluated the thresh-
old energy.

Sample preparation and measurements. The
Schottky barriers were prepared by thermal deposition
of Cr in vacuum onto 25-µm-thick epitaxial films of
n-4H-SiC with the uncompensated donor concentration
Nd – Na = 4 × 1015 cm–3. The semiconductor films were
grown by chemical vapor deposition (CVD) from the
gas phase onto commercial n-4H-SiC substrates with
Nd – Na = 1 × 1019 cm–3. The base ohmic contact was
obtained by thermal deposition of Cr into the substrate.

For the photoelectric measurements, the Schottky
photodiodes were placed into a thermostat with quartz
windows and illuminated with a UV radiation gener-
ated by a DRT-300 lamp. This system allowed photode-
tectors to be studied in a temperature range from 78 to
400 K at the incident photon energies varying from 3.2
to 6 eV. The photocurrent measured in the short-circuit
regime was used to determine the quantum efficiency
(el/ph = electron/photon) related to the ratio of the
response current sensitivity (A/W) to the detected pho-
ton energy (eV).

The shortwave photoeffect usually implies the case
when all the incident light is absorbed in the photoelec-
trically active region, for which purpose the light
absorption range Lv = α–1 (α is the optical absorption
coefficient) must be smaller than the sum of the space-
charge layer thickness W and the diffusion length L of
the minority charge carriers (in this case, holes Lp): Lv <
W + Lp. The longwave photoeffect represents the oppo-
site case, whereby Lv > W + Lp . In the structures studied
(with the uncompensated donor concentration
001 MAIK “Nauka/Interperiodica”
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Nd − Na = 4 × 1015 cm–3), the space-charge layer thick-
ness is W = 5 × 10–5 cm and hole diffusion length is
Lp ~ 2 × 10–4 cm. Based on the published data for the
spectral dependence of the optical absorption coeffi-
cient [7], we conclude that the longwave and shortwave
photoeffect conditions in the system studied are satis-
fied for the photon energies below and above 4.8 eV,
respectively.

Spectral characteristics of the photodiode. Fig-
ure 1 presents the plots of the quantum efficiency ver-
sus photon energy measured at different temperatures.
These experimental data show the following.

(i) The photocurrent is virtually absent for the pho-
ton energies below 3.2 eV. From this we infer that the
(nondirect) bandgap width at T = 300 K is ~3.2 eV, in
agreement with the published data [7]. 

(ii) The 4H-SiC based Schottky diode has a quan-
tum efficiency above 10% in the 4.3–5.2 eV spectral
interval, with a peak of ~0.3 el/ph at 4.9 eV. The char-
acteristic has a sloping front on the side of low photon
energies and decays sharply on the high-energy side.

Temperature dependence of the photocurrent. A
comparison of the two curves in Fig. 1 measured at dif-
ferent temperatures shows that the quantum efficiency
increases with the temperature. Figure 2 presents the
temperature dependences of the quantum efficiency γ
measured for various photon energies. At low tempera-
tures (100–200 K), the γ versus T plots exhibit a similar
behavior for all photon energies, whereby the quantum
efficiency grows with the temperature and tends to sat-
uration. In the shortwave range, this behavior is analo-
gous to what we have previously observed for GaAs
and GaP surface barrier structures. The effect is related
to trapping and release of electron–hole pairs on the
fluctuation traps occurring in the subsurface region of
the semiconductor [6]. In the longwave range, the effect
is related to a change in position of the absorption edge
and to an increase in the hole diffusion length with the
temperature.

At high temperatures (above 300 K), the depen-
dence of the quantum efficiency on the temperature dif-
fers significantly from that observed previously for
both long- and shortwave photoeffect.

The longwave photoeffect is characterized by the
presence of a high-temperature interval where γ rapidly
grows with the temperature. This behavior reflects the
effect of phonons favoring the indirect interband optical
transitions, the probability of which increases with the
number of phonons (i.e., with the temperature). The
photon energy at which the rapid high-temperature
growth ceases equals precisely to the indirect interband
transition energy. By our data, this value is close to
4.9 eV. Published data contain only theoretically esti-
mated values of the direct optical transitions falling
within 5–6 eV [6], which also agrees with our estimate.

No such quantum efficiency growth region is
observed in the shortwave range, where the photoelec-
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 9      200
tric effect involves predominantly the direct optical
transitions.

Energy band model and discussion of experimen-
tal results. According to the existing notions, the con-
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Fig. 1. Plots of the quantum efficiency versus photon energy
for Cr-4H-SiC Schottky barrier photodiodes measured at
T = 300 (1) and 100 K (2).
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Fig. 2. Plots of the quantum efficiency versus temperature
for Cr-4H-SiC Schottky barrier photodiodes measured at
various photon energies hv  = 5.07 (1), 4.42 (2), 4.18 (3),
and 3.96 eV (4).
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duction band minimum in 4H-SiC occurs at the M point
of the k-space, while the valence band maximum is at
the Γ point of the Brillouin zone [7, 8]. Figure 3 shows
a schematic diagram of the Brillouin zone for 4H-SiC.
Apparently, the interband electron transition upon
absorption of a photon with an energy above 3.2 eV ini-
tially proceeds as an indirect transition. This is illus-
trated by the sloping dashed line I1 (indirect interband
transition). As the photon energy increases, the slope of
the dashed line decreases, as illustrated by the line I2.
Even a slight additional increase in the photon energy
at this point renders the optical transition direct, as
shown by the solid vertical line D1 (direct interband
transition). Line D1 corresponds to the threshold of the
direct optical transition, which corresponds in our case
to a photon energy of 4.9 eV. As the photon energy
grows further, the vertical transition line shifts leftward
to position D2.

We may suggest, however, that electrons and holes
in this situation would bind to form a hot exciton pos-
sessing a higher binding energy (on the order of
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Fig. 3. A schematic diagram of the Brillouin zone of
4H-SiC (see the text for explanations).
TE
0.1 eV). For the energies of detected photons above
5 eV, the photoelectron and photohole are produced in
that region of the k-space where the conduction band
bottom is almost parallel to the valence band top; the
electron and hole velocities are oriented in the same
direction and are close in absolute values. Therefore,
the Coulomb interaction may allow a a hot exciton to
form. The possibility of such exciton formation was
originally theoretically predicted in [9]. The exciton
formation tightly binds electron to hole, preventing
them from being separated under the action of the elec-
tric field in the space-charge layer. This exciton is capa-
ble of leaving the space-charge region to recombine in
a quasi-neutral bulk of the semiconductor or in the
metal. We believe that this may account for a sharp drop
in the quantum efficiency of the photoelectric conver-
sion observed in 4H-SiC-based Schottky photodiodes
for the photon energies above 5 eV.
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Abstract—Experimental data are reported on the optical confinement of a pulsed 10.6 µm laser radiation in a
composite comprising a dielectric medium with linear optical properties containing dispersed silver nanoparti-
cles. The energy threshold for the laser radiation confinement at a pulse duration of 2 µs does not exceed
10 µJ/cm2. © 2001 MAIK “Nauka/Interperiodica”.
Composite optical materials containing dispersed
nanoparticles of semiconductors and metals are
employed for the high-speed switching of pulsed laser
radiation [1–4]. One of the factors determining the
large nonlinear permittivity of composites with metal
nanoparticles in the visible spectral range is the electric
field enhancement at the particles as a result of the plas-
mon resonance [2, 3]. Below, we present experimental
data demonstrating that a dielectric composite with
metal nanoparticles may exhibit an increase in the opti-
cal nonlinearity in the middle IR range, which leads to
a low-threshold confinement of a laser radiation.

The composite was made of a KRS-13 (75% AgBr +
25% AgCl) crystal, which was initially transparent and
possessed linear optical properties in the middle IR
range. In order to form silver nanoparticles, the mate-
rial was melted at T = 450°C under illumination with
visible light. The melting led to partial decomposition
of the components with the liberation of metal silver.
The subsequent experiments were performed with pol-
ished 1.5-mm-thick plates of the composite free of any
1063-7850/01/2709- $21.00 © 20779
antireflection coatings. The estimated volume fraction
of silver in the composite did not exceed 10%. The opti-
cal transmission coefficient of the sample plates for a
continuous low-intensity radiation at 10.6 µm was
75%. The initial material (KRS-13) transmission at the
same wavelength was 80%. The radiation source was a
pulsed multimode TEA-CO2 laser operating at
10.6 µm, with a 2 µs pulse width at the base. The mea-
surements were performed with parallel beams. The
radiation transmitter through a sample was collected on
a photodetector window with the aid of a short-focus
KCl lens.

Figure 1 shows the initial portion of the confinement
region (a) and the whole curve (b) measured in the inci-
dent energy density range of up to E1 = 70 mJ/cm2. As
is seen from these data, the energy threshold of confine-
ment corresponding to the deviation of the E2 versus E1
plot (E2 is the output energy density) from linear does
not exceed 10 µJ/cm2. For E1 = 70 mJ/cm2, the coeffi-
cient of attenuation of the incident radiation is 30. The
confinement effect is reversible: measurements starting
0.02
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Fig. 1. Plots of the transmitted versus incident radiation energy density (λ = 10.6 µm) for a dielectric composite with silver nano-
particles. 
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at the maximum E1 value gave the same E2(E1) curve to
within the experimental accuracy.

Figure 2 presents a plot of the composite transmis-
sion versus incident radiation energy density. It can be
seen that there are two regions of confinement in the
range of E1 values from 0 to 100 mJ/cm2. The low-
threshold region corresponds to E1 = 10–100 µJ/cm2,
while the region of E1 > 1 mJ/cm2 is characterized by a
high confinement threshold. In the E1 interval from 0.1
to 1 mJ/cm2, the transmission coefficient has an almost
constant value of about 15%.

The presence of a low-threshold confinement region
is indicative of the electric field enhancement at the
nanoparticles as a result of the plasmon resonance.
However, the region of plasmon resonances for a com-
posite comprising silver nanoparticles dispersed in a
linear dielectric medium falls within the visible spectral
range [2, 3]. We may suggest that silver nanoparticles
in the composite studied possess a complicated fractal
structure with voids filled with the dielectric, rather
than represent continuous metal grains. The fractal
nanoparticles can be characterized by an effective com-
plex permittivity dependent both on the particle shape

40

0
102

T, %
80

10110010–110–210–3

E1, mJ/cm2

Fig. 2. The plot of optical transmission versus incident laser
radiation energy density (λ = 10.6 µm) for a dielectric com-
posite plate.
T

and on the ratio of metal and dielectric components.
The real part of the modulus and the imaginary part of
the complex permittivity of such particles are appar-
ently smaller than the analogous values of the complex
permittivity of silver. This explains a shift of the plas-
mon resonance toward longer wavelengths.

The high-threshold confinement region (E1 > mJ/cm2)
may appear due to the thermal effects related to a tem-
perature variation of the refractive index and absorption
coefficient of the dielectric in the vicinity of metal par-
ticles. The temperature-induced changes of the optical
characteristics of KRS-13 become significant at T >
200°C. However, our estimates showed that the sample
temperature variation at E1 = 1 mJ/cm2 does not exceed
a few dozen degrees, provided that only optical absorp-
tion is taken into account. Therefore, we may suggest
that a significant role is played by the electric field
enhancement in the vicinity of nanoparticles. This
effect leads to a considerable heating of a thin dielectric
layer surrounding the metal particles.

Thus, we have experimentally established that a
composite comprising silver nanoparticles dispersed in
a linear dielectric medium exhibits a low-threshold
optical nonlinearity leading to the optical confinement
effect at a wavelength of 10.6 µm. This effect can be
used for the laser radiation control and for the protec-
tion of photodetectors radiation damage in the middle
IR range.
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Abstract—Perfect and mosaic crystals are conventionally used in X-ray monochromators operating in the
energy range from several hundred to tens of thousands of electronvolts. The focusing X-ray optics for nonpar-
allel beams employs either cylindrical bent crystals (the methods of Johann [1], Johansson [2], and Cauchois [3])
or crystals with spherical or toroidal [4] bending of the crystallographic planes. Special variants of high-reso-
lution stepped-crystal diffractors [5–8] were developed to study the possibility of high-precision focusing of a
monochromatic X-ray radiation. The fractal properties of a geometric model of such a high-resolution stepped-
crystal diffractor are considered. © 2001 MAIK “Nauka/Interperiodica”.
The main specific feature of the focusing methods
consists in using a diffraction reflection with simulta-
neous focusing of rays by a large surface of a bent sin-
gle crystal. Some problems solved by X-ray microanal-
ysis require an instrument possessing a high spectral
resolving power in combination with sufficiently large
signal intensity. A high resolving power corresponds to
small values of the dimensionless parameter ∆λ/λ or
∆E/E, where λ is the radiation wavelength and E is the
corresponding energy. If θ denotes the angle between
an incident ray and the corresponding atomic plane of
the crystal, the Bragg law stipulates that the admissible
angle variation interval is determined by the relation-
ship ∆θ = (∆λ/λ). This value depends on several
factors, including the mosaic imperfection of a particu-
lar crystal, the method used to expand the X-ray radia-
tion into a spectrum, and the size of the reflecting Bragg
surface (diffraction zone) of a diffractor crystal. The
diffraction reflection zone is the set of points in the
crystallographic plane for which the Bragg angle falls
within θ – ∆θ ≤ θ ≤ θ + ∆θ for a given wavelength inter-
val λ – ∆λ ≤ λ ≤ λ + ∆λ. Previously [9], we proposed
an algorithm and wrote a program for the computer
simulation of the diffraction zones of bent crystal
monochromators characterized by various types of the
crystallographic plane bending (cylindrical, spherical,
toroidal, etc.) employed in the schemes of focusing
based on the Rowland circle. 

The greater the ∆θ value, the wider the diffraction
zone and, hence, the larger the aperture and the higher
the intensity of the spectra. However, there are many
cases requiring both a large intensity and a high spectral
resolution (associated with a small reflecting crystal
area). The two contradictory conditions can be only sat-
isfied in a system employing several crystals. 

θtan
1063-7850/01/2709- $21.00 © 20781
The principles of design of the stepped-crystal dif-
fractors employing a separate bent crystal in each step
were developed in [5–7]. The theoretical scheme of a
new high-brightness stepped-crystal X-ray diffractor
with controlled spectral resolution was considered
in [8]. It was demonstrated that a high resolution could
be provided at a constant angular width (∆ϕ = const) of
each crystal. 

The results of testing a prototype of the high-bright-
ness stepped-crystal X-ray diffractor for electron-probe
microanalysis (EPMA) employing four cylindrically
bent (002) mica crystals were reported in [10, 11]. The
tests conducted in the spectrometer channel of an
EPMA system of the CAMEBAX-micro type using
AgLα(3) radiation showed that intensity of the spec-
trum measured with the new diffractor increased
3.3 times as compared to the spectrum obtained with a
single bent crystal (for the same resolution parameter
of 10–3). 

The reflecting surface of the stepped-crystal X-ray
diffractor is composed of concave cylindrical frag-
ments having the same height and a common vertical
axis. Mounted on each step (glued or fixed so as to form
the optical contact) is a bent crystal monochromator.
Figure 1a schematically shows a median section of the
diffractor by the plane of the focusing circle with the
center at the point O'. 

The focusing circumference occurring in the hori-
zontal plane passes through the point S at which the
radiation source is located, the diffractor apex A2 (mid-
dle of the central step), and the detector D. The section
of each step by the focusing circle plane is an arc cen-
tered at the point O. The central step has a radius equal
to the doubled radius of the focusing circle. The radii of
subsequent steps gradually decrease with the distance
from the central step. 
001 MAIK “Nauka/Interperiodica”
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In Fig. 1a, angle ω is the total angular width of the
diffractor relative to point O, αi = ∠ A2OAi are the angu-
lar positions of each step, and Ri = OAi are the corre-
sponding radii of curvature. The radiation is incident
onto each step at an angle θ relative to the tangent. One
of the models proposed in our previous paper [8]
employs steps of equal angular width. In such a case,
2∆ϕ = const(i) and the angle ω with the apex at point O
is divided into 2N equal parts, ∆ϕ being the halfwidth
of each step (Fig. 1a). Apparently, in this scheme 

(1)

Let us consider the stepped crystal surface forma-

α i
ω 2i N– 1–( )

2N
---------------------------------, Ri R0 α i,cos= =

i 1 2…N .,=

A2

A1 A3
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∆θ

θ

ω

∆ϕ

O1

n = 00 ω

n = 1

n = 2
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O

(a)

(b)

Fig. 1. Geometric model of the stepped-crystal diffractor:
(a) optical scheme of the diffractor and spectral expansion
of the X-ray radiation (points O' and O are centers of the
focusing circle and step curvature, respectively; S and D are
positions of the radiation source and its image or detector);
(b) schematic diagram illustrating generation of the Cantor
triad set (proceeding from [0, ω] seeding segment, the gen-
erator rejects the middle on each tripling step) for the first
four generations. 
T

tion by sequentially tripling the number of steps. Here,
we digress from considering a real diffractor and con-
sider schematically a geometric model analogous to
that used in [12] to create a Cantor fractal point set in
the unit segment [0, 1]. 

The seeding element used to generate the initial set
(zero generation) is an arc with a width ω situated in the
plane of the focal circle centered at point O. The pro-
cess of step multiplication (forming steps similar to the
initial element) consists in applying a certain proce-
dure, representing a generating element (generator) of
the set. In our case, this generator divides the arc in the
first step into three equal angular parts (so as to produce
three arcs centered at O) and rejects the middle part.
Then the generator is applied to each of the two remain-
ing angular intervals and so on. Upon accomplishing an
infinite number of generation steps, the resulting set
represents a system of fine nonintersecting angular seg-
ments called the Cantor dust (see [13]). 

In our case, the linear segment [0, 1] is replaced by
the angular segment [0, ω] representing the set K0
(Fig. 1b, n = 0). Dividing this segment into three equal
parts and rejecting the middle (ω/3, 2ω/3), we obtain
the set K1 comprising the pair of segments [0, ω/3] and
[2ω/3, ω] (Fig. 1b, n = 1) and so on. Continuing this
process, we obtain a decreasing sequence of embedded
sets Kn , each set Kn containing 2n segments of equal
lengths (ω/3)n. According to Hausdorff (see [12, 13]),
the fractal dimension of this Cantor triad set is D =
ln2/ln3 = 0.630929… 

In a real X-ray spectrometer, the radiation source is
situated at point S, which may only hypothetically (for
θ = 90°) coincide with point O. A relationship between
the quantities ∆θ and ∆ϕ is given by the expression 

(2)

It is seen that the angular size of steps viewed from
point S is not constant, in which sense the geometry of
a stepped-crystal diffractor is subject to variation.
Using a scheme analogous to that for point O (Fig. 1b),
we determined the Hausdorff fractal dimension D for
point S. This was performed with the aid of a special
computer program for an IBM PC, sequentially divid-
ing the segment [0, ω] into 3, 9, 27, … equal parts (tri-
pling at each step) and rejecting the middle. In each
step, the ∆ϕi values were recalculated into ∆θi by for-
mula (2). According to [12], the value of the d-measure
of the set of angular segments in the nth generation is
given by the expression 

(3)

The critical dimension d = D obtained in the limit of
infinitely increasing number of angular segments
(2n  ∞) is the fractal dimension. This is the expo-
nent d, such that the sum in expression (3) becomes

∆θ θ/ θtan αtan+( )∆ϕ .tan≈

Md ∆θi
d 0, d D,>

∞, d D.<



∆θi Kn∈
∑= 2n → ∞
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finite (albeit not tending to zero) despite the infinite
increase in the number of the diffractor steps. For a dif-
fractor with an angular width ω < 2θ (Fig. 2a), the frac-
tal dimension is still D = 0.630929…; that is, it remains
the same as that in the model of diffractor relative to

2

0
0

Md

n
5 15 2510 20

4

6

8

10

12

14 (b)

0.6

0

0.8

1.0

1.2

1.4

(a)1.6 d = 0.61
d = 0.62
d = 0.630929
d = 0.64
d = 0.65

Fig. 2. Plots of the measure Md of the set of angular seg-
ments versus generation number n for various d values (nth
generation contains 2n segments) and the diffractor angular
width (a) ω < 2θ and (b) ω ≈ 2θ. 
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point O. This is illustrated by the plots in Fig. 2a, which
tend to zero for larger d and grow to infinity for smaller d. 

However, the fractal properties of the geometric
model completely disappear if the point S (radiation
source) coincides with the left boundary of the diffrac-
tor (i.e., at θ ≈ ω/2). For this case, the numerical mod-
eling showed that the plots corresponding to any d
(Fig. 2b) exhibit infinite growth. In other words, no
value d = D exists in the limit as 2n  ∞ such that the
Md value would be finite. This result is simply
explained by that the angular size of steps close to
point S increases despite a decrease in the arc length
with a growing number of steps n. 
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Abstract—A stochastic equation for the evolution of the transverse energy of high-energy charged particles
moving in planar and axial channels in a crystal is derived using the condition of nonconservation of the adia-
batic invariant. © 2001 MAIK “Nauka/Interperiodica”.
A stochastic equation for the evolution of the trans-
verse energy of channeled high-energy charged parti-
cles is necessary for constructing the kinetic equation
of the Fokker–Planck type in the space of transverse
energies without recourse to the Lindhard hypothesis of
attaining the statistical equilibrium [1]. Derivation of
the kinetic Fokker–Planck equation based on the
kinetic equation for weakly disturbed quantum systems
is not quite satisfactory [2] because the initial equation
constructed within the framework of the perturbation
theory restricts the domain of applicability of this Fok-
ker–Planck equation to the condition of slow variation
of an adiabatic invariant represented by the transverse
energy of channeled particles.

The primary factor determining the regular and cha-
otic motion of channeled particles in a crystal is the
electric potential of the crystal, which is the sum of the
Coulomb potentials of atomic nuclei occupying the
crystal lattice sites and the Coulomb potentials of elec-
trons in the atomic shells

(1)

where Ze is the charge of the atomic nucleus, rn = rn0 + δrn

(δrn is the vector determining the position of the nth
nucleus displaced from the lattice site due to thermal
oscillations), rnj = rn0 + δrn + δrnj (δrnj is the vector
determining the position of the jth electron relative to
the nth atomic nucleus), and rn0 determines the position
of the nth crystal lattice site.

Averaging over the independent thermal oscillations
of atoms in the crystal is performed with the aid of the
Gauss distribution function. Averaging over the quan-
tum fluctuations of the positions of atomic electrons is
carried out using the method [3] employed by Bethe for
calculating the atomic form factor. These averaging
procedures, conducted with respect to the coordinates
of all nuclei and all electrons, are denoted by symbols
〈…〉T and 〈…〉e , respectively. The motion of a single

U r( ) Ze2

r rn–
---------------- e2

r rnj–
-----------------

j 1=

Z

∑–
 
 
 

,
n

∑=
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high-energy charged particle in the transverse direction
is described by the classical equation of motion

(2)

where r⊥  = (x, y) is the transverse coordinate, F⊥  =
(Fx, Fy) is the transverse force, Fx = –∂U(r)/∂x, U(r) =
U(x, y, z) is the potential energy of the channeled parti-
cle, m = γm0, γ = (1 – β2)–1/2 is the Lorentz factor, β =
v /c, c is the velocity of light, v  is the velocity of the
charged particle along OZ axis, and m0 is the rest mass.

The electric potential can be represented as a sum of
the mean value and the potential fluctuations

(3)

where  is the continuous potential of an axial (  =

(x, y)) or a plane-parallel (  = (x)) channel in the
crystal, averaged over the thermal oscillations of atoms;
δUz(r) = 〈U〉e, T –  is the continuous potential correc-
tion related to the discrete arrangement of atoms on the
axis or in the plane; and δU(r) = U(r) – 〈U〉e, T is the
potential fluctuation caused by thermal oscillations of
the atomic nuclei and quantum fluctuations of the posi-
tions of atomic electrons.

Let us first consider the case of a plane-parallel
channel. The transverse energy of a channeled particle
is

(4)

The rate of variation of the transverse energy of the
channeled particle is

(5)

where δf = –  is the transverse force fluctuation.

m
d2r⊥

dr2
----------- F⊥ ,=

U r( ) U δUz r( ) δU r( ),+ +=

U U

U U U

U

ε mẋ2

2
--------- U x( ).+=

dε
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2
m
---- ε U x( )–[ ]δ f ,=

∂δU
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The adiabatic invariant can be written as [4]

(6)

where X1, 2 are the reversal points of the classical trajec-
tory of a channeled particles, which can be determined
from the equation (X1, 2) = ε.

The period of oscillations for the particles moving in
a plane-parallel crystal channel is defined by the rela-
tionship

(7)

If the adiabatic invariant depends only on the trans-
verse energy, I = I(ε), and this energy varies with time,
ε = ε(t), the adiabatic invariant is also not conserved in
time: I = I[ε(t)].

The rate of variation of the adiabatic invariant with
time can be determined as follows:

(8)

(9)

Equating the right-hand parts of Eqs. (8) and (9) and
using relationships (5) and (7), we obtain an equation
describing evolution of the transverse energy of chan-
neled particles,

(10)

which can be rewritten as

(11)

I
1
π
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dI
dε
-----

T ε( )
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As can be seen, the transverse energy of channeled
particles is not conserved only when the right-hand part
of the evolution equation is a source of fluctuations. By
the same token, we construct a stochastic equation of
evolution of the transverse equation of high-energy
charged particles in the axial channels:

(12)

where

In Eq. (12), the averaging is performed over the
region accessible for the channeled particle possessing
the transverse energy ε. Averaging of this type is used
within the framework of the Lindhard hypothesis of
attaining the statistical equilibrium [1]. Proceeding
from the stochastic equations (10) or (12), one may
readily construct an equation of the Fokker–Planck
type (see, e.g., [5] and references therein).
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Abstract—The effective surface charge density in passive lead borosilicate glass coatings on a semiconductor
surface was determined by the isothermal capacitance relaxation measurements. It was found that an increase
in the temperature of coating formation is accompanied by increase in the effective surface charge density. This
relationship is explained by the growth in concentration of the charge trapping centers with increasing content
of a crystalline phase in the bulk of glass. © 2001 MAIK “Nauka/Interperiodica”.
Low-melting lead borosilicate glasses are widely
used in semiconductor microelectronics for obtaining
passive and insulating layers [1, 2], which accounts for
the interest in investigating electrical characteristics of
these materials. An important parameter of such passive
coatings is the amount of the slowly relaxing (mobile)
charge present in the bulk of glass [1]. Previously [3],
we established that the main factor responsible for the
appearance of this slowly relaxing charge in passive
lead borosilicate glass coatings on semiconductors is
the charge carrier transfer between a semiconductor
and the trapping centers existing in the bulk of glass.
The extent of influence of the charge density in the
dielectric on the parameters of semiconductor devices
is usually characterized by the value of effective
trapped surface charge density Qts [4]. 

In cases when the presence of a slowly relaxing
charge is related to the recharge of trapping centers in
the bulk of the dielectric, the Qts value can be deter-
mines as 

(1)

where d is the dielectric layer thickness, Nts(x) is the
distribution of the concentration of charge trapping
centers in depth of the dielectric, q is the elementary
charge, and x = d is the coordinate of the semiconduc-
tor–dielectric interface. A change in the potential ψs at
the semiconductor–dielectric interface may affect the
charged state of the trapping centers in the bulk. There-
fore, it was also of interest to study the differential den-
sity of the effective surface charge Dts = dQts /dψs ,

Qts
1
d
---q N ts x( )xdx,

0

d

∫=
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which determines a change in the effective surface
charge density in response to the surface potential vari-
ation. The Dts value depends on the energy spectrum of
the charge trapping centers in the dielectric. 

In practice, the experimental data are usually
described in terms of the Qts and Dts values as functions
of E, the energy of the Fermi level relative to the con-
duction band bottom Ec at the semiconductor–dielectric
interface for a given ψs. The E value can be expressed as 

(2)

where F is the Fermi level energy in a quasi-neutral vol-
ume of the semiconductor. Below, we will present the
Qts(E) and Dts(E) curves measured for the passive lead
borosilicate glass coatings by the method of isothermal
capacitance relaxation after charge carrier injection into
the bulk of glass (charge pumping technique) [4, 5]. 

The passive glass coatings were deposited onto
n-Si(111) substrates with a resistivity of ρ = 60–80 Ω cm.
The glass composition and the coating deposition pro-
cess were analogous to those described in [6]. Taking
into account that the electrical properties of passive
lead borosilicate glass coatings depend on the tempera-
ture regime of passivation [6], the samples were divided
into two groups. In group 1, the glass was fused at
680°C, while in group 2, the treatment temperature was
increased to 700°C. The isothermal capacitance relax-
ation measurements were conducted on sample hetero-
structures of the metal–dielectric–semiconductor type
with a control metal electrode area of 0.01 cm2. 

The isothermal capacitance relaxation measure-
ments were performed at room temperature in the dark
using the bridge compensation technique. The charge
trapping centers in the glass were recharged by apply-
ing a strong-enrichment voltage pulse V1 to the control

E Ec F– qψs,–=
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electrode of a sample heterostructure initially occurring
in an equilibrium state corresponding to a certain base
voltage V0. After termination of the enrichment voltage
pulse, the bridge unbalance signal that was proportional
to the amount of charge Qts captured by the trapping
centers was measured. By changing the base voltage
V0, it was possible to study the dependence of Qts and
Dts on ψs and E. The relationship between V0 and ψs
was determined as described in [7]. 

Figures 1 and 2 show the Qts(E) and Dts(E) curves
measured as described above. It is seen from Fig. 1 that
Qts monotonically increases with E in the samples of
both groups, which is explained by increasing energy
interval featuring the carrier exchange between semi-
conductor and glass [4, 5]. Note also that the Qts and Dts
values in the samples of group 2 are almost ten times
greater than the analogous values in group 1. The Dts(E)
curves of the heterostructure belonging to both groups
exhibit minima at E = 0.45–0.55 eV, where Dts =
(1.1−1.4) × 10–9 C/(cm2 eV) in group 1 and Dts =
(5.5−7) × 10–9 C/(cm2 eV) in group 2. Neither of the
curves exhibit local maxima at some E values. 

According to [8], such U-shaped spectra of charge
trapping centers free of local maxima are characteristic
of the localized states in the bandgap of an amorphous
dielectric. However, using this assumption about the
nature of the carrier trapping centers in lead borosili-
cate glasses, it is difficult to explain dependence of the
Qts and Dts values on the temperature of the passive
glass coating formation. On the other hand, it is known
that dangling bonds occurring at the boundaries of phase
inhomogeneities in the bulk of glass are also character-
ized by a continuous spectrum of energy states in the
bandgap [9]. Such inhomogeneities may represent, for
example, the inclusions of a crystalline phase formed in
the glass matrix in the course of the passive coating for-
mation [6]. 

Data of the electron microscopy and X-ray diffrac-
tion measurements showed that the content of a crystal-
line phase in lead borosilicate glasses increased when
the fusion temperature was changed from 680 to
700°C. The related growth in the area of interphase
boundaries leads to an increase in the number of dan-
gling bonds localized at these interfaces, which can
serve as the charge trapping centers. This must be
accompanied by an increase in the amount of slowly
relaxing charge accumulated in the bulk of glass, which
can explain the observed correlation between Qts and
Dts , on the one hand, and the temperature of fusion of
the passive glass coatings, on the other hand. 

Thus, the results of the isothermal capacitance
relaxation measurements yielded the Qts(E) and Dts(E)
curves for the passive lead borosilicate glass coatings
on a semiconductor surface. An analysis of these exper-
imental data suggested that the appearance of charge
carrier trapping centers in these coatings is related to
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 9      200
the formation of crystalline phase inclusions in the
amorphous glass matrix. The observed growth in Qts

and Dts values, accompanying the increase in the tem-
perature of the passive glass coating formation from
680 to 700°C, is related to the increasing content of the
crystalline phase in the glass. 
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Fig. 1. Plots of the effective surface charge density Qts ver-
sus the Fermi level position E (relative to the conduction
band bottom at the semiconductor–glass interface) for the
samples of group 1 and 2 (curves 1 and 2, respectively). 
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Fig. 2. Plots of the differential effective surface charge den-
sity Dts versus the Fermi level position E (relative to the
conduction band bottom at the semiconductor–glass inter-
face) for the samples of group 1 and 2 (curves 1 and 2,
respectively). 
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Abstract—The features of erosion of the surface of point field electron emitters bombarded by helium ions
were studied. An analysis of the ion-bombardment-induced atomic-scale surface roughness showed evidence
of a nondynamic character of the surface atom displacement for the primary ion energies below a threshold for
the stable Frenkel pair formation and cathode sputtering. A quasi-static mechanism of the surface erosion is
considered, according to which the process is related to the displacement of metal atoms into low-coordinated
positions upon evolution of the energy of formation of interstitial helium atoms. © 2001 MAIK “Nauka/Inter-
periodica”.
Considerable interest in the field electron emitters
(cold cathodes) is related to their possible application
as active elements in various electronic devices. The
discovery of explosive (blow-up) emission, which is
now widely employed for the generation of high-cur-
rent electron beams, inspired the investigations of pro-
cesses occurring on the surface of cold cathodes oper-
ating at high current densities [1]. 

In recent years, development of the scanning tunnel-
ing microscopy, new types of field electron emitters for
nanoelectronic devices [2–5], and coherent field elec-
tron sources [6] has markedly stimulated the research in
this field. Application of the field electron emitters in
electron-beam and microelectronic devices is signifi-
cantly limited by a relatively low stability of these ele-
ments with respect to ion bombardment. The ion bom-
bardment unavoidably accompanies the field emission
process as a result of the electron impact ionization of
residual gases, predominantly inert gases, penetrating
into vacuum chambers from the atmosphere, the more
so that these gases are poorly evacuated by standard
ultra- high vacuum pumps. 

The problems pertaining to the radiation stability of
cold cathodes are usually treated in terms of the cumu-
lative cathode sputtering mechanism, developed in the
early works devoted to the field electron emission from
point cathodes [7, 8], and the notions about surface ero-
sion proceeding as a result of the radiation-enhanced
surface self-diffusion [9, 10]. To the present, it is reli-
ably established that evolution of the atomic topogra-
phy of a cold cathode, characterized by a submicron
radius of curvature of the emitting surface, in the course
of ion bombardment is determined primarily by the
radiation-enhanced surface migration of atoms. How-
ever, the mechanism of this phenomenon is still insuffi-
ciently clear. We have used the field ion (FIM) and field
electron microscopy (FEM) techniques to study inter-
action of the low-energy helium atoms with an atomi-
cally smooth tungsten emitter surface. 
1063-7850/01/2709- $21.00 © 20789
The study was carried out in a two-chamber field
emission microscope in which the samples and ultra-
high vacuum cryosorption pumps were cooled with liq-
uid hydrogen. The working voltage could be varied
from 1.5 to 25 kV in the FIM mode and from 0.1 to
2.5 kV in the FEM mode. The residual gas pressure in
the inner vacuum chamber was maintained within
10−7−10–6 Pa and the imaging gas (helium) pressure
was (2–4) × 10–3 Pa. The point emitter samples were
fabricated by electrochemical etching from high-purity
tungsten (99.98% W). The sample temperature in the
course of ion bombardment was maintained within 80–
300 K. The emitting surface of a cold cathode was
formed by evaporating at 80 K in the electric field of
positive polarity at a field strength of 5.8 × 1010 V/m. 

The helium ion irradiation parameters in the FEM
mode at a field strength of E = (2–4) × 109 V/m were
determined as described in [9, 11]. The helium ion
energy distribution was close to Maxwellian, with the
mean ion energy 〈W 〉  approximately equal to er0E (e is
the electron charge and r0 is the curvature radius of the
hemispherical emitter point tip). In our experiments,
the mean ion energy was varied within 25–500 eV. The
maximum energy of bombarding ions Wmax was four to
five times as large as the mean value 〈W 〉 . After irradia-
tion of the sample emitter, the applied voltage polarity
was reversed and the surface erosion was studied in the
FIM mode. 

Figure 1 shows typical FIM images of a point cold
emitter with a surface curvature radius at the tip r0 = 6 nm,
which were obtained both before and after irradiation
with helium ions at a mean energy of 30 eV to a total
fluence of 4.2 × 1014 cm–2 at 100 K. The maximum
energy of helium ions in this experiment was 150 eV.
The mean energy 〈wa〉  transferred by projectiles to the
surface tungsten atoms was approximately 1.2 eV. The
irradiation resulted in disturbance of the regular
arrangement of metal atoms in the surface layer. The
001 MAIK “Nauka/Interperiodica”
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(a) (b)

Fig. 1. FIM images of a low-voltage field electron point emitter (a) before and (b) after irradiation with helium ions to a total fluence
of ~1013 ion/cm2. 
sample surface exhibited randomly distributed centers
of increased brightness, most of which represented the
images of individual atoms. The local increase in
brightness is explained by the fact that these atoms
were displaced as a result of the ion bombardment from
their initial sites to positions with reduced values of the
surface coordination number, which are characterized
by a relatively high local electric field strength. The
field evaporation voltage for such displaced atoms is
8−12% lower than the threshold value for stepped
close-packed planes {211} and {110}. In our experi-
ments, the 〈W 〉  and Wmax values were significantly
lower than the threshold energy for the cathode sputter-
ing and the formation of stable Frenkel pairs of point
defects (450 eV) [12]. Therefore, the description of the
surface erosion under the action of low-energy ion
bombardment cannot be based on the known dynamic
mechanisms of the atomic-scale surface roughness
development as a result of the cathode sputtering [7, 8]
or the radiation-induced interstitial atoms emerging at
the surface [13]. 

Figure 2 shows a plot of the surface density of bright
centers N (normalized to the ion fluence Ni) versus the
mean helium ion energy. The surface density of bright
centers gradually increases with the ion energy, show-
ing no features that could be expected if any dynamic
mechanism of the atomic-scale surface roughness for-
mation were in operation. In particular, there is no jump
in the surface density of displaced atoms in the vicinity
of 〈W 〉  = 450 eV corresponding to the threshold of
defect formation in the bulk (and subsurface) layers.
Another important point is that the surface erosion does
not vanish when the ion energy decreases to 〈W 〉 = 30 eV,
which corresponds to a mean energy of 〈wa 〉  = 1.2 eV
transferred to tungsten atoms. Thus, the radiation sta-
bility of nanoemitters operating under conditions of
small (subthreshold) mean energies of bombarding
atoms cannot be described within the framework of any
T

collisional mechanism of the radiation-enhanced sur-
face self-diffusion. 

The dynamic effects may give certain contribution
to the formation of a surface microrelief by displacing
surface atoms into energetically close positions. How-
ever, the fact that atoms kept appearing on the surface
after termination of the ion bombardment confirmed
the assumption concerning a collisionless mechanism of
the formation of atomic-scale roughness on the surface
of ion-bombarded low-voltage field electron emitters. 

During the low-energy ion bombardment of nano-
emitters under conditions excluding the dynamic chan-
nels of erosion (such as the cathode sputtering, dis-
placement of surface atoms to low-coordinated posi-
tions, and radiation-induced Frenkel pair formation
followed by diffusion emergence of the mobile intersti-
tial atoms at the surface), a significant role may belong
to relaxation processes in the subsurface layers satu-
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Fig. 2. A plot of the surface density of bright centers N (nor-
malized to the ion fluence Ni) versus the mean helium ion
energy. 
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rated with implanted helium atoms. The presence of
helium atoms in the subsurface layers of targets was
detected at 300 K by the mass spectra taken with the aid
of a two-pulse atomic probe–field ion microscope (AP–
FIM) instrument [14]. The AP–FIM operation in the
two-pulse regime virtually excludes the probability of
detecting helium atoms unavoidable present in the
residual atmosphere. The possibility of helium absorp-
tion in the subsurface layers of metals is usually related
to the trapping of helium atoms by vacancies in these
layers. However, as noted above, the energy of helium
ions in most of the experiments reported here was sig-
nificantly below the threshold of defect formation.
Thus, the AP–FIM data confirmed the assumption that
helium atoms are absorbed in the subsurface layers of
defect-free nanocrystals. 

Despite the fact that the role of helium in the radia-
tion damage of metals was repeatedly studied [12, 15],
the mechanism of interaction of individual helium
atoms with the surface layers of metals is still unclear.
It is known that the interaction of helium and metal
atoms has a repulsive character and the penetration of
helium into a metal crystal lattice leads to local dis-
placements of the surrounding matrix atoms. Calcu-
lated values of the energy of formation of an interstitial
helium atom depend on its position in the lattice and
may vary in tungsten within 5.5–7.4 eV [12], which
significantly exceeds the maximum energies necessary
for displacing the surface tungsten atoms into low-
coordinated positions. 

Thus, under conditions when the surface erosion by
low-energy ion bombardment cannot be described by
any dynamic mechanism of the atomic-scale surface
roughness formation, the displacements of surface
metal atoms as a result of evolution of the energy of for-
mation of interstitial helium atoms may significantly
contribute to the emitter erosion. The appearance of the
atomic-scale surface roughness as a result of the dis-
placement of surface atoms into low-coordinated posi-
tions in the course of ion bombardment, which was
observed in our experiments, must lead to an increased
surface mobility. This factor can be considered as a
radiation-induced decrease in the surface self-diffusion
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 9      200
energy that has to be taken into account in a phenome-
nological description of the surface processes on cold
cathodes. 
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Abstract—When a polycrystalline closed ferrimagnetic core is exposed to opposite ac magnetic fields with
equal amplitudes, a nonzero ac magnetic field exists inside the core. As a result, an electric current is induced
in a secondary coil wound over the primary one. © 2001 MAIK “Nauka/Interperiodica”.
Polycrystalline ferro- and ferrimagnets are inhomo-
geneous systems with nonlinear properties. When such
a medium is exposed to an external magnetic field with
the strength H = H1 + H2, the resulting magnetic field
inside the medium is B(H) ≠ B1(H1) + B2(H2). In the
particular case of vectors H1 and H2 equal in magnitude
and opposite in direction, vector B can be nonzero. If
the components H1 and H2 vary in time, an alternating
magnetic field may appear in the medium as well. This
effect does actually exist, as was illustrated by a partic-
ular example [1]. 

A closed ferrimagnetic core was composed of five
identical ferrite rings (M600NN-8K 100 × 00 × 10)
with a maximum magnetic permeability of 2000. Each
ring magnet was 20 mm thick, the inner and outer diam-
eters being 60 and 100 mm, respectively. The primary
winding contained N1 = 100 turns of a copper wire with
a cross section area of 0.75 mm2. This winding repre-
sented two coils, each of 50 turns; the second coil was
wound over the first in the opposite direction. The out-
put ends of the coils were connected together, while the
input ends were connected to the voltage source. The
total wire length in the primary winding was 32.5 m.
The secondary winding, made of the same wire as the
primary one and wound over the second coil of the pri-
mary winding, contained N2 = 50 turns wound in one
direction. The active electrical resistance of the primary
winding was R1 ≈ 0.7 Ω , while that of the secondary
coil was half of this value. Signals applied to the pri-
mary coil represented current pulses of variable dura-
tion, with an amplitude from 100 to 105 A. 

When a voltage U1 across the primary winding was
below 40 V, no current passed in the secondary wind-
ing. When U1 was increased from 40 to about 100 V, an
electric current was detected in the secondary winding.
However, no relationship between voltages in the sec-
ondary and primary windings (U2 and U1, respectively)
could be revealed in this interval. For U1 ≥ 100 V, the U2
value was a linear function of U1. In particular, an ac
1063-7850/01/2709- $21.00 © 20792
current with a frequency of 5 kHz and the amplitude of
U1 = 100, 200, 300, 400, 500, 600, 700, 800, and 900 V
induced a response signal in the secondary winding
with U2 = 800, 1750, 2500, 3400, 4300, 5250, 6250,
7250, and 8250 V, respectively. As can be seen, the
transformation coefficient K = U2/U1 weakly increases
with the voltage in the primary winding. Note that
K > 1 even for N2 = 1. An increase in the secondary
voltage was observed for the ac current frequencies
from 10–2 Hz to 102 MHz. The dependence of the trans-
formation coefficient on the frequency in this range was
almost linear. 

A qualitative pattern of this phenomenon is as fol-
lows. Each grain in a polycrystalline material has its
own direction of the magnetic moment. In a nonmag-
netic state, there is no long-range order in the orienta-
tion of magnetic moments of the grains. In a external
magnetic field H1, the magnetic field in the medium is
B1 = µ1(H1)H1. The magnetic permeability µ1 is deter-
mined by the number of grains, the magnetic moments
of which make an acute angle with the vector H1. Let
the relative content of such grains per unit volume be
η1. As the field strength H1 grows, the H1η1 value
increases. A change in the orientation of magnetic
moments of the grains leads to elastic interactions
between these grains As a result, the free energy of a
polycrystalline sample acquires, besides the magnetic
component, a contribution due this elastic interaction.
For brevity, this contribution will be referred to as the
elastic energy. A distribution of the magnetic moments
in the field H1 corresponds to a minimum free energy.
For an oppositely directed external field H2, the corre-
sponding internal magnetic field is B2 = µ2(H2)H2. The
magnetic permeability µ2 is determined by the grains,
the magnetic moments of which make an acute angle
with the vector H2. The relative content of such grains
per unit volume will be denoted η2(H2). The corre-
sponding distribution of the magnetic moments in the
field H2 also corresponds to a minimum free energy of
001 MAIK “Nauka/Interperiodica”
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the polycrystal. A homogeneous and isotropic magnet
exposed to the fields with |H2| = |H1| is characterized by
η2 = η1. 

In a polycrystal exposed to the opposite magnetic
fields with H1 = H2 = H, the resulting magnetic field is
B = ∆µH, where ∆µ = µ(H)(η1 – η2). Thus, the mag-
netic component of the free energy of the polycrystal
depends on the difference η1 – η2; when H = 0, this dif-
ference vanishes and η1 = η2. For the H values below a
certain threshold H0, an increase in the elastic energy
for η1 ≠ η2 exceeds the magnetic component of the free
energy. Under these conditions, η1 = η2 and the
medium exhibits no magnetization. When H exceeds
H0, an increase in the elastic energy is compensated by
a decrease in the magnetic component of the free
energy. As a result, the magnetic moments η1 of the
grains are oriented along H1, while the moments η2
align in the H2 direction. This state of the medium pos-
sessing macroscopic magnetization is thermodynami-
cally favorable. 

Now let us consider the kinetics of magnetization of
a polycrystalline magnet. First, note that the η1 and η2
values characterize a long-range order in the distribu-
tion of magnetic moments of the grains. Therefore,
these quantities can be considered as the order parame-
ters of a given polycrystalline magnet. The kinetic
equations for the order parameters are represented by
the equations of balance between the numbers of parti-
cles (grains) [2, 3]: 

(1)

(2)

where t0 is the characteristic time and l0 is the charac-
teristic length of variation of the order parameter; F1
and F2 are the source functions. Taking into account
that η1 and η2 are small parameters, the source func-
tions can be presented in the form of expansions [3] 

(3)

where a1, b1, c, a2, b2, and d are dimensionless coeffi-
cients. Possessing a physical sense, solutions for the
order parameters must obey the following conditions:
0 ≤ η1 ≤ 1; 0 ≤ η2 ≤ 1; η1 + η2 ≤ 1. In the opposite alter-
nating magnetic fields, ∆µ = ∆µ(t) and the frequency of
variation of this value is determined by the ac current
frequency ω in the primary winding. For t0 ! 1/ω, the
magnetization of a polycrystal is described by stationary
solutions of Eqs. (1) and (2). In this study, the consider-
ation is restricted to this very case. 

Magnetization of the medium in the field H1 is
described by Eq. (1) with c = 0. Since a long-range

t0∂η1/∂t F1 η1 η2,( ) l0
2∆η1,+=

t0∂η2/∂t F2 η1 η2,( ) l0
2∆η2,+=

F1 a1η1 b1η1
2 η1

3– cη1η2,+ +=

F2 a2η2 b2η2
2 η2

3– dη1η2.–+=
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order in the distribution of magnetic moments of the
grains is established in the field of any strength, the
homogeneous stationary solution η1 = 0 for H1 > 0 must
always be unstable with respect to small perturbations.
This takes place for a1 ≥ 0. A nonzero stable homoge-
neous stationary solution is η10 = b1/2 + (b1/4 + a)1/2,
from which it follows that 0 ≤ b1 < 1/2. For H1  ∞,
the medium exhibits magnetization up to saturation:
η10  1. Therefore, the coefficient a1 must be a
monotonically increasing function of H1. Applying the
same considerations to the process of magnetization in
the field H2 for d = 0, we conclude that a2 ≥ 0 and 0 ≤
b2 < 1/2. For a homogeneous isotropic magnet, we
should take a1 = a2 and b1 = b2. 

The coefficients c and d characterize the influence of
the elastic interaction between grains on the magnetiza-
tion of the polycrystal. It is naturally assumed for a
homogeneous isotropic magnet that |c| = |d|. Since
Eqs. (1) and (2) are symmetric with respect to substitut-
ing c for –c, it is sufficient to consider the region of
c ≥ 0. An analysis of the set of equations F1 = F2 = 0
shows that no stable homogeneous solutions such that
η10 – η20 > 0 exist for a ! c, which implies that the
polycrystalline medium exposed to weak external fields
occurs in the initial sate with η10 = η20. When a ≈ c,
there is a single homogeneous solution stable with
respect to small perturbations, such that η10 > η20 > 0.
In this sate, the magnetization vector is parallel to the
field H1, the difference η1 – η2 ≤ 0.1 and, hence, ∆µ ≤
0.1µ. The condition a ≈ c determines a critical value of
the external magnetic field strength. For a/c  ∞, we
have η20  η10 and ∆µ  0, which implies that the
magnetization of the medium decreases. Thus, when
the voltage applied to the primary winding increases,
the ∆µ value jumps to a finite level and then monotoni-
cally decays. Since the solution η20 – η10 = 0 is unsta-
ble, a transition of the system to the state with η10 >
η20 > 0 is a homogeneous process, which means that the
magnetization of the polycrystal in a field with H > H0

occurs spontaneously. Since the magnetic moments of
the grains rotate by an angle not exceeding π/2, the
magnetization of the polycrystal in opposite alternating
magnetic fields can proceed in a wide range of frequen-
cies ω. 

Now let us calculate the transformation coefficient.
For certainty, we assume that the first coil in the pri-
mary winding and the secondary winding were wound
in the same direction. The inductances of the circuits,
determined by the numbers of turns and the magnetic
permeabilities for the first and second coil are L1 = 0

and L2 ~ µ , respectively. The proportionality factor
depends on the system of units and the core geometry.
This quantity does not enter into the expression for the
transformation coefficient and is not presented here in
the explicit form. The mutual induction coefficients of

N2
2

1
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the coils wound one over another are L12 = L21 ~
∆µN1N2/2. Ignoring the voltage drop across the primary
winding and the resistance of the secondary winding,
we obtain 

(4)

(5)

where I1 and I2 are the currents passing in the primary
and secondary windings. For N2 ≈ N1 and dI1/dt ≈ dI2/dt,
we have K ≈ ∆µ/µ. In particular, ∆µ ≈ 0.1µ yields
K ≈ 10. Increasing voltage in the primary winding leads
to a decrease in ∆µ and an increase in K. Note that, for

U1 N1N2/2d ∆µI2( )/dt,∼

U2 N1N2/2d ∆µI1( )/dt N2
2µdI2/dt+[ ] ,–∼
T

N2  1, we always obtain K > 1, so that the device
developed in [1] is always a step-up transformer. Note
also that the relationship U2N2 = U1N1 inherent in usual
transformers is not valid in the system considered here. 
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Abstract—Processes accompanying in the tokamak discharge shutdown were studied by injecting a large num-
ber of heavy-impurity (KCl) pellets (~1019 atoms) into the T-10 tokamak operating in the ohmic regime. A more
than twofold drop in the current at an average rate of 12 MA/s was observed, which corresponded to a consid-
erable (exceeding 75%) decrease in the magnetic energy of the plasma column. The observed phenomena
showed evidence of the production of runaway electrons during the discharge current drop. © 2001 MAIK
“Nauka/Interperiodica”.
Rapid removal of the thermal and magnetic energy
from plasmas can be necessary in tokamak reactors in
both emergency cases and standard operating regimes [1].
This circumstance accounts for the considerable inter-
est of researchers toward studying theoretical aspects
of this problem [2, 3] and conducting experiments
using modern setups [4–6]. Previously [7], we reported
on the results of injecting KCl pellets containing up to
3 × 1018 atoms, aimed at the discharge shutdown in the
T-10 tokamak.

Below, we present preliminary data on the T-10
tokamak plasma behavior in response to the injection of
an almost tenfold greater amount of the same heavy
impurity (KCl, ~1019 atoms), which led to the loss of a
considerable part of the discharge current. The experi-
ments were conducted in the ohmic regime on a quasi-
stationary stage of discharge with the following param-
eters (before impurity injection): discharge current, Ip =
280 kA; loop voltage Ul = 1.3 V; toroidal magnetic field
Bt = 2.1 T; limiter radius aL = 0.3 m; temperature at the
plasma column center Te(0) ~ 1 keV; volume-averaged
electron density  ~ 2 × 1019 m–3.

The experimental setup was described in detail
elsewhere [8]. The impurity (about ten KCl pellets
0.1−0.3 mm in size) was injected downward into the
plasma in the direction of the plasma column center at
a velocity of Vp = 100–150 m/s. The pellets evaporated
on the periphery of the plasma column, at a small radius
of aL ≤ 20 cm.

Figure 1 shows time evolution of the main diagnos-
tic signals measured under typical discharge condi-
tions. All signals are normalized to the maximum val-
ues of the corresponding parameters in the time interval
studied. The electron temperature at a quarter of the
small radius Te(aL/4) was measured by a heterodyne
detector of the second-harmonic electron cyclotron res-

ne
1063-7850/01/2709- $21.00 © 20795
onance (ECR) radiation. The soft X-ray radiation
(SXR) detector signal represented emission along the
central chord. Other signals were obtained from hard
X-ray radiation (HXR) receiver, magnetohydrody-
namic (MHD) probes, and a peripheral channel of a fast
bolometric array (Bol).

The impurity was injected beginning with the time
instant of 812.6 ms, as was immediately reflected by the
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Fig. 1. Time variation of the main plasma parameters in
response to the KCl pellet injection into a tokamak dis-
charge (shot #27528).
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bolometer signal. The bolometer output signal peaks
correspond to the instants of vaporization and ioniza-
tion of individual pellets. The parameters of plasma
varied rather insignificantly until about 821 ms, when
most of the impurity was injected. At this time instant
(821.2 ms), the bolometer signal intensity reached val-
ues close to maximum and remained on this level over
about 0.5 ms. Simultaneously, the electron temperature
exhibited a sharp drop, which was accompanied by an
analogous drop of the SXR signal. The electron temper-
ature decayed to almost zero and stayed on this level
until the end of the process. Thus, the time interval
between 813 and 821 ms corresponds to the thermal
energy removal from the plasma (see also [7]).

An analysis of evolution of the electron temperature
profile in the sharp decay stage (Fig. 2) suggests that the
impurity rapidly reaches the central region of the
plasma column. This is consistent with the almost
simultaneous drop of the electron temperature in all
channels. Estimates showed that the transport coeffi-
cients increased in this stage by at least one order of
magnitude as compared to the quasi-stationary values
(D ~ 1 m2/s). This result confirmed the conclusion [7]
that a disturbance in the impurity transfer coefficient
depends on the amount of injected substance.

After termination of the stage of the thermal energy
removal from the discharge, the system exhibits the
stage of the discharge current decay [7]. A decrease in
the current is accompanied by an increase in the loop
voltage. The current begins to drop at approximately
822 ms and decays over about the next 15 ms at an aver-
age rate of 12 MA/s to reach a level of ~100 kA (Fig. 1).
The 2.5-fold drop in the current corresponds to a more
than 75% decrease in the energy of the poloidal mag-
netic field.

During the time interval from 825 to 832 ms, the
bolometer signal is approximately constant and close to
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Fig. 2. Time evolution of the electron temperature profile
after KCl injection into a tokamak discharge (shot #27528).
The measurements were performed at r = 4.6 (1), 10.7 (2),
15.9 (3), and 18.7 cm (4).
T

the maximum level. In this stage, the magnetic field
energy of the current is removed through reradiation by
the impurity, which is evidenced by a decrease in the
current. Note the low level (two–three times the quasi-
stationary value) of the bolometer signal at the onset of
the current drop (822–825 ms). We may suggest that the
energy is pumped from the current to the runaway elec-
trons (probably, by the mechanism of avalanche multi-
plication during close collisions [9]), followed by rera-
diation in the wavelength range not monitored by the
X-ray detectors employed (<1 MeV).

In this context, a characteristic feature is the HXR
emission at 830–835 ms. We relate this signal to the fact
that the energies of runaway electrons reach a level
(1−3 MeV) detectable by the HXR sensor employed.
Note also the preceding HXR pulse at 820–822 ms
(immediately before the onset of the sharp drop in the
electron temperature), which is probably related to the
loss of the population of runaway electrons existing in
the discharge before impurity injection. These losses
may be caused by a sharp change of conditions in the
plasma or by an increase in the plasma MHD activity.
The latter possibility is confirmed by the coincidence of
the time instants corresponding to the first HXR pulse
and the MHD activity peak. During the second HXR
pulse, the MHD signal is minimum and the mechanism
of the runaway electron losses is apparently different.

A smooth monotonic decay of the bolometer current
observed after 832 ms on the background of still decay-
ing current can be explained by a decrease in the plasma
energy density, by a diffusion loss of the radiating
impurity on the walls, and by the continuing production
of runaway electrons.

The current ceases to decrease at 840 ms on reach-
ing a level of 100 kA, after which the discharge attains
a new quasi-stationary state with a minimum energy
density. Termination of the current drop is probably
related to the diffusion loss of impurity from the
plasma. This is evidenced by a decrease in the loop
voltage at a constant current observed in the final stage
of evolution. It is also not excluded that the main part of
the discharge current in this stage is carried by the run-
away electrons. Note that saturation of the loop voltage
in the time period from 835 to 840 ms is obviously
determined by overloading of the analog-to-digital con-
verter (ADC) registers. A maximum signal detected at
the output of the smoothening filter with a time constant
of 30 ms corresponds to a loop voltage of about 6 V.

The results of experiments with a large amount of
heavy impurity (KCl) injected into the tokamak plasma
demonstrated, besides the complete removal of the
thermal plasma energy component, the removal of
more than 75% of the poloidal magnetic field energy.
We observed two pulses of hard X-ray radiation in the
stage of the discharge current decay, which is evidence
of intensive runaway electron production in the course
of the discharge quenching. It is important to note the
ECHNICAL PHYSICS LETTERS      Vol. 27      No. 9      2001
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rapid impurity penetration into the central regions of
the plasma column.
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Abstract—The energy dependence of the effective cross sections for the electron-impact excitation of

4d95s2 2D5/2, 3/2 – 4d105p 2  laser transitions in cadmium ions was studied by a high-precision spectro-
scopic technique using crossed electron and ion beams. The absolute effective cross sections for the laser line
excitation at λ = 441.6 and 325.0 nm have the peak values 2.5 × 10–16 and 1.3 × 10–16 cm2, respectively. It is
shown that population of the 4d95s2 2D5/2, 3/2 upper laser levels by the electron impact on cadmium ions in the
4d105s 2S1/2 ground state takes place predominantly due to the resonance processes; that is, it proceeds via
atomic and ionic autoionization states. © 2001 MAIK “Nauka/Interperiodica”.

P1/2 3/2,
0

Among metal-vapor lasers, devices based on the
helium–cadmium mixture, offer one of the most stable
types widely used in a number of applications. Using
blue (λ = 441.6 nm) or ultraviolet (325.0 nm) emission
lines of cadmium ions, it is possible to obtain stable las-
ing at a low excitation threshold [1]. The upper and
lower levels in these laser transitions correspond to the

4d95s2 2D5/2, 3/2 and 4d105p 2  excited states of
cadmium ions. The most probable mechanism of lasing
for both lines is believed to involve excitation of the
upper level due to the energy transferred from metasta-
ble He (23S1) atoms to cadmium ions in the course of
the Penning ionization process [2]. Besides this mech-
anism, the process of charge exchange during collisions

of Cd atoms with He+ or  ions and the excitation of
4d95s2 2D5/2, 3/2 levels during the electron-impact Cd
d-shell ionization were also taken into consideration [3]. 

However, Goto et al. [4–6] suggested that the
dominating mechanism of the upper laser level popu-
lation is related to a two-step process. In the first step,
cadmium atoms are ionized by the electron impact,
and in the second step, the resulting ions are excited
from the 4d105s 2S1/2 ground state to the long-living
4d95s2 2D5/2, 3/2 states. The energy dependence of the
effective cross sections for excitation of the 441.6 and
325.0 nm laser lines and the 214.4 and 226.5 nm reso-
nance lines in cadmium ions was studied by optical
methods in the crossed beams featuring electron–ion
collisions [5, 6]. These measurements gave enormously
large values of the absolute excitation cross sections for
the 441.6 and 325.0 nm laser lines (5 × 10–15 and 3 ×
10−15 cm2, respectively), which were about two times
greater than the values for the resonance lines. This was

P1/2 3/2,
0

He2
+
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interpreted as evidence in favor of the two-step excita-
tion of the upper laser levels being the dominating
mechanism of generation in lasers employing helium–
cadmium mixtures. 

It must be noted, however, that the experiments
reported in [5, 6] were conducted in a narrow energy
interval (7–18 eV) at a large energy scan step (0.5–1 eV)
and were characterized by large errors (±45%); the
measurements used electron beams with a considerable
energy scatter and (what we believe to be the most sig-
nificant disadvantage) were performed with high anode
voltages (~100 V) in the ion source. The last circum-
stance leads to the effective excitation of Cd atoms in
the ion source, with the formation of cadmium ions in
the long-living 4d95s2 2D5/2, 3/2 states (with the lifetimes
τ = 830 and 300 ns). Not experiencing radiative decay
during transit, these ions arrive at the collision zone in
the excited state. Although the fraction of such excited
ions relative to particles in the ground state is small, the
former ions considerably increase the overall radiation
background. This may significantly influence the preci-
sion of the useful signal separation and the accuracy of
the effective excitation cross section determination. 

In this context, it was of interest to study the energy
dependence of the effective electron-impact excitation
cross sections for the 441.6 and 325.0 nm laser lines
(corresponding to the transitions from 4d95s2 2D5/2, 3/2 to

4d105p 2  resonance levels of cadmium ions) at a
higher precision in order to elucidate the mechanism of
population of the upper laser levels in helium–cadmium
lasers. Below, we report on the results of such an inves-
tigation. 

The experimental setup used in our experiments was
described in detail elsewhere [7]. The ion source, oper-

P1/2 3/2,
0
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ating in a low-voltage discharge regime, produced a
beam of ions with an energy of 640 eV and a total ion
current of (6–8) × 10–7 A. The discharge voltage (Ud ≤
12 V) was selected so as to be definitely below the exci-
tation energy (17.6 eV) of the lowest long-living
4d95s2 2D5/2, 3/2 states of cadmium ions. This signifi-
cantly reduced the radiation background related to the
radiative decay of these states. A three-anode electron
gun formed a ribbon electron beam with an energy of
7–50 eV, a beam current of 7–12 × 10–5 A, and an
energy inhomogeneity (full width at half maximum of
the electron energy distribution curve) of ∆E1/2 =
0.4 eV. The electron and ion beams crossed at right
angle in the collision zone in a vacuum of 10–8 Torr. 

The spectral analysis of the radiation was performed
with a large-aperture diffraction monochromator of the
MDR-2 type (1200 lines/mm) with a reciprocal linear
dispersion of dλ/dl ~ 2 nm/mm. The radiation was
detected by an FEU-140 (“Foton”) cooled photoelec-
tron multiplier with a dark background count level of
1−2 cps. The useful signal (0.5–3 cps) was accumu-
lated in the cycle regime over a period of 600–800 s and
separated from background using a lock-in technique
based on the modulation of both beams by rectangular
pulses shifted by 1/4 of the modulation period. The sig-
nal to background level ratio varied from 1/15 to 1/30. 

The process of experimental data accumulation and
processing was automated using a system implement-
ing CAMAC moduli controlled by a personal com-
puter. The system ensured controlled variation of the
electron acceleration voltage, exposure time at each
energy point, and the total number of experimental
point and measurement cycles as well as the monitoring
and recording of the electron and ion beam currents,
photomultiplier response signal, and the number of
pulses in the modulation quarter-periods. The electron
energy scale was calibrated to within ±0.1 eV using a
threshold region of the cadmium intercombination line
excitation at λ = 326.1 nm, for which the spectroscopic
excitation threshold is known with high precision. 

Our detailed investigation of the electron-impact
excitation of the laser transitions from 4d95s2 2D5/2, 3/2
levels of cadmium ion, with the emission measured at
λ = 441.6 and 325.0 nm for the primary electron beam
energy varied from 7 to 50 eV, included (i) measure-
ment of the energy dependence of the relative effective
excitation cross sections; (ii) study of the laser radiation
energy transfer from the observation region, depending
on the electron state lifetime, ion velocity, and slit
width in the direction of ion motion; and (iii) determi-
nation of the absolute excitation cross sections. The
polarization of the radiation was not taken into account.
Calculations showed that the radiative transitions with
λ = 441.6 and 325.0 nm take place only in 16 and 38%
of ions in the collision zone. The maximum spectral sen-
sitivity of the measuring equipment (2 × 10–4 count/pho-
ton) was observed at 380 nm. 
TECHNICAL PHYSICS LETTERS      Vol. 27      No. 9      200
The experimental results are presented in the figure.
The vertical bars at the experimental points indicate
mean-square errors (±15–20%) of the relative measure-
ments. The absolute values of the effective excitation
cross sections were determined with an error not
exceeding ±15%. 

As can be seen from the presented data, the excita-
tion functions reveal a clearly pronounced structure
related to the capture of primary electrons by cadmium
ions with the formation of atomic (4d9nln1l1n2l2) and
ionic (4d9nln1l1) autoionization states of these ions. The
electron decay of these states (direct or via cascade
transitions) leads to a considerable additional popula-
tion of the 4d95s2 2D5/2, 3/2 levels. Therefore, the reso-
nance excitation dominates in this process and sup-
presses direct excitation of these levels. Note that the
resonance excitation dominates in the entire range of
electron energies studied rather than in a narrow near-
threshold region. 
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The maximum effective electron-impact excitation

cross sections of the and 4d95s2 2D5/2  4d105p 2

and 4d95s2 2D3/2  4d105p 2  laser transitions are
2.5 × 10–16 and 1.3 × 10–16 cm2, respectively, which
amounts to approximately one-third of the maximum

cross sections for excitation of the 4d105p 2  res-
onance doublet components studied in [8] and 1/20 of
the corresponding values reported in [5, 6]. The total
electron-impact excitation cross section for the laser
transitions studied agrees well with the results of the R-
matrix calculations of the excitation cross sections of
the 4d105s 2S–4d95s2 2D transition [9]. At present, these
calculations provide a most adequate description of the
electron scattering from complex multicomponent sys-
tems such as the cadmium ion. 

In concluding, it must be noted that population of
the 4d95s2 2D5/2, 3/2 upper laser levels upon the electron
impact on cadmium ions in the ground state proceeds
predominantly at the expense of resonance processes,
that is, via atomic and ionic autoionization states. In a
plasma, the resonance contribution to the effective cross
sections of these levels is significantly averaged over the
Maxwell distribution of the electron energies, which
may considerably decrease the values (~10–17 cm2). This
indicates that a two-step process involving the cad-
mium atom ionization and the 4d95s2 2D5/2, 3/2 ion level
excitation from the ground state by the electron impact,

P3/2
0

P1/2
0

P1/2 3/2,
0

TE
apparently cannot be considered (because of a low effi-
ciency of the second stage) as the dominating mecha-
nism of the excited level population in helium–cad-
mium lasers, as was proposed by Goto et al. [4–6]. 
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