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229mTh„3/21, 3.5 eV… and a check of the exponentiality of
the decay law

A. M. Dykhnea) and E. V. Tkalyab)

Scientific-Research Institute of Nuclear Physics, M. V. Lomonosov Moscow State
University, 119899 Moscow, Russia

~Submitted 6 March 1998!
Pis’ma Zh. Éksp. Teor. Fiz.67, No. 8, 521–525~25 April 1998!

A new object is proposed for checking the exponentiality of the decay
law of an isolated metastable state at long times — the anomalously
low-lying level 3/21(3.560.5 eV! in 229Th. Highly efficient excitation
of this level by laser radiation in combination with optimal collection of
optical photons emitted in an isomeric transition make it possible to
achieve measurement times longer than 50T1/2. © 1998 American
Institute of Physics.@S0021-3640~98!00108-X#

PACS numbers: 27.90.1b, 23.40.2s, 23.60.1e, 23.50.1z

Verification of the main predictions of quantum mechanics, including the expo
tiality of the decay law of an isolated metastable state, is still an important proble
modern physics. This problem is of interest because, first, opinions about the tem
evolution of an isolated quasistationary state at long and very short times diffe1–6

Second, the decay may be tied in with a number of fundamental phenomena, such
particular, decay of the proton,7 doubleb decay,8 tunneling,9 the quantum Zeno effect
and others. Third, the behavior of the decay curve could be of critical importanc
some physical theories, for example, Prigogine’s evolutionary quantum mechanics5 ~see
the discussion in Ref. 6! or Bohm’s interpretation of quantum mechanics based on
idea of hidden variables.10,3

In the present letter we shall not be concerned with different controversial aspe
this problem. They are expounded in detail in numerous articles and reviews~see Refs. 6
and 11–13 and the references cited therein!. The subject of the present letter is to prese
a new object for investigating the decay law at times longer than have been ach
experimentally to date.

Very long-time measurements of the decay curve have been performed sinc
discovery of radioactivity. The organization of each new experiment or the identifica
of a nucleus suitable for measurements of this type is of great interest.

The most prolonged measurements of the decay curve of an isolated quasista
state have been performed on222Rn, 56Mn, and116In nuclei. In 1911, while performing
observations ofa decay in222Rn(01, 0.0, 3.82 days!, Rutherford14 traced the exponen
tiality of the decay law up to 27T1/2 (T1/2 is the half-life!. In 1972 Butt and Wilson15

performed measurements on222Rn up to 40T1/2. Two experiments were performed wit
the b2-decaying nucleus56Mn (31, 0.0, 2.58 h!: In 1962 Winter3 continued measure
ments up to 34T1/2, and in 1988 Normanet al.16 performed measurements up to 45T1/2.
5490021-3640/98/67(8)/4/$15.00 © 1998 American Institute of Physics
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Finally, in 1984 Gopychet al.17 reported observations of theb2 decay of116mIn (51,
127 keV, 54.3 min! for 33T1/2. No deviations of the decay curve from exponential
were found. The decays were measured by detecting high-energyg rays (.1 –2 MeV!
from the daughter nuclei.

The problems which inevitably appear in experiments of this kind are describe
detail in Ref. 6. They are mainly associated with the production of a high-activity sa
in a nuclear reactor over a time of the order ofT1/2, the radiochemical purification of the
sample, and the detection of radiation in the initial and final stages of the experim
~Because the signal changes by more than 10 orders of magnitude over the measu
time, special measures must be taken in order to shield the detector and personn
the intense radiation at the beginning of the experiment, and the sample must be ult
— no other radioactive impurities can be present — in order to distinguish the s
above the background at the final stage of the measurements.! A substantial advance in
these directions can be made by using229Th with its unique isomeric state with excitatio
energy 3.560.5 eV.18,19

Let us consider as an example a sample containing 1023 g 229Th (.2.631018

nuclei! in the form of one of the possible chemical compounds which are transpare
the near-UV range. The excitation of a large number of isomers can be accomplish
using laser radiation with a suitable wavelength.20 The reduced probability of a nuclea
M1 transition from the ground to an isomeric state, calculated in Ref. 21 taking
account the Coriolis interaction of the rotational bands, equals 0.057mN

2 , wheremN is the
nuclear magneton. The radiation width of the nuclear transition to an excited state
energyvN'3.7 eV ~Ref. 19! equals 3.4310220 eV. Let us consider the simplest varia
— direct photoexcitation of a nucleus by laser photons. The cross sections of such a
process using laser radiation with relative linewidthdvL /vL'1025 and photon energy
vL satisfying the conditionuvL2vNu<dvL is of the order of 10225 cm2. The fractionz
of excited nuclei can be calculated from the relation

z5
sf

l1sf
~12exp~2~l1sf!t !!, ~1!

wheref is the laser-photon flux density,l5 ln 2/T1/2 is the isomeric decay constant, an
t is the irradiation time.

In the case of exponential decay the number of countsN over an accumulation time
of T1/2 from the timet15nT1/2 to the timet25(n11)T1/2, wheren is an integer, can be
estimated from the formula

N5E
nT1/2

~n11!T1/2
Q0 exp2ltdt5N0* /2n, ~2!

whereQ05lN0* is the initial activity andN0* is the number of excited nuclei at the sta
of the measurements.

The principal decay channels for the state 3/21(3.560.5 eV! are direct nuclear
emission with photon energy equal to the isomeric transition energy~about 3.7 eV!19 and
an inelastic electronic bridge, in which a nucleus decays via an atomic shell in a
order process and softer photons are emitted.19,22 The decay channel and the lifetime o
the low-lying level can be regulated by varying the chemical state of the thorium at
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The maximum lifetime, as was shown in Ref. 21, equals about 2.5 h for an isom
transition having an energy of 3.7 eV and with the decay channel via the electronic b
completely shut off. In the experiment of Ref. 19 the electronic bridge in one sample
approximately four times stronger the direct nuclear emission, while in another ex
ment the probabilities were comparable. Accordingly, the lifetimes of low-lying isom
in the samples should have values of 30 min and 1–1.5 h, respectively. Our esti
below will be based on these lifetimes.

If a laser with average powerP'10 W whose radiation is focused into a sp
approximately 1 mm in diameter is used, it is possible to excite over a timet'T1/2'1 h
approximately 20% of the229Th nuclei in 1 mg of matter. The activity produced in th
manner will equal;1014 Bq. Even after 50T1/2 the activity of the sample will be 0.1 Bq
which over an accumulation timet'T1/2 will give, according to Eq.~2!, several hundreds
of counts.

The obvious advantages of229Th over other nuclei include the following: 1! There is
no need to use a reactor to produce a high-activity sample; 2! it is possible to obtain with
laser irradiation much higher activities than have been achieved thus far; 3! it is safe to
work with the sample at all stages of the measurements; 4! there is no background; 5! it
is possible to work with the same sample from the beginning to the end of the mea
ments.

The first three points are obvious. Let us elucidate the last two. The useful sign
the decay of the isomeric state 3/21 (3.560.5 eV! comes in the form of near-UV photon
from the direct nuclear transition and visible and near-IR photons accompanying d
via the electronic bridge.22,19 The ground state of229Th with respect toa-decay has a
lifetime of 7880 yr. For the first few weeks after radiochemical purification there wil
no a, b, or g background from daughter products. The optical background, produce
stopping ofa particles from the decay of the229Th can be easily eliminated by using
special target construction. The target can be in the form of a thin-walled op
waveguide~lightguide! filled with the active material. The lightguide wall must either
transparent toa particles or must be made of a material that does not fluoresce wha
particles are stopped in it. The second variant is a target in the form of a ‘‘sandwich
which the active layer is located between thin walls~for example, made of pure quartz!
or films. The latter must meet the requirement is that the photons emitted in an iso
transition in229Th must undergo total internal reflection. Such a construction mak
possible to achieve virtually complete accumulation of the useful signal at the ends
lightguide or on the faces of the sandwich, which is very important at the final stag
the measurements. If the lightguide wall or film is transparent toa particles, then one can
monitor the change in activity in the initial stage of the experiment according to
decrease in the number of 4.930 MeVa-particles,23 which are absent in thea-decay
spectrum of the ground state of229Th but are present in large numbers in thea-decay
spectrum of the isomer229mTh (3/21, 3.5 eV!.23 Thea decay of the low-lying state itsel
has no effect on the number of isomeric nuclei, since the expected lifetime for
channel exceeds 1000 yr.23

It is important to note that direct photoexcitation is not an optimal method
obtaining the low-lying isomer229mTh (3/21, 3.5 eV!. As was shown in Ref. 20, it is
possible to find a laser photon energyvL>vN such that the cross section for excitatio
via a system of atomic levels, in this case acting as a sort of electronic bridge betwe
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laser photons and the nucleus, will be several orders of magnitude larger. The re
betweenl and sf in Eq. ~1! assumes the forml!sf. Accordingly, the fraction of
excited nuclei becomes of the order of 1 even over a time much shorter thanT1/2. The
use of just such a regime has been suggested for the production of a population inv
in a system of isomeric nuclei.20 As far as experiments investigating the exponentiality
the decay law at long times are concerned, here this regime affords a truly u
opportunity: with the aforementioned 1 mg of Th-229, measurements can be perfo
up to 55T1/2, while with 10 mg it is possible to approach 60T1/2.

We underscore that we do not expect any deviations from exponentiality in
decay law at the times indicated above. According to the formulas of Ref. 2, effec
this kind in the decay of the state 3/21(3.560.5 eV) can exist at times in the rang
270–290T1/2, with T1/2.0.5–2.5 h. Nonetheless, investigations with229Th are undoubt-
edly of interest, since they make it possible to advance the study of the problem to
upon here on the basis of an experimental technology that is completely different
the conventional technology.

This work was supported in part by the Russian Fund for Fundamental Res
under Grant 98-02-16070a, a grant from the State Scientific and Technical Pro
‘‘Physics of Quantum and Wave Processes,’’ and Grant 96-15-96481 in Support o
Leading Scientific Schools.

a!Troitsk Institute of Innovational and Thermonuclear Studies
b!e-mail: tkalya@ibrae.ac.ru
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Vortex dynamics in classical non-Abelian spin models

O. A. Borisenkoa)

N. N. Bogolyubov Institute of Theoretical Physics, NASU, 252143 Kiev, Ukraine

M. N. Chernodubb) and F. V. Gubarevc)
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We discuss the Abelian vortex dynamics in the Abelian projection ap-
proach to non-Abelian spin models. We show numerically that in the
three-dimensionalSU(2) spin model in the maximal Abelian projec-
tion the Abelian off-diagonal vortices, unlike the diagonal vortices, are
not responsible for the phase transition. A generalization of the Abelian
projection approach toSU(N) spin models is briefly discussed.
© 1998 American Institute of Physics.@S0021-3640~98!00208-4#

PACS numbers: 12.10.2g

One of the important phenomena in spin models is mass-gap generation. Thi
nomenon has been intensively studied for the Abelian spin models in various
dimensions. The classic papers by Berezinskii, Kosterlitz, and Thouless1 show that in the
2D XY model the mass-gap generation is due to the condensation of topological e
tions called vortices. In a massive phase the vortices are condensed, and this le
exponential falloff of the two-point correlation function, while for weak coupling t
vortices form a dilute gas with a logarithmic long-range interaction~see Ref. 2 for a
rigorous proof!. In the three-dimensionalXY model the condensation of vortices als
leads to mass-gap generation.3,4 In this case the situation is somewhat simpler, since
has a spontaneous breaking of the globalU(1) symmetry in the weak coupling phas
and vortices interact via the short-range Coulomb potential above the critical point

The nature of mass gap in non-Abelian spin systems is still an open question d
numerous attempts to attack this problem.5 The non-Abelian models, like to their gaug
counterparts, possess a number of excitations~instantons, merons, thin and thick vort
ces!, and it is a delicate problem to estimate their contribution to the mass gap reli
Nevertheless, one can handle the problem, at least partially, using the gauge fixin
cedure and calculating the contribution to the mass gap from configurations whic
gauge fixing leaves untouched. This idea came up in an obvious way in lattice g
models, where it has been successfully applied for studying the confinement mech
We put forward recently such an approach in Ref. 6, making use of the Abelian pr
tion method.7 After Abelian projection the non-Abelian spin system possesses Abe
symmetries and Abelian topological excitations~vortices!. It is important to stress at this
point that, precisely as in gauge models, the Abelian projection does not mean t
striction of the configuration space of the original non-Abelian model. The original n
5530021-3640/98/67(8)/6/$15.00 © 1998 American Institute of Physics
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Abelian global symmetry is broken up to its maximal Abelian subgroup by approp
gauge fixing procedure. In general, the global gauge fixing procedure is a powerfu
for investigating non-Abelian models in different regimes. Also, it has been unders
for quite a long time now that this is a necessary condition for construction of the co
perturbation theory of non-Abelian models in the weak-coupling region.8 We would like
to argue that this method is also very fruitful for studying nonperturbative phenom
such as mass-gap generation.

Following this avenue, we have found the Abelian dominance9 in the Maximal
Abelian ~MaA! projectiond! of the SU(2) spin model: the full mass gap~i.e., calculated
from full correlation function! in the classical non-AbelianSU(2) spin model is domi-
nated by the Abelian mass gap calculated from the projected correlation function6 We
have concluded that the Abelian degrees of freedom seem to play an important role
mass-gap generation phenomena.

The next important question is, what is the role of Abelian topological excitation
the phenomena of the Abelian dominance? The 3DSU(2) spin model possesses tw
types of Abelian vortices~‘‘diagonal’’ and ‘‘off-diagonal’’!. The diagonal vortices were
shown to be condensed in the massive phase and to form a dilute gas in the m
phase.6 This picture is very similar to the vortex dynamics in the AbelianXY model. In
this paper we study the behavior of the off-diagonal vortices across the phase tran
The generalization of the Abelian projection approach to theSU(N) spin models is
discussed at the end of the paper.

We study the three-dimensionalSU(2) spin model with the following action:

S52
b

2 (
x

(
m51

3

Tr UxUx1m
1 , ~1!

whereUx are the spin fields, which take values in theSU(2) group, andb is the coupling
constant. Action~1! is invariant underSUL(2)3SUR(2) global transformations,Ux

→Ux
(V)5VL

1UxVR , whereVL,R are theSU(2) matrices.

The MaA projection for theSU(2) spin theory is defined by the following maxim
zation condition:6

max
$V%

R@U ~V!#, R@U#5(
x

Tr~Uxs
3Ux

1s3!. ~2!

The functional R@U# is invariant underUL(1)3UR(1) global transformations,Ux

→Ux
(Ṽ)5ṼL

1UxṼR , whereṼL,R5eis3vL,R andvL,RP@0,2p). Due to the invariance of
the functional R under Abelian gauge transformations, the condition~2! fixes the
SUL(2)3SUR(2) global symmetry group up to theUL(1)3UR(1);OL(2)3OR(2)
global group.

In order to fix the MaA gauge in the path integral approach we substitute
Faddeev–Popov~FP! unity

15DFP@U;l#E DV exp$lR@U#%, DV5DVLDVR ~3!
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into the partition function ofSU(2) spin model. HereDFP is the FP determinant and th
limit l→1` is assumed. The functionalR@U# is defined in~2!. Shifting the fieldsUx

→Ux
V1

and using the invariance of the FP determinantDFP@U;l#, the actionS@U# and
the Haar measureDU, we get the product of the gauge orbit volume*DV and the
partition function with the fixed gauge:

ZMaA5E DU exp$2S@U#1lR@U#%DFP@U;l#. ~4!

The limit l→` should guarantee that all the saddle points of the invariant integral in~4!
lie in the Abelian subgroup.

Let us parametrize theSU(2) spin fieldU in the standard way:Ux
115coswxe

iux;
Ux

125sinwxe
ixx; Ux

225Ux
11,* ; Ux

2152Ux
12,* ; 0<w<p/2, 0,u,x<2p. Under the

UL(1)3UR(1) transformations defined above, the components of the fieldU transform
as

ux→ux85ux1vd mod 2p, xx→xx85xx1vo mod 2p, ~5!

where vd,o52vL7vR . It is convenient to decompose the residual symmetry gro
OL(2)3OR(2);Od(2)3Oo(2). The diagonal~off-diagonal! componentu (x) of the
SU(2) spinU transforms as a spin variable with respect to theOd(2) (Oo(2)) symmetry
group.

It is useful to consider the one-link spin actionSl in terms of the anglesw, u, x:

Sl x,m
52b@coswx coswx1m̂ cos~ux2ux1m̂!1sin wx sin wx1m̂ cos~xx2xx1m̂!#.

~6!

The action consists of two parts which correspond to the self-interaction of the spu
andx, respectively. TheSU(2) componentw does not behave as a spin field, and its r
is to provide the interaction between theu andx spins. Thus theSU(2) spin model in the
Abelian projection reduces to two interacting copies of theXY model, with fluctuating
couplings due to the dynamics of the fieldw.

The phasesu5arg U11 and x5arg U12 behave asO(2) spins under the Abelian
gauge transformation.6 In the Abelian projection theSU(2) spin model possesses tw
types of Abelian vortices due to the compactness of the residual Abelian group. T
vortices correspond to the diagonal (u) and to the off-diagonal (x) Abelian spins~‘‘di-
agonal’’ and ‘‘off-diagonal’’ vortices, respectively!.

We expect that in the MaA projection the diagonal vortices may be more dyn
cally important then the off-diagonal vortices. The reason for this expectation is sim
In our representation forSU(2) spin field the maximizing functional~2! has the form:
R54(x cos2 wx1 const. Therefore, in the MaA projection the effective coupling co
stant in front of the action for theu spins is maximized, while the effective self-couplin
for x spins is minimized. Thus we may expect that the diagonal vortices may be
relevant to the dynamics of the system than the off-diagonal vortices.

The behavior of the diagonal vortices was studied numerically in Ref. 6. The di
nal Abelian vortices are condensed in the massive phase and form a dilute gas of v
antivortex pairs in the Coulomb phase. This behavior is very similar to the behavi
the Abelian vortices in 3DXY model,3,4 where the vortices are known to be responsi
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for the mass-gap generation. This similarity allows to conclude that the diagonal Ab
vortices in the MaA projection of theSU(2) spin model are relevant degrees of freedo
for the mass-gap generation.6

Now we proceed to study the condensation properties of the off-diagonal vortic
the MaA projection across the phase transition. First, we construct the off-diagonal v
trajectory * j o from the spin variablesx using the standard formula:11,12 * j o

5(2p)21* d@dx#, where the square brackets stand for ‘‘modulo 2p ’’ and the operatord
is the lattice derivative. In three dimensions the vortex trajectories are loops whic
closed by virtue of the propertyd250.

The condensation of the vortex trajectories can be studied by measuring o
so-called percolation probability4 C:

C5 lim
r→`

S (
x,y,i

dxP* j i
dyP* j i

d~ ux2yu2r ! D S (
x,y

d~ ux2yu2r ! D 21

, ~7!

where the summation is over all the vortex trajectoriesj i and over all the pointsx,y of
the lattice.

If there is a nonzero probability for two infinitely separated points to be conne
by a vortex trajectory, then the quantityC is nonzero. This means that the entropy of t
vortex trajectories dominates over the energy of the vortices, which means in turn th
vortex condensate exists in the vacuum. If the vortex trajectories form an ensem
small loops~the gas of vortex–antivortex pairs! then the quantityC is obviously zero.

We studied the quantityC by numerical methods on a 163 lattice with periodic
boundary conditions. In our numerical simulations the Wolff cluster algorithm13 was
used. To thermalize the spin fields at each value of the coupling constantb we performed
a number of thermalization sweeps much greater than measured autocorrelation t

We show the percolation probabilityC for both the diagonal~taken from Ref. 6! and
off-diagonal vortex trajectories in Fig. 1. One can see that the percolation probabil
the off-diagonal vortex trajectories does not vanish in the massless phase, unlike

FIG. 1. The percolation probability for the diagonal~circles! and anti-diagonal~squares! Abelian vortex tra-
jectories versusb on the 163 lattice. The data for diagonal vortex trajectories are taken from Ref. 6.
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the diagonal vortices. This allows us to conclude that the off-diagonal vortices do
play a significant role in the mass-gap generatione! and that the only the diagonal sect
of the SU(2) spin model in the MaA projection can be responsible for the mass ga

The generalization of the MaA projection to theSU(N) spin models is quite
straightforward. The maximization functional is

R@U#5(
x

(
h

Tr~UxlhUx
1lh!, ~8!

where the indexh runs over the Cartan subgroup of theSU(N) group, andla are the
generators of theSU(N) group. The functionalR is invariant under the@U(1)#L

N21

3@U(1)#R
N21 global symmetry group. The gauge-fixed partition function has the f

~4!. where one has to take the correspondingSU(N) action and the functionalR@U#.
Now, there areN(N11)/221 independent Abelian spin fields:N21 diagonal fields and
N(N21)/2 off-diagonal spin fields. Therefore there are (N21) species of diagona
vortices andN(N21)/2 species of off-diagonal vortices. In analogy with theSU(2) spin
model one can expect that the phase transition in theSU(N) spin model is accompanie
by the condensation of theN21 species of diagonal vortices. The off-diagonal vortic
should show a random distribution and should not be relevant for mass-gap genera
the SU(N) spin model.

Authors are grateful to M. I. Polikarpov for fruitful discussions. M. N. C. and F.
G. were supported by the JSPS Program on Japan—FSU Scientists Collaborati
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d!The MaA projection was first used for study of the lattice non-Abelian gauge theories in Ref. 10.
e!The properties of the diagonal and off-diagonal vortices in theSU(2) spin model are very similar to the
properties of the monopoles and minopoles, respectively, in the MaA projection of theSU(2) gluodynamics.14

1V. L. Berezinskii, Zh. Éksp. Teor. Fiz.59, 907 ~1970! @Sov. Phys. JETP32, 493 ~1971!; J. M. Kosterlitz, D.
J. Thouless, Physica C6, 1181~1973!.
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Temporal evolution of the hydrodynamic instability of the
boundary between the dense core and the plasma
corona during nanosecond explosion of wires

S. Yu. Gus’kov, G. V. Ivanenkov, A. R. Mingaleev, S. A. Pikuz,
and T. A. Shelkovenko
P. N. Lebedev Physical Institute, Russian Academy of Sciences, 117924 Moscow, Ru

D. A. Hammer
Laboratory of Plasma Studies, 369 Upson Hall, Cornell University, Ithaca, NY 14853
USA.

~Submitted 23 February 1998; resubmitted 7 April 1998!
Pis’ma Zh. Éksp. Teor. Fiz.67, No. 8, 531–536~25 April 1998!

We report the results of investigations of the interaction of a plasma
corona with a dense, cold core formed on the discharge axis in the
initial stage of the nanosecond electrical explosion of metal wires. The
internal structure of the dense core and the dynamics of processes oc-
curring in it were studied by a specially developed method of multi-
frame x-ray shadow photography. The large observed amplitudes of the
disturbances of the boundary between the dense core and theZ-pinch
corona, which are comparable to the core radius, are attributed to the
development of Rayleigh–Taylor and Kelvin–Helmholtz hydrody-
namic instabilities. ©1998 American Institute of Physics.
@S0021-3640~98!00308-9#

PACS numbers: 52.80.Qj, 52.35.Bj

Despite numerous investigations of wire explosions in high-current nanose
electrical in connection with the development of intense x-ray sources, the mech
leading to the formation of bright plasma regions, known as hot spots, remains un
Existing ideas about the dynamics of the neck formed in the pinch, in the first plac
not explain the substantially different character of the discharge through an initially
wire as compared with a discharge through a plasma channel prepared beforehan1 and,
in the second place, do not describe at all the complicated internal structure of th
spot, which under improved resolution transforms, as a rule, into a group of se
microdots !10 mm in size, arranged along the discharge axis with a 10–100mm
spacing.2 The existing experimental data3 for a discharge through a wire also show
dense and relatively cold core, which exists for a quite long time.

In the present work we were able not only to observe the dense core directly bu
to investigate its internal structure and the dynamics of the processes occurring duri
explosion of Ti, Fe, Ni, and Cu wires. The plasma of the exploding wires was inv
gated by shadow photography in x-rays emitted by a small source. The 1.5–4 Å rad
sources were Pd and MoX pinches, connected in series in the discharge circuit
5590021-3640/98/67(8)/8/$15.00 © 1998 American Institute of Physics
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giving high spatial~,125 mm! and temporal~,1 ns! resolutions. The picture obtaine
turned out to look very much like the classic Rayleigh–Taylor instability of hydro
namics. The instability appeared at the boundary between the dense core and the
corona, when the MHD shock wave formed during plasma compression interacted
the core. The macrostructure of the instability corresponded to the pinch structure
plasma corona, while the microstructure corresponded to the fine structure of th
spots. Theoretical estimates of the growth rate of the Rayleigh–Taylor instability ag
quite well with the observed growth rate of the nonuniformities.

1. The experiments, a diagram of which is displayed in Fig. 1, were performe
the XP pulser at Cornell University, with an output current of 480 kA and a p
duration of 100 ns. Ordinarily, anX pinch4 from molybdenum wires 17.5–25mm in
diameter was used as the radiation source for the shadow photography. The mu
nature of the emitting region5 was greatly suppressed by placing in the diode not one
two parallelX pinches. The experimental wires were inserted in the return-current ci
in the gap between an insulated common anode and separate grounded half-cy
The currents through the wires were measured with Rogowski loops, placed o
half-cylinders. Two successive~in time! images of both wires could be obtained in ea
shot. For this, wires either with different diameters~for example, Mo, 25 and 17.5mm!
or made of different materials~Mo, 25 mm and Pd, 20mm! were used in theX pinches.
This made it possible to fix the sequence of x-ray bursts and the interval between
Images were recorded with a magnification from 7 to 15 on Kodak RAR 2497 or Ko
GWL photographic films, which were covered with a set of Be and Ti filters. The sp
resolution was checked in reference to an image of gold grids with a 17mm period and
an opaque part 6mm wide. The pulse duration was measured with a photoconduc
diamond detector and a Tektronix 684 oscillograph with a 1 GHz bandwidth and a 5 GHz
digitization frequency. In most experiments, at least oneX pinch had a strictly one-spo
structure, giving a spatial resolution of not worse than 2mm with exposure time,0.7–2
ns.

Figure 2 shows images of the plasma of exploded Ti wires having an initial diam
of 50 mm. The images correspond to two points in time: 55 and 66 ns from the ons
current. The choice of material was motivated by the fact that Ti has a transmi
window near theK absorption edge~2.5–4.0 Å! — the range of minimum sizes of th
emitting region of theX pinch. A knot tied in the wire was used as a reference for lin
up the two images in space. Developing nonuniformities in the core shape can be c

FIG. 1. Diagram of the experiment.
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seen on both sides of the knot. The existence of two different spatial components c
easily discerned in these nonuniformities: large-scale — with a period of.2 mm, and
small-scale — with a characteristic size of 20–30mm. Enlarged fragments of the image
are given in Fig. 3. Both the cores and their internal structure are can be clearly se

FIG. 2. Shadowgrams of exploded Ti wire plasma: cores against a background of the corona at successi
— 55 and 60 ns from current onset.
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them. In the first place, a strong irregularity of the sharp~the width of the transition layer
is much less than 10mm! core–corona interface is visible; it is caused by deep pene
tion of narrow jets of hot plasma into the dense matter. This small-scale structu
modulated by large-scale variation of the outer ‘‘envelope’’ of the interface and a s
front propagating toward the axis. The nodes of this front, moving along the axis
time, can be clearly seen. Two fixed positions of the front, according to which

FIG. 3. Enlarged fragments of images in Fig. 2 for successive positions of the core shock fronts.
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velocity of the front can be measured — primarily the radial velocity.53105 cm/s and
the phase velocity of the node 23106 cm/s, are shown separately at the center of
figure. A periodic succession of the sections in which the front moves toward and
from the axis can be clearly seen, and the ‘‘choppy’’ structure is pronounced only i
regions of focusing of the front, while in the expanded regions of the opposite type
pronounced only near the nodes. This suggests that driving does not occur and th
small-scale disturbances ultimately degenerate after the shock front reflects from th

2. The inevitability of the formation of a heterogeneous radial structure of the m
of an exploded fine~10–50 mm in diameter! metal wire follows directly from an
analysis1 of the initial stage of the electric explosion of a conductor whose superhe
metal core undergoes intense vaporization. The estimates made in the present wor
that when voltage is applied rapidly (.10 ns) there is enough time for the vaporizati
front to penetrate to the axis only if the initial diameter is very small (,5 mm!. On the
other hand, this diameter is limited (,50 mm) by the skin effect in the metal, and in th
intermediate region one can justifiably assume that the current distribution is un
over the cross section. Under these conditions the unvaporized metal core becom
perheated above the boiling point, creating a large Ohmic resistance. As the critical
is approached, rapid bulk ebullition occurs. In this region of parameters the conduc
of the hot metal at the center is very low~for a standard length.1 cm the resistance to
the flow of current reaches several kV) and the surrounding low-density vapor, ionizin
in the course of breakdown, starts to tap off current. This, together with confineme
the current in the skin layer in the subsequent expansion of the plasma formed, sto
further heating of the center, and after that the center remains relatively cold up un
arrival of the shock wave formed during compression. Ultimately, there arises a he
geneous distribution of matter over the cross section — a central core, where the tem
perature does not exceed the Fermi energy, surrounded by a plasma corona.

This structure does not appear at all until the shock wave formed during th
MHD compression of the corona approaches the core. The subsequent interaction
wave with the core, which has hitherto remained beyond the scope of existing mod
our opinion plays an important role in the formation of the hot spots. The complic
structure of the shock front in the plasma is also manifested in the core; this struct
characterized by a strong difference in the electron and ion temperatures and the
ence of a wave of electron and radiational heating preceding the front.6

The interaction starts with the collision of the coronal plasma, undergoing com
sion, with the dense matter of the core, slowly expanding by inertia from the in
explosion. In hydrodynamics such a process can be described in terms of the deca
arbitrary discontinuity:6 Rather than having a shock wave incident from the corona s
a shock wave passing into the core and a back-reflected shock wave arise at the in
and the interface transforms into a contact discontinuity moving toward the axis. A
of radiation and electronic heat conduction propagates into the interior of the dens
ahead of the shock front, while the shock~which is much narrower in the dense mediu
of the core than in the corona! is initially still too weak and slow to be seen against t
overall background of events. However, further current growth accompanied by he
of the matter in the path of the front by the heat wave converging toward the axis a
compression of the plasma by the shock wave reflected into the corona gradually
sify and accelerate the shock. The thermal pressure of the compressed corona, re
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.1 Mbar, becomes sufficient for hydrodynamic compression of the central dense re
Thus, under current growth conditions all matter in the region between the shock w
in both the corona and the core is brought into accelerated motion. This creates
tions for the development of the classic Rayleigh–Taylor hydrodynamic instability o
interface, wherein the corona carrying the main current plays the role of the ‘‘hea
liquid and the core plays the role of the ‘‘light’’ liquid.

The situation described above is completely analogous to the acceleration of a
by a laser pulse, when the corona heated and evaporated from the target surface
erates the interior cold part7 and conditions arise which support the driving of t
Rayleigh–Taylor and Richtmyer–Meshkov instabilities. The appreciable smearing o
shock front in the corona suggests a quite uniform pressure distribution in the part
corona next to the boundary. Therefore our conditions are more likely to give ris
Rayleigh–Taylor instability~quasimonotonic acceleration of higher-density matter
low-density matter! than the Richtmyer–Meshkov instability~passage of a shock wav
through the boundary between media with different densities!. As the experiment and
calculations show, an electrical explosion of a thin wire results in the formation of a
sharp boundary between a corona with a density of 1022–1021 g/cm3 and a core with a
density of about 1 g/cm3. The Atwood numberA5(rc2rk)/(rc1rk), whererc andrk

are, respectively, the core and corona densities, is close to 1, and according to Re
linear growth rate of the Rayleigh–Taylor instability is

gRT.kzApk /rc or Agkz ~1!

(pk is the pressure in the corona,g is the acceleration of the flow between the sho
waves, andkz is the wave number of the disturbance!, depending on whether the insta
bility is of the long- or short-wavelength type.

Let us now discuss the possible sources of the spectrum of the initial disturban
such a hydrodynamic compression of the core matter. Possible sources are all ki
irregularities of the initial shape of the wire, which can be estimated by the dimensio
the transverse cross section~tens ofmm!. A nonuniformity of the pressure distribution i
the corona can arise during the vaporization and bulk ebullition of the matter at the
of the discharge~same order of magnitude! and finally during development of curren
instabilities of the plasma during compression of the corona~nonuniformities.0.1–1
mm!. Thus the shortest-wavelength and most rapidly growing~see Eq.~1!! mode is
associated with a wavelength of the order of the initial diameter of the wire, 20–50mm.
The wavelengthpk /(rcg) at which the changeover of the dependences~1! takes place
also lies in this range~the values employed (pk /rc)

1/2.(3 –8)3105 cm/s andg.(2 –
5)31013 cm/s2 were taken from a numerical experiment performed with a 2D MH
code8!. Hence we estimate the growth rate of the Rayleigh–Taylor instability asgRT

.(2 –5)3108 s21. This shows that the boundary disturbances develop into the vol
of the core over a time 2–5 ns which is quite short compared with the discharge dur
allowing them to reach depths comparable to the transverse size of the core. Ultim
disturbances accompanied by collisions of the hot plasma flows can be expected to
the axis. We can thereby explain the fine structure of the emission of hot plasma
that is observed near the axis of the discharge in laboratory experiments and num
simulations.
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Let us examine this phenomenon in greater detail, assuming that the Rayl
Taylor instability reaches a profoundly nonlinear stage of development, where the
nal plasma jets which are formed can fall into the dense core all the way to the axis
near the nodes of focusing of the shock wave. We characterize the flow in the je
relatively slowly moving coronal matter by the velocityu. Under these conditions a
Kelvin–Helmholtz instability with growth rategKH.ukr(rk /rc)

1/2 can develop on the
side boundaries of the jets. Taking account of the cumulation occurring as a jet m
toward the axis of a cylindrical core, the velocity can be estimated asu.r cgRT(r c /r )2,
wherer c.100mm is the initial radius of the core. Hence we find a relation between
growth rates of the instabilities

gKH.gRTkrr c~rk /rc!
1/2~r c /r !2. ~2!

It is easy to see that the growth rates become equal to one another when a jet trave
a distance equal to approximately 2/3 of the core radius. Thus a transverse structure
jets, vortices, and bursts of hydrodynamic turbulence can be expected to deve
regions where the coronal matter penetrates deep into the volume of the core. The
tion dynamo effect engendered by these motions is capable of substantially restruc
the distribution of the magnetic field in the plasma. This and other consequences
phenomena described require further investigation, but they undoubtedly should co
ute important corrections to existing ideas about processes occurring in exploding

3. The results of the present work show that the heterogeneous structure trans
exploding wires into a very interesting object for studying hydrodynamic instabili
distinguishing it in the general class of dense pinches with the conventional ‘‘saus
instability. The parameters of the matter formed are close to those of the plasma pro
when a target is irradiated with intense fluxes of laser radiation, but in contrast to ta
with a planar or spherical geometry, the cylindrical symmetry of aZ pinch facilitates
diagnostics of the region of instability development. Pinches win over shock tube
cause pinch temperatures, which are close to those in a laser experiment, make it p
to investigate the physics of instability under conditions of intense transport of he
electrons and radiation.

The experiments performed demonstrate the strongly nonlinear character of t
stability of the core–corona boundary, especially in the late stage of pinch forma
Further investigations in this direction could be very important for studying turbu
mixing, which, besides being of fundamental importance in itself, is a key problem o
plasma compression dynamics in inertial thermonuclear fusion. The results of the p
work not only contribute to a deeper understanding of the processes occurring
nanosecond wire explosion, but they also require a new formulation of the proble
MHD modeling of dense pinches.

This work was supported in part by the Sandia National Laboratory~Albuquerque,
New Mexico, USA! under contract AJ-6400.
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Thermodiffusional stratification of a continuous
microwave discharge plasma

A. L. Vikharev, A. M. Gorbachev,a) O. A. Ivanov, A. L. Kolysko,
and O. Yu. Kuznetsov
Institute of Applied Physics, Russian Academy of Sciences, 603600 Nizhni� Novgorod,
Russia

~Submitted 2 March 1998!
Pis’ma Zh. Éksp. Teor. Fiz.67, No. 8, 537–542~25 April 1998!

We report the results of investigations of a continuous microwave dis-
charge ignited in a quasioptical resonant cavity. We study a new phe-
nomenon for such a discharge: a small-scale stratification of the plasma
in the direction perpendicular to the electric field vector. This stratifi-
cation is observed in a plasma with electron density higher than the
critical density at the microwave frequency and is due to the develop-
ment of a thermocurrent instability. ©1998 American Institute of
Physics.@S0021-3640~98!00408-3#

PACS numbers: 52.80.Pi, 52.35.2g

A freely localized microwave discharge in gases is attracting attention as an o
of study in nonlinear physics owing to the diversity of small-scale~compared with the
wavelength! structures arising as a result of the development of various instabilities in
discharge plasma.1 A pulsed-discharge plasma is subject to ionizational~ionization–field
and ionization–overheating! instabilities, while a continuous discharge is subject to
attachment instability.2

In the present letter we report the results of investigations of a freely loca
discharge ignited in a quasioptical cavity. This scheme for producing a continuou
crowave discharge makes it possible to avoid contact between the discharge plasm
the metal walls, is quite easily implemented, and makes it possible to control the p
parameters over wide limits. We have investigated experimentally and theoretica
type of small-scale stratification of plasma in the direction perpendicular to the ele
field vector that is new for microwave discharges. In contrast to the conditions fo
development of the well-known ionization-field instability,1 this stratification is observed
in plasma with electron density above the critical density for the microwave radia
and, as will be shown below, is due to the appearance of a thermodiffusional ele
flow.

A detailed description of the experimental apparatus is given in Ref. 3. A qua
tical cavity with Q0'53103 was excited by microwave radiation from a continuou
wave magnetron~wavelengthl'3 cm, powerP0510–200 W! in the TEM00q mode.
The electron densityNe was measured by the resonant-cavity method according to
shift induced in the resonance frequency of the cavity by the appearance of plasma4
5670021-3640/98/67(8)/6/$15.00 © 1998 American Institute of Physics
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An 8-mm range quasioptical cavity with spherical mirrors (Q0'73103), positioned on
both sides of the axis of a three-centimeter cavity, was used as a diagnostic cav
discharge was ignited in different gases and gas mixtures: air, oxygen O2, nitrogen N2,
water vapor H2O, ammonia NH3, carbon dioxide CO2, and helium He.

It was observed in the first experiments2 that such a discharge exists in two bas
forms: diffuse and contracted. The diffuse discharge burned at one or several antino
the field, the dimensions of the discharge were close to those of the localization reg
the field, and the interface was diffuse. As the microwave power fed to the cavit
creased, the discharge passed into a contracted state. In this form the discharge co
of an ellipsoid slightly prolate in the direction of the electric field vector and m
smaller in size than the diffuse discharge and the wavelength of the electroma
wave.

Further investigations established that besides these two forms another unusua
was observed in some gases, such as NH3, H2O, and CO2, in the pressure rangep53 –20
Torr — a contracted discharge stratified in the direction perpendicular to the electric
vector~Fig. 1!. The discharge had the form of an ellipsoid slightly prolate in the direc
of the electric field vector and consisted of alternating light and dark disks. Su
stratification was not observed in the other gases investigated~air, N2 , O2 , and He!. The
distance between two disks~stratification scale! equals 1–2 mm in all cases. As th
power fed to the cavity increased, the ellipsoid increased in size and the distance be
the disks increased while their number remained constant. At a certain power lev
number of disks increased by one and the stratification scale decreased abruptly.

The addition of several percent nitrogen to the ammonia resulted in suppress

FIG. 1. Photograph of a stratified form of a contracted discharge in ammonia under pressurep56 Torr and
different microwave power fed to the resonant cavity: a — 6, b — 13, and c — 21 W.
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the stratification. This, together with the fact that the stratification was observed in
some gases, attests to the kinetic nature of the phenomenon.

Measurements ofNe performed with the aid of the diagnostic cavity showed that
average electron density in the contracted form of the discharge, in both the stratifie
uniform forms, was approximately the same in the different gases and greater tha
critical value:Ne'(1 –3)Nc , whereNc5me(v

21n2)/4pe2 is the critical electron den-
sity, v is the angular frequency of the electromagnetic wave, andn is the elastic
electron–neutral collision frequency.

Let us now analyze the reasons for the appearance of plasma stratification. W
study the one-dimensional case, i.e., we shall assume that the plasma paramete
only along an axis parallel to the electric field vectorE. In a layer perpendicular to theE
vector the relation between the electric field andNe is algebraic:

E5E~Ne!5
E0

u«u
, «512

Ne

Nc
S 11 i

n

v D , ~1!

where« is the complex permittivity of the plasma. ForNe.Nc a local increase ofNe

decreases the field and vice versa. At the same time, as the field increases, the e
temperature increases, and in a stratified dischargeTe andNe should vary in antiphase
For this reason, we shall conduct our analysis on the basis of a system of one-dimen
heat-conduction and diffusion equations forTe andNe , respectively.

We shall obtain the equation forTe in the case of ambipolar electron transport fro
the general equation~see, for example, Ref. 5! by dropping in it terms containing the
ambipolar electron velocity:

]Te

]t
5

2

3

sE2~Ne!

Ne
2nu~Te!Te1

1

Ne

]

]xS 5

3
NeDe~Te!

]Te

]x D . ~2!

Heres5e2Nen/me(v
21n2) is the high-frequency conductivity of the plasma,nu is the

relaxation rate of the electron temperature, andDe is the electron free diffusion coeffi
cient.

In the equation forNe we neglect the role of negative ions. This approximation
admissible in the dense plasma of a contracted discharge, where as a result of th
mulation of a large number of active particles the detachment frequency is high
negative-ion density is low, and attachment is compensated by detachment:5

]Ne

]t
1

]

]x
~uaNe!5n i~Te!Ne2aNe

2 , ~3!

wheren i(Te) is the ionization rate anda is the recombination coefficient.

The ambipolar electron velocityua , taking account of the spatial nonuniformity o
the distribution ofTe , is given by the expression6

ua52
Da

Ne

]Ne

]x
2

Da
T

Te

]Te

]x
. ~4!

The ambipolar diffusion coefficientDa and thermal diffusion coefficientDa
T for a

strongly nonequilibrium plasma, whereTe@Ti , equal6
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Da'Di S 11
Te

Ti
D , Da

T'Di

Te

Ti
~12g!'Da~12g!, ~5!

where Di is the positive-ion diffusion coefficient and the coefficientg'] ln n/] ln Te

takes into account the effect of the thermal force.6

We shall now apply to Eqs.~2! and~3! the standard procedure of linearization wi
respect to a uniform stationary state. To simplify the calculations we setg50, and we
also assume that an electron temperature is established over a characteristic d
much shorter than the electron diffusion distance:De /nu!Da /n i , which holds under the
conditions considered here. For disturbances of the form exp(ikx1gt) we obtain the
following dependence of the growth rateg of the disturbances on the wave numberk:

g5
2~5/3!k4DaDe1k2Danu~2a212c!2n inu~11c12ab!

~5/3!k2De1~11c!nu

, ~6!

where a52] ln E/] ln Ne, b5] ln ni /] ln Te, and c5] ln nu /] ln Te. The maximum
value ofg obtains at

km
2 5

3

5

nu

De
@~~11c!21~2a212c!~11c!!1/22~11c!#, ~7!

whence we can see that the uniform state is unstable if 2a212c.0. The parameterc
can be expressed in terms of the dependenceTe(E) in the stationary case, using Eq.~2!,
and the instability condition can be put into the form

2
] ln Te

] ln E

] ln E

] ln Ne
.1. ~8!

For Ne.Nc , in the gas pressure range wheren<v, the dependenceE(Ne) is a
descending function. If the functionTe(E) varies sufficiently rapidly, so that the cond
tion ~8! holds, then an instability whose physical mechanism consists of the following
develop. A decrease ofNe in a layer perpendicular to theE vector increases the field
When the dependenceTe(E) is sharp the electrons are strongly heated, and the therm
iffusional electron flow out of this region due to the nonuniformity ofTe is greater than
the reverse flow due to the nonuniformity of the electron density. As a result,Ne de-
creases further.

For a glow discharge such an instability, called a thermocurrent instability,
predicted in Ref. 7, where a criterion similar to~8! for the onset of instability was
obtained. This instability in a glow discharge has been studied experimentally
theoretically.8–11

Comparing Te5De /me as a function of the reduced fieldE/p for different
gases5,12,13shows the following. For gases such as air, N2 , O2, and He, where stratifica
tion of the contracted form is not observed, the functionTe(E) is smooth
(] ln Te/] ln E,1/2) over the entire range of fields for which the discharge is maintai
For NH3, H2O, and CO2, on the contrary, the dependenceTe(E) possesses a quite stee
section where the condition~8! can be satisfied.

It is important to note that the sharp dependenceTe(E) is observed for electric fields
less than the breakdown valueEc determined from the conditionn i(Ec)5na(Ec), where



only
nega-
result of
rge is
g,
all
less

ion

tems
e is
me to

in one
he

r
e

on

of

tions

a

571JETP Lett., Vol. 67, No. 8, 25 April 1998 Vikharev et al.
na is the attachment rate.13 For this reason, the instability described can be observed
in quasistationary discharges with above-critical plasma densities, where in electro
tive gases the electron loss due to attachment is compensated by detachment as a
the accumulation of active particles, and the field required to maintain the discha
appreciably less than the breakdown field.3 In short-pulse discharges the field is stron
the dependenceTe(E) is weak, and the thermodiffusional flow makes a very sm
contribution to the total electron flow. In stationary discharges with electron density
than the critical value,Ne,Nc , thermodiffusion in the case of an ascending funct
E(Ne) does not change the direction of electron flow.

The theory of nonuniform stationary states in nonequilibrium dissipative sys
described by a system of two nonlinear differential equations of the diffusion typ
expounded in detail in Ref. 14. Members of a certain class of such systems have co
be called active systems with diffusion in the sense that positive feedback obtains
parameter, the activatoru, and is gives rise to an instability of the uniform state of t
system. The other parameter, the inhibitorh, suppresses activator growth.

According to the ideas of Ref. 14, for our case it is convenient to takeu5Te and
h5NeTe and to switch from the system of equations~2!, ~3! to a system of equations fo
u and h. It is easy to show that forh5 const the uniform stationary solution of th
equation foru is unstable when the condition~8! holds, while foru5const the uniform
stationary solution of the equation forh is stable. The characteristic electron-producti
diffusion lengthL5(Da /n i)

1/2 characterizes the scale of variation of the inhibitorh
5NeTe}NeDa , while l 5(De /nu)1/2is the characteristic spatial scale of the variation
the activatoru. In Ref. 14 it is shown that whenL@ l in the present system nonuniform
stationary solutions materialize in the form of thermodiffusion autosolitons and stria
with characteristic scalel ,L,L.

The system of equations~2!, ~3! was also solved numerically. Figure 2 shows
stationary solution of Eqs.~2!, ~3! with E(Ne) of the form ~1! for ammonia. In the

FIG. 2. Spatial distribution of the electron density~1! and electron temperature~2! and the parameterh
5NeTe ~inhibitor! ~3! in ammonia under pressurep56 Torr.
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numerical calculations no assumptions were made~of the typeg50), and the values of
the coefficients and rates appearing in Eqs.~1!–~3! were chosen on the basis of the da
given in Ref. 13. The magnitude of the electric field was chosen so as to ensure a p
electron density above the critical value. As one can see, the stratification period ob
in the calculation agrees well with the experimentally observed period. The distrib
of the inhibitorh5NeTe is virtually uniform, in complete agreement with the theoretic
ideas of Ref. 14. We note thath is essentially the partial pressure of the electron ga

In summary, we have discovered in the present work a new small-scale stratific
of a continuous microwave discharge. The phenomenon is observed in only some
It can be explained by the development of a thermocurrent instability, which is res
sible for the formation of the stratified structure of the discharge.

This work was supported by the Civilian R & D Fund~USA! under Grant RE1–352

a!e-mail: gorb@appl.sci-nnov.ru
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Exact solution of the problem of quasineutral expansion
into vacuum of a localized collisionless plasma with
cold ions

D. S. Dorozhkinaa) and V. E. Semenov
Institute of Applied Physics, Russian Academy of Sciences, 603600 Nizhni� Novgorod,
Russia

~Submitted 10 March 1998!
Pis’ma Zh. Éksp. Teor. Fiz.67, No. 8, 543–547~25 April 1998!

An analytical solution of the Vlasov equation for the electrons and the
hydrodynamic equations for the ions in a self-consistent electric field is
constructed in the quasineutral approximation. This solution is valid for
a finite electron-to-ion mass ratio. It permits describing the expansion
into vacuum of a collisionless plasma with cold ions and arbitrary
initial electron velocity distribution, forming a plasmoid that is
bounded and, in the general case, spherically asymmetric in space.
© 1998 American Institute of Physics.@S0021-3640~98!00508-8#

PACS numbers: 52.25.Wz, 52.30.2q

The problem of the expansion of plasma into vacuum has long been attractin
attention of both astrophysicists and investigators working in the field of contro
thermonuclear fusion~see, for example, the review in Ref. 1 and the literature c
therein!. In the last few years, rapidly developing investigations of dusty plasmas
also stimulated interest in this problem.2–5 In the thirty years since the publication o
Gurevich’s pioneering paper6 the question of the expansion of a semibounded collisi
less plasma into vacuum has been studied in detail by theorists.6–16 A characteristic
feature arising in this problem on account of the infinite store of energy in the in
plasma is the ‘‘unbounded’’ acceleration of ions all the way up to velocities corresp
ing to the thermal velocity of the electrons. It is obvious that when a real, spat
bounded plasmoid expands into vacuum, only a very small fraction of all ions in
plasma can attain such high velocities. For most of the ions the kinetic energy
increase only by an amount of the order of the thermal energy of the electrons i
initial plasmoid. A correct description of the expansion of a plasmoid requires taking
account the self-consistent cooling of the electrons. Until recently, this process has
studied only on the basis of a hydrodynamic description.1 The corresponding kinetic
problem was formulated in Refs. 17 and 18 and was analyzed in those studies b
merical methods. The numerical investigations showed that the plasma expansion p
asymptotically settles into a quasineutral self-similar regime. In the present work
shown that a self-similar solution of the problem of the expansion into vacuum
spatially localized plasmoid with cold ions can be constructed analytically in
quasineutral approximation. The solution is obtained for an arbitrary initial electron
locity distribution and describes the dynamics of spherically asymmetric plasmoids.
5730021-3640/98/67(8)/6/$15.00 © 1998 American Institute of Physics
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it can be used as a basic model for investigating the expansion of a quite arb
plasmoid into vacuum.

The complete system of equations describing the plasma dynamics in the ap
mations studied includes the following:

a! The equations of hydrodynamics for cold ions:

]ni

]t
1¹•~niu!50,

~1!
]u

]t
1~u–¹ r !u52

Ze

M
¹ rw~r ,t !,

b! the Vlasov equation for electrons:

] f e

]t
1~v–¹ r ! f e1S e

m
¹ rw•¹vD f e50 , ~2!

c! the quasineutrality condition:

Zni5ne[E f e~v,r ,t !dnv, ~3!

whereni(r ,t) and u(r ,t) are the ion density and velocity,f e(v,r ,t) is the electron ve-
locity distribution function,ne(r ,t) is the electron density,m and 2e are the electron
mass and charge,Z and M are the ion atomic number and mass,w(r ,t) is the electric
field potential arising as a result of charge separation during the expansion of the p
andn51, 2, and 3 corresponds to the dimension of the space in the problem under

A broad spectrum of self-similar solutions of Eqs.~1!–~3! can be constructed with a
quadratic dependence of the ambipolar electric field potentialw on the spatial coordinate
r :

w~r ,t !52
m

2e (
k51

n

vk
2~ t !xk

2 , ~4!

wherexk are the components of the radius vectorr andvk corresponds to the frequenc
of the harmonic oscillations of one electron along the directionxk in the electric field
under study. The time dependencesvk(t) are found in the course of the solution.

A self-similar solution of the equations of hydrodynamics~1! in the field ~4! with
arbitraryvk(t) can be represented in the form

ni5N~R! )
k51

n
l k~0!

l k~ t !
, ~5!

uk5Xkl̇ k~ t !, ~6!

whereuk are the corresponding components of the hydrodynamic velocityu of the ions,
R is a vector with the componentsRk , Xk5xk / l k(t) are self-similar variables,N(R) is
an arbitrary function of its arguments,l̇ k(t)5dlk /dt, and the functionsl k(t) satisfy the
differential equations
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l̈ k2
Zm

M
vk

2~ t !l k50 . ~7!

The solution of the kinetic equation~2! can also be represented in the form of
arbitrary functionF of a set of argumentsGk :

f e~v,r ,t !5F~G!; Gk5Vk
2bk~ t !xk

21bk
21~ t !~vk2Vkgk~ t !xk!

2, ~8!

whereVk are arbitrary constants, and the functionsbk(t) andgk(t) satisfy the ordinary
differential equations

ḃk~ t !522Vkgk~ t !bk~ t !,

ġk~ t !5Vkbk
2~ t !2

vk
2~ t !

Vk
2Vkgk

2~ t ! ~9!

with the initial conditionsbk(0)51 andgk(t)50.

The quasineutrality condition~3! can be satisfied, using the solutions~5! and~9!, by
taking

bk~ t !5 l k
2~0!/ l k

2~ t !. ~10!

In this case Eqs.~7!, ~9!, and ~10! form a closed system with respect to the as
unknown functionsl k(t), bk(t), gk(t), and vk(t). Integrating these equations for a
initially stationary plasma (l̇ k(0)50) we find

Vk5A11
Zm

M
vk~0!,

bk~ t !5S 11
Zm

M
vk

2~0!t2D 21

,

Vkgk~ t !5
Zmvk

2~0!t

M1Zmvk
2~0!t2

5
uk~xk ,t !

xk
,

vk5vk~0!bk~ t !. ~11!

Thus expressions~5!, ~6!, ~8!, ~10!, and~11! represent the solution of the proble
posed for an arbitrary functionF(G), which depends onn arguments, andn arbitrary
parametersvk(0). ThefunctionN(R) describing the dynamics of the spatial distributio
of the plasma density cannot be arbitrary in this case. In accordance with the qua
trality condition it is determined by the functionF and the set of parametersvk(0):

N~X1 , . . . ,Xn!5E F~V1
2l 1

2~0!X1
21w1

2 , . . . ,Vn
2l n

2~0!Xn
21wn

2! )
k51

n

dwk . ~12!

For a prescribed electron velocity distribution the parametersvk(0) determine the char
acteristic scales of the initial plasma density distribution along the corresponding
dinate axes. Specifically, if the second moments of the electron velocity distributio
taken as these scales
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l k
2~ t ![^xk

2&5E E xk
2f e~v,r ,t !dnvdnrY E E f e~v,r ,t !dnvdnr , ~13!

then the relation of their initial values withvk(0) can be represented as

S 11
Zm

M Dvk
2~0!l k

2~0!5^vk
2&0[

E E vk
2f e~v,r ,t50!dnvdnr

E E f e~v,r ,t50!dnvdnr
. ~14!

Proceeding to a discussion of the results, we note first that a plasma with an arb
electron distribution function expands, as expected, with the characteristic ion-s
velocity. This result follows from the law of variation of the localization scales of
plasma density, which are determined by relations~13!:

l k
2~ t !5 l k

2~0!1ck
2t2, ck

25
Zm

M1Zm
^vk

2&0 . ~15!

As the plasma expands, the ions are accelerated while the electrons cool do
the process acquiring a hydrodynamic velocity equal to the local value of the ion v
ity:

^vk&[E E vkf e~v,r ,t !dnvdnrE E f e~v,r ,t !dnvdnr5uk~xk ,t !. ~16!

The electrons cool down according to an adiabatic law, i.e., the rms velocity o
electrons along each coordinate axis decreases inversely as the corresponding siz
plasmoid,

^~vk2uk!
2&[

E E ~vk2uk!
2f e~v,r ,t !dnvdnr

E E f e~v,r ,t !dnvdnr
}

l k
2~0!

l k
2~ t !

. ~17!

The integral electron velocity distributionfe(v1
2 , . . . , vn

2 ,t) will be similar at each

moment in time to the initial distribution:

fe~v1
2 , . . . ,vn

2 ,t ![E f e~v,r ,t !dnr

5)
k51

n A Zm1M

Zm1Mb1~ t !
f0S Zm1M

Zm1Mb1~ t !
v1

2 , . . . ,
Zm1M

Zm1Mbn~ t !
vn

2D .

~18!

This is also true of the integral ion velocity distribution formed as the plasma expand
it is also similar tof05fe(v1

2 , . . . , vn
2 ,t50):

f i~v1
2 , . . . ,vn

2 ,t ![E f i~v,r ,t !dnr
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5)
k51

n A Zm1M

Zm~12b1~ t !!
f0S Zm1M

Zm~12b1~ t !!
v1

2 , . . . ,
Zm1M

Zm~12bn~ t !!
vn

2D ,

~19!

where f i(v,r ,t)5ni(r ,t)d(v2u(r ,t)) is the ion velocity distribution function. Therefor
the unbounded ion acceleration characteristic for the previously studied case of exp
of a semibounded plasma does not occur during the expansion of a spatially loc
plasmoid.

The solution constructed above corresponds to the presence of a uniform e
charge density, proportional to(k51

n vk
2(t), in space. This means that the model

quasineutral expansion of a plasmoid is, generally speaking, incorrect in regions
plasma density. Therefore the solution found cannot give an absolutely accurate d
tion of the expansion of a plasma into vacuum.

It should be noted, however, that for a sufficiently dense plasma, where the p
frequencyvpis much higher than the characteristic frequenciesvk , i.e.,

vp
2@ (

k51

n
^~vk2uk!

2&

l k
2

, ~20!

the quasineutrality condition breaks down only at the periphery of the plasmoid at
distances from the region of localization of the main plasma. We note that on the ba
the solution found, as a result of the cooling of the electrons the right-hand si
relation~20! decreases with time more rapidly than the plasma density. Therefore
region of localization of the plasmoid the quasineutral description of the expansion
plasma does not become invalid over time. This shows that the solution constructed
present letter can adequately describe the real situation.

This work was supported by the Russian Fund for Fundamental Research
Grant 98-02-17052.
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Influence of nonlinear effects on whistler emission in
magnetoactive plasma

A. V. Kostrov,a) A. I. Smirnov, M. V. Starodubtsev, and A. A. Sha kinb)

Institute of Applied Physics, Russian Academy of Sciences, 603600 Nizhni� Novgorod,
Russia

~Submitted 13 March 1998!
Pis’ma Zh. Éksp. Teor. Fiz.67, No. 8, 548–551~25 April 1998!

The influence of thermal and strictional nonlinear effects on the whis-
tler emission in magnetoactive plasma is studied experimentally. It is
established that a nonlocal thermal nonlinearity determines the direc-
tional pattern of the antenna, while a strictional nonlinearity, which is
strongest near the antenna surface, is responsible for the matching of
the emitter with the surrounding plasma. ©1998 American Institute
of Physics.@S0021-3640~98!00608-2#

PACS numbers: 52.35.Mw, 52.25.Sw

The emission of intense electromagnetic wave fields in plasmas is often acco
nied by the development of various nonlinear processes~strictional, ionization, thermal!
that strongly alter the electrodynamic characteristics of the surrounding medium
nonlinear effects are strongest near antennas, where, as a rule, the electric and m
field intensities reach their maximum values. They influence the radiator–plasma m
ing and, generally speaking, the structure of the near~quasistatic! and radiation fields.1–4

The nonuniformities arising in a magnetoactive plasma as a result of heating o
electrons in the near fields of antennas stretch along the magnetic field and can m
spatially localized electromagnetic modes, which are emitted into the surrounding
as the nonuniformities vanish. As a result, in the absence of a nonuniformity the d
tional pattern becomes substantially narrower. In the direct proximity of an ante
strictional processes give rise to small-scale nonuniformities~of the order of the charac
teristic transverse dimensions of the conductors! which determine the input impedance
the radiators. It is a very attractive idea to use this effect to match antennas and p
In the present work the effects listed above were studied experimentally.

The experiments were performed in a decaying argon plasma with neutral gas
surep05531023 torr. The apparatus consisted of a vacuum chamber 150 cm long
80 cm in diameter. The plasma was produced by a high-frequency pulsed discharg
uniform magnetic fieldH05100 Oe. The density reachedN51013 cm23 and then~after
the plasma source was switched off! decayed with characteristic timetN'2 ms. The
main experiments were performed with plasma density 1012 cm23; the electron tempera
ture was equal to 0.5 eV.

The density of the background plasma was monitored with a microwave interfe
eter (l58 mm!, while local density disturbances were measured with mobile dual
5790021-3640/98/67(8)/5/$15.00 © 1998 American Institute of Physics
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microwave probes.5 The spatial distribution of the electromagnetic fields was investiga
by means of a mobile frame antenna with a diameter of 0.7 cm, which was electro
cally shielded and insulated from the plasma by a layer of a dielectric material.

Two signals were simultaneously introduced into the transmitting antenna se
which consisted of a frame with a diameter of 5 cm, which was electrostatically shie
but not insulated from the plasma: The first signal consisted of a continuous low-p
(P.0.2 W! probe signal whose frequency could be varied in a band from 10 to
MHz, covering the entire whistler range; the second signal was a pump pulseP0

.100 W, f 0560 MHz) with durationt i51.25 ms~hatched region in Fig. 2a!.

The pump signal strongly modified the parameters of the surrounding plasma
influenced the efficiency of emission of probe waves and their directional pattern.
result of the heating of the electrons near the antenna by the pump field and f
thermal diffusion processes, a low-density channel stretching strongly along the ma
field forms in the plasma.1 The probe waves are trapped in the plasma waveguide for
and propagate over large distances from the radiating antenna. The plasma nonun
ties thereby arising as a result of thermal nonlinearity form the directional pattern o
radiator for both the pump and the probe waves.

FIG. 1. Transverse distributions: a — Plasma density~1 — unperturbed,2 — during the pump pulse,3 — 100
ms after the pump pulse ends!; amplitude of theH2 component of the probe wave field in the channel: b
during the pump pulse, c — 100ms after the pump pulse ends.
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The structure of the high-frequency fields of the probe waves propagating in
plasma channel is interesting. It is known that at frequenciesv0,vHe/2 quasilongitudi-
nal whistlers with longitudinal wave numberk'vpe(v/vHe)

1/2/c), where v0 is the
frequency of the probe wave andvpe and vHe are, respectively, the plasma frequen
and gyrofrequency of the electrons andc is the speed of light in vacuum, can propaga
in the high-density channel, while oblique whistlers propagate~conical-refraction waves
with transverse wave numberk''vpe /c) in channels with low plasma density.

Figure 1a shows the plasma density distribution over the transverse cross sec
the channel at the moment the pump wave operates~curve 2! and 100ms after it is
switched off~curve3!. The central maximum in the curve2 is due to the structure of the
vortex electric field of the wave. The transverse spatial scale of the thermal conduc
LT''reH /(2m/M )1/2'2 cm (m and M are the electron and ion masses, respectiv
reH is the gyroradius of an electron! is of the order of the frame dimensions (2a'5 cm!.
Under such conditions the transverse nonuniformity of the electron temperature res
a nonuniform plasma density distribution in the channel. After the pump puls

FIG. 2. a — Plasma density as a function of time:1 — Undisturbed plasma and2 — plasma disturbed by the
pump pulse; b — oscillograms of the reflected wave in the feeder section at the probe frequencyf 590 MHz:
1 — antenna coated with a layer of insulating material in the presence of the pump pulse;2 — uninsulated
antenna without a pump wave,3 — in the presence of a pump pulse, c — typical oscillogram of theHz

component of the field of the probe wave withf 590 MHz in the plasma channel at a distancez535 cm from
the transmitting antenna.
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switched off, the maximum density at the center relaxes over a timet'

'LT'
2 /(2.6)2reH

2 nei'1025 s (nei is the electron–ion collision frequency!, i.e., much
more rapidly than the entire channel with a radius of 6 cm is filled up~see Fig. 2a, curve
2!.

One can see that when a density maximum is present at channel center the fiHz

is localized only at this maximum~Fig. 1b!. This attests to excitation of a quasilongit
dinal whistler mode. After the pump pulse is switched off and the channel beco
quasiuniform~curve3 in Fig. 1a!, whistler waves with shorter wavelengths can propag
in it ~specifically, conical-refraction waves~Fig. 1c!!.

Therefore whistler waves with different transverse wavelengths can be effici
separated and then emitted into the surrounding plasma, i.e., the directional patte
frame radiator can be controlled by varying the shape of the plasma waveguide.c!

Information about matching of the antenna with the surrounding plasma wa
tracted by analyzing oscillograms of the reflected signal in the feeder section. Su
oscillogram for the probe wave is presented in Fig. 2b. One can see from this oscillo
that the amplitude of the reflected signal changes sharply when the pump wa
switched on or off. Such a rapid change in the input parameters of the antenna~occurring
over times much shorter than the characteristic thermal-diffusion redistribution tim
the plasma! attests to a strictional mechanism of the action on the plasma. This acti
strongest in direct proximity to the antenna surface, where the electric fields are stro
follows from the experimental data that almost complete antenna–feeder match
observed after the pump pulse is switched off.d! The thermal channel relaxes to a unifor
state over timest rel'1023 s, much longer than the characteristic matching timetmatch

'1024 s. It should be noted that no sharp changes in the amplitude of the reflected
of the probe waves and no matching effect after the pump pulse was switched off
observed in the case of a frame coated with a layer of insulating material much th
than a double layer~curve1 in Fig. 2b!, though a thermal channel of the same shape
characteristic size as for an antenna without an insulator did form in the plasma.

In summary, the strictional and thermal effects accompanying the whistler-r
operation of a frame radiator in a magnetoactive plasma were investigated exper
tally. It was shown that the feed and radiation characteristics of a frame antenna c
controlled by feeding a powerful high-frequency voltage pulse to the antenna. Stric
effects appreciably influence the input impedance of the antenna. Specifically, the
substantially improve the antenna–plasma matching, while the large-scale plasm
uniformities formed as a result of heating change the directional pattern of the f
antenna.

The authors are grateful to are grateful to the Russian Fund for Fundamenta
search for funding under Grants 96-02-16471-a~A. V. Kostrov and M. V. Starodubtsev!
and 96-02-17473~A. I. Smirnov and A. A. Sha�kin!.

a!e-mail: kstr@appl.sci-nnov.ru
b!e-mail: shaykin@appl.sci-nnov.ru
c!During the HF pulse harmonics with sum and difference combinations of the pulse frequency and the w
frequency of the transmitted signal appeared in the emission spectrum. The intensities of the harmoni
sometimes comparable to that of the transmitted signal.

d!This effect is due to the retardation of the high-frequency current flowing along a conductor surrounded
low-density channel formed under the action of the strictional displacement of plasma away from the c
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tor surface. Current retardation results in the appearance of an electric dipole moment of the frame a
This moment explains the efficient radiation of quasilongitudinal whistler waves by a frame oriented w
plane perpendicular to the external static field.

1
G. Yu. Golubyatnikov, S. V. Egorov, A. V. Kostrovet al., Fiz. Plazmy14, 482~1988! @Sov. J. Plasma Phys
14, 285 ~1988!#.

2H. C. Koons and D. A. McPherson, Radio Sci.9, 547 ~1974!.
3I. P. Shkarofsky, Radio Sci.7, 503 ~1972!.
4Yu. N. Agafonov, V. S. Bazhanov, V. Ya. Isyakaevet al., JETP Lett.52, 530 ~1990!.
5R. L. Stenzel, Rev. Sci. Instrum.47, 603 ~1976!.

Translated by M. E. Alferieff
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A new quasi-Ising magnet

A. S. Lagutin, G. E. Fedorov, and A. V. Kopylov
Institute of Molecular Physics, Kurchatov Institute Russian Science Center, 123182
Moscow, Russia

J. Vanacken and F. Herlach
Laboratory of Solid-State Physics and Magnetism, Catholic University of Leuven, B-3
Leuven, Belgium

~Submitted 24 December 1997; resubmitted 24 February 1998!
Pis’ma Zh. Éksp. Teor. Fiz.67, No. 8, 552–556~25 April 1998!

We have performed measurements of the magnetization and differential
magnetic susceptibility of Dy0.62Y2.38Fe5O12 single crystals in pulsed
magnetic fields up to 45 T at liquid-helium temperature for three ori-
entations of the external field:H i @100#, H i @110#, andH i @111#. It
was found that the magnetization reversal in the rare-earth magnetic
subsystem occurs via several phase transitions, whose number depends
on the direction of the external field, as is characteristic for Ising mag-
nets. The anomalies in the field dependences of the magnetization are
interpreted on the assumption of quasi-Ising ordering of the rare-earth
ions. © 1998 American Institute of Physics.
@S0021-3640~98!00708-7#

PACS numbers: 75.30.Cr, 75.60.Ej, 75.10.Hk

In the rare-earth iron garnet~REIG! family the compounds RxY32xFe5O12 contain-
ing dysprosium ions~R5Dy! have been least studied. Investigations of the isomorp
compounds RxY32xAl5O12 have shown that the magnetic properties of Dy31 ions in
these crystals can be described well in the Ising approximation.1–3 The ground state of
such ions in DyxY32xAl5O12 is a doublet, separated from the excited states by appr
mately 100 K, with a strongly anisotropicg factor (gzz>18, gxx>gyy>0). For this
reason, the Dy31 ions in aluminum garnets atT!100 K can be regarded as Ising ion
with anisotropy axes corresponding for different nonequivalent positions to the
@100#, @010#, and@001# axes of a cubic crystal.4 The easy axes~EAs! are directions of the
type @111#.

It was found that at temperaturesT.78 K Dy3Fe5O12 possesses the same EAs,5 but
at T54.2 K none of the principal crystallographic directions of REIGs~@111#, @110#, and
@100#! serves as an EA.6–8 Investigation of the spin reorientation process
DyxY32xFe5O12 has shown that reorientation of the type^111&⇔^uuv& arises atT
>13 K on account of a change in the state of the rare-earth~RE! subsystem of the
crystal.9 Calculations of the ground state of Dy31 in the crystal field of a REIG have
confirmed this conclusion.10 Up to now, detailed experimental information about t
magnetic properties of the RE subsystem of DyxY32xFe5O12 at low temperatures ha
5840021-3640/98/67(8)/5/$15.00 © 1998 American Institute of Physics
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been unavailable. For this reason, our main goals in the present work were to o
reliable information about the magnetization and magnetic-field-induced phase trans
in mixed dysprosium–yttrium iron garnets at low temperatures and to determine o
the most important parameters: the magnitude of the 3d–4f exchange interaction.

EXPERIMENTAL PROCEDURE AND SAMPLES

The measurements of the magnetization and differential magnetic suscept
were performed at liquid-helium temperature in strong pulsed magnetic fields with
plitude up to 45 T.11 A 7-mm-long, high-precision, four-coil induction magnetic picku
with an inner diameter of 4 mm was used. A DataLab–1200 four-channel single-pr
detector with 12-bit amplitude resolution and maximum frequency of digitization of
analog signal of 500 kHz was used to convert the analog voltagesU1>dM/dt, U2

.dH/dt•dM/dH, and U3.dH/dt into digital form, store the digital data files, an
transfer the data to a personal computer. The magnetic-moment sensitivity of the
suring circuit reached 1024 G•cm3 in fields up to 10 T and slid to 1022 G•cm3 at the
maximum field amplitude.

The Dy0.62Y2.38Fe5O12 samples were grown at M. V. Lomonosov Moscow Sta
University by the method of spontaneous crystallization from a fluxed melt. The chem
composition of the samples was determined by mass-spectrometric analysis on a P
Elmer Plasma-1000 ICP–AES spectrometer. Samples in the form of 5–7 mm long
angular parallelepipeds with a cross section of 1.531.5 mm were used for measuremen
in pulsed fields.

EXPERIMENTAL RESULTS AND DISCUSSION

The field dependences of the magnetization obtained for Dy0.62Y2.38Fe5O12 single
crystals atT54.2 K with external magnetic field orientation along the crystallograp
directions@100#, @110#, and @111# are presented in Fig. 1. Three characteristic secti
can be clearly distinguished on all magnetization curves. In the first range of fieldH
50 –8 T! the magnetizationM is virtually independent ofH. In the second range
starting atH1.8 T, substantial changes in the magnetization occur in fields up toH2

>30–34 T. For the third field range (H.30–34 T! the sample magnetizations onc
again change very little with increasingH. Since for all magnetic field directions th
quantity (H11H2)/2 is virtually constant and equals 20 T, the second field range ca
unequivocally associated with the region of magnetization reversal of the rare-earth
netic subsystem of REIG. HereHeff5(H11H2)/2 is the effective 3d–4f exchange in-
teraction field. Anomalies of the differential magnetic susceptibility, which were
served only for H1,H,H2 ~Fig. 2!, attest to the existence of several pha
transformations in this region of fields. This is characteristic for quasi-Ising REIGs4,12

The theoretical magnetization curves were calculated in a quasi-Ising approxim
neglecting the magnetic anisotropy of the iron subsystem. A seven-sublattice mo
the REIG, including one iron and six rare-earth sublattices, formed by Fe31 and Dy31

ions with magnetic moments 5mB and 10mB , respectively, was used. It was assumed t
the local anisotropy axes of the RE ions are oriented in directions of the type@110#,
which agrees with the experimental data to within the error limits. The thermodyn
potential per molecule for the system DyxY32xFe5O12 without allowance for the anisot
ropy of the iron subsystem was used in the form4
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F52MFe•H2
1

T

x

6 (
i 51

6

ln 2 coshS D i

T D , ~1!

whereMFe is the magnetization of the iron matrix,MR
i is the magnetization of a RE ion

at theith site (i 51 . . . 6),H is the magnetic field,x is the concentration of RE ions,T
is the temperature,

D~ i !5S (
a

g2
aa~lMFea

~ i ! 1Ha
~ i !!2mB

2 D 1/2

FIG. 1. Magnetization curves of Dy0.62Y2.38Fe5O12 single crystals atT54.2 K for three different orientations o
the external field: a —Hi@100#, b — Hi @110#, c — Hi@111#.

FIG. 2. Differential magnetic susceptibility of Dy0.62Y2.38Fe5O12 single crystals versus the external field atT
54.2 K for three different orientations of the external field: a —H i@100#, b — H i@110#, c — H i@111#.
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is the energy splitting of the RE ion at theith site as a result of exchange and Zeem
interactions, anda5x,y,z. The equilibrium state was determined by minimizing t
thermodynamic potential taking account of all possible states of the REIG that diffe
the signs of the projections of the magnetic moments of the ions Dy31 on the local Ising
axes, after which the total magnetization of the crystal was calculated according
formula M52]F/]H.

The computational results, which will be described in detail in a separate pub
tion, can be summarized as follows. In magnetic fields less thanH1 the RE moments
form a noncoplanar structure with an EA of the type@012#, and the angle between th
vectorsMFe andMR exceeds 90°. Such a structure also materializes forH.H2 but with
the difference that the angle between the vectorsMFe andMR is now less than 90°. In
intermediate fields (H1,H,H2) a transformation of the initial magnetic structure of t
iron garnet occurs. This transformation is due to successive 180° flips of the mag
moments of the REs in nonequivalent positions, accompanied by a deflection o
magnetic moment of the iron matrix away from the direction of the field~magnetic
analog of the Jahn–Teller effect4!. Both the number and amplitude of the magnetizat
jumps observed in the field rangeH1,H,H2 depend on the orientation of the extern
magnetic field, as is characteristic for Ising magnets. The best quantitative agre
between the calculations and the experimental data was obtained forgxx510,gyy53, and
gzz50 ~Fig. 3!. We underscore especially that the form of the experimental and theo
cal magnetization curves for DyxY32xFe5O12 crystals differ substantially from that of th
M (H) curves of HoxY32xFe5O12 compounds,13 where the local Ising axes are aligned
directions of the type@100#.

The smoother character of the magnetization curves for Dy0.62Y2.38Fe5O12 samples
~see Fig. 1! as compared with HoxY32xFe5O12 is due mainly to two factors. First, th
number of degenerate magnetic phases is large, since in Dy0.62Y2.38Fe5O12 the local Ising
axes are aligned in directions of the type@110# and not@100# as in HoxY32xFe5O12.

FIG. 3. Magnetization curves of Dy0.62Y2.38Fe5O12 single crystals atT54.2 K with H i@110#: solid line —
experiment; circles — calculations. Inset: Theoretical~dots! and experimental~solid line! curvesdM/dt(H).
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Second, there is more than one nonzero component of theg factor of the Dy31 ion, as
indicated in Ref. 9. Of course, smoothing of theM (H) curve can also appear as a res
of a nonuniform distribution of the rare earth over the volume of the sample. Our ana
of Eq. ~1!, taking account of the statistical distribution of the Dy31 ions in
Dy0.62Y2.38Fe5O12, did not produce any qualitative or significant quantitative change
the form of the computed curvesM (H).

In summary, the experimental and theoretical results in aggregate show that th
garnet investigated is indeed a quasi-Ising magnet. The magnetization reversal
rare-earth subsystem occurs by means of successive flips of the magnetic moment
RE ions in nonequivalent positions~just as in Ising magnets!. Since not onlygxxÞ0 but
alsogyyÞ0, small rotations of the rare-earth magnetic moments toward the directio
the external field occur between flips of the moments, which is not observed in p
Ising systems~which is why we have used the term ‘‘quasi-Ising’’ in this paper!.

In closing, we wish to express our sincere appreciation to R. Z. Levitin and A
Markosyan for providing the samples.
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The electronic spectrum of a three-dimensional
quasicrystal

D. V. Olenev,a) E. I. Isaev, P. V. Slobodianiuk, and Yu. Kh. Vekilov
Moscow State Institute of Steel and Alloys, Theoretical Physics Department, 117936
Moscow, Russia

~Submitted 24 February 1998!
Pis’ma Zh. Éksp. Teor. Fiz.67, No. 8, 557–562~25 April 1998!

The electronic spectrum of an icosahedral quasicrystal with a central-
atom decoration of the Amman–Mackay network is investigated in the
tight-binding approximation. The quasicrystal is described as a struc-
tural limit of the optimal cubic approximants with increasing period.
The electronic spectra for the first four optimal cubic approximants do
not contain the hierarchical gap structure which is typical for the Cantor
set of the spectrum of a one-dimensional quasicrystal. At the same
time, as the order of the approximant increases, the spectrum becomes
singular throughout the entire energy scale. ©1998 American Insti-
tute of Physics.@S0021-3640~98!00808-1#

PACS numbers: 71.23.Ft

Quasicrystals are objects which have non-crystallographic symmetry and posi
long-range order~i.e., they coherently scatter electrons or x rays!.1 Quasicrystals exhibit
unusual physical properties. They have a linear temperature contribution to the elec
heat capacity which is a bit smaller than that in simple metals.2 Recent experiments show
that below 4 K, with increasing structural order of the quasicrystal the temper
dependence ofcv(T) becomes exponential~this indicates the presence of a gap in t
electronic spectrum!.3 The resistivity of quasicrystals is anomalously high~it reaches
nearly 2 V•cm at 0.5 K in the stable icosahedral phase of the system AlPdRe!.4 It
depends strongly on the phase stoichiometry. It decreases when the temperature in
and increases with increasing structural order as well as with annealing of defects.2,5 The
Hall constant of quasicrystals is large and strongly temperature dependent, the o
conductivity does not follow Drude’s law, and the thermoelectric power is also stro
temperature-dependent.2,6 In weak magnetic fields a negative magnetoresistance
observed.2 Most quasicrystalline phases~even alloys with transition elements! are weak
diamagnets over a wide temperature interval.6 It is obvious that all the specific propertie
mentioned are closely connected with electronic spectra of the quasicrystals.

The electronic spectra of quasiperiodic objects have been studied in detail fo
cases of one- and two-dimensional quasicrystals.7–10 The energy spectrum of a one
dimensional quasilattice~two-fragment Fibonacci chain! consists of a Cantor set of Leb
esgue measure zero with a self-similar gap structure, and the wave functions are c
being neither localized nor delocalized.7,8 In the two-dimensional case the energy spe
5890021-3640/98/67(8)/6/$15.00 © 1998 American Institute of Physics
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trum contains a singular~non smooth! part and the most wave functions are critical.9,10

As a consequence of the exotic electronic structure of one- and two-dimensional
crystals there is a power-law dependence of the resistivity on the object size.9 The
character of the electronic spectrum and the wave functions of three-dimensional
crystals with the Amman–Mackay network structure have not been studied en
Many investigators are inclined to think that this system does not contain any anom
in the behavior of the wave functions and energy spectrum~see, for instance Ref. 11!. For
example, Marcus in his work on the electronic properties of the three-dimensional
sicrystal in the tight-binding approximation has not found any fundamental differe
between the electronic properties of quasicrystals and crystals. He has concluded t
energy spectrum is smooth and the wave functions are delocalized.12 On the other hand,
Niizeki and Akamatsu have proposed that in the three-dimensional case ‘‘critical’’ w
functions do exist and that the energy spectrum has an exotic, singular continuous f13

The same results were obtained in the Refs. 14–16. Recently a structural mo
three-dimensional icosahedral quasicrystals has been proposed wherein the quasic
made with the help of a set of four tetrahedra.11 The electronic spectrum of the three
dimensional quasicrystal with such a structure reveals strong oscillations of the den
states~DOS! throughout the entire energy range and the localization of selective stat
special topological configurations.11 So the existing results are contradictory and n
investigations are needed.

In the present work the electronic energy spectrum of icosahedral quasicrys
investigated in the tight-binding approximation. As quasicrystals do not possess tr
tional symmetry and the traditional methods for calculations of the band structu
solids based on Bloch’s theorem are no longer applicable, the objects of study are o
cubic approximants of the icosahedral quasicrystal. The quasicrystal is regarded
structural limit of a sequence of optimal cubic approximants with an increasing pe
and the electronic properties of the approximants are investigated in the tight-bi
approximation. The approximants are constructed by the projection method.17 A Hamil-
tonian with constant transfer integrals for the nearest neighbors has been used to
mize the number of free parameters~the results for one- and two-dimensional quasicr
tals show that this type of Hamiltonian makes it possible to reproduce the characte
features of the quasicrystalline object and to consider qualitatively the influence of
siperiodicity on the electronic structure of quasicrystals of the correspon
dimension.2,7–10,18!

We have considered a ‘‘central’’ decoration of the approximants: atoms with os
orbital per atom are located at the centers of rhombohedra. In this case one can wr
Hamiltonian of the system as

H5 (
j , j Þ i

u i &t i j ^ j u,

where the transfer integrals are chosen equal to a nonzero constant (t i j 521) only for the
nearest neighbors, i.e., for atoms belonging to rhombohedra which have a commo
~since the next-nearest neighbors do not introduce anything qualitatively new and
complicate the calculations!. The projection method has been used to study the first
optimal cubic approximants of the icosahedral quasicrystals, namely the 1/1, 2/1, 3/
5/3 approximants. The approximantf n11 / f n ~where f n is the Fibonacci sequence wit
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f 05 f 151, f n5 f n211 f n22 and limn→` f n11 / f n5(11A5)/25t) involves the replace-
ment of the irrational numbert5(11A5)/2 describing the incommensurability of th
icosahedral structure by a rational numberf n11 / f n and is used for constructing th
aforementioned approximants. With increasing numbern of atoms in the basis, the perio
of the f n11 / f n approximant increases, and the approximant more accurately ‘‘app
mates’’ the icosahedral quasicrystal. The casen→` describes the icosahedral quasicry
tal. The unit cells of the approximants considered contained 32, 136, 576, and 2440
in the basis, respectively.

The results of DOS calculations are presented in the figures. The calculations f
first three approximants, 1/1, 2/1, and 3/2~Figs. 1, 2, and 3! have been done by th
tetrahedra method using the values of energy levels at 40k-points of the irreducible par

FIG. 1.

FIG. 2.
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of the Brillouin zone of the corresponding approximant. For the 5/3~Fig. 4! approximant
we used only the fourk-points in the irreducible part of the Brillouin zone. Because o
rather small volume of the Brillouin zone for the 5/3 approximant~as compared to the
volume of the Brillouin zone for the first approximant!, increasing the number ofk-points
in a calculation should only weakly influence the calculated DOS. One can see
figures that with increasing order of the periodic optimal approximant the DOS cu
become less smooth and more ‘‘spiky.’’ This confirms the conclusion obtained by
method of level statistics.14,16 that the energy spectrum of the icosahedral quasicry
contains a singular~nonsmooth! part. In the opposite case~without a singular part! the
DOS is a smooth curve. Besides, one can see from the figures that the smoothnes
spectrum depends on the energy range: the spectrum is smoother at low energi
strong oscillations are present mostly in the high-energy range. However, with incre

FIG. 3.

FIG. 4.
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order of the approximant the length of the smooth region of the energy spectrum
creases. For this reason it seems reasonable that in the thermodynamic limit (n→`, i.e.,
the case of a quasicrystal!, strong DOS oscillations~a singular part of the spectrum! will
be present throughout the entire energy range, including the long-wavelength part
spectrum; this demonstrates that the energy bands in the quasicrystal are flat and
cally dispersionless~this obviously influences the optical properties of quasicrystals!. The
plots in the figures are in good agreement with the DOS calculations for the first
periodic approximants, carried out by Carlson in the nearly-free-elec
approximation:19 a gap is seen in the region of small energies of the spectrum of the
approximant, though the energy spectrum of the lower-order approximants do not
such gaps.

Using the calculated DOS we determined the Lebesgue measure of the energy
tra of the investigated approximants. The Lebesgue measure of a one-dimensionalS is
defined as an exact lower bound on the length sum of the finite or countable s
intervals which coverS. The Lebesgue measure of the energy spectrum was calculat
the total length of the admissible regions in the energy range@26;6# ~according to the
well-known theorem on spectrum boundaries20 the energy levels of the investigated sy
tem belong to the interval26<E<6). The Lebesgue measures of the energy spectra
the 1/1, 2/1, 3/2, and 5/3 approximants, normalized to the total bandwidthB ~because of
the fast convergence of the integrated DOS for the approximants considered, theB value
for the 5/3 approximant was chosen!, turned out to be equal to 0.95, 0.98, 0.98, and 0.
respectively. For this reason one may conclude that for a three-dimensional quasi
the dependence of the Lebesgue measure of the energy spectrum on the order
approximant is weak, in contrast with the case of a one-dimensional quasicrystal,
the Lebesgue measure of the energy spectrum of the periodic approximant decreas
system size according to a power law.7,8 The rather small difference of the Lebesg
measures of the energy spectra of the last two approximants shows that the e
spectrum of three-dimensional quasicrystal occupies a region of finite width on th
ergy scale. Besides that, the values of the normalized Lebesgue measures of the
spectra of the approximants considered~which close to 1! and the tendency of the resul
to converge show that the spectrum of the icosahedral quasicrystal does not hav
energy gaps. Thus the energy spectrum of the three-dimensional quasicrystal has a
Cantor’’ ~non-self-similar! character. This has to have an influence on the dependen
the conductance on the specimen length and the related properties of the
dimensional quasicrystal.

In conclusion, the results show that the electronic spectrum of a three-dimens
icosahedral quasicrystal with Amman–Mackay network structure differs significa
from the electronic spectrum of a one-dimensional quasicrystal. As in the case o
one-dimensional quasicrystal, the energy spectrum of the three-dimensional quasi
contains a singular part. However, because of the different topology the structure
energy spectrum of the icosahedral quasicrystal is non-self-similar, and for this reas
Lebesgue measure of the electronic energy spectrum of a three-dimensional quasip
object is nonzero. Besides that, the energy spectrum of the investigated model
icosahedral quasicrystal does not contain big gaps, and the quasiperiodicity of the
ture results in very strong oscillations of the DOS throughout the entire energy r
including the long-wavelength part of the spectrum~the same is obviously true for th
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other excitation spectra of quasicrystals — phonons, etc.!. As a consequence, the energ
bands in a quasicrystal are flat and practically dispersionless, the electrons are
bound and have zero group velocity; this is obviously the cause of the anomalousl
electrical conductivity, the low excitation energies of quasiparticles at the Fermi l
amd tje unusual magnetic properties~diamagnetism! of quasicrystalline alloys21.

The authors acknowledge P. A. Korzhavyi and D. V. Livanov for their interes
this work and for a number of valuable remarks. This work was performed as pa
Grant 96-02-16143 from the Russian Fund for Fundamental Research.
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Magnetic-field-induced hybridization of electron
subbands in a coupled double quantum well
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Pis’ma Zh. Éksp. Teor. Fiz.67, No. 8, 563–568~25 April 1998!

We employ a magnetocapacitance technique to study the spectrum of
the soft two-subband~or double-layer! electron system in a parabolic
quantum well with a narrow tunnel barrier at the center. In this system,
when unbalanced by gate depletion, two sets of quantum oscillations
are observed at temperaturesT*30 mK: one originates from the upper
electron subband in the closer-to-the-gate part of the well, and the other
indicates the existence of common gaps in the spectrum at integer
fillings. For the lowest filling factorsn51 andn52, both the presence
of a common gap down to the point of the one- to two-subband tran-
sition and their nontrivial magnetic field dependences point to
magnetic-field-induced hybridization of electron subbands. ©1998
American Institute of Physics.@S0021-3640~98!00908-6#

PACS numbers: 73.20.Dx, 73.40.Hm

A soft two-subband electron system, or electron double layer, is the simplest sy
having a degree of freedom, which is associated with the third dimension, in the in
~IQHE! and fractional~FQHE! quantum Hall effects. As compared to a conventio
two-subband electron system with vanishing distanced between electron densit
maxima, such as the one in single heterojunctions, in the double layer the energy s
between subbands is very sensitive to intersubband electron transfer because of th
d*aB5«\2/me2. Since the pioneering papers of Refs. 1 and 2, much attention has
paid to the investigation of balanced systems with symmetric electron density dis
tions. While in this case the origin of the IQHE at even integer filling factors is trivial,
symmetric–antisymmetric level splitting caused by tunneling gives rise to the IQH
odd integer filling factors. The absence of certain IQHE states at low odd int
fillings1,2 was interpreted in Refs. 3 and 4 as being due to the Coulomb-interac
induced destruction of symmetric–antisymmetric splitting in high magnetic fields. T
have been reported observations of both the bilayer many-body IQHE at filling fa
5950021-3640/98/67(8)/7/$15.00 © 1998 American Institute of Physics
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n51 ~Refs. 5 and 6! and the FQHE~Refs. 7–10!, whose origin, alternatively, has bee
attributed to interlayer correlation effects~Refs. 11–14!. The case of an unbalance
system with strongly asymmetric electron density distributions was studied in Ref. 1
relatively high filling factors the authors15 observed an interplay between ‘‘single- an
double-layer behavior’’ and explained this in terms of charge transfer between two
tron subbands, without appealing to exchange and correlation effects.

Here, using a capacitive spectroscopy method, we investigate the spectrum o
dimensional electrons in a quantizing magnetic field in a parabolic quantum well
contains a narrow tunnel barrier for the electron systems on either side. In the
depletion-unbalanced double-layer system, new gaps with unusual magnetic field d
dences have been detected at filling factorsn51 andn52. We argue that these emerg
as a result of magnetic-field-induced hybridization of electron subbands.

The sample is grown by molecular beam epitaxy on semi-insulating GaAs subs
The active layers form a 760 Å wide parabolic well. In the center of the well
monolayer thick AlxGa12xAs (x50.3) sheet is grown which serves as a tunnel bar
between the two parts on either side. The symmetrically doped well is capped by 6
AlGaAs and 40 Å GaAs layers. The sample has two Ohmic contacts~each of them is
connected to both electron systems in the two parts of the well! and a gate on the crysta
surface with area 1203120mm2. The presence of the gate electrode makes it possib
tune the carrier density in the well and to measure the capacitance between the ga
the well. For capacitance measurements we apply an ac voltageVac52.4 mV at frequen-
cies f in the range 3 to 600 Hz between the well and the gate and measure both c
components as a function of gate biasVg , using a home-madeI –V converter and a
standard lock-in technique. Our measurements are performed in the temperature i
between 30 mK and 1.2 K at magnetic fields of up to 16 T.

The dependence of the imaginary current component on the gate voltage at dif
magnetic fields is shown in Fig. 1a. In zero magnetic field atVth

b 520.7 V,Vg,Vth
f

520.31 V electrons fill only one subband in the back part of the well, relative to

FIG. 1. Imaginary current component versus gate voltage atf 5110 Hz at different temperatures and magne
fields. a:B50, 0.67, 1.34, 1.84, 2.51, 3.68, and 4.34 T atT530 mK, the lines are shifted proportionally to step
in B; b: T530, 620, and 880 mK atB56 T.
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gate. With increasingVg.Vth
f a second electron subband starts to collect electrons in

front part of the well, as is indicated by an increase of the capacitance. In magnetic
of about 1.3 T at low temperatures we observe two sets of quantum oscillations: firs
oscillations atVg.Vth

f are due to the modulation of the thermodynamic density of st
in the upper electron subband. They are typical of a three electrode system~see, e.g.,
Refs. 16 and 17! and depend only weakly on temperature in the regime investiga
Second, the oscillations atVg,Vth

f originate from the conductivity oscillations in th
lower electron subband, and so these are accompanied by peaks in the real
component. With increasing magnetic field, one more set of oscillations emerges, fo
by additional minima atVg.Vth

f ~Fig. 1a!. The small values of capacitance at the osc
lation minima and the nonzero active current component indicate that the conduc
sxx vanishes for both electron subbands. Since they arerelated tosxx , these common
oscillations are strongly temperature-dependent, whereas the measured capacit
between the deep minima depends weakly on temperature. As seen from Fig. 1
weak oscillations reflecting the thermodynamic density of states in the upper sub
persist after the appearance of the common oscillations. In particular, when locate
tween deep minima, these do not change at all as the latter develop. For coin
positions, the minima for the two kinds of oscillations trigger with changing tempera

Figure 2 presents a Landau level fan diagram in the (B,Vg) plane for our sample.
Positions of the density of states minima in the upper electron subband are sho
open symbols. These minima correspond to the filling factorsn251, 2, 4, 6 in the upper
subband. The conductivity minima are marked in Fig. 2 by solid symbols. In the
voltage intervalVth

b ,Vg,Vth
f we see the filling factorsn151, 2, 4, 6 in the lower sub-

band. Furthermore, forVg.Vth
f the common oscillations define a third Landau level fa

The straight lines of this fan are parallel to those for the upper electron subban
correspond ton51, 2, 3, 4, 5, 6, 8, 10, which is the filling factor defined in terms of t
electron densityNs in the quantum well. In the (B,Vg) plane the different slopes of th

FIG. 2. Landau level fan chart as found from the minima of the density of states in the upper electron su
~open symbols, dashed lines! and of the conductivity of the lower electron subband~filled symbols, solid lines!
and of the conductivity of the double-layer electron system~filled symbols, bold lines!. The bold line disrup-
tions signify the absence of common gaps. At crossing points of the dashed and bold lines the corresp
minima trigger with changing temperature.
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fan lines below and aboveVg5Vth
f ~Fig. 2! correspond to the capacitance values bef

and after the jump nearVg5Vth
f ~Fig. 1!. One can see from Fig. 2 that despite the fact t

upon variations in the gate voltageVg.Vth
f the electron density changes substantially

the front part of the well, as is indicated by the fan line slopes, it is for integern that
common gaps are observed in the double-layer system.

The activation energy in the common oscillation minima is found from the temp
ture dependence of peaks in the active current component, which accompany capa
minima. In the limit of vanishing active current component the peak amplitude is
pected to be proportional tof 2sxx

21 . To make sure that the measuring frequency
sufficiently low, we investigate the frequency dependence of the active current co
nent ~see the bottom inset to Fig. 3!. In the frequency range where the above relat
holds, the activation energy is simply determined from Arrhenius plot of the peak
plitude ~the top inset to Fig. 3!. Figure 3 displays the magnetic field dependence of
activation energy for filling factorn51. This dependence is quite nontrivial: the activ
tion energy is a maximum at aboutVg5Vth

f , where a second electron subband starts to
filled, and then it monotonically decreases with magnetic field up to the balance po
similar behavior is found also for filling factorn52. Although the gaps at filling factor
n.2 are also maximal near the threshold voltageVth

f , at higher fields, unlike the gaps a
n51 andn52, they vanish in some intervals ofB ~or Vg). This is indicated by disrup-
tions of the fan lines in Fig. 2.

The band structure of our sample in the absence of magnetic field is known
far-infrared spectroscopy and magnetotransport investigations on samples fabricate
the same wafer.18,19 It agrees with the result of self-consistent Hartree calculation
energy levels in a coupled double quantum well~Fig. 4!. In the calculation one reason
ably assumes that all electron subbands have a common electrochemical potentia

FIG. 3. Activation energy as a function of magnetic field at filling factorn51. The insets display the frequenc
dependence of the active current component peak~bottom! and Arrhenius plot of the peak amplitude forB
56, 10, and 14 T~top!.
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corresponds to the zero-point on the energy scale in Fig. 4b. In agreement with e
ment, only one energy band is occupied by electrons in the rangeVth

1 ,Vg,Vth
2 , two

energy bands are filled atVth
2 ,Vg,Vth

3 , and three of them are filled aboveVg5Vth
3 . The

band splitting at a zero gate voltage is symmetric–antisymmetric splittingDSAS51.3
meV. Figure 4a shows the electron density profiles for the two lower energy bands
quantum well at three different gate voltages. We note that for both energy bands
far from the balance, the wave function is not completely localized in either part o
quantum well.

Experimentally, the possibility of all the electrons collecting in one part of
quantum well~so-called broken-symmetry states!20 is excluded because of the coexis
ence of the Landau level fan for the upper subband and the one determined by co
oscillations~Fig. 2!.

One can tentatively expect that the experimental data find their interpretatio
terms of a relative shift of the Landau level ladders corresponding to two electron
bands. At fixed integern, the conductivitysxx of a bilayer system should tend to zero
the close vicinities of Landau-level-fan crossing points in the (B,Vg) plane, at which both
individual filling factorsn f ,nb are integers, as long as the Fermi level remains in a
between quantum levels for two electron subbands. Obviously, in between the cro
points the common gap closes as soon as the Fermi level pins to both of the qu
levels. Such behavior is indeed observed in the experiment at filling factorsn.2 ~see
Fig. 2!. We note that the presence~absence! of common gaps was identified in Ref. 15 a
‘‘single ~double! layer behavior.’’ In contrast, for a conventional two-subband elect
system with vanishing distance between electron density maxima, common gaps a
ger n are expected to close in negligibly narrow intervals on the Landau-level-fan
where both quantum levels from two electron subbands cross the Fermi level.

FIG. 4. Calculated atB50, electron density distributions for the two lower energy bands in the quantum
~a! and positions of the energy band bottoms as a function of the gate voltage~b!. The dotted and solid lines in
case~a! correspond toE1 andE2, respectively.
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However, such simple considerations fail to account for the common gaps at fi
factorsn51,2 which do not disappear in the entire range from the thresholdVth

f to the
balance point~Figs. 2 and 3!. We explain this behavior as a result of magnetic-fie
induced hybridization of the wave functions of two electron subbands, which gives ri
the creation of new gaps in the bilayer spectrum.

In a soft two-subband electron system, the quantum level energies for two La
level ladders can become equal only if the corresponding wave functions are ortho
i.e., if the Landau level numbers are different. Apparently, this is not the case fn
51,2 or for highernÞ4m (m is an integer! near the balance point. The absence
orthogonality implies that the bilayer system is described by a hybrid wave function
is a linear combination of the wave functions of two electron subbands. The appea
of new gaps, as a result, is crucially determined by intersubband charge trans
magnetic field to make the band bottoms coincident. We note that this process is i
sible in the conventional two-subband system as discussed above. Although in ou
two-subband system the distance between electron density maxima~Fig. 4! is close to the
in-plane distance between electrons, the amount of charge transferred is estimate
small. This is confirmed experimentally by the absence of appreciable deviations
data points from the upper-subband-fan lines~Fig. 2! as determined by zero-magneti
field capacitance atVg.Vth

f ~Fig. 1!. It is clear that the magnetic-field-induced hybri
ization generalizes the case of symmetric electron density distributions correspond
formation ofDSAS. From the first sight it seems natural to expect that the common g
at n51,2 decrease with magnetic field and approachDSASat the balance point~Fig. 3!.
Yet, for all the filling factors in question the situation is far more sophisticated, bec
the spin splitting, which is comparable to the hybrid splitting, comes into play.
bilayer spectrum is then determined by their competition, which, in principle, may
lead to the closing of common gaps in some intervals of magnetic field. For examp
n52 the actual gap is given by the splitting difference, and so it vanishes for e
splittings. In our experiment, for the simplest case ofn51 one can expect that over th
range of magnetic fields used, the many-body enhanced spin gap is large compa
DSAS~Ref. 17!. That stands to reason, since it is the smaller splitting that correspon
n51 ~Fig. 3!. Forn52 the very similar behavior of the gap with magnetic field hints t
at these lower fields the hybrid splitting is dominant. As a result of interchange o
hybrid and spin splittings, oddn.1 near the balance in our case correspond to s
rather than hybrid gaps.

In summary, we have performed magnetocapacitance measurements on a
electron system in a parabolic quantum well with a narrow tunnel barrier in its center
asymmetric electron density distributions created by gate depletion in this soft
subband system we observe two sets of quantum oscillations. These originate fro
upper electron subband in the front part of the well and from the gaps in the bi
spectrum at integer fillings. For the lowest filling factorsn51 andn52, the common
gap formation is attributed to magnetic-field-induced hybridization of electron subba
dependent on the competition between the hybrid and spin splitting.
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Dispersion of the Voigt effect in the magnetic
semiconductors Cd 12xMnxTe

B. B. Krichevtsov, R. V. Pisarev, A. A. Rzhevski , and V. N. Gridnev
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Spectral measurements of the Voigt birefringenceDn were performed
for the cubic magnetic semiconductor Cd12xMnxTe (0<x<0.52) in
order to investigate how the exchange interaction of Mn21 ions with
itinerant electrons depends on the electron wave vector. It was deter-
mined thatDn/x2 is independent ofx and the magnetic field direction,
i.e., the effect is due to the Mn21 ions and is isotropic. Below the band
gap edge the dispersion of the birefringenceDn can be described well
in all samples by the unusual dependenceDn;(Eg2\v)23.5. This can
be explained by a decrease of the exchange interaction of Mn21 ions
with itinerant electrons with increasing distance from the center of the
Brillouin zone. © 1998 American Institute of Physics.
@S0021-3640~98!01008-1#

PACS numbers: 75.50.Pp, 78.20.Fm, 78.20.Ls

The Voigt effect — birefringence induced by an external magnetic fieldB — is
quadratic inB and therefore invariant under time reversal, orT-even. This makes it
insensitive to the sign ofT-odd quantum numbers characterizing the state of the exp
mental object. In consequence, spectral measurements of the Voigt effect are ord
less informative than measurements of the Faraday effect~which is linear in the magnetic
field!, if the problem is the investigation of electronic excitation spectra. Together
the relative smallness of the induced birefringence, this greatly narrows the ran
application of the Voigt effect as compared with the Faraday effect.

However, going beyond the bounds of the problem of determining the elect
excitation spectrum in the narrow sense, the quadratic dependence of the Voigt eff
the magnetic field can be an advantage under certain conditions. We encountere
such a situation while investigating the microscopic nature of magnetooptic effects
magnetic semiconductors~also called semimagnets! Cd12xMnxTe.1 Such investigations
are necessary in connection with the difficulties arising in the interpretation of the F
day effect under conditions when the contribution of transitions between valence baG8

and the conduction bandG6 predominates,2 since the spectral dependence of the rotat
anglef;(Eg2\v)23/2 in the frequency range\v,Eg is sharper than the theoreticall
6020021-3640/98/67(8)/5/$15.00 © 1998 American Institute of Physics



-
en
ental

As is
nge
ne,

t
ic
nce

e
,

ch

e

f
trons

hat
n

.
uding

pen-
uch a
since
hoice
f. 9
-
can be
f the
s not
rband
rtook

603JETP Lett., Vol. 67, No. 8, 25 April 1998 Krichevtsov et al.
predicted and observed dependencef;(Eg2\v)21/2 in cubic nonmagnetic semicon
ductors~see, for example, Ref. 3!. In Ref. 2 it was shown that this discrepancy betwe
theory and experiment can be eliminated by assuming, on the basis of experim
results on magnetoreflection4,5 and subsequent theoretical analysis,6,7 that the splittings of
the G6 and G8 bands in a magnetic field depend on the wave vectork of the itinerant
electrons and decrease strongly with distance from the center of the Brillouin zone.
well known,8 in Cd12xMnxTe these splittings are determined mainly by the excha
interaction of Mn21 ions with itinerant carriers and, at the center of the Brillouin zo
are given by the relationsDEr53rA and DEs5sB, where r 561 and s561, 63
enumerate the states of theG6 and G8 bands, respectively. The parametersA and B
describe the exchange interaction of Mn21 ions with itinerant electrons:8 A5 1

6N0a(k
50)^Sz

Mn&x andB5 1
6N0b(k50)^Sz

Mn&x, whereN0 is the number of unit cells per uni
volume,^Sz

Mn& is the average spin of the Mn21 ions which is induced by the magnet
field (Biz), anda(k) and b(k) are exchange integrals for the conduction and vale
bands, respectively.

A decrease ofDErs5DEr2DEs with increasingk results in an increase of th
relative contribution of the interband transitions with smallk to magnetooptic effects and
in consequence, a sharper frequency dependence of these effects for\v,E1,Eg ,
whereE1 is an energy parameter which depends on the character of thek dependence of
DErs : The smaller the sizek0 of the region near the center of the Brillouin zone in whi
the exchange integralsa(k) andb(k) do not vary much, the closerE1 is to Eg . So, a
change of the exponentn in the dispersion of the Faraday rotationf;(Eg2\v)n from
n521/2 to 23/2 in a wide range of frequencies\v,Eg is possible only under the
condition thatk0 is sufficiently small, at least an order of magnitude less than the sizkB

of the Brillouin zone.2

We note that there is nothing surprising about thek dependence of the splittings o
the energy bands in itself, since the effective Hamiltonians of the itinerant elec
depend onk. However, the change inDErs as a result of this factor6,7 is much smaller
than that observed experimentally,4,5 and for this reason it was suggested in Ref. 7 t
the main reason for the decrease ofDErs with distance from the center of the Brilloui
zone is thek dependence of the exchange integralsa andb. As was noted in Ref. 7, the
calculation of the functionsa(k) and b(k) in a realistic model is a difficult problem
These considerations show that experimental investigations of this problem, incl
studies by magnetooptic methods, are now timely.

To obtain more-reliable information about the character of the wave vector de
dence of the exchange integrals it is natural to investigate the effects where s
dependence would be most strongly manifested. The Voigt effect is such an effect,
it is a quadratic function of the exchange integrals. This circumstance dictated our c
of the Voigt effect for investigating the problem set forth above. We note that in Re
the Voigt birefringence measurements in Cd12xMnxTe were performed at low tempera
tures in a narrow spectral region near the excitonic resonance and for this reason
described well by the exchange interaction parameters referring to the center o
Brillouin zone. Dispersion of the exchange integrals can appear only at frequencie
too close to the excitonic transition or the band gap edge in the case when inte
transitions make the dominant contribution to the effect. For this reason, we unde
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the investigation of the dispersion of Voigt birefringence in Cd12xMnxTe in the region
\v,Eg .

For the birefringence measurements we used an experimental apparatus whos
elements are: a light source~He–Ne laser,l50.633mm and 1.15mm, and a Al2O2:Ti
laser,l50.7–0.83mm!, a polarizer, a Glan prism, a sample in the gap of an elec
magnetB'q (q is the wave vector of the light!, a tunable quarter-wave plate, a Farad
modulator, an analyzer, and a photodiode. When measuring birefringence the polar
of the light after the polarizer must be parallel to one of the axes of the quarter-wave
and make an angle of 45° with the principal directions of a section through of the op
indicatrix of the crystal. The value of the birefringence is determined from the rela
Dn5la/pd, wherea is the analyzer rotation angle corresponding to extinction, equa
half the phase shift between the linearly polarized normal waves, andd is the thickness
of the sample. We employed a geometry in which the polarization of the incident
and the axis of the quarter-wave plate made an angle of 45° withB. The crystal could
rotate in the gap of the electromagnet in the range of azimuthal angles 0,u,360°
around an axis pointing in the directionq. The magnetic field varied in the range61.5 T.
The linear birefringence due to internal stresses in the crystal and to the Lorentz bir
gence was measured in the absence of a magnetic field. The sensitivity of the me
ments of the angle of rotation of the plane of polarization was equal to 109. The mea-
surements were performed at temperatureT5294 K. In all crystals the dispersion of th
refractive index was measured by measuring the rotation of the plane of polarizati
light reflected from the surface of the crystal for different angles of incidence.
refractive indexn was calculated according to the Fresnel formulas.

The measurements were performed on Cd12xMnxTe single crystals with Mn21 ion
density x50, 0.25, 0.35, 0.42, and 0.52. The band gapEg was calculated using the
formulas presented in Ref. 1. The samples were cut out in planes of the type~110!, ~111!
and consisted of polarized plates with dimensions of about 23330.7 mm. The orienta-
tion of the samples was set using x-ray diffraction by the Bragg reflection method
Laue diffraction patterns of the crystals were investigated in reflection in order to c
the degree of crystal perfection and the presence of twins and intergrowths in the cr
The spontaneous birefringence of the experimental samples did not exceedDn.5
31026.

Since the Cd12xMnxTe crystals are noncentrosymmetric~point groupTd), the mea-
sured anglea is determined not only by the Voigt effect, which is quadratic in t
magnetic fieldB, but also by the magnetically induced spatial dispersion that is linea
B and which is associated with bilinear terms of the typeDe i j 5g i jkl qkBl in the permit-
tivity tensor e i j . This effect also leads to birefringence, and therefore the field de
dencesa(B) in all experimental samples are nonsymmetric relative to the valueB50
and can be described by the sum of the contributions that are quadratic and linear
magnetic field. The different character of theB dependence of these contributions mak
it possible to distinguish them simply and reliably. The measurement results an
analysis of the magnetically induced spatial dispersion linear inB are of interest in their
own right and were published in Ref. 10. In the present letter we examine only the V
effect which is quadratic inB.

In all crystals the contribution that is quadratic in the magnetic field is indepen
of the direction ofB within the limits of experimental error. This attests to the isotropy
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the effect. We note that for~110!-type samples the cubic symmetry admits anisotropy
the Voigt effect.

Figure 1 shows the spectral dependences of the normalized values of the
effect a/x2 for all the experimental samples. As one can see from the figure, t
dependences are universal, i.e., they do not depend onx. Therefore, the Voigt effect is
quadratic inx. Such a dependence attests to the fact that the Mn21 ions make the
dominant contribution to the Voigt effect. The dispersion of the Voigt effect in differ
samples is described well by the function (Eg2\v)23.5.

The measured frequency dependencea(v);vDn(v) was found to be much
sharper than the theoretically predicted dependence in nonmagnetic semicond
whereDn;(Eg2\v)23/2 ~see, for example, Ref. 11!. Since, as was noted in Ref. 2, th
sharper spectral dependence of linear magnetooptic effects could be due tok dependence
of the exchange integrals, we shall calculate the contribution of transitions from
valence bandG8 into the conduction bandG6 with allowance fork dependence in the
quadratic Voigt effect.

Expanding the permittivity tensore i j (v,B) in the magnetic fieldB and retaining
only the resonance term, which varies most rapidly with frequency nearEg , we obtain
the following expression for the tensorb i jkl which determines the Voigt effect in th
phenomenological relationDe i j 5b i jkl BkBl :

b i jkl 5
4p\e2

vV

]

]Bl]Bk
(
r ,s,k

vsk,rk
i v rk,sq

j

Erk,sk~Erk,sk2\v!
U

B→0

, ~1!

whereV is the volume of the crystal;Erk,sk is the transition energy between the states
the valence band (s561, 63) and the conduction band (r 561); and,v is the electron
velocity operator. In the groupTd the tensorb i jkl , which is symmetric in the indicesi , j
andk,l , has three linearly independent componentsb11, b12, andb44. SinceDn does

FIG. 1. Spectral dependence of the normalized values of the Voigt effecta/x2 versus (Eg2\v) in crystals
with different concentrations of magnetic ions Mn21. The solid and dashed lines correspond to the compu
dependences with the indicated values of the exponentn.
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not depend on the direction ofB in the spectral interval which we investigated, t
isotropic medium approximation, in which 2b445b112b12 andDn52b44B

2/n, can be
used.

Since we are interested primarily in the frequency dependence ofDn nearEg , i.e.,
the most singular part ofDn, to evaluate the quantity in Eq.~1! we shall make a numbe
of simplifications. We shall neglect the dependence of the velocity matrix elementsB
and k, i.e., we shall assume that they are constants. Moreover, we shall negle
anisotropy of the spectrum, both the crystalline anisotropy and the anisotropy due
magnetic field. These factors are important only for calculating the absolute value oDn,
which can be done only by numerical calculation of the spectrum and matrix eleme
the velocity operator followed by numerical integration in Eq.~1!. Further, as was shown
in Ref. 2, the contribution of light holes to magnetooptic effects in Cd12xMnxTe is small
compared with the contribution of heavy holes. This also introduces a large simplific
in the calculation ofDn. Then, with k-independent exchange integralsa and b, we
obtain the well-known11 dependenceDn;(Eg2\v)23/2. If the k dependence of the
exchange integralsa and b is now taken into account, assuming, as in Ref. 2, t
a,b;k0

2/(k0
21k2), then in the photon energy range determined by the parameter

k5mchEg /\2k0
2~12\v/Eg!;1, mch

215mc
211mhh

21 ,

the character of the behavior ofDn changes fromDn;(Eg2\v)23/2 for k!1 to Dn
;(Eg2\v)27/2 for k@1. If it is assumed, as done in Ref. 2, that the parameterk0 is
small compared with the size of the Brillouin zone, then the spectral interval investig
in this work corresponds to the conditionk@1, which leads to the dependenceDn
;(Eg2\v)27/2, in agreement with the dependence obtained in our experiment.

In summary, the spectral dependence obtained in the present work for Voigt
fringence below the interband absorption edge agrees with the conjecture made in
that the exchange interaction of Mn21 ions with itinerant electrons decreases rapidly w
distance from the center of the Brillouin zone. We underscore that the results of our
indicate new possibilities for using the Voigt effect for investigating the microsco
mechanisms of magnetooptic phenomena and the exchange interaction in a wide c
semiconductor materials doped with magnetic ions.
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Exchange interaction effects in inter-Landau level Auger
scattering in a two-dimensional electron gas

E. Tsitsishvili
Institute of Cybernetics, 380086 Tbilisi,Georgia

Y. Levinson
Department of Condensed Matter Physics, The Weizmann Institute of Science, 76100
Rehovot, Israel

~Submitted 17 March 1998!
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We consider the influence of spin effects on the inter-Landau level
electron-electron scattering rate in a two-dimensional electron gas. Be-
cause of exchange spin splitting, the Landau levels are not equidistant.
This leads to the suppression of Auger processes and a nonlinear de-
pendence of the lifetime on the concentration of excited electrons even
at very low excitation levels. ©1998 American Institute of Physics.
@S0021-3640~98!01108-6#

PACS numbers: 71.70.Di, 71.70.Gm, 72.10.2d

A considerable amount of work has been done1–5 on the determination of the elec
tron lifetime in the excited Landau levels~LL ! in a two-dimensional electron ga
~2DEG!. It has been found that electron–electron (ee) scattering is the dominant relax
ation mechanism off the magnetophonon resonance conditions, when the emission
phonons is suppressed.6,7 In this case the electron lifetime is determined by Auger p
cesses, in which two excited electrons in the same LL are scattered, deexciting on
lower LL, and exciting the second to a higher LL. The decrease of the measured life
with increasingexcitedelectron concentration,nexc, has proved a convincing argume
for this conclusion.

One might think that the probability for an Auger process to occur,tee
21 , increases

linearly with nexc. However, the experiments do not confirm this conclusion.4 We will
show that this ‘‘naive’’ picture is not complete, and that the nonlinear dependence otee

21

on nexc is due to spin effects.

In a 2DEG the LLs are equally spaced if one neglects spin effects~and nonparabo-
licity !. The exchange interaction breaks the equidistant LL spacing. The exchange e
in the Landau levelNs (s5↑,↓) is usually written as2SNs , whereSNs5E0nNs , with
E0.0, andnNs is the corresponding filling factor.8 The observed values ofE0 are of the
order of several meV~e.g., in GaAs one hasE053 –6 meV at 10 T!.9–12 The Zeeman
spin splitting is important for the empty LLs only, since it is much smaller (;0.2 meV at
10 T! than the exchange energy.

We will consider a situation that is similar to the experiment of Ref. 4, in which
6070021-3640/98/67(8)/6/$15.00 © 1998 American Institute of Physics
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2DEG is spin polarized. At equilibrium the electrons occupy the lowest LL, 0↑, with a
filling factor n0↑5n,1. Due to cyclotron absorption some of the electrons are excite
the higher LLs,N↑. Since the Auger processes preserve the initial spin orientation d
total spin conservation during the scattering event, the LLsN↓ are empty. They coincide
with the ‘‘bare’’ levels and are equally spaced~see the left-hand part of Fig. 1!. The
LLs N↑ are occupied with filling factorsn0↑.n1↑.n2↑. . . . , andn5n0↑1n1↑1n2↑
1 . . . . Due to theexchange interaction the LLsN↑ are shifted downward, depending o
the level occupation, by an energySN↑5E0nN↑ ~see the right-hand part of Fig. 1!. If the
excitation is not very strong, and also on account of nonparabolicity, one can cons
three-level model withn0↑1n1↑1n2↑5n, as is shown in Fig. 1. Sincen0↑.n1↑.n2↑ ,
the energy shiftsS0↑.S1↑.S2↑ , and hence, the LLs 0↑, 1↑, and 2↑ are nonequidistant

The lifetime of the photoelectrons in level 1↑ is governed by the Auger proces
1↑11↑→0↑12↑. It is clear that since the LLs are not equidistant this process is
bidden by energy conservation and can happen only due to the LL broadening. He
is clear that the Auger transitions are well suppressed if the unevenness in the LL sp
S5(S0↑2S1↑)2(S1↑2S2↑)5E0(n23n1↑) is larger than the LL widthD. In this case
only the tails of the density of states~DOS! of the LLs are effective. One can suppose th
the greatest possibility for energy conservation occurs when the scattering partne
situated in the middle between the centers of the lowest and highest LLs, 0↑ and 2↑. At
very low excitation, one can assume that in first approximationS is independent of the
excitation intensity. Then the probability of the Auger process 1↑11↑→0↑12↑ is
tee

21;n1↑ . Whenn1↑ is increased further the exchange energyS0↑ decreases, whileS1↑
and S2↑ increase, and hence the unevennessS decreases. This obviously causes
increase in the scattering rate, resulting in a superlinear dependence oftee

21 on n1↑ . One
can expect that the nonlinear enhancement of the scattering rate will be essentia
the change in the unevenness,dS53E0n1↑ , approaches the LL widthD, and hence, the
crossover filling factor isn1↑* .D/3E0. Since the LL width,D&1 meV,13 is appreciably
smaller than the exchange energyE0, one findsn1↑* !1. Thus, the nonlinear dependen
of the scattering ratetee

21 on n1↑ can be pronounced even at low concentrations of
excited electrons.

As an illustration we calculate the scattering ratetee
21 of the Auger process

FIG. 1. The Landau level ladder in the spin polarized case.
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1↑11↑→ 0↑ 1 2↑ using the approaches given in Refs. 14 and 15. We consider a 2
in a strong magnetic field and a random statistically homogeneous potential with a
relator: ^U(y)U(0)&5D2exp(2y2/L2), where the correlation lengthL is much larger
than the magnetic lengthl B5(eB/\c)1/2. The correlation length is of the order of th
spacerL.d, while typical values of the magnetic length for fieldsB between 5 and 15
T are;100 Å. Hence the random potential can be considered as a smooth one in sa
with a spacerd>200 Å.

We assume that the LLs follow the random potential in space, and that the
r(«)5(A2pD)21exp(2«2/2D2), where the energy« is reckoned from the LL center an
renormalized by the exchange energy. In the calculation of the scattering rate only
tive coordinates of the interacting electrons are important. We choose the gaugA5
(2By,0,0). Let y15 l B

2k1 and y25 l B
2k2 be the guiding centers before scattering, a

y185 l B
2k18 and y285 l B

2k28 the guiding centers after scattering;k1 ,k2 ,k18 ,k28 are the corre-
sponding momenta. The shifts of the electrons in the scattering event are (y182y1)5q
and (y282y2)52q, and the ‘‘average’’ distance between the scattering partners is@(y28
1y2)/22(y181y1)/2#5p. These quantities define the scattering probability. The a
aged scattering rate of a test electron in the 1↑ LL with an energy« reckoned from its
center is

K 1

tee
L

«

5E E
2`

1` dpdq

2p\ l B
2

uM ~p,q!2M̄ ~p,q!u2~S«~p,q!1S«~q,p!!, ~1!

where M (p,q) and M̄ (p,q) are the scattering matrix elements for the direct and
change electron collisions, respectively. The functionsS«(p,q) andS«(q,p) are due to
the statistical factors and energy conservation.S«(p,q) is related to the ‘‘deexciting’’
Auger transition, in which the test electron is deexcited to the lower level 0↑ and its
partner is excited to the upper level 2↑, while S«(q,p) corresponds to the ‘‘exciting’’
transition, in which the test electron is excited to the upper level 2↑, and its partner is
deexcited to the lower level 0↑.

It is easy to check thatM̄ (p,q)5M (q,p), and

M ~p,q!5
1

l B
2 E

2`

1`

dh V~q,h!F~q,p2h!, ~2!

where

V~q,h!5E
2`

1`

dj V~Aj21h2!expS iqj

l B
2 D ~3!

is the Fourier transform of theee interaction potentialV(r ). Theee interaction is chosen
as V(Ax21y2)5V0exp$2(x21y2)/lsc

2 %, where l sc is the screening length,V0.e2/k l B ,
andk is the dielectric constant. The functionF(q,p) is defined as follows:

F~q,p!5
1

4
expS 2

p2

2l B
2

2
q2

2l B
2 D E

2`

1`

dze22z2
H1~z1s!H1~z2s!H2~z2r !, ~4!

wheres5(p1q)/2l B , r 5(p2q)/2l B , andHn(y) is an Hermite polynomial. Since th
initial and final states must overlap, the electron shift in the scattering event is o
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order of or smaller than the magnetic lengthl B , and henceq& l B . Thus, the Auger
transitions are quasivertical in space. The ‘‘average’’ distance between interacting
trons is limited by the screening lengthl sc of the ee interaction,p& l sc . In the situation
we considerl sc is defined by the electrons in the 0↑ LL, and since this level is only
partially occupied, the screening is strong andl sc. l B ~Ref. 16!. In this case, the matrix
elementsM (p,q) andM̄ (p,q) that enter Eq.~1! are exponentially small ifp,q@ l B ~Ref.
15!, and therefore the main contribution to the integrals in Eq.~1! arises fromp,q& l B .
Note also that due to the spatial homogeneity,M (p,q)5M (2p,2q) and S«(p,q)
5S«(2p,2q), and one can restrict the integration overp in Eq. ~1! to p.0.

We will consider the low-excitation limit, such thatn1↑!n0↑ , andn2↑50. In this
case the electron concentration in the 0↑ LL changes only slightly with pumping, and on
can assume that the initial Fermi distribution in this level is not perturbed. The en
distribution of the photoelectrons in level 1↑ depends on the relation between the int
and intra-LL relaxation times. In order to simplify the calculations we will consider
case in which the inter-LL relaxation is faster, and thus the excited electrons are
equilibrium. We suppose that they are distributed uniformly in space and are excite
rather wide spectral interval, thus their occupation numbers are assumed to be co
and equal ton1↑ .

With this in mind the functionS«(p,q) in Eq. ~1! is

S«~p,q!5n1↑^d~«1S1U~p1q!2U~q!2U~p!!@12 f ~U~q!!#&, ~5!

where^ . . . .& stands for the statistical average,14 and f («) is the Fermi distribution in the
LL 0↑. Performing in Eq.~5! the average over realizations of the random potential15 at the
limit of zero temperature,T50, one obtains

S«~p,q!5
n1↑

8ApD

L2

upqu
expH 2

1

4D2 F«2
L2S

2pqG2J H 12FF2
L

2 DuquS «2«F2
Sq

2p D G J ,

~6!

whereF(x)5(2/Ap)*0
xe2t2dt is the probability integral,17 and«F is the Fermi energy

reckoned from the center of the 0↑ LL.

The factor$12F% in Eq. ~6! is due to the occupation of the 0↑ LL. Let us introduce
the Fermi-level replica~FLR!, which is given by«F1\vB2S1↑ and is thus pinned to the
level 1↑ ~see Fig. 2!. The energy difference«2«F in F is the test electron energ
reckoned from the FLR. Consider first the Auger transitions withq.0, i.e., when the
scattering partners are closer in space after scattering. The factor$12F% shows that
these transitions are strong if the test electron is above the FLR by an energy.S/2, i.e.,
at «2«F*S/2, and weak if«2«F&S/2 ~see the left-hand part of Fig. 2!. Similarly, the
Auger transitions withq,0 ~i.e., when the scattering partners are closer in space be
scattering! are strong at«2«F*2S/2, and weak if«2«F&2S/2 ~see the right-hand
part of Fig. 2!. In both cases the crossover scale isD( l B /L)[DB!D, much smaller than
the LL width. Thus, due to the occupation of the lowest LL, 0↑, all Auger processes fo
large negative energies of the test electron are quenched.

The origin of the exponential factor is as follows. During the scattering event
total momentum and energy are conserved, i.e.,@«1U(p1q)22S1↑#2@U(p)1U(q)
2S0↑#50. Since the Auger transitions are quasivertical (q!L), the random potentia
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U(y) can be expanded in powers ofq andp. Assuming the test electron is aty50, i.e.,
«5U(0), oneobtainsU9(0)pq52S, whereS5S0↑22S1↑ is the unevenness in th
LL spacing. The exponential factor in Eq.~6! is proportional to the conditional probabi
ity Probc$U(0)5«uU9(0)52S/pq% that if the random potentialU(y) at y50 is
U(0)5«, then its second derivative at the same point isU9(0)52S/pq. Typical mag-
nitudes of the second derivative of the random potential at energiesu«u&D are uU9u
.D/L2, which is much smaller thanS/ l B

2 for typical S. Hence energy conservation ca
not be satisfied foru«u&D, and can be obeyed only in the tails of the DOS, where
probability of finding largeuU9u is not small. This can be seen from the exponen
factor in Eq.~6!, which has its maximum values at«56«s.(L/ l B)2S@D, i.e., in the
tails of the DOS.

Note that the results obtained in the case of a smooth random potential differ
the general predictions given above. Namely, the scattering rate in this case is
sensitive to unequal distances between the LLs, and is suppressed not only wh
unevenness in the LL spacing is comparable to the LL width, but also at much sm
S*D( l B /L)2[Ds with Ds!D. In addition when the occupation of the excited LL 1↑
increases, the scattering rate responds to a much smaller change of the unevenne
predicted,dS.D. Indeed, as follows from the exponential factor in Eq.~6!, the scatter-
ing rate tee

21 is sensitive to the decrease inS, when dS.8Ds
2/S!D. The crossover

filling factor is also much smaller,n1↑* .Ds
2/SE0!D/E0. For example, atDs.0.1meV,

E0.2meV, andS.0.5 meV,n1↑* .0.01.

The dependence of the scattering rate on the concentration of the excited elect
the test electron energy«5«F is shown in Fig. 3. The magnetic field isB 5 6 T, and the
curves correspond to two different electron concentrations:n54.531010 cm22, i.e.,
n50.31 ~curve 1!, andn57.331010 cm22, i.e., n50.5 ~curve 2!. The other parameter
are as follows:k512, D51 meV,L5300 Å, andE052 meV.12 From Fig. 3 it can be
seen that in both cases the scattering ratetee

21 changes linearly with the filling factorn1↑
only at very smalln1↑ . The arrows in Fig. 3 indicate the crossover values ofn1↑* , when
the deviation from the linear law amounts to about 100%. For a givenn1↑ , the scattering
rate tee

21 is more suppressed at larger electron concentrations, because of the g
unevenness in the LL spacing.

FIG. 2. The Auger process: 1↑ 1 1↑→0↑12↑. The suppressed processes are shown with dashed arrow
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FIG. 3. The Auger scattering rate,tee
21 , for the process: 1↑11↑→0↑12↑ at «5«F , n50.31 ~curve 1!, and

n50.5 ~curve 2!, versus the filling factorn1↑ . The arrows indicate the crossover filling factorsn1↑* ~see also
text!.
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Interwell radiative recombination in the presence of
random potential fluctuations in GaAs/AlGaAs biased
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The interwell radiative recombination from biased double quantum
wells ~DQW! in pin GaAs/AlGaAs heterostructures is investigated at
different temperatures and external electrical fields. The luminescence
line of interwell recombination of spatially separated electron–hole
pairs exhibits systematic narrowing with temperature increase from 4.5
to 30 K. A theoretical model is presented which explains the observed
narrowing in terms of lateral thermally activated tunneling of spatially
separatede–h pairs localized by random potential fluctuations in the
quantum wells. ©1998 American Institute of Physics.
@S0021-3640~98!01208-0#

PACS numbers: 78.66.Fd, 73.20.Dx

INTRODUCTION

Biased double quantum wells~DQWs! have attracted considerable interest in the l
decade.1–4 These structures provide a unique possibility of optically exciting electr
and holes which are spatially separated in adjacent quantum wells. These electro
holes can be bound into interwell excitons by the Coulomb interaction. The inte
excitons have long lifetimes compared to intrawell ones, because their recombin
requires tunneling through the interwell barrier. The interwell excitons can therefo
accumulated to rather high densities and cooled down to low temperatures. Ex
theories predict an interesting collective behavior of interwell excitons at high den
and low enough temperatures.5–8

In this letter we point out that in real biased DQWs,pin or nin structures, a random
potential arising due to charged residual impurities and other imperfections can m
6130021-3640/98/67(8)/8/$15.00 © 1998 American Institute of Physics
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the interwell radiative process quite dramatically. At low temperatures and reduce
citation rates the photoexcited electrons and holes, besides having avertical spatial sepa-
ration in adjacent wells, are stronglylaterally localized by random potential fluctuation
in quantum wells~see Fig. 1!. Under conditions of such lateral localization the interw
luminescence spectrum should involve a distribution function of random ‘‘wells’’
‘‘hills’’ of the fluctuating potential, which are occupied by electrons and holes, res
tively. The interwell radiative probability in this case is controlled not only by verti
tunneling through the interwell barrier but also by lateral tunneling of electrons and h
localized at randomly distributed extrema of the fluctuating potential in the respe
quantum wells. One can expect the interwell luminescence spectrum of localizede–h
pairs to be a rather broad line, with a width that depends on the amplitude of the ra
potential fluctuations, on the filling of these fluctuations by electrons and holes, an
the ~thermally activated! lateral tunneling. In this letter we report both experimental a
theoretical studies of the interwell luminescence line shape and its evolution with
perature at low excitation levels.

EXPERIMENTAL STRUCTURES

In the experiments we used GaAs/AlGaAspin DQW structures with the following
architecture: a substrate ofn-type GaAs~Si-doped to 1018 cm23) is covered by a buffer
layer of GaAs~Si-doped to 1017 cm23! followed by a layer ofn-type Al0.35Ga0.65As
~Si-doped to 1018 cm23! with a width of 0.5 mm. The intrinsic part of the sample
consists of a 0.3mm thick undoped layer of Al0.35Ga0.65As followed by the first well
~undoped GaAs layer 80 Å wide!, an undoped Al0.35Ga0.65As barrier layer 50 Å wide, the
second well ~undoped GaAs layer 80 Å wide!, and by a 0.3mm thick undoped
Al0.35Ga0.65As barrier. Then comes thep-type part of the structure, consisting of a 0
mm thick layer ofp-type Al0.35Ga0.65As doped with Be to 1018 cm23, covered by a 40 Å
undoped GaAs cap layer. A 131 cm22 rectangular structure with Ohmic contacts to t
p- andn-type regions was made for applying external bias to the structure. The struc
used exhibited typical I–V characteristics forpin diodes in the dark and at low excitatio
powers. The photoluminescence~PL! spectra were excited either with a He–Ne las
~6328 Å! or with a semiconductor injection laser~6750 Å!.

FIG. 1. a — Direct~D! and indirect~I! radiative transitions in a biased double quantum well. b — An electron
and a hole, laterally localized at extrema of a random potential.c1 andv2 are the profiles of the bottom of the
conduction band in the first quantum well, and the top of the valence band in the second quantum
respectively. An interwell exciton is also shown.
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EXPERIMENTAL RESULTS

Figure 2 illustrates the PL spectra of thepin DQWs measured at a given extern
field applied to the structure~forward biasU510.4 V! under cw excitation~6750 Å! at
different temperatures. Besides the narrow line 1sHH, corresponding to the ground sta
of the intrawell exciton with a heavy hole, one can see at lowT a several-times-broade
line ~the I line!, corresponding to interwell recombination. TheI line is linearly tuned on
the spectral scale under variation of the applied bias, a property which is characteri
interwell luminescence inpin DQWs ~see Fig. 3!. From Fig. 2 one can see a stron
narrowing of the interwell luminescence line as the temperature increases. The viol
of this line is close to exponential, with a width equal toT. A systematic narrowing of the
interwell luminescence line~by around a factor of four! with increasing temperature wa
observed at low excitation power for different external bias, forward or reverse, a
the built-in-field. Therefore this is a general property of interwell PL which, in
opinion, has to do with the random potential fluctuations.

The phenomenon of strong lateral localization of photoexcited electrons and ho
random potential fluctuations is confirmed independently by direct measurements
interwell luminescence kinetics.9 First of all, this kinetics is nonexponential within theI
line at low T. The kinetics exhibit shorter decay times at the violet boundary and lo
ones~a few hundred nanoseconds! on the red side of theI line. At higherT, when the
FWHM of the I line approaches 2T, the luminescence decay kinetics becomes, to h
accuracy, exponential.

FIG. 2. Photoluminescence spectra measured at forward biasU510.4V and different temperatures under CW
excitation (6328 Å! of ;5 mW/cm2.
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THEORY

Let us discuss the theory of the interwell luminescence in the presence of a ra
potential. We estimate the luminescence intensity within the ‘‘exponential approx
tion,’’ totally disregarding all pre-exponential factors, and neglect the Coulomb inte
tion ~i.e., the effects of the interwell excitons!, which do not qualitatively change th
results. Consider two quantum wells, the energy difference between the averaged~with
respect to the random potential! position of the bottom of the conduction band in the fi
well and that of the top of the heavy hole band in the second well beingv0. We assume
that a smooth Gaussian random potential energyu(r)52ueuw(r) ~r is a lateral coordi-
nate! is present in the wells, so that the local positions of the bottom of the condu
band and the top of the valence band depend onr. If the correlation radiusr c of the
random potential is larger than the distance (;150 Å! between the wells, thenu(r) is
identical in both wells. The assumption thatr c is large looks plausible, since charge
impurities are localized relatively far from the quantum wells. It is also supported by
magnetic field dependence of the luminescence spectrum.9 The temperatureT is much
lower than the characteristic amplitudeu0 of the random potential, so that the photoe
cited electrons~holes! are normally localized near the minima~maxima! of the random
potentialu(r) ~Fig. 1a!.

From the very low excitation power used~5 mW/cm2! and the value of the interwel
decay time~100 ns! measured directly from the luminescence kinetics under pu
excitation, one can estimate an upper bound on the average density of nonequil
e–h pairs as 109 cm22. Therefore in this experiment the filling of potential fluctuatio
by electrons~holes! ~i.e., the average number of photoexcited carriers per area;r c

2) is

FIG. 3. Photoluminescence spectra measured at temperature 20 K and different bias under cw excitatio~6328
Å! of ;1.5 mW/cm2. The inset shows the evolution of the positions of the 1sHH and I lines.
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much less than unity if the correlation lengthr c of the random potential is around 100
Å or less. Thus at such low excitations the classical Boltzmann distribution is likely t
established in the vicinity of each extremum~i.e., minimumi or maximumj ):

ni
~e!~ee!5exp$2~ee2m i

~e!!/T%, nj
~h!~eh!5exp$2~m j

~h!2eh!/T%, ~1!

where the energies of electrons~holes! ee(eh), and their local chemical potentialsm i
(e)

3(m j
(h)) are reckoned from the average position of the bottom of the conduction

~top of the valence band!. The interwell luminescence intensity can be written in the fo
(\51, kB51)

I ~v!}K (
i j

E ni
~e!~ee!n i

~e!~ee!deenj
~h!~eh!n j

~h!~eh!deh

3wi j @ee ,eh ,$u%#w0d@~eh2ee!1dv#L , ~2!

wheredv[v2v0, andn i
(e)(ee) andn j

(h)(eh) are the densities of states for electrons n
the i th minimum and for holes near thej th maximum of the random potential, respe
tively. Since the probability of recombination is proportional to the square modulus o
overlap integral of the envelope wave functions of an electron and a hole, expressi~2!
involves two factors:w0 is the probability of tunneling between the two quantum we
~vertical tunneling!, andwi j @ee ,eh ,$u%# is the the square modulus of the overlap integ
of the lateral envelope functions of an electron and a hole. The latter factor is exp
tially small if the classically accessible regions for the electron and the hole do
overlap: then it involves the probability of lateral tunneling~Fig. 4!. The sum in~2! runs
over the pairs of adjacent minima (i ) and maxima (j ) of the random potential, and th
angle brackets stand for the average over the random potential.

In the main part of the present paper we adopt the assumption ofglobal equilibrium:
m i

(e)5m (e), m j
(h)5m (h), which means that the photocarriers escape from the quan

wells ~due to recombination, leakage to the leads through the bulk, or whateve! so
slowly that an equilibrium between different local extrema has time to be establis
Under this assumption one can rewrite~2! in the form:

FIG. 4. Recombination processes for different energies of the emitted photon. The curvesc1 andv2 of Fig. 1b
are vertically shifted to coincide. Double arrows show activation, broken arrows show tunneling, and
arrows show recombination. a —dv.0; b — dv,0; c — The dominant process for lowT: pure tunneling,
dv5Ui2U j,0; d — The dominant process for highT: pure activation,dv'0.
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I ~v!}e2dv/TK (
i j

E
Ui

`

deeE
2`

U j
dehwi j @ee ,eh ,$u%#d@~eh2ee!1dv#L , ~3!

whereUi(U j ) is the value of thei th ( j th! minimum ~maximum!. In writing the expres-
sion ~3! we have omitted allv-independent~although possiblyT-dependent! factors such
asw0 and the average concentration of carriers: These factors do not affect the line
we are interested in.

In principle, the average~3! may be evaluated for generaldv with the aid of the
optimal fluctuation method. In this letter, however, we restrict consideration to se
simple limiting cases, in which the calculations are transparent and elementary.

VIOLET TAIL

For dv.0 the classically accessible regions for the electron and the hole ov
~Fig. 4a!; therefore the functionwi j @ee ,eh ,$u%# does not introduce any exponential fa
tor into the integrand of~3!; the only exponential factors come from the Boltzma
distribution functions. As a result, fordv.0 one obtains

I ~v!}exp~2dv/T!, ~4!

in accordance with experimental observations.

FAR RED TAIL

For large negativedv the dependence of the lateral tunneling probabilityw on the
realization of the random potential is of only secondary importance: the bottleneck o
process is finding a proper ‘‘antisymmetric’’ fluctuation of the random potential w
sufficiently high maximum and deep minimum~namely,U j2Ui.\udvu is required!.
The probability P for such a fluctuation to occur can be estimated asP'P(U j

5udvu/2,Ui52udvu/2)'P(u5udvu/2)P(u52udvu/2)5exp$2(\udvu/2u0)2%, where
u0

25^u2(r)&. Thus, in the case of large negativedv one can, roughly, write:

I ~v!}exp$2dv/T2~dv/2u0!2%. ~5!

Taking into account the lateral tunneling introduces only a relatively small correctio
the exponential in~5!; we do not consider this correction in the present letter.

NEAR RED TAIL

If udvu is small~smaller thanu0), then the tunneling path is shorter than the cor
lation radiusr 0. This means that the lateral tunneling proceeds, basically, in the con
field F(r)5¹u(r), and we can write

wi j @ee ,eh ,$u%#}exp$24A2mudvu3/2/3uF~r!u%, ~6!

so that, for a Gaussian random potential, the averaging procedure in~3! can be reduced to
an integration over the fieldsF with a Gaussian weight}exp$2(F/F0)2%, where F0

2

5^F2(r)&. Performing the integration by the method of steepest descent, we fi
arrive at

I ~v!}exp$2dv@~1/T!2~1/Tc!#%, Tc5~F0
2/24m!1/3[u0~D/24u0!1/3, ~7!
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where D5F0
2/mu0

2;1/mr0
2 is a typical level spacing for the size-quantized electro

levels in the random potential. Thus the semiclassical conditionD!u0 for the random
potential ensures thatTc!u0.

THE OVERALL LINE SHAPE

Combining all the results obtained in the above limiting cases, we can draw
following conclusions concerning the shape of theI line:

~i! For T!Tc the spectrum of theI line should have a broad symmetric Gauss
peak having a full widthG5A2u0 and centered atdv52u0

2/T.

~ii ! For T'Tc ~more specifically, foruT2Tcu,Tc
2/u0) the spectrum should be

highly asymmetric: the red tail is Gaussian with a widthG r5u0 /A2, while the violet tail
is exponential with a widthGv;T.

~iii ! For T.Tc the spectrum should show a quite narrow peak centered atdv50;
the red wing is exponential with a widthG r;TTc /(T2Tc), while the violet wing is
exponential with a widthGv;T.

DISCUSSION

The physical mechanism underlying the narrowing of theI line is a switching
between the tunneling mode and the activational mode of barrier penetration, a ph
enon which is common to all systems where thermally activated tunneling plays a
~see, e.g., Ref. 10!. At low temperaturesT,Tc the optimal mode of barrier penetratio
for the system~in our case penetration of the lateral potential barrier for electrons! is
tunneling: the electrons and holes take the energetically most favorable positions~minima
and maxima ofu(r), respectively!; the electron starts tunneling from the very bottomUi

of the potential minimum and meets a hole only upon reaching a nearby potential
mum U j ~Fig. 4c!. Such a process contributes to luminescence with energydv5Ui

2U j , and therefore at low temperatures theI line is subject to inhomogeneous broa
ening, with a widthG;u0. At high temperaturesT.Tc the optimal mode of barrier
penetration is activation: the system prefers to wait for a thermal fluctuation such
both the electron and hole are excited from their equilibrium positions at the extrem
u(r), while the classically accessible regions for the electron and hole overlap in
excited state, so that no lateral tunnel is required~Fig. 4d!. Such a process contribute
most to luminescence with an energydv'0, and therefore the inhomogeneous broa
ening of theI line does not occur atT.Tc . Note that the switching takes place
Tc!u0, so that most of the photocarriers are still localized near the extrema ofu(r).

The above physical picture predicts the high-T narrowI peak to appear at the viole
edge of the broad low-T I band. Experimentally, however, this peak arises roughly at
center of theI band. One reason for this discrepancy might be a systematic shift ofI
line, due to different screening conditions for the external electric field at different
peratures. The other reason might be lack ofglobal equilibrium at lowT. Under certain
~rather general! conditions thelocal equilibrium is characterized by there being a rough
equal number of electrons~holes! captured by different minima~maxima!. This means
that m i

(e)'Ui1const,m j
(h)'U j1const at local equilibrium. A detailed analysis of th
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nonequilibrium case will be published elsewhere; here we only mention that unde
above conditions, an intermediateT-independent near violet tail of luminescence arises
low temperatures:

I ~v!}exp$2~dv/2ũ0!2% for 2ũ0,dv,4ũ0
2/T, ~8!

whereũ0;u0. This tail should, however, be easily destroyed with increase of temp
ture, because of the efficient onset of global equilibrium for the relevant fluctuations
above suppression of the violet wing of theI band might be partly responsible for th
shift of the position of the narrow high-T I line towards the middle of the broad low-T
band.

V. B. T. and A. V. L. acknowledge the partial support of INTAS, RFFR, a
Physics of Nanostructures grants.
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Extension of the spin–statistics theorem to nonlocal
fields

M. A. Solov’eva)

P. N. Lebedev Physical Institute, Russian Academy of Sciences, 117924 Moscow, Ru

~Submitted 16 March 1998!
Pis’ma Zh. Éksp. Teor. Fiz.67, No. 8, 586–591~25 April 1998!

A new and more general derivation of the connection between spin and
statistics that is applicable to nonlocal quantum fields with arbitrarily
singular ultraviolet behavior is proposed. The derivation employs the
concept of the analytical wave front of a distribution and makes it
possible to characterize precisely the admissible degree of breakdown
of locality for which there exists in the theory a Klein transformation
which reduces the fields to normal commutation relations. ©1998
American Institute of Physics.@S0021-3640~98!01308-5#

PACS numbers: 05.30.2d

1. INTRODUCTION

The locality condition plays a central role in the derivation of the experiment
observed connection between spin and statistics from the basic assumptions of qu
field theory.1,2 As was noted long ago by Pauli,3 if locality is rejected, it becomes per
missible to quantize a scalar field by means of the relation@w(x1), w(x2)] 15D (1)(x1

2x2), whereD (1) is an even solution of the free equation which decays exponent
;exp(2mux12x2u) at spatial infinity. However, this does not mean that strict local co
mutativity is necessary for the normal connection between spin and statistics. The a
this letter is to show that the admissible degree of locality breakdown for which
connection is preserved can be characterized with the aid of the concept of the wav
of a distribution. This concept was introduced into mathematics comparatively rec
and has become central in the spectral analysis of singularities in the modern the
differential equations.4 In brief, it will be proved that anomalous commutation relatio
are impossible if the commutators and anticommutators of the fields fall off with sp
like separation of the arguments more rapidly than any linear exponential. Since qu
fields are scalar~generalized! functions of the space–time coordinates, this decay pr
erty requires an exact definition, which is given below.

We will not impose any restrictions on the singularity of a field, and we assume
the theory can contain nonlocal expressions in the form of series in derivativesd
functions of all orders. Accordingly, the high-energy restrictions imposed on the beh
of the vacuum averages by the demands of microcausality need not hold.5,6 The quantum
theory of highly singular interactions is the best-developed area of nonlocal field th
and has interesting connections with string theory~see Refs. 7 and 8!. As was shown in
Ref. 9, the standard way of deriving the connection between spin and statistics, em
6210021-3640/98/67(8)/6/$15.00 © 1998 American Institute of Physics
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ing the analytic properties of vacuum averages inx space, remains in force in the pre
ence of moderate nonlocality, which corresponds to exponential growth in mome
space. The case of a higher-order singularity, where the region of analyticity is e
was studied in Refs. 10 and 11, where the extension of the spin–statistics the
involves the construction of envelopes of holomorphy inp space. I shall show tha
enlisting the concept of the wave front of a distribution gives an alternative and com
solution of the problem.

From a technical standpoint the absence of high-energy restrictions means th
Fourier transforms of the test functions with which the fields are averaged must belo
a Schwartz spaceD of smooth functions with compact support. In the coordinate rep
sentation they are entire analytic functions with the property

u f ~z!u<CN~11uxu!2Nebuyu, ~1!

where N51,2, . . . , and thepositive constantsCN and b depend onf . The space of
functions satisfying the inequality~1! with fixed b is designated asS0,b, while in nonlocal
field theory the unionøb.0S0,b, which is nothing more thanD̃, is designated asS0.
Together withS0(Rn), we shall use related spaces corresponding to cones inRn. If U is
an open cone, thenS0(U) is determined by the inequality

u f ~z!u<CN~11uxu!2Nebuyu1bd~x,U !, ~2!

whered(•,U) is the distance between the point represented by the dot andU. If K is a
closed cone, then

S0~K !5
def

ø
U.K\ $0%

S0~U !. ~3!

As usual, conjugate spaces are denoted by a prime. The closed coneK is said to be the
support cone of the generalized functionwPS80 if w admits a continuous linear continu
ation to the spaceS0(K), i.e., if wPS80(K). The reader is referred to Refs. 8 and 12 f
a justification of this definition. Here we note only that ifw is an ordinary function that
decreases in the complementary coneRn\K more rapidly than a linear exponential an
that grows no more rapidly than as a power law in all other directions, then the coK
is a support cone for it. The conditionwPS80(K) is actually the correct extension of th
decay property to the case of an arbitrary singularity.

2. ASYMPTOTIC COMMUTATIVITY

Let us consider the theory of a finite number of fieldsw,c, . . . , that are operator-
valued generalized functions on the spaceS0(R4) and transform according to finite
dimensional representations of the proper Lorentz groupL1

↑ or its covering group
SL(2,C). We assume that all the standard assumptions of the general theory of qu
fields,1,2 with the exception of locality, hold. We denote the general invariant domai
definition of fields in the Hilbert space of states byD and the vacuum byC0. We will
call the Lorentzian componentsw j and ck asymptotically commutative~anticommuta-
tive! for a space-like separation of the arguments if for anyF,CPD the matrix element
^F,@w j (x1),ck(x2)# 2

(1)
C& possesses a support cone$(x1 ,x2)PR43R4:(x12x2)2>0%.

We replace the locality axiom by the condition of asymptotic commutativity, wh
means that any two field components either asymptotically commute or asymptot
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anticommute. As usual, we assume that the2 or 1 sign in this condition depends onl
on the type of field but not on the Lorentzian components, so that in what follows we
omit the Lorentzian indicesj ,k.

3. GENERALIZATION OF THE SPIN–STATISTICS THEOREM

The first step in the standard derivation of this theorem1,2 is a proof of the fact that
if a field w possesses different commutation relations withc and c* , then either
w(x)C050 or c(x)C050. This proof directly transfers to nonlocal fields, since it
based on a weak cluster property of vacuum averages, which follows from the exis
and uniqueness of the vacuum without the use of locality axioms~see Ref. 2, Sec. 7.2.B!.
The second step establishes that an anomalous commutation relation betweenw and the
conjugate quantityw* leads tow(x)C050. This step employs the property of analytici
of the vacuum averages inx space; it is the generalization of this property that prese
the main difficulty.

For definiteness, we assume thatw is a nonlocal field with integer spin, and w
employ the notation

W~x12x2!5^C0 ,w~x1!w* ~x2!C0&, Wtr~x12x2!5^C0 ,w* ~x1!w~x2!C0&. ~4!

An anomalous asymptotic commutation relation means that

W~j!1Wtr~2j!PS80~V̄!, ~5!

where V̄ is a closed light cone. We regularize the ultraviolet behavior by multiply

W̃(p) by the cutoff factorh(p2/M2), where hPD(R) and h(t)51 for utu<1. The
regularized vacuum averageWM is a Lorentz-covariant distribution with modera
growth and the Bargmann–Hall–Wightman theorem~BHW theorem!, according to
which WM(j)5WM(2j) for j2,0, is applicable to it. Therefore the differenc

TM5
def

WM(j)2WM(2j) admits a continuous continuation onto the spaceS0(V̄), which
can be given by the formula (T̂M , f )5(TM , x f ), wherex is a multiplier in the Schwartz
spaceS, identically equal to 1 in ane-neighborhood ofV̄. It is important that these
continuations be consistent with each other, specifically,

T̂MuS0,b~U !5T̂M8uS
0,b~U !, ~6!

if U.V̄\$0% andM , M 8 are sufficiently large compared tob. Indeed, (WM , g)5(W, g)
for gPS0,M, since then suppg̃ is contained in a sphere of radiusM . For M.8neb,
according to Theorem 5 in Ref. 13, the spaceS0,M is dense inS0,b(U) according to the
topology of S0,M(U), whence Eq.~6! follows. Therefore the unregularized differenc
W(j)2W(2j) also admits a continuous continuation toS0(V̄), which makes it possible
to rewrite formula~5! as

W~j!1Wtr~j!PS80~V̄!. ~7!

But this is compatible with the spectral condition supp(W̃1W̃tr ),V̄1 only if

W~j!1Wtr~j![0, ~8!

since the following theorem is valid.
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UNIQUENESS THEOREM

If the support of the distributionuPD 8 is contained in a sharp cone, while th
support cone of its Fourier transform is different fromRn, thenu is identically equal to
zero.

The proof of this theorem will be given in the next section. Here we note that in
local theory the distributionsW̃ and W̃tr possess~inverse! Laplace transforms, whos
domain of analyticity contains real space-like points, and the vanishing of the suW
1Wtr at these points implies that it equals zero identically on account of the unique
of the analytical continuation. My theorem shows that not only the vanishing oW
1Wtr for j2,0 but also the more-rapid-than-linear-exponential decay ofW1Wtr in
space-like directions are incompatible with the positivity of energy–momentum. A
averaging with a test function of the formf̄ (x1) f (x2) formula ~8! goes over to the
equalityiw* ( f )C0i21iw( f )C0i250 and implies thatw(x)C050, sincef is arbitrary.
Moreover, in consequence, any vacuum average containing at least one operatorw equals
zero. For example, letw stand in the next-to-last place. The vacuum aver
^C0 ,c1 , . . . ,cn21wcnC0& considered in the relative coordinatesj j5xj2xj 11 has a
spectrum in a sharp coneV̄13 . . . 3V̄1 and is identical to the generalized functio

^C0 ,c1 , . . . ,cn21@w,cn#7C0&PS80(R4(n21)3V̄). Hence it equals zero once again o
account of the uniqueness theorem. Next we use induction.

If w possesses half-integer spin, then these same considerations forbid the a
lous relationW(j)2Wtr(2j)PS80(V̄), since in this caseW(j)1W(2j)PS80(V̄) fol-
lows from the BHW theorem, which once again leads to Eq.~8!. Further analysis of the
commutation relations between different fields in a theory with a finite number of fin
component fields is similar. Ultimately, it can be asserted that the condition of asymp
commutativity allows for the existence of a Klein transformation, which transforms
initial set of fields into a new set possessing a normal connection between spi
statistics, where fields with integral spin commute asymptotically with all other fi
with space-like separation of the arguments, while fields with half-integral spin antic
mute asymptotically with one another.

4. PROOF OF THE UNIQUENESS THEORM

Actually, we will obtain a stronger result, from which the required assertion follo
as a corollary. A similar uniqueness theorem also holds for a broader class of gene
functions, called ultradistributions and defined on Gel’fand–Shilov spacesS0

a ,a.1. The
Fourier dual toS0

a space is denoted bySa
0 . The spaceSa

0(U), whereU is an open cone,
is given by a formula similar to~2! with (11uxu)2N replaced by exp(2ux/au1/a) and is a
union of normalized spacesSa,a

0,b (U) over a.0, b.0. The spacesSa
0(K) corresponding

to closed cones possess better topological properties thanS0(K), and the following equal-
ity can be easily established14 for spaces conjugate to them:

Sa8
0S ø

j 51

n
K j D 5(

j 51

n

Sa8
0~K j !. ~9!

Moreover, as was shown in Ref. 13, if the coneK is sharp~this is equivalent to the
interior region of the conjugate coneK* 5$q:qx>0, ;xPK% being nonempty!, thenw
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PSa8
0(K) possesses a Laplace transform (w, ei (p1 iq)x), which is analytic in the region

Rn1 i (int K* ), with the Fourier transform ofw being its limiting value in the limitq
→0, qP int K* .

Let uPS08
a . Recall4 that the analytical wave frontWFA(u) consists of pairs (p,j),

wherep runs through the set of points whereu is not an analytic function, whilej is a
cone of the directions of ‘‘poor’’ behavior ofũ which are responsible for the appearan
of a singularity at the pointp.

LEMMA

If uPS08
a and ũPSa8

0(K), thenWFA(u),Rn3K.

Indeed, coverK by a finite number of closed sharp convex conesK j and construct
the decompositionũ5(wj , wjPSa8

0(K j ) according to formula~9!. Next, take the~in-
verse! Laplace transform of eachwj . Then u will be a sum of the limiting values of
analytic functions from the regionsRn1 i (int K j* ), and according to Theorem 9.3.3 i
Ref. 4

WFA~u!,Rn3 ø
j 51

n
K j** . ~10!

By virtue of closure and convexity one hasK j** 5K j . Refining and contracting the
covering toK gives the indicated inclusion.

Let us now prove the uniqueness theorem. LetuPS08
a and suppu,V, whereV is a

sharp cone. If the support ofu contains the point 0, then any vectorjP2V* serves as an
outer normal to suppu at this point. According to the Kasiwara theorem~see Ref. 4,
Theorem 9.6.6!, all nonzero elements of the linear span of the set of normals is conta
in WFA(u)0. Since intV* Þ0” , this span coversRn. Hence, by virtue of the lemma
ũ¹Sa8

0(K) for KÞRn, i.e., only Rn can be a support cone ofũ. Now let 0¹ suppu.
Assume thatũPSa8

0(U), whereŪÞRn, and leti•iU,a,b be the norm of the Banach spac
conjugate toSa,a

0,b , and let us construct the series(n51
` anun , whereun(p)5u(np). If

0,an,1/~n2i ũniU,n,n!, ~11!

then the series(anũn converges inSa8
0(U), and, moreover, the series(anunconverges in

S08
a . Let U denote its sum. It is easy to choose coefficientsan so that the supportU will

contain the point zero. Indeed, let the distance from suppu to 0 equal 1, and letp0 be the
point of suppu closest to 0. For eachm51,2, . . . choose a test functiongmPS0

a , with
support in the sphereup2p0 /mu,(1/2)(1/m21/(m11)), such that (um ,gm)51. Note
that (un ,gm)50 for n,m. Specify the coefficientsan successively, imposing beside
~11! the conditionanu(un ,gm)u<am/2n for m,n. Then for eachm

~U,gm!5am1 (
n.m

an~un ,gm!Þ0,

since(n.mam/2n<am/2. Thus 0P suppU, and we have returned to the situation cons
ered above. This completes the proof.
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5. CONCLUDING REMARKS

The relation established in Sec. 4 between the analytical wave front of a distrib
~ultradistribution! and the support cone of its Fourier transform makes it possibl
approach differently other problems of the theory of nonlocal interactions, including
extension of the CPT theorem to them, the expansion of the Borchers equiva
classes, the construction of superpropagators, and others. The derivation, based
uniqueness theorem, of the necessary and sufficient conditions for CPT symmetry w
given in a companion paper. The spacesSa

0(K) were invoked in order to circumvent th
difficulties connected with the derivation of the analog of formula~9! for S80(K). How-
ever, the fields could have been assumed from the very beginning to be given onSa

0 —
this gives not only a broader framework for constructing a theory but also a conve
operational calculus, the principles of which are set forth in Refs. 12–14. The spaS0

has been used in many works on nonlocal theory of fields primarily becauseS̃0 is
identical to the Schwartz spaceD appearing in the standard arsenal of the theoret
physicist. I followed tradition, but there is no need for this. The topological structur
the spacesS0(K) is very complicated, and even the proof of completeness for them
serious problem, whose solution requires the use of homological methods. I note als
in the present letter I adhered to the standard Bose–Fermi alternatives and I d
consider intermediate statistics. However, the condition of asymptotic commutativity
also be formulated for nonlocal parafields, after which the question of the conne
between spin and parastatistics actually reduces to the analysis set forth above.

I am grateful to Professor V. Ya. Fa�nberg for a helpful discussion. I am als
grateful the Russian Fund for Fundamental Research for funding under Grant 9
16117 and to INTAS for funding under Grant 96-0398.
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Noise-induced hypersensitivity to weak alternating
signals
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An example of the helpful role of noise in information transmission
processes is the well-known phenomenon of stochastic resonance. This
letter examines another such example — parametric-noise-induced gi-
ant amplification of ultraweak signals in a system with on–off intermit-
tency. © 1998 American Institute of Physics.
@S0021-3640~98!01408-X#

PACS numbers: 05.40.1j, 07.50.Qx, 07.50.Hp

Until recently the role of noise in information transmission processes was co
ered to be purely destructive. However, not too long ago the phenomenon of stoc
resonance was discovered, i.e., signal amplification and improvement of the signal
ratio accompanying the transmission of a signal to which noise with the optimal inte
is added. It has been shown experimentally and theoretically that stochastic reso
can exist in the most diverse systems, ranging from ice ages to SQUIDs~see, for ex-
ample, Ref. 1!. This demonstrates that noise can play an important constructive ro
the signal transmission process.

In the present letter we shall demonstrate this constructive role for another exa
— a simple stochastic model demonstrating the property of on–off intermittency.
tems with on–off intermittency have been attracting increasing the attention of inv
gators in recent years.2–4 These systems are characterized by giant fluctuations of
physical quantities, which can assume finite values with close probability and be
vanishingly small in the laminar phase. We shall describe below an unusual phenom
we discovered in these systems, which appears as a result of the presence of par
noise with the optimal intensity in them — a giant response of a system to very sm
actions~hypersensitivity!, when perturbations of the order of 10220, for example, give
rise to a response of the order of 1.

The simplest equation capable of demonstrating on–off intermittency is the equ
of an overdamped Kramers oscillator:5,6

dx/dt5lx1bj~ t !x2Ux31sw~ t !1AR~ t !,

^j~ t !j~ t8!&5^w~ t !w~ t8!&5d~ t2t8!, ^j~ t !w~ t8!&50, ~1!
6270021-3640/98/67(8)/6/$15.00 © 1998 American Institute of Physics
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R~ t1T!5R~ t !5H 1, 0,t<T/2

21, T/2,t<T.

Herej(t) andw(t) are Gaussian white noise;l, b, U, s, andA are constants; and,R(t)
is a periodic square-wave signal. Equation~1! is to be understood in the Stratonovic
sense. We can see that noise appears in this equation both additively and multiplica
and, as will be seen below, the latter noise gives rise to hypersensitivity. We note th
caseA5s50 was studied in detail in Ref. 5.

In the absence of noise (b5s50) and forA!1 Eq. ~1! can be easily solved, an
it can be shown that the amplitude of the output signalDx;A/ulu, i.e., there is no signa
amplification.

The Fokker–Planck equation~FPE! for Eq. ~1! has the form

]F

]t
52

]

]xH F S l1
b2

2 D x2Ux31AR~ t !GFJ 1
1

2

]2

]x2
$~b2x21s2!F%. ~2!

It is quite difficult to solve Eq.~2! in general form. For this reason, we shall employ t
following approximation. The signalR(t) in Eq. ~1! assumes two values:61. Let T0 be
the transient relaxation time after the signal is switched from one value to another. L
signal satisfy the adiabaticity condition

T@T0 . ~3!

The FPE in this case can be easily solved. We obtain for (A,s)!(l,b,U)

F~x!5CS x21
s2

b2D ~a21!/2

expH 2AR~ t !

bs
arctan

bx

s
2

Ux2

b2 J , ~4!

a52l/b2,

whereC is a normalization constant.

In what follows we shall have everywhereb, U;1, l;0.01,A, s;102n, n@1.
Then, in a very wide range 102n!x!1, we obtain from Eq.~4! a scaling distribution
density

F~x!;xua21, ~5!

which, according to Refs. 6–8, is a criterion for the existence of on–off intermitte
Let us examine the limits→0 ~the weak signal is much stronger than the additive noi!.
Assuming

arctan
bx

s
→

s→0 p

2
sign x2

s

bx
,

we obtain

F~x!5Cuxua21expH ApR~ t !

bs
sign x2

2AR~ t !

b2x
2

Ux2

b2 J . ~6!
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The large first term in the exponential in Eq.~6! means that in the case of a positiv
signal R the distribution density is different from zero only for positivex, while for a
negative signal it is different from zero only for negativex, i.e.,

F~x!5Cuxua21u~sign AR~ t !x!expH 2
2AR~ t !

b2x
2

Ux2

b2 J , ~7!

whereu(x) is the Heaviside unit step function. The normalization factorC cannot be
calculated exactly, but its asymptotic expressions foruau!1, U/b2;1 are

C5H a;a.0, z@1,

1/ln
1

A
; z!1,

uauAuau; a,0, z@1,

~8!

z5uau ln
1

A
.

The changeover in the asymptotic behavior in Eq.~8!, i.e., crossover, occurs when th
parameterz becomes of the order of 1, i.e., at a signal amplitude

A05exp~21/r uau!. ~9!

Thus, for small values ofa a very weak signal is capable of radically altering t
distribution density.

To estimate the amplitude of the output signal we shall calculate the momen
F(x) for z!1. Using the explicit form ofR(t) we obtain

^x~ t !&5
b

2
Ap

U

1

ln~1/A!
R~ t !, ^x2~ t !&5

b2

2U

1

ln~1/A!
, ~10!

^x~ t !&2

^x2~ t !&
5

p

2 ln~1/A!
!1.

The signal gain equals

I 5
^x~ t !&
AR~ t !

5A p

4U

b

A ln~1/A!
. ~11!

For example, forb50.7, U51, andA510211 we obtain I 52.53109. Therefore, on
account of the multiplicative noise, our model of an overdamped Kramers osci
possesses the property of hypersensitivity to weak signals. A similar phenomen
sensitivity of a system to a weakconstant perturbationas a result of the noise added
the perturbation — was studied earlier~see Ref. 9 and references cited therein! for the
example of the chiral selectivity of a chemical reaction. In our case, aside from the
that the noise that induces the sensitivity is parametric, the system can amplify a
that is time-dependent. Even though the variance ofx is large compared with the signa
the phenomenon can be easily observed by standard statistical methods. For ex
Fig. 1 displays the time series of^x(t)& for A510211, l520.01 and 0.01,b51.0,
U51 as averages over an ensemble of 4100 time series ofx(t) with the same phase o
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the input signal. We note that for comparatively smallaveragemagnitudes of the signal
the instantaneousvalues of the amplitude can reach values of the order of 1, makin
possible to observe an ultraweak signal with a low-sensitivity detector. If the adiaba
condition holds, then according to Eq.~10! ^x(t)&5yR(t), and the gainI 5y/A. How-
ever, if the adiabaticity condition does not hold, thenI can be determined from th
formula

I 25
1

TE0

T^x~ t !&2

A2
dt. ~12!

Since, as one can see from Fig. 1,^x(t)& remains a stochastic function even after av
aging over a large number of time series, the coefficientI in Eq. ~12! is most conve-
niently calculated by a different method. In Ref. 10 it is shown that if we have a s
time series with a random phase, then their spectral density equals

FIG. 1. a! Time series of the output signalx and of the averagêx(t)& over an ensemble of 4100 time serie
with the same phase of the input signal forb51.0 andl520.01. b! Power spectrum of the signalx in part~a!,
obtained by averaging over 200 time series with a random phase; c! Same as a but withl50.03. The amplitude
of the input signalA510211, the periodT58192.
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S~v!52p(
k

uxku2d~v2kV!1Snoise~v!,

wherexk are the Fourier coefficients of the periodic function^x(t)&, while Snoise is the
noise contribution to the spectral density. From Eq.~12! it is evident that

I 25(
k

uxku2/A2, i.e., I 25
d f

A2 (
i

~Si2Snoise!,

whereSi is the i th harmonic of the signal in the spectrum andd f is the spectral band
width. Figure 2a displaysI as a function of the parameterl for fixed noiseb50.7. One
can see that the estimate~11! written for the caseuau'0 is in excellent agreement with
the calculations. The dashed line in the figure shows the results obtained with a co
input signal (R(t)51). The gain drops below the static value when the relaxation t
T0 ~dotted line in Fig. 2a; an analytical estimate isT0;A2a) becomes comparable to th
period of the signal, i.e., the condition of adiabaticity breaks down. As the period o
signal increases, the region of adiabaticity increases, as one can see in Fig. 2a. Fig

FIG. 2. a! Gain I with signal periodT5819 (D) andT58192 (s) and relaxation timeT0 ~dotted line! versus
the parameterl for fixed b50.7. The dashed line shows the results obtained with a static input sig
Cross — estimate~11!. b! I versus the intensityb of multiplicative noise forl520.01 (j) and 0.01 (m). The
parameters of the input signal are the same as in Fig. 1.
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demonstrates the dependence of the gain on the magnitude of the controlling~multipli-
cative! noise. This dependence has a maximum, just as in the case of the sta
stochastic resonance, the difference being that in our system the signal is additive
the noise is parametric.

In summary, we have demonstrated analytically and by computer simulation th
small absolute values of the parametera a simple stochastic system with on–off inte
mittency possesses noise-induced hypersensitivity to weak alternating signals. Thi
example of the constructive role of noise in nature.

This work was supported by the State Program ‘‘Physics of Quantum and W
Processes,’’ subprogram ‘‘Statistical Physics,’’ Project VIII-3, and by the State Prog
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The first two sentences of the body of the paper should read as follows:

Progress in molecular-beam epitaxy~MBE! technology has made it possible to gro
perfect GaAs/AlAs superlattices~SLs! on high-index GaAs surfaces, such as~011!,1

~112!,2,3 and ~311!.224 The lower symmetry of these SLs as compared with SLs
~100!-oriented GaAs/AlAs leads to optical anisotropy in the plane of the SL layers.226

Also, Eq. ~1! should read

qm5mp/$~n1d!d%, d5a/A11. ~1!
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