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Abstract—The problem of the fast quenching of a discharge in tokamaks by injecting high-Z impurity pellets
is considered. Results are presented from experiments in the T-10 tokamak, in which a substantial decrease (up
to 70%) in the thermal plasma energy was observed. A one-dimensional transport code is developed to describe
tokamak-discharge quenching. The code is used to simulate the experiments on quenching the T-10 discharge.
It is shown that the injection of a high-Z pellet into the T-10 plasma changes the transport coefficients as com-
pared to their steady-state values derived from the energy balance or scalings. © 2001 MAIK “Nauka/Interpe-
riodica”.
1. INTRODUCTION

Fast removal of thermal and magnetic energy from
the plasma of a tokamak reactor is necessary under
emergency conditions and may also be required under
standard operating conditions. Among the emergency
conditions, first of all, we mention the major disruption
and instability related to the vertical displacement of
the plasma column as well as any other undesirable
processes requiring urgent termination (quenching) of
a discharge.

Even in modern facilities, during an uncontrollable
major disruption or vertical-displacement event, the
stored plasma energy may be released locally at the
divertor elements, which results in their destruction. In
addition, the conducting elements of the installation are
exposed to extreme mechanical loads due to currents
induced in them. Both of these factors reduce the reli-
ability and lifetime of the machine.

The problem of fast discharge quenching becomes
even more important for the ITER tokamak reactor, in
which the stored plasma energy is expected to attain
3 GJ [1]. This energy is high enough to evaporate sev-
eral kilograms of the wall material, which is unaccept-
able. Switching to the regime of fast discharge termina-
tion in response to an instability precursor may become
an efficient means for maintaining normal device oper-
ation. On the other hand, under standard operating sce-
narios, shortening the time required for quenching the
discharge decreases pauses in the device operation,
thereby increasing the mean power. That is why meth-
ods of fast discharge quenching have actively been
sought in recent years.

The simplest way of quenching a discharge is to
produce an intense source of radiation power loss in a
plasma in order for the plasma energy to be converted
into radiant energy and be dissipated uniformly on the
surface of the first wall. In this case, the loads on the
1063-780X/01/2703- $21.00 © 20181
first wall of the device are expected not to exceed
allowable values [2]. As methods for delivering a radi-
ating material into a plasma, the injection of gas and
liquid jets or pellets are considered [1]. It was pointed
out that the main problems associated with plasma
cooling and increasing the plasma density are a major
disruption, the probability of which is high if the corre-
sponding density limit is exceeded [3], and the genera-
tion of a beam of runaway electrons [4]. Favorable con-
ditions for the generation of runaways are created due
to a substantial growth in the toroidal electric field as a
consequence of both the decrease in the plasma temper-
ature and the increase in the effective ion charge num-
ber. According to the current concept, the generation of
runaways is associated with the avalanche effect, which
is related to the transition of thermal electrons to the
runaway regime after one close collision with a relativ-
istic runaway electron [4].

The influence of the nuclear charge number on the
plasma behavior during discharge quenching by differ-
ent materials is still unclear. Low-Z materials are
unlikely to cause an avalanche of runaway electrons.
However, to reach the required level of radiation power
loss, the amount of such material introduced into the
plasma should be hundreds of times larger than the den-
sity limit [3], in which case the probability that a dis-
ruption will occur before most of the energy is removed
from the plasma is evidently high. For high-Z materials,
such as krypton and xenon, the radiation power loss
ensuring the energy decay on time scales on the order
of tens of milliseconds may be achieved if the density
is twice as high as the density limit [2]. Such an excess
can hardly be dangerous. Thus, experiments in the
ASDEX Upgrade tokamak showed that exceeding the
density limit by a factor of 2 after the injection of a deu-
terium pellet did not produce a disruption [5]. At the
same time, for high-Z impurities (Z > 6), a more effi-
cient generation of runaways is predicted [6]. In sum-
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mary, the use of high-Z impurities for quenching ITER
discharges depends on the efficiency of runaway gener-
ation and also on the development of methods for sup-
pressing it.

Experimental studies of discharge quenching by
injecting pellets with different nuclear charge numbers
were carried out in the ASDEX Upgrade, T-10, JET,
DIII-D, and JT-60 tokamaks [5, 7–9]. The information
obtained on the plasma behavior is quite encouraging
for heavy materials. Thus, in the ASDEX Upgrade, the
discharge was quenched within 10–20 ms after the
injection of a neon pellet and no runaway generation
was observed [5]. In addition, it was pointed out that
both mechanical loads on the constructing elements
and the heat flux onto divertor plates were reduced sub-
stantially in comparison with their level during a usual
disruption.

The generation of runaways observed in JT-60 was
efficiently suppressed by small, externally produced
helical perturbations of the magnetic field [9]. The
plasma energy completely decayed within 5–10 ms
after the injection of a large Ne pellet.

The modeling of the processes accompanying fast
discharge quenching is currently in its initial stage. The
only one-dimensional model, which is described in [6],
fails to account for some important factors; in particu-
lar, it uses a simplified initial density distribution of the
injected impurity (it is assumed to be proportional to
the initial plasma density). Furthermore, the crossed
terms describing how the heat and particle fluxes affect
each other are omitted in the model. In our opinion,
such simplifications may substantially change the con-
clusions inferred from this model in [6]. The develop-
ment of an adequate model of discharge quenching and
its testing using the available experimental database are
currently among the central problems to be solved.

This paper is devoted to experimental studies of dis-
charge quenching in the T-10 tokamak. In addition, our
aim is to develop a 1D-model allowing one to take into
account the initial impurity distribution and related heat
and particle transport in order to describe the process of
tokamak discharge quenching using pellet injection. In
Section 2, we describe the experimental setup, the diag-
nostics used, and measurement techniques. Experimen-
tal results are presented and discussed in Section 3. The
numerical model, basic equations, and the initial and
boundary conditions are described in Section 4. In Sec-
tion 5, we present the main simulation results and com-
pare them with the experiment. In the Conclusion, the
main results are summarized and the directions of fur-
ther studies are outlined.

2. EXPERIMENTAL SETUP
AND MEASUREMENT TECHNIQUES

Experiments on discharge quenching were carried
out in the T-10 tokamak in the ohmic heating regime
with the following parameters: plasma current Ip = 80–
250 kA, loop voltage Ul = 1.2 V, toroidal magnetic field
Bt = 2.5 T, limiter radius aL = 0.3 m, total radiation
power Pr = 70 kW, central electron temperature Te(0) ~
1 keV, and line-averaged plasma density  = (2.5–
4.5) × 1019 m–3.

The scheme of the experiment on pellet injection in
the T-10 is described in detail in [11]. Impurities were
intruded into the plasma by injecting pellets from top to
bottom toward the axis of the plasma column. KCl or Ti
pellets 0.3–0.6 mm in size were used. The injection
velocity was Vp = 30–150 m/s. The size, velocity, and
material of a pellet determined the radial profile and the
power of the created radiation loss source. As a rule,
pellets reached the middle of the minor radius aL and
the maximum amount of impurity material was depos-
ited into this region. It should be noted that, since KCl
is a fragile material, pellets sometimes broke down into
several small fragments in the course of their accelera-
tion. As a result, their penetration depth was reduced
and the time interval during which impurities were
injected into the plasma increased from ~1 ms (which
is typical for the ablation of a single-piece pellet) to
2−4 ms. The reason for this spread in times is that frag-
ments were accelerated in the gas flow to different
velocities depending on their size.

Together with an injector, a number of auxiliary
diagnostics were used in the experiments. A photo-
graphic camera installed on the outer side of the torus
at an angle of 11° to the equatorial plane allowed us to
trace the pellet trajectory. The exposure time (~15 ms)
substantially exceeded the ablation time (<4 ms). From
photographs, we could determine the pellet penetration
depth and the impurity distribution along the minor
radius. Examples of such photographs are presented in
Fig. 1. It is seen that, in shot no. 61812 (Fig. 1a), a
small single-piece pellet penetrates to a radius of
12 cm, whereas in shot no. 61905 (Fig. 1b), several
fragments penetrating to 11 cm are evaporated.

A wide-angle photodetector installed in the injec-
tion port could measure visible radiation emitted from
an evaporating pellet. As an example, Fig. 2 shows radi-
ation signals for single-piece (Fig. 2a) and broken
(Fig. 2b) pellets. This figure illustrates the fact that, if a
pellet breaks down, the time interval during which an
impurity is introduced into the plasma increases.

To monitor the penetration depth and velocity of a
pellet and to refer the signal I(r) to spatial coordinates,
we used an array of collimated photodetectors, which
was placed on the outside of the torus.

Pellets used in the experiment were small in size
(<0.7 mm) and in mass (<10–3 g) and irregular in shape.
For this reason, it was impossible to directly measure
the amount of impurity injected into the plasma and the
size of the injected pellet was estimated as follows.

From the known spatial profile of radiation of the
pellet cloud I(r), which was deduced from the wide-
angle photodetector signal I(t) or from photographs, we
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calculated the increase in the line-averaged density,
assuming the linear relation between the pellet ablation
rate and radiation intensity:

(1)

Dependence (1) is confirmed experimentally for lith-
ium [12] and carbon [13] and agrees well with the
results of calculations using the code of [14].

The increase in the electron density after injection
was calculated neglecting the Shafranov shift and the
radial plasma diffusion and assuming that perturbations
of the electron density gained poloidal and toroidal
symmetry in times much shorter than the radial-diffu-
sion time. We used the following formula [12]:

(2)

where R and Vp are the major radius and the pellet
velocity, respectively. The profile of the impurity
charge number Zimp(r) was calculated self-consistently
using the “average-ion” model [15] and the measured
electron temperature profile Te(r). The increase in the
density calculated from Eq. (2) for various viewing
chords was compared with the experimental values
obtained using interferometer signals. The change in
the density was measured 2 ms after injection, when the
toroidal symmetry had already been established and the
diffusion expansion was still small. In this way, we
chose the proportionality factor γ, which allowed us to
determine the impurity ablation rate. Its value was used
to calculate the effective diameter dp of a pellet assum-
ing that it is spherical in shape. The effective diameter
was calculated by the formula

(3)

where ρimp and mimp are the mass density and the molec-
ular mass of the pellet material, respectively, and τabl is
the ablation time. For KCl, the mass density is ρKCl =
1.99 × 103 kg/m3 and mKCl = 1.24 × 10–25 kg.

A rapid drift of the evaporated material along the
major radius, which was predicted for a hydrogen pellet
in [16, 17] and recently observed in experiments [18,
19], should not strongly affect the results of our mea-
surements of the ablation rate. This assertion is based
on the geometric features of the experiment. The lines
of sight of the camera and wide-angle photodetector lie
at a small angle to the major radius, whereas the pellets
move vertically from top to bottom toward the axis of
the plasma column. In addition, no significant drift of
the pellet cloud was observed in the experiments on the
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injection of carbon pellets in the W7-AS stellarator
[13].

For analysis and simulations, we used the data from
the following main tokamak diagnostics: (i) A soft

5 10

30

20

15 z, cm

10

r, cm

5 10

30

20

15 z, cm

10

r, cm

(‡)

(b)

Fig. 1. Photographs of the trajectories of (a) a single-piece
pellet (shot no. 61812) and (b) fragmented pellet (shot
no. 61904).
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X-ray (SXR) amplitude analyzer [20] measured the
electron temperature profile before pellet injection. In
addition, a four-channel heterodyne receiver at the sec-
ond harmonic of the electron cyclotron frequency could
trace the time evolution of the electron temperature
profile Te(r, t) [21]; the absolute values of the tempera-
ture were normalized to the temperature profile mea-
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Fig. 2. Waveforms of the signals from the wide-angle pho-
todetector I(t) for shot nos. (a) 61812 and (b) 61904.
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Fig. 3. Time evolution of the main plasma parameters after
the injection of a KCl pellet (shot no. 61905). The main evo-
lution stages are separated by vertical lines.
sured using the SXR diagnostics before pellet injection.
(ii) An eight-chord microwave interferometer measured
the time evolution of the electron density profile ne(r, t)
[22]. (iii) The discharge current Ip and the loop voltage
Ul were monitored using standard electromagnetic
techniques. (iv) The MHD activity of the m/n = 2/1
mode in the discharge was monitored using MHD
probes (MHD2 signals) [23].

3. EXPERIMENTAL RESULTS AND DISCUSSION

In experiments, pellets were injected in the steady-
state (current plateau) and ramp-down phases of the
discharge.

3.1. Injection of a KCl Pellet in the Steady-State Phase 
of the Discharge

Figure 3 shows the time evolution of the ,
Te(aL/2), Ul, and MHD2 signals for a typical shot
no. 61905; the pellet was injected in the steady-state
phase of the discharge. The pellet entered the plasma at
619 ms; this time is marked in the plots by vertical
lines. This discharge is characterized by the line-aver-
aged density  ≈ 2.6 × 1019 m–3 and an effective pellet
size dp of about 390 µm (the penetration depth is
b ≈ 10.5 cm).

The evolution of the plasma parameters in the
postinjection phase can be divided into several stages
(Fig. 3). The first stage is determined by the processes
of evaporation and ionization of the pellet material. It
lasts for 1–4 ms, depending on the size, velocity, and
integrity of the pellet. In the case of a single-piece pel-
let (Figs. 1a, 2a), this stage lasts no longer than 1.5 ms;
otherwise (Figs. 1b, 2b), due to prolonged impurity
injection, this stage can last up to 4 ms. A discharge
with a long ablation and ionization stage is shown in
Fig. 3.

In this stage, new cold electrons are produced in the
plasma due to ionization of the impurity material, a
radiation source is formed, and the plasma parameters
gain poloidal and toroidal symmetry. The electron tem-
perature decreases insignificantly (by 50–100 eV),
whereas the electron density increases to values close
to the maximum value.

In the second stage, the thermal plasma energy is
converted into radiation emitted by the impurity
injected into the plasma column. This is accompanied
by radial diffusion of the impurity and an increase in
the loop voltage (to 3–10 V) due to the generation of the
induction field because of plasma cooling. In this stage,
the electron temperature decreases markedly; the
decrease in the thermal plasma energy can attain 70%.
As a rule, this stage ends with a minor disruption, dur-
ing which the electron temperature drops abruptly and
the MHD activity increases. In the discharge illustrated
in Fig. 3, a minor disruption occurs at 637 ms; this time
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Fig. 4. Time evolution of the main plasma parameters after the injection of a Ti pellet (shot no. 65052).
is marked in the plots by vertical lines. The second
stage lasts 5–30 ms and is usually much longer than the
first stage. Sometimes, when small pellets are injected,
a disruption does not occur at all and the distinct grada-
tion between the second and third stages is absent.

The third stage lasts from the first minor disruption
until the plasma parameters return to their steady-state
values. This stage begins with an abrupt drop in the
plasma temperature (2–5 ms after disruption, it
decreases to its minimum value) and a substantial
increase in the loop voltage to values above 30 V. It
should be noted that interferometry frequently fails
during this stage, which complicates the plasma density
diagnostics for this stage. The first minor disruption
may be followed by another minor disruption occurring
after 20–30 ms or even several disruptions, which are
also accompanied by an increase in the MHD activity
and recovery of the temperature with a characteristic
transport time. The duration of the third stage varies
within a wide range depending on the pellet size and the
number of minor disruptions. The main discharge
parameters , Te , and Ul relax to new steady-state val-
ues close to those in the preinjection phase 30–40 ms
after the last minor disruption. This is because the
impurity leaves the discharge during the characteristic
diffusion time. When a KCl pellet is injected, the effec-
tive ion charge number Zeff of the plasma increases by a
factor of 2–3, which enhances the efficiency of ohmic
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plasma heating and affects the rate at which the temper-
ature relaxes to its steady-state value.

The total plasma current during and after KCl pellet
injection varies only slightly (<3%).

3.2. Injection of a Ti Pellet in the Steady-State Phase 
of the Discharge

Experiments with Ti pellet injection were carried
out in regimes with a low current Ip ≈ 80 kA and a line-
averaged plasma density of  ≈ 2 × 1019 m–3. In this
case, the decrease in the total plasma current attained
20% of its plateau value. This corresponded to a decay
of 50% of the magnetic energy of the plasma column.
However, in this case as well, the current amplitude
returned to its value before injection during 30–40 ms.

An example of a discharge in which the magnetic
energy of the plasma column partially decays is illus-
trated in Fig. 4, which shows the evolution of the
plasma parameters in shot no. 65052. In this case, a Ti
pellet ~400 µm in size enters the plasma at 726 ms.
Note that the stage of the thermal-energy decay short-
ens significantly (to 2–3 ms) in this discharge and there
is a stage in which magnetic energy decays (Fig. 4,
stage II"). Within the time interval from 735 to 760 ms,
the feedback system cannot maintain the current con-
stant and the current drops, whereas the loop voltage
continues to grow. The saturation of the loop voltage

ne
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Fig. 5. Time evolution of the main plasma parameters after the injection of a KCl pellet in the current ramp-down phase
(shot no. 62919).
signal at about 745 ms is a result of the overflow of an
ADC register in the data acquisition system. We also
note that the current decreases significantly when the
plasma is cooled to a temperature on the order of 20–
30 eV, which could not be achieved in the case of KCl
pellet injection. The plasma temperature at which the
magnetic plasma energy decays varies only slightly
during the current quenching phase. In this case, the
magnetic component of the plasma energy is converted
into heat and, then, into radiation.

The MHD activity in this shot increases monotoni-
cally during the entire steady-state phase of the dis-
charge, reaches its maximum 5 ms after injection, and
then decreases sharply. The low MHD activity of the
plasma after injection is probably the reason why no
minor disruptions occur in this case. The discharge
recovery occurs simultaneously with the build-up of
sawtooth oscillations.

3.3. Injection of a KCl Pellet in the Current 
Ramp-down Phase

The evolution of the main plasma parameters in the
case of pellet injection in the current ramp-down phase
is similar to the case of injection in the current plateau
phase. The main difference is that, in the current ramp-
down phase, the plasma parameters after disruption are
not restored (Fig. 5, shot no. 62919) and the thermal
plasma energy decays almost completely in 30 ms.

With a given set of the parameters of the controlling
program, the current in this discharge should fall to
zero in a time of ~300 ms at a rate of 0.85 MA/s. Pellet
injection shortens this time substantially; in this case,
the current decays in a time of ~80 ms. From the loop
voltage signal Ul in Fig. 5, it is seen that, in this case as
well, the feedback system has no time to implement the
program of maintaining the current-fall rate constant.
As follows from the overflow of ADC registers in the
data acquisition system, the loop voltage grows rapidly,
while the current continues to fall.

3.4. Discussion of the Experimental Results

The table presents the main pellet parameters and
the plasma parameters for the shots with KCl injection.
These parameters will be used in further analysis. For
each shot, the line-averaged plasma density before
injection , the penetration radius b, the effective pel-
let size dp, the maximum relative perturbation of the
total number of plasma electrons ∆Nemax/Ne, the mea-
sured maximum relative decrease in the electron tem-
perature at the center of the plasma column
−∆Te(0)/Te(0) and at the middle of the limiter radius
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PLASMA PHYSICS REPORTS      Vol. 27      No. 3      2001



STUDY OF DISCHARGE QUENCHING IN THE T-10 TOKAMAK 187
Parameters of the plasma and KCl pellets in the experiments on discharge quenching in the T-10 tokamak

Shot number , 1019 m–3 b, cm dp, µm Ne max/Ne,
rel. units

–∆Te(0)/Te(0), 
rel. units

–∆Te(aL/2)/Te(aL/2),
rel. units

∆t, ms

Steady-state phase of the discharge

61811 2.55 11.5 – – 0.2 0.25 –

61812 2.6 12 340 0.18(0.14) 0.25 0.45 35

61905 2.45 10.5 390 0.30(0.22) 0.45 0.55 13

61904 2.45 10 450 0.44(0.26) 0.55 0.7 6

61818 3.05 12 410 0.27 0.5 0.55 7

61819 3.05 11 – – 0.5 0.6 6

61817 3.05 6 590 0.78 0.85 0.9 2

61898 4.1 8 – – 0.2 0.3 15

61900 4.1 10.5 430 0.23 0.5 0.7 7

61897 4.1 8 430 0.23 0.5 0.7 4

61895 4.55 10.5 490 0.30 0.6 0.75 2

Current ramp-down phase

62920 2.45 16 – – 0.25 0.25 –

62919 2.45 8 – – 0.3 0.45 22

ne
−∆Te(aL/2)/Te(aL/2), and the time intervals between
the instant of injection and the first minor electron-tem-
perature disruption (the total duration of stages I and II)
∆t are presented.

The maximum perturbation of the total number of
plasma electrons ∆Nemax/Ne was calculated from the
total impurity amount in the plasma, assuming that
impurity is completely ionized. Actually, at tempera-
tures of about 1 keV, the impurity is ionized only par-
tially (Fig. 6). For some shots, the actual relative
increase in the plasma density could not be determined
because of the unstable operation of the microwave
interferometer under conditions when the plasma den-
sity grew sharply. The measured values of the density
increase (in the shots for which these measurements
were successful) are given in the table in the same col-
umn (in brackets).

Note that ∆t decreases as the plasma density in the
preinjection phase or the impurity amount increases. In
some shots with a small amount of the injected mate-
rial, the disruption did not occur at all (see, e.g., shot
no. 61811). This leads us to suggest that disruption
occurs due to exceeding the density limit [3].

We also note that there is little difference between
the value of the relative decrease in the electron temper-
ature in the plasma center and that in the middle of the
minor radius. In addition, this difference depends
weakly on the pellet penetration depth (shot nos. 61900
and 61897). This evidences that impurities penetrate
rapidly into the central plasma region.

It is seen from the table that, for a fixed relative
value of the plasma density perturbation ∆Nemax/Ne, the
discharge with a higher density is cooled more effi-
PLASMA PHYSICS REPORTS      Vol. 27      No. 3      2001
ciently (compare, e.g., shot nos. 61905 and 61895).
Evidently, this is due to a greater amount of impurity
and higher radiation power per atom at a higher elec-
tron density.

The maximum pellet size was limited by the barrel
diameter of the pellet gun and was equal to ~600 µm.
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Fig. 6. Temperature dependences of the radiative cooling
rate and the average charge number of argon ions calculated
by the average-ion model [15] for the typical parameters of
the T-10 plasma.
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This size limited the number of injected impurity atoms
by a level of 5 × 1018 (about 10% of the total number of
plasma ions). The size limitation is the main reason
why the plasma energy did not decay completely after
injection. Injection only produced a substantial pertur-
bation of the plasma parameters, which then usually
returned to their steady-state values.

However, in experiments with KCl pellets, the ther-
mal plasma energy decreased substantially. Thus, in
shot no. 61817, the thermal energy decreased by 70%.
In experiments with the injection of titanium, which
has a higher emissivity, the magnetic energy could also
decay in regimes with low densities and low currents.
As was mentioned above, in shot no. 65052, the
decrease in magnetic energy was about 50%. Hence,
we can expect that the plasma energy in T-10 will decay
completely if the amount of the injected impurity is
increased by a factor of 2–3.

As to the reason why minor disruptions occur after
the injection of a large amount of impurities, we may
suggest that these disruptions are initiated by the
growth of the m/n = 2/1 and m/n = 3/2 magnetic islands
with their subsequent reconnection [7]. Probably, this
growth is caused by the current redistribution provoked
by pellet injection. 

4. NUMERICAL MODEL

To simulate the process of plasma cooling after pel-
let injection, we developed a numerical code based on
the following set of transport equations:

(4)

(5)

(6)

(7)

The set of equations written in cylindrical coordi-
nates is solved with respect to the unknowns n = n(r, t),
nimp = nimp(r, t), T = T(r, t), and E = E(r, t), which describe
the profiles of the electron density, the density of
injected-impurity ions, the electron temperature, and
the toroidal electric field, respectively. Equations (4)
and (5) describe the balance of electrons and impurity
ions. It is assumed that the main source and sink on the
right-hand side of Eq. (4) are the ionization and recom-
bination of impurity ions. Here, Zimp is the average
impurity-ion charge number. When calculating the evo-
lution of the plasma parameters, it is assumed that, at
each time, the quasineutrality condition n = nD + Zimpnimp
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is satisfied, where nD is the deuterium-ion density pro-
file before pellet injection. Equation (6) describes the
electron energy balance. Its right-hand side contains the
main energy sinks Qbr and Qimp (the bremsstrahlung
power and the dominant-impurity radiation power) and
the ohmic heating source Qoh. Equation (7) is the Max-
well equation for the toroidal electric field. Here, the
conductivity σ is assumed to be equal to the Spitzer
conductivity and c stands for the speed of light in vac-
uum.

The electron and injected-impurity ion fluxes are
written in the following form:

(8)

and the electron heat flux is

. (9)

The transport coefficients D and χ were assumed to be
the same for electrons and impurity ions. They were
chosen based on the Alcator scaling D = α/n. The pro-
portionality factor α and the ratio D/χ were the param-
eters of the problem.

The pinch velocity Vps was determined from the
measured electron density profile ns in the preinjection
phase and a given value of Ds using the formula

(10)

When calculating further evolution, the ratio Ds/Vps

was assumed to be constant.
The main-impurity radiation power Qimp and the

average charge number of impurity ions Zimp were cal-
culated by the coronal equilibrium model in the aver-
age-ion approximation [15]. When calculating Qimp and
Zimp for KCl, we used Ar data, which are known in more
detail. The reason for this is that, in the temperature
range of interest (100–1000 eV), the temperature
dependences of Qimp and Zimp for average Ar ions are
close to those for average KCl ions. Figure 6 shows the
temperature dependences of the Ar radiation power and
the average charge number of argon ions calculated by
this model. The radiation power as a function of the
temperature is nonmonotonic and is maximum near
20 eV.

The boundary conditions for Eqs. (4)–(7) were cho-
sen as follows. At the plasma column axis, the condi-

tion  = 0 was set for all of the functions. At the

outer plasma boundary, the temperature and the elec-
tron density were fixed (T(a, t) = const and n(a, t) =
const) and the ion density of the injected impurity was

Γ D
∂n
∂r
------– nV p,+=

Γ imp D
∂nimp

∂r
------------– nimpV p,+=

q χ∂T
∂r
------–=

V ps

Ds

ns

------
∂ns

∂r
--------.=

r∂
∂

r 0=
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assumed to be zero: nimp(a, t) = 0 (the absorbent wall).
The electric field at the outer plasma boundary was a
superposition of the field produced by the inductor
according to the current-maintaining program and the
plasma induction field. In this study, the boundary elec-
tric field was specified based on the experimentally
measured loop voltage:

(11)

The initial conditions for Eqs. (4)–(7) were calcu-
lated using the profiles of the parameters n, nimp , T, and
E in the preinjection phase. For the electron tempera-
ture and density, we used the data from interferometry
and SXR diagnostics, respectively (Fig. 7). The nimp and
E profiles before injection were assumed to be constant
over the minor radius (nimp = 0). The value of E was cal-
culated using Eq. (11) from the value of Ul in the prein-

jection phase for a given regime. From the profile (r)
derived from Eq. (1), the initial profile was determined:

(12)

Assuming that the pressure was constant on a mag-
netic surface and the plasma parameters rapidly gained
poloidal and toroidal symmetry, we determined the ini-
tial temperature and density profiles. To do this, we
solved the following self-consistent set of equations:

(13)

(14)

The initial condition for the electric field E0 was for-
mulated in a similar way, assuming the current profile
to be constant:

(15)

In Eqs. (13)–(15), the zero index stands for the initial
profiles and the profiles for the preinjection phase are
written without indices. The initial conditions for shot
no. 61812 and the steady-state profiles for this shot are
shown in Fig. 7.

Calculation of the initial values by the method
described above is correct if the total time required for
a pellet to fly, evaporate, and ionize and for the plasma
parameters to gain poloidal and toroidal symmetry is
short compared to the time characteristic of further
plasma evolution. In our case, these times are equal to
1–4 and 20–30 ms, respectively. Therefore, we can use
the profiles obtained from Eqs. (12)–(15) as initial con-
ditions for Eqs. (4)–(7). In general, when a fairly large
amount of impurities is injected into the plasma, the
process of discharge quenching lasts for several milli-
seconds; in this case, this approach is evidently inappli-
cable.

E a t,( ) Ul t( )/2πR.=

Ṅ

nimp 0 r( ) Ṅ r( )
4π2

RV pr
----------------------.=

∆ p0 r( ) n r( )T r( ) n0 r T0 r( ),( )T0 r( )– 0,= =

n0 r T0 r( ),( ) n r( ) nimp 0 r( )Zimp r T0 r( ),( ).+=

∆J0 r( ) σ r T r( ),( )E r( ) σ0 r T0 r( ),( )E0 r( )– 0.= =
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5. SIMULATION RESULTS

Shots for simulation were chosen taking into
account the maximum available experimental data on
both the evolution of the plasma parameters and the dis-
tribution of the injected impurity along the minor
radius.

Figure 8 shows the results of simulations for shot
no. 61812. In this shot, a KCl pellet containing about
6.5 × 1017 impurity atoms was injected into the plasma
at 670 ms. The injection time is marked in the figure by
a vertical line. In simulations, the transport coefficients
were assumed to be equal to their steady-state values
and it was assumed that D/χ = 1. It is seen that, in this
case, the increase in the line-averaged electron density
as a function of time is described well by the model,
whereas the measured decrease in the electron temper-
ature in the central region of the plasma column is
much more pronounced than the calculated one. Simu-
lations even yield a weak increase in the electron tem-
perature in the central region, which is explained by the
relatively slow penetration of the emitting impurity into
this region in comparison with the rearrangement of the
current profile when the current is displaced from the
cold plasma edge, where the injected impurity is
mainly concentrated, toward the central region.

Figure 8 demonstrates the best simulation run; we
failed to achieve a better agreement with the experi-
ment by varying the plasma parameters. The simulation
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Fig. 7. The calculated profiles of the electron temperature
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tive ion charge number Zeff in the steady-state phase of the
discharge (shot no. 61812) and the profiles of these quanti-
ties after pellet injection, which were used as the initial con-
ditions for Eqs. (4)–(7). Circles show the experimental val-
ues of the electron temperature measured by SXR diagnos-
tics before injection.
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calculations without taking into account the enhanced-transport effects for D/χ = 1. The viewing chords are indicated in the plots.
The injection time is marked by light vertical lines.
parameters varied within the following ranges: α = (1–
5) × 1017 (cm s)–1 and D/χ = 0.1–10. We also took into
account a possible error in determining the factor γ in
Eq. (1), which gives the total number of impurity atoms
brought with the pellet into the plasma (the effective
pellet size). Accordingly, γ was varied within ±10%
around its value calculated from the increase in the den-
sity due to injection [see Eq. (2)].

A criterion for the agreement between calculation
and experiment was the minimum of the norm of the
variance between the calculated and experimental time
dependences of the plasma parameters:

(16)

Here, (t) is the experimental evolution of the ith

parameter and (t) is the calculated evolution. Inte-
gration and averaging were carried out over the entire
time interval T in which calculations were compared
with experiment, and summation was performed over
all the parameters of interest.

Based on the analysis of simulation results, we can
conclude that the behavior of the electron temperature
measured in inner channels cannot be adequately

1
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i

t( ) xexp
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t( )–( )
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i

∑

xexp
i

xcalc
i

described assuming that the transport coefficients Ds ,
χs, and Vps remain unchanged (i.e., equal to their values
in the preinjection phase) during plasma evolution. The
character of the evolution shows that impurity injection
substantially increases the transport coefficients. The
increase in transport coefficients promotes the impurity
penetration into the central region of the plasma col-
umn, which results in a stronger plasma cooling in this
region and, as a consequence, a weaker distortion of the
current profile. A similar effect, the so-called
“enhanced transport” (ET), was revealed in certain
existing devices and, at present, is under active study
(see, e.g., [24, 25]).

To model the ET effect, the transport coefficients
and the pinch velocity were multiplied by the factor

(17)

As a result, the transport coefficients increased by the
factor 1 + F, tending to their steady-state values in a
time βτE, where τE is the plasma energy confinement
time. For T-10 discharge regimes used in these experi-
ments, the time τE attained about 100 ms and varied
only slightly from shot to shot. The parameters β and F
determining the duration and amplitude of the trans-
port-coefficient perturbations were chosen experimen-
tally and were the parameters of the problem. The value

1 F t/βτE–( ).exp+
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Fig. 9. Time evolution of the electron temperature (on the left) and line-averaged electron density (on the right) after pellet injection
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calculations taking into account the enhanced-transport effects for D/χ = 1/3. The transport coefficients and the pinch velocity are
multiplied by factor (17) with F = 5 and β = 1/10.
of β varied in the range 1/30–1/3, and the factor F var-
ied within the range 1–10.

Figure 9 shows the results of simulations with
allowance for the ET effect for the same shot no. 61812.
The parameters characterizing transport-coefficient
perturbations are β = 1/10 and F = 5; the ratio D/χ = 1/3
corresponds to the threefold decrease in the diffusion
coefficient D as compared to the simulations described
above. This somewhat compensates for the increase in
D due to the ET effect at a constant α. The other param-
eters are the same as in the simulations presented in
Fig. 8. It is seen that, with the ET effect incorporated
into it, the model satisfactorily describes the behavior
of the electron temperature measured in inner channels
and, as previously, describes well the behavior of the
electron temperature measured in outer channels and
the behavior of the plasma density measured by inter-
ferometry.

Figure 10 shows the results of calculations of the
response of the electron temperature to KCl pellet
injection in two other shots. In this case, the amount of
injected impurity is somewhat greater than that for the
shot considered above. In shot no. 61905, 1.0 × 1018

impurity atoms were injected, whereas in shot no. 61904,
1.5 × 1018 atoms were injected. The pellet flew into the
PLASMA PHYSICS REPORTS      Vol. 27      No. 3      2001
plasma at 619 ms in both shots. In these shots, a minor
disruption (marked by the second thin vertical line in
the figure) occurred at 15 and 8 ms after injection,
respectively. Since disruption mechanisms are not
incorporated into the model, simulations can ade-
quately describe the evolution of the plasma parameters
only until a disruption.

From Fig. 10, it is seen that, as the amount of
injected impurity increases, the discrepancy between
the modeled and experimental behavior of the electron
temperature measured in inner channels becomes more
pronounced. Therefore, it may be suggested that the
changes in the transport coefficients depend on the
amount of the injected impurity. To verify this, we per-
formed simulations in which the changes in the trans-
port coefficients increased proportionally to the amount
of atoms injected into the discharge (F = 7.8 for shot
no. 61905 and F = 11.5 for shot no. 61904). The results
of simulations are illustrated in Fig. 11. It is seen that
the behavior of the electron temperature measured in
inner channels is described better in this case. Most
clearly, this is seen in shot no. 61904.

The physical picture of the ET effect is still poorly
understood. One of the possible mechanisms for
enhanced transport may be related to an increase in
magnetic field fluctuations and, as a consequence, a
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partial destruction of magnetic surfaces. This explana-
tion was proposed by Whyte et al. [26], who described
the experiments on the injection of massive Ne pellets
into the plasma of the D-IIID tokamak. Neon pellets
penetrated to less than one-half of the minor radius
(r/a ~ 0.45). Nevertheless, even 1 ms later, a substantial
amount of the injected impurity penetrated into the cen-
tral plasma region. Immediately after injection, signifi-
cant fluctuations of the toroidal magnetic field (δB/B ~
0.02) were observed. The estimates for the transport
coefficients made in [26] using a model allowing for
fluctuations of the magnetic filed [27] gave D ~
550 m2/s, which agreed well with the observed times of
impurity penetration into the central region of the
plasma column (~1 ms).

6. CONCLUSION

Experiments on discharge quenching by injecting
high-Z impurity pellets into the plasma have been car-
ried out in the T-10 tokamak. The pellets were injected
in both the current-plateau and ramp-down phases. The
evolution of the plasma parameters can be divided into
three main stages: the stage in which the pellet is evap-
orated and the distribution of the injected impurity
gains poloidal and toroidal symmetry, the thermal-
energy decay stage, and the stage of minor disruptions
and relaxation of the plasma parameters to values close
to those before injection. In some cases, after the injec-
tion of Ti pellets, the magnetic-energy decay stage was
observed immediately after the thermal-energy decay
stage.

The experiments have shown that, with technically
attainable pellet sizes (less than 0.6 mm), the stored
plasma energy did not decay completely and pellets
only induced strong perturbations of the plasma param-
eters. Nevertheless, the relative decrease in the thermal
plasma energy attained 70% and, in some cases, the
energy of the poloidal magnetic field decreased by
50%. In this case, the injection of a high-Z impurity did
not cause a major disruption. Pellet injection in the
ramp-down phase made it possible to substantially
accelerate the normal termination of the discharge (the
quenching time decreased several times).

A one-dimensional transport code was developed in
order to describe the response of the plasma parameters
to the injection of a large amount of impurity. The code
was used to simulate the shots with pellet injection. It
is shown that the experiment (in particular, the behavior
of the electron temperature in the central region of the
plasma column) cannot be adequately described if
the transport coefficients in the steady-state phase of
the discharge are used to describe the evolution of the
plasma parameters after injection. Presumably, this is
due to the ET effect. The evolution of the plasma
parameters can be described rather well assuming that,
in a time on the order of 0.1 of the plasma energy con-
finement time, the transport coefficients increase 5–
10 times throughout the plasma column. It is shown
PLASMA PHYSICS REPORTS      Vol. 27      No. 3      2001
that the changes in transport coefficients increase as the
amount of impurity injected into the discharge
increases. One of the possible mechanisms for the
observed ET effect could be the destruction of mag-
netic surfaces due to injection [26].

In the future, we plan to develop a model that more
adequately (in comparison with the average-ion model)
describes plasma radiation loss and the effective charge
number of plasma ions. The effect of runaway electrons
should also be included in the model. Moreover, in
future experiments, it will be expedient to use an injec-
tor capable of injecting a greater amount of impurities.

ACKNOWLEDGMENTS
We thank the T-10 team for help in experiments and

providing us with the experimental database. This work
was supported in part by the Ministry of Science of the
Russian Federation (under the program “Support of
Post-Graduate Students,” grant no. 375), INTAS (grant
nos. 95-0575 and 97-11004), and the Russian Founda-
tion for Basic Research (project no. 99-02-1764).

REFERENCES
1. Physics and Plasma Operation Studies, ITER Report

No. S CA4 RE2.
2. B. V. Kuteev, V. Yu. Sergeev, and S. Sudo, Nucl. Fusion

10, 1167 (1995).
3. K. Borrass, Nucl. Fusion 6, 1035 (1991).
4. M. N. Rosenbluth and S. Putvinski, Nucl. Fusion 10,

1355 (1997).
5. G. Pautasso, K. Buchl, J. C. Fuchs, et al., Nucl. Fusion

36, 1291 (1996).
6. S. Putvinski, N. Fujisawa, D. Post, et al., J. Nucl. Mater.

241–243, 316 (1997).
7. V. Yu. Sergeev, B. V. Kuteev, S. G. Kalmykov, et al., in

Proceedings of the 22nd EPS Conference on Controlled
Fusion and Plasma Physics, Bournemouth, 1995 [ECA,
19C (1), 49 (1995)].

8. D. G. Whyte, T. E. Evans, A. G. Kellman, et al., in Pro-
ceedings of the 24th EPS Conference on Controlled
Fusion and Plasma Physics, Berchtesgaden, 1997
[ECA, 21A (3), 1137 (1997)].

9. R. Yoshino, T. Kondoh, Y. Neyatani, et al., Plasma Phys.
Controlled Fusion 39, 313 (1997).

10. G. L. Schmidt, S. Ali-Arshad, D. Barlett, et al., in Pro-
ceedings of the 22nd EPS Conference on Controlled
Fusion and Plasma Physics, Bournemouth, 1995 [ECA,
19C (4), 21 (1995)].

11. S. M. Egorov, B. V. Kuteev, and I. V. Miroshnikov, Nucl.
Fusion 32, 2025 (1992).

12. V. Yu. Sergeev, E. S. Marmar, J. A. Snipes, et al., Rev.
Sci. Instrum. 63, 4984 (1992).

13. L. Ledl, R. Burhenn, V. Sergeev, et al., in Proceedings of
the 26th EPS Conference on Controlled Fusion and
Plasma Physics, Maastricht, 1999 [ECA, 23J, 1477
(1999)].

14. A. Ushakov, L. Ledl, G. Veres, et al., in Proceedings of
the 26th EPS Conference on Controlled Fusion and



194 TIMOKHIN et al.
Plasma Physics, Maastricht, 1999 [ECA, 23J, 1481
(1999)].

15. R. Clark, J. Abdallah, and D. Post, J. Nucl. Mater. 220,
1028 (1995).

16. V. Rozhansky, I. Veselova, and S. Voskoboynikov,
Plasma Phys. Controlled Fusion 37, 399 (1995).

17. P. B. Parks, W. D. Session, and L. R. Baylor, in Proceed-
ings of the 26th EPS Conference on Controlled Fusion
and Plasma Physics, Maastricht, 1999 [ECA, 23J, 1217
(1999)].

18. H. W. Muller, K. Buchl, H. Kaufmann, et al., Phys. Rev.
Lett. 83, 2199 (1999).

19. J. de Kloe, E. Noordermeer, N. J. López Cardozo, and
A. A. M. Oomens, Phys. Rev. Lett. 82, 2685 (1999).

20. Yu. V. Esiptchuk and P. E. Kovrov, Preprint No. 3258/7
(IAE, Moscow, 1980).

21. V. V. Bagdasarov, in Plasma Diagnostics, Ed. by
M. I. Pergament (Énergoatomizdat, Moscow, 1986),
Vol. 4 (1), p. 113.
22. V. V. Bagdasarov, in Plasma Diagnostics, Ed. by
M. I. Pergament (Énergoatomizdat, Moscow, 1986),
Vol. 4 (1), p. 141.

23. Yu. V. Gvozdkov, Preprint No. 3618/7 (IAE, Moscow,
1982).

24. P. Mantica, G. Gorini, A. Cherubini, et al., in Proceed-
ings of the 24th EPS Conference on Controlled Fusion
and Plasma Physics, Berchtesgaden, 1997 [ECA, 21A
(1), 105 (1997)].

25. G. M. D. Hogeweij, C. C. Chu, D. F. da Cruz, et al., in
Proceedings of the 22nd EPS Conference on Controlled
Fusion and Plasma Physics, Bournemouth, 1995 [ECA,
19C (2), 13 (1995)].

26. D. G. Whyte, T. E. Evans, A. W. Hyatt, et al., Phys. Rev.
Lett. 81, 4392 (1998).

27. A. B. Rechester and M. N. Rosenbluth, Phys. Rev. Lett.
40, 38 (1978).

Translated by N.F. Larionova
PLASMA PHYSICS REPORTS      Vol. 27      No. 3      2001



  

Plasma Physics Reports, Vol. 27, No. 3, 2001, pp. 195–204. Translated from Fizika Plazmy, Vol. 27, No. 3, 2001, pp. 209–218.
Original Russian Text Copyright © 2001 by Pustovitov.

       

TOKAMAKS

       
Feedback Stabilization of Resistive Wall Modes
in a Tokamak with a Double Resistive Wall

V. D. Pustovitov
Russian Research Centre Kurchatov Institute, pl. Kurchatova 1, Moscow, 123182 Russia

Received August 25, 2000

Abstract—A study is made of the problem of active stabilization of the resistive wall modes in a tokamak with
two conducting walls between the plasma column and the stabilizing system. The problem is analyzed for a
steady-state configuration (without rotation) in the standard cylindrical approximation under the assumption
that the stabilizing system responds instantaneously to a magnetic field perturbation by generating an in-phase
signal with the required amplitude. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

It is well known that, in order to achieve high values
of β (the ratio of the plasma pressure to the magnetic
field pressure) in long-term tokamak discharges, it is
necessary to solve the problem of the suppression of
resistive wall modes (RWMs). Experiments aimed at
studying the RWM instability in the DIII-D tokamak
[1–6] show that this is indeed a serious problem. This is
also a challenge for the development of the ITER toka-
mak reactor [7].

The most simple and realistic suppression method is
active stabilization of the RWMs by external control-
ling magnetic fields capable of responding to a mag-
netic perturbation generated by the plasma (see [3–15]
and the literature cited therein). The active stabilization
system in DIII-D makes it possible to confine the
plasma in a quiescent state for a substantially longer
time and to achieve higher β values [3–6]. Both exper-
iments and favorable theoretical predictions stimulate
further efforts in this direction.

In the simplest analytic formulation of the RWM
stabilization problem, there are three elements deter-
mining the behavior of RWMs: a plasma, a conducting
wall (the only passive element), and stabilizing conduc-
tors [8, 10, 13]. However, real devices may have several
passive conducting elements. For example, in ITER, it
is proposed that there should be two resistive walls
(separated by a finite distance) between the plasma and
the stabilizing system (one may also speak of a double
wall [7, p. 2593]). Our purpose here is to investigate
RWM stabilization in a tokamak with a double resistive
wall.

In Section 2, we formulate the problem and write
out the basic equations. In Section 3, we briefly
describe the standard cylindrical model employed in
our analysis. In Section 4, we derive a dispersion rela-
tion for a tokamak with a double resistive wall and
explain the physical meaning of the main parameter
characterizing the plasma in our problem. In Section 5,
1063-780X/01/2703- $21.00 © 20195
we discuss the properties of the dispersion relation for
a RWM in the presence of two resistive walls but in the
absence of an external stabilizing magnetic field. In
Section 6, we examine active RWM stabilization. In the
Conclusion, we summarize the main results obtained.

This work is a natural continuation of papers [8, 13],
which were aimed at studying the possibility of sup-
pressing RWMs in a tokamak with a stabilizing system
placed either just near a single conducting wall [8] or at
a finite distance from it [13]. Of course, the problem at
hand could be solved by precisely the same method as
in [8, 13], in which case, however, both the derivations
and the final results would be rather tangled. We apply
another approach allowing a simple and illustrative
description, even although we treated a problem that is
more complicated than in [8, 13].

2. FORMULATION OF THE PROBLEM
AND BASIC EQUATIONS

To solve the problem, we must calculate the per-
turbed magnetic field in three media: plasma, the vac-
uum region outside the plasma, and conducting metal
walls that separate the vacuum region into several sub-
regions.

The most complicated problem is that of calculating
the field in the plasma, in which case it is necessary to
solve reduced MHD equations. The complexity of the
analytic problem forces one to treat only the simplest
cases, when the problem can be reduced to solving one
[8, 10, 13, 16–18] or several [19] one-dimensional
equations.

It is well known that, in cylindrical geometry, such
an equation is [17, 18, 20–22]

(1)
γ2

F
-----—⊥ ρ—⊥

ψ̃
F
---- 

  ∇ ⊥
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where —⊥  = — – (  · —),  = ψ(r)exp(imθ – inζ + γt),

the perturbed magnetic field  = —  ×  is expressed
in terms of the function —  × ,  is the unit vector
along the z-axis of a cylindrical coordinate system
(r, θ, z ≡ Rζ) with 2πR the circumference of an equiva-
lent torus, γ is the perturbation growth rate, t is the time,
F = (BJ/r)[m – nq(r)], BJ(r) is the equilibrium magnetic
field component, q is the safety factor, ρ is the plasma
density, j is the z-component of the current density, and
the prime denotes the radial derivative. Here and in
other formulas, the magnetic constant (the vacuum
magnetic permeability) µ0 = 4 × 10–7 H/m is present,
because we are working in SI units.

Even Eq. (1), which is the simplest possible equa-
tion for the function , turns out to be fairly compli-
cated. For example, for a parabolic current profile, the
solution to this equation is expressed in terms of hyper-
geometric functions [19, 23]. That is why, the stability
of kink and tearing modes is often studied under the
assumption of a uniform current density (see, e.g., [8,
16–18, 21, 22]).

For realistic current distributions, Eq. (1) must be
solved numerically. On the other hand, the problem of
RWM stabilization can be formulated in such a way
that the desired dispersion relation would contain only
one plasma parameter—the perturbation growth rate in
the absence of active stabilization [8, 13]. In this formu-
lation (which will be clarified below), the main task is
to examine the behavior of the magnetic perturbation
outside the plasma, i.e., in vacuum regions where all the
characteristics are known, the geometry is fixed, and
there is no need to calculate the force balance.

Outside the plasma, the magnetic perturbation is
described by the Maxwell equations

(2)

(3)

(4)

and Ohm’s law for each of the conducting walls,

(5)

Here, we use the standard notation: E and H are the
electric and magnetic fields, B = µµ0H is the mag-
netic induction, µ is the magnetic permeability of
the medium, and σk is the electric conductivity of the
kth wall.

In tokamaks, the thicknesses of the vacuum cham-
ber and other conducting walls are small. Conse-
quently, in our problem, all of the metal objects can be
regarded as infinitely thin conducting shells. For a
current-carrying shell in vacuum, we have (see, e.g.,
[24, 25])

(6)

ẑ ẑ ψ̃
B̃ ψ̃ ẑ

ψ̃ ẑ ẑ

ψ̃

rot E
∂B
∂t
-------,–=

div B 0,=

rot H j=

j σkE.=

µ0K n Bout Bin
–( )× ,=
where K is the surface current density, n is the unit nor-
mal to the surface, Bout is the magnitude of B at the
outer surface of the shell (on the side the unit normal n
is directed), and Bin is the magnitude of B at the inner
surface. In our case, we have K = jdk, where dk is the
wall thickness, which is assumed to be smaller than the
characteristic wall dimension, e.g., the minor radius rk

in the cylindrical model. Taking into account Ohm’s
law, we obtain from Eq. (6)

(7)

where σs is the surface conductivity (for real conduc-
tors, σs = σkdk) and the argument sk refers to the corre-
sponding surface. With allowance for Eq. (7), the pro-
jection of Eq. (2) onto the normal n has the form

(8)

where Bn = n · B, Bτ = B – n(n · B), —τ = — – n(n · —),
and the subscripts n and τ stand for the normal and tan-
gential components, respectively.

Along with Eq. (8), we use the following conse-
quence of Eq. (3):

(9)

which is valid at any surface. Note that, in general, the
operators [—τ] in Eq. (8) and div in Eq. (9) are not the
same.

By definition, the magnetic fields  and  in
Eq. (8) are vacuum fields. Since the values of Bn are the
same on both sides of any surface, the normal compo-
nent Bn can also be regarded as a vacuum field compo-
nent. Hence, under the assumption that the shells are
infinitely thin, the problem of calculating the magnetic
perturbation outside the plasma reduces to a problem
for a vacuum region, i.e., to the equations divB = 0 and
curlB with the additional conditions (8) at every con-
ducting shell. The perturbed magnetic fields obtained
for the vacuum and plasma regions should be matched
at the plasma–vacuum boundary. As a result, we arrive
at the desired dispersion relation.

3. STANDARD CYLINDRICAL MODEL

In cylindrical geometry, the plasma column is
regarded as a circular cylinder, the conducting walls are
coaxial circular cylinders, and the perturbed magnetic
field is a helically symmetric field, which is described
in detail in the well-known paper by Morozov and
Solov’ev [26].

In vacuum, the magnetic field can be described in
terms of one scalar function (e.g., by the scalar poten-
tial). In the theory of MHD plasma stability, this is usu-

E sk( ) n Bout Bin
–( )×

µ0σs

------------------------------------,=

t∂
∂

Bn —τ–
Bτ

out Bτ
in

–
µ0σs

----------------------,⋅=

n — Bn
out

Bn
in

–( ) div Bτ
out Bτ

in
–( )+⋅ 0,=

Bτ
out Bτ

in
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ally the radial component of the perturbed magnetic
field,

(10)

Recall that r, θ, and ζ = z/R are cylindrical coordinates
related to the symmetry axis, but we use the angular
coordinate ζ (which corresponds to the toroidal angle)
instead of the longitudinal coordinate z. In analyzing
RWMs, magnetic perturbations with small toroidal and
poloidal wavenumbers, m and n, are of particular
importance. In this case, the exact expression for the
radial component of the perturbed magnetic field [26]
can be approximated by

(11)

For each vacuum subregion, the constants C and D
should be found by matching the solutions at the corre-
sponding separating surfaces (see [13]).

The solutions should be matched with the help of
Eq. (8), which should be satisfied at every conducting
wall. At the surface of a circular cylinder, the equality
—τ · Bτ = divBτ holds, and we can use relationship (9)
to eliminate Bτ in Eq. (8), which thus becomes

(12)

Substituting expression (10) into Eq. (12) yields

(13)

where  = γτk, dk and rk are the thickness and minor
radius of the kth wall, and τk = µ0σsrk = µ0σkdkrk is the
resistive wall diffusion time.

Then, our approach reduces to finding the coeffi-
cients C and D in expression (11) for each vacuum sub-
region. In principle, these coefficients can be calculated
using a method analogous to that developed in [8, 13].
However, problems that are more complicated than
those in [8, 13] involve more lengthy algebra and yield
more complicated conditions for RWM stabilization. In
order to overcome difficulties in this approach and to
make the description simple and illustrative, we pro-
pose to operate with other constants accounting for the
particular contributions of individual sources to the
total magnetic field Br(r). A similar approach was
applied in [10], in which, however, the role of the main
parameters was played by the standard characteristics
of the electric circuits (such as currents, resistances,
and inductances). In contrast to [10], we will treat the
problem using a smaller number of main parameters
and a larger number of passive parameters. In speaking
of the magnetic field, we imply the individual helical
harmonic (10).

B̃r Br r( ) i mθ nζ–( ) γt+[ ] .exp=

Br r( ) C r
m 1–

Dr
m– 1–

+( ).=

µ0σs t∂
∂

Bn n — Bn
out

Bn
in

–( ).⋅=

γ̂k
rBr'
Br

--------
in

out

,=

γ̂k
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The magnetic field produced by an infinitely thin
cylindrical shell of radius rk can be specified as

(14)

where

(15)

r1 is the minor radius of the first conducting wall, and

Bk is the value of  at this wall (x = 1).

Representation (14) is especially convenient for our
purposes because, according to Eq. (13), the jump in

(r) at the surface r = rk is determined exclusively by

the magnetic self-field (rk) = Bk  at this sur-
face:

(16)

With this notation, Eq. (13) becomes

(17)

where Br(rk) is the total magnetic field at the surface
r = rk .

The complete set of equations consists of k equa-
tions (17) (k is the number of conducting walls), the
continuity condition for Br(r), and Eq. (1) for the func-
tion  in the plasma. In order to calculate the compo-
nent Br(r) with allowance for jumps (17) at all separat-
ing surfaces, it is sufficient to know the value of
rψ'(r)/ψ at the plasma boundary (rather than the overall
behavior of the function ). In the plasma, the function
ψ(r) is determined by the equilibrium current profile
[see Eq. (1)]. It is natural to assume that, when the feed-
back system is turned on, the current profile does not
change; as a result, we can treat different external con-
ditions keeping the function rψ'/ψ at the plasma bound-
ary fixed. In this case, the quantity

(18)

at the inner surface of the first conducting wall also
remains unchanged.

Here, the growth rate Γ0 is introduced in the same
manner as in [13]. Definition (18) means (see below)
that Γ0 is the dimensionless growth rate of an RWM in
the presence of only one (the first) conducting wall and
in the absence of external stabilizing fields. In our prob-
lem with two conducting walls, the introduced quantity
Γ0 seems to be somewhat artificial. However, below we
will see that Γ0 is a useful parameter, regardless of the

Br
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x
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number of conducting walls. Keeping in mind that, in
our model, the growth rate Γ0 plays a key role because
it is the only parameter characterizing the plasma, we
will also describe the methods for determining Γ0 from
the experimentally measured quantities.

An important point here is that Γ0 remains constant
as the growth rate of the RWM changes under the
action of the external stabilizing field. This conclusion
can be supported not only by the above considerations
but also by the results of simulations of RWMs in actual
toroidal geometry [12, 14]: the plasma-produced per-
turbation was found to be almost insensitive to the con-
trolling signal from the feedback system.

4. DISPERSION RELATION 
AND GROWTH RATE Γ0

Here, we derive the dispersion relation that relates
the growth rate of the RWM to the system parameters.

In the vacuum region just outside the first wall (x1 <
x < x2), we have

(19)

where the constants correspond to the magnetic fields
at the first wall (x = 1) at the initial instant t = 0: Bpl is
the amplitude of the magnetic field generated by the
plasma, B1 is the magnetic field of the currents induced
in the first wall, and Bext is the amplitude of the mag-
netic field of the remaining external sources (the
remaining conducting walls and stabilizing system).
Expression (19) gives

(20)

where

(21)

is the perturbation amplitude at the first wall. For the
first wall, Eq. (13), together with relationships (18) and
(20), yields

(22)

For the RWM to be exponentially damped at the rate
 < 0 [see representation (10)], it is necessary to sat-

isfy the condition

(23)

For RWMs, this stabilization condition is universal and
remains valid (in the cylindrical model) regardless of
the positions of the conducting walls and stabilizing
system.

Since condition (23) plays a key role in the problem
of RWM stabilization, we must redefine the parameter

Br Bpl B1+( )x
m– 1–

Bextx
m 1–

,+=

rBr'
Br

--------
out

m 1+( )– 2m
Bext

BΣ
--------,+=

BΣ Bpl B1 Bext+ +≡

γ̂1
rBr'
Br

--------
in

out

Γ0 2m
Bext

BΣ
--------.+= =

γ̂1

Bext

BΣ
--------

Γ0

2m
-------.–≤
Γ0 in an informal manner. The quantity Γ0 can be
regarded as the growth rate for a single wall, because,
with no external magnetic field present (Bext = 0), for-
mula (22) gives  = Γ0. We suggest that, in the absence

of active feedback, the RWM is unstable (all  are
positive). Accordingly, we have Γ0 > 0.

We must express Γ0 in terms of the actual physical
quantities. To do this, it is necessary to use not only
Eq. (22) for the first wall but also Eqs. (17) for all of the
remaining passive elements.

In this way, we multiply the equation for the second
conducting wall by τ1/τ2 to obtain

(24)

Here, we introduced the quantities

(25)

which can be referred to as the effective time of the sec-
ond wall (see below), and

(26)

Also, we take into account the fact that, for the second
wall, the denominator in formula (17) can be expressed
through the amplitudes of the partial fields (14):

(27)

Using relationship (22), we eliminate BΣ in Eq. (24)
to arrive at

(28)

where

(29)

Equation (28) can serve to determine  only if we find
a way to determine the ratio B2/Bext .

In [8, 13], neither Eq. (28) nor a similar equation
appeared. In our problem, this equation arises from the
presence of the second wall. This equation will be dis-
cussed in more detail in the next section. Here, we men-
tion only one of its consequences.

Equation (28) makes it possible to express the for-
mally introduced quantity Γ0 in terms of the experimen-
tally measured quantities:

(30)

γ̂1

γ̂k

γ̂2
τ1

τ2
---- γ̂1 2m

B2τ1/τ2*

BΣ Bext 2m/∆Γ( )+
--------------------------------------------.–= =

τ2* τ2x2
2m–

,≡

∆Γ 2m

x2
2m

1–
-----------------.≡

Br r2( ) Bpl B1+( )x2
m– 1–

Bextx2
m 1–

+=

=  x2
m– 1–

BΣ Bext x2
2m

1–( )+[ ] .

γ̂1 γ̂1 Γ∞–( ) γ̂1 Γ0–( )
B2

Bext
--------∆Γ

τ1

τ2*
------+ 0,=

Γ∞ Γ0 ∆Γ .–=

γ̂1

Γ0 γ̂1
γ̂1∆Γ

γ̂1 ∆Γ τ1/τ2*( ) B2/Bext( )+
-----------------------------------------------------------.+=
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The growth rate  is a measurable quantity, and the

constants ∆Γ and τ1/  are determined exclusively by
the parameters of the double wall and the poloidal
mode number m. For a system with two conducting walls
and without active stabilization, we have B2/Bext = 1, the
growth rate Γ0 (30) being completely determined by
expression (30). Note also that, in this case,

(31)

The lower limit is achieved at  = 0, and the upper
limit is reached when the second wall approaches the
first wall.

Another method for determining Γ0 experimentally
can be described as follows. In cylindrical geometry,
the equation divB = 0 for the helical perturbations
yields

(32)

The model implies that the quantity δ = nr/(mR) is
small in comparison with unity. According to Eq. (10),
the amplitude Bθ of the poloidal component of the

magnetic perturbation is defined by the equality  =
Bθ(r)exp(γt)sin(mθ – nζ). Hence, we obtain from
Eq. (18)

(33)

Here, all of the quantities should be taken at the inner
surface of the first conducting wall. In the DIII-D toka-
mak, the magnetic detectors (sensors) are located pre-
cisely in this region [6]. For a different position of the
sensors, the field components Br and Bθ in the growth
rate (33) are also easy to calculate from the measured
quantities.

It is necessary to know Γ0, first of all, in order to use
condition (23) for RWM suppression. Below, we will
show that knowledge of even approximate values of Γ0
is quite sufficient for practical applications. The errors
in determining the growth rate Γ0 can be compensated
for by increasing the amplification coefficient of the
feedback system.

5. RWM IN A TOKAMAK WITH TWO WALLS

Equation (28) contains two unknown parameters:
the growth rate  and the ratio B2/Bext . By definition,
Bext is the amplitude of the magnetic field produced by
the current-carrying conductors that are located outside
of the first walls. In the case at hand, we have

(34)

where Bf is the amplitude of the field generated by the
feedback system at the first wall (x = 1) and B2 is the
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amplitude of the field of the currents induced in the sec-
ond wall.

For a tokamak with a double wall and without a
feedback system, we have Bext = B2, in which case
Eq. (28) reduces to the following quadratic equation
for :

(35)

where

(36)

Before proceeding to solutions to Eq. (36) with arbi-
trary values of ∆Γ and α, we consider three limiting
cases.

In the absence of the second wall (  = 0, α = ∞),
Eq. (35) gives

(37)

which corresponds to Eq. (22) with Bext = 0.
For a perfectly conducting (ideal) second wall

(  = ∞ and α = 1), Eq. (35) yields

(38)

where the symbol ∞ indicates that the second wall has
infinite conductivity. In Eq. (38), the quantity Γ∞
defined by relationship (29) can be negative provided
that ∆Γ > Γ0. In this case, the RWM is completely sta-
bilized by the ideal second wall, in the absence of
which the mode should grow at rate (37). According to
Eq. (26), the quantity ∆Γ depends only on the position
of the second wall relative to the first wall: the farther
the second wall is from the first wall, the smaller the
quantity ∆Γ. Above a certain critical distance (which is
determined by the equality ∆Γ = Γ0) from the first wall,
the second wall, even being perfectly conducting,
ceases to stabilize the RWM completely.

The closer the second wall is to the first wall, the
larger the quantity ∆Γ, which becomes infinite at x2 = 1
(when the second wall coincides with the first wall). In
this limiting case, we obtain from Eq. (35)

(39)

This equality has a simple physical meaning: the two
walls act as one wall whose characteristic time is equal
to the sum τ1 + τ2.

The above distinctive features are clearly seen in
Figs. 1 and 2, which illustrate not only these three lim-
iting cases but also more interesting intermediate situa-
tions.

Figure 1 shows the dependence of /Γ0 on ∆Γ/Γ0

for several values of α = 1 + τ1/ . We can see that the
second wall has a pronounced effect on the growth rate
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of the RWM when ∆Γ/Γ0 is above a certain critical
value (of order unity) and α does not differ appreciably
from unity.

As ∆Γ/Γ0 increases, the curves in Fig. 1 monotoni-
cally go down. For a given value of m, the quantity ∆Γ
is determined only by the position of the second wall
[see Eq. (26)]. Small values of ∆Γ/Γ0 correspond to
large distances between the walls; as the second wall
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Fig. 1. Growth rate of an RWM vs. ∆Γ/Γ0 for different val-

ues of α = 1 + τ1/ .τ2
*

Fig. 2. Growth rate of an RWM vs. τ1/  for different val-

ues of ∆Γ/Γ0.

τ2
*

γ̂1 /Γ0

γ̂1 /Γ0
becomes closer to the first wall, ∆Γ/Γ0 increases. We
can clearly see that, for any value of α, the growth rate
decreases (from its initial value Γ0) most sharply in the
region ∆Γ/Γ0 < 1. Consequently, we can introduce the
conditional boundary ∆Γ = Γ0 and speak of a near sec-
ond wall (if ∆Γ > Γ0) and a distant second wall (if ∆Γ <
Γ0). These conditions for the second wall to be near or
distant relate the purely geometric parameter ∆Γ to the
quantity Γ0, which depends on the plasma-current and
plasma-density profiles, and thereby should be
regarded merely as relative conditions. The second wall
may act as a near wall on the modes with small Γ0 and
as a distant wall on the modes with large Γ0. Recall that
the parameter ∆Γ is highly sensitive to the poloidal
mode number m [see Eq. (26)]; as a result, in systems
with a fixed geometry, different mode numbers m cor-
respond to different values of ∆Γ.

An ideal (α = 1) second wall located close to the first
wall can completely stabilize the RWM. However,
since the conductivity of both of the walls is actually
finite (α > 1), the second wall placed near the first wall
acts merely to reduce the growth rate. In the limit of
large values of ∆Γ/Γ0, the growth rate is lower than that
in a tokamak with no second wall by a factor of

. (40)

The reciprocal of the quantity (40) corresponds to the
horizontal asymptotes of the curves in Fig. 1. Note that,
for ∆Γ/Γ0 on the order of unity, all of the curves are
already fairly close to their asymptotes; as ∆Γ/Γ0
increases further (the second wall becomes closer to the
first wall), the growth rate remains essentially
unchanged.

The RWM is not only sensitive to the position of the
second wall but is also influenced by its effective time

 [see relationship (40)]. Small values of  corre-
spond to large values of α at which the effect of the sec-
ond wall is insignificant, so that we can speak of a
“weak” wall. In contrast, the wall that reduces the
growth rate by a factor of more than two, which corre-
sponds to  > τ1, can be called a “strong” wall. Note

that the effective time  = τ2  depends not only on
the characteristic time τ2 but also on the location of the
second wall. The “strength” of the second wall
decreases abruptly with distance from the first wall.

From Fig. 1, we can see that, in the region of small
values of ∆Γ/Γ0 (distant second wall), the growth rate
of the RWM decreases almost linearly as ∆Γ/Γ0
increases. In this range of ∆Γ/Γ0, the second resistive
wall affects the RWM essentially as an ideal wall (a
weak wall over a narrow interval of ∆Γ/Γ0 values or a
strong wall over a broader interval). As ∆Γ/Γ0 increases,
the resistivity of the second wall plays an increasingly
important role: in Fig. 1, all of the curves with α > 1

α
α 1–
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τ1 τ2*+
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2m–
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deviate from the straight line 1 – ∆Γ/Γ0, which corre-
sponds to an ideal wall. In the range ∆Γ/Γ0 > 1, the sec-
ond wall should always be treated as resistive, even for
very small values of τ1/ .

Of course, in the limit τ1/  ! 1, the first wall has
an insignificant impact on the RWM, in which case the
growth rate is governed primarily by the parameters of
the second wall. In Fig. 1, this situation is illustrated by
the lowest curve (with α = 1.1).

Figure 2 shows the growth rate of the RWM as a
function of τ1/  for different values of ∆Γ/Γ0 (i.e., for
different locations of the second wall). We clearly see
that, for τ1/  ≥ 10, the growth rate is affected by the
second wall only slightly, no matter where the wall is
placed. For τ1/  on the order of unity, the second wall
can reduce the growth rate by a factor of two. Finally,
for τ1/  ! 1, the growth rate  ≡ γτ1 can be lowered
substantially in comparison with Γ0, especially when
the second wall is close to the first wall (∆Γ/Γ0 ≥ 1).
However, recall that, in this case, such low growth rates

 indicate that the quantity 1/τ1 ceases to serve as an
appropriate scale for estimating the growth rate.

6. ACTIVE STABILIZATION OF RWM

The external stabilizing field Bf enters the solution
to Eq. (28) through the parameter

(41)

where definition (34) for the field Bext applies to a toka-
mak with a double wall. Using Eq. (22), we can express
Bext in terms of the measured field BΣ, in which case for-
mula (41) takes the form

(42)

Substituting this expression into the dispersion relation
(28) yields the following equation for :

(43)

which explicitly includes the stabilizing field Bf.

In the previous section, we have analyzed a freely
growing RWM (Bf = 0). Now, our task is to determine
the range of Bf in which the RWM can be suppressed.

For Bf = 0, Eq. (43) has two real roots with opposite
signs. The positive root corresponds to an unstable
RWM. The main properties of this solution to Eq. (43)
are illustrated in Figs. 1 and 2.
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For the RWM to be stabilized, Eq. (43) should have
two negative roots. This is possible only when

(44)

where

(45)

The quantity K can be referred to as the gain factor of
the stabilizing system. The minus sign is introduced in
the definition of K in order to operate with positive val-
ues of K and K0.

Condition (44) determines whether the roots X1 and
X2 of Eq. (43) are both positive or negative. By virtue of
the relationship

(46)

the sign of the roots is governed by the multiplier of 
in (43). The roots have the desired sign when

(47)

If conditions (44) and (47) are both satisfied, the roots of
Eq. (43) are negative and  < 0, thereby indicating the
suppression of the RWM. In this case, the quantity K0
can be regarded as the minimum gain factor: for K < K0,
we have  > 0; as K increases,  decreases; and, at
K = K0, the growth rate of the RWM vanishes (Fig. 3).
For larger values of K, the growth rate is negative.

For the given parameters of the double wall, condi-
tion (47) imposes a lower limit on Γ0. In the case with
no second wall (α  ∞ or ∆Γ  ∞), this condition
always holds and the dispersion relation (43) reduces to
the relation

, (48)

which is shown by the upper line in Fig. 3 and corre-
sponds to Eq. (12) from [13]. As before, the RWM sta-
bilization condition is represented by inequality (44).
The stabilization conditions derived in [13] for a toka-
mak with a single resistive wall and written in terms of
other quantities are more complicated than condition
(44), which, nevertheless, covers the main result
obtained in [13].

For a tokamak with a double wall, condition (47)
can be satisfied only when the values of ∆Γ/Γ0 are suf-
ficiently large. Since the quantity ∆Γ is determined
exclusively by the location of the second wall [see
Eq. (26)], condition (47) reduces to the geometric lim-
itation

(49)

where the critical value xcr is equal to

(50)

K /K0 1,>

K
B f
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------, K0–
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-------.≡ ≡
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Γ0 α∆Γ– 0.<
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γ̂1 Γ0 2m
B f

BΣ
------+=
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The smaller the value of α, the stronger the RWM is
suppressed by the second wall located close to the first
wall. In other respects, the dependence of  on K is
qualitatively the same over the entire range of the
parameter α in Fig. 3.

If the distance from the second to the first wall is
larger than the critical distance in condition (49), then we
arrive at an inequality opposite to that in formula (47):

(51)

γ̂1

Γ0 α∆Γ– 0,>

0.2
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Fig. 3. Growth rate of an RWM vs. the amplification factor
of the stabilizing system for Γ0 – α∆Γ  < 0. The upper line
corresponds to α = ∞ (the case with no second wall). The
middle and lower lines correspond to α = 2 and 1.1, respec-
tively; ∆Γ/Γ0 = 2.

Fig. 4. Growth rate of an RWM vs. the amplification factor
of the stabilizing system for Γ0 – α∆Γ  > 0. The solid and
dashed curves are two branches of the solution to Eq. (43)
with ∆Γ/Γ0 = 0.4 and α = 1.5. The dotted line is the real part

of /Γ0 for K/K0 > 1.2.γ̂1

γ̂1 /Γ0

γ̂1 /Γ0
 in which case Eq. (43) has at least one positive root,
regardless of the value of K. Consequently, in this case
(and under the above assumptions that the field Bf and
the perturbation generated by the plasma are inphase
and depend on time in essentially the same manner),
the external field Bf always ceases to stabilize the
RWM.

This is a new result as compared to the case with one
wall, where the RWM can always be stabilized by the
external field [see dispersion relation (48)]. Figure 4
shows how  changes with an increase in K under con-
dition (51). For K < K0, the growth rate decreases (but
never vanishes) as K increases. In the case K = K0, in
which all of the curves in Fig. 3 converge to the same
point  = 0, the growth rate of the RWM remains finite
under condition (51):

(52)

For K > K0, the growth rate continues to decrease as K
increases; simultaneously, a new branch appears (see
the lower dashed curve in Fig. 4) with a lower growth
rate increasing from zero to the value  = /2 at
which the branches merge into one. The value of K at
the point at which the branches merge together can be
readily found from Eq. (43). A further increase in K
gives rise to the imaginary part of , in which case,

however, Re  = /2 remains unchanged. In Fig. 4,
this region is marked by the dotted line.

The existence of two solutions in the range K > K0
allows us to speak of slow and fast RWMs. For Γ0 >
α∆Γ , the fast and slow modes cannot be stabilized by
simply increasing Bf so as to counterbalance the pertur-
bation field. The fast mode exists in the entire range of
Γ0 values, whereas the slow mode can exist only in the
range Γ0 > α∆Γ  and under the condition K > K0. The
slow mode differs qualitatively from the fast mode in
that its growth rate increases with K.

For K > K0, the stabilizing system should respond to
the growing RWM so as to increase K. Raising the gain
factor above K0 is not dangerous; in contrast, it is even
favorable for the complete stabilization of the fast
mode (Fig. 3) or its partial suppression (Fig. 4). How-
ever, for K > K0, the process of stabilization of the fast
mode may be accompanied by destabilization of the
slow mode.

One can imagine the following situation. Let the
condition Γ0 < α∆Γ  be initially satisfied, in which case
the mode is feedback-stabilized as is shown in Fig. 3.
If, during the evolution of the equilibrium plasma
parameters, Γ0 increases to values sufficient to satisfy
the opposite condition Γ0 > α∆Γ , then the slow mode is
excited and immediately begins to be amplified by the
stabilizing system, provided that it continues to operate
in the normal regime (see the lower curve over the
range K/K0 > 1 in Fig. 4). A similar situation was

γ̂1

γ̂1

γ̂0 γ̂1 K0( )≡ Γ0 α∆Γ .–=

γ̂1 γ̂0

γ̂1

γ̂1 γ̂0
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observed in the DIII-D experiments [6] in which the
phase of the stable suppression of RWMs resulted in a
rapid growth of the slow mode, which led to a minor
disruption. According to [6], the DIII-D feedback sys-
tems functioned as was necessary to stabilize the fast
mode, and the current in the stabilizing conductors rap-
idly increased to follow the fast growing magnetic per-
turbation, in which case, however, no stabilizing effect
on the RWMs was observed. Presumably, in those
experiments with active feedback stabilization, the
RWMs in DIII-D were also destabilized by some other
(as yet unknown) mechanisms. Nevertheless, the fact
that analogous (and very undesirable) effects were
observed experimentally and revealed theoretically
indicates new difficulties in the problem of RWM sta-
bilization and necessitates further investigations in this
direction based on more sophisticated models.

Finally, we estimate the field Bf required for the sta-
bilization of RWMs in the model proposed here.

Expressions (17) and (22) for  yield

(53)

so that we have

(54)

Here, BΣ is the measured field; Γ0 can be determined
from the experimentally measured growth rate [see
Figs. 1, 2, and relationship (30)], or from the measured
amplitudes of the magnetic field perturbation [see
expression (33)], or can be calculated if the current den-
sity profile is known; and the poloidal mode number m
is found by Fourier analysis of the measured field.
According to Eq. (17), the stability threshold for
RWMs corresponds to B1 = B2 = 0, in which case for-
mula (54) makes it possible to determine the desired
field Bf . Under the conditions prevailing in present-day
experiments [3–6], this field is about several gausses.
Recall that Bf is the amplitude of the first harmonic of
the controlling magnetic field at the first wall (r = r1).
For a given amplitude Bf, the desired magnitude of the
current in the stabilizing windings increases propor-
tionally to xm – 1 as the feedback system is displaced far-
ther from the first wall.

7. CONCLUSION

We have analyzed the situation with an unstable
RWM in the absence of an active stabilizing system.
Our primary goal was to derive the criterion for feed-
back suppression of this mode. The main difference
between our formulation of the problem and that used
in [8, 13] is that we considered a tokamak with a double
wall, as is the case in the ITER tokamak [7].

γ̂1

Γ0 2m
B1 Bext+

BΣ
---------------------,–=

B f BΣ
Γ0

2m
-------

B1

BΣ
------

B2

BΣ
------+ +

 
 
 

.–=
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We treated the problem using the standard cylindri-
cal model, without making any assumptions about the
current density profile in the plasma. We assumed that
the conducting walls are infinitely thin and that the sta-
bilizing system responds instantaneously to the
changes in the magnetic field perturbation to be sup-
pressed.

The criterion for feedback suppression of an RWM
is inequality (44); however, for a tokamak with a dou-
ble wall, its applicability range is limited. For a toka-
mak with one wall, the growth rate of an RWM is lin-
early related to the external stabilizing magnetic field
(48), so that, theoretically, any mode can be feedback-
stabilized. The situation with a tokamak with a double
wall is different: if the distance from the second to the
first wall is larger than a certain critical distance, then
the dispersion relation (43) is nonlinear and the modes
that start to grow at a rate faster than a certain threshold
rate can never be stabilized. Also, a new branch of slow
modes appears that immediately begins to be amplified
by the feedback system operating in the normal regime,
in which the gain is larger than K0 (Fig. 4).

An incomplete feedback stabilization of RWMs in a
tokamak with a double wall is a rather new problem
that has not been predicted theoretically. A similar phe-
nomenon, whose nature remains as yet unclear, has
been recently encountered in the DIII-D experiments
[6]. Hence, the problem of stabilizing RWMs turns out
to be more difficult than expected.
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Abstract—Expressions for the radial electric field in tokamaks are derived with allowance for an additional
contribution of the longitudinal electron viscosity (or the associated Ware drift). It is shown that, in transient
processes during which the toroidal electric field at the plasma edge increases, the additional electric field can
become rather strong. An increase in the shear of the poloidal plasma rotation can trigger the L–H transition.
That the experimentally observed transitions to an improved confinement mode can be ascribed to this effect is
illustrated by simulating discharges in the current ramp-up experiments in the Tuman-3M tokamak. © 2001
MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Many tokamak experiments have demonstrated that
the buildup of transport barriers is associated with the
suppression of plasma turbulence by the shear of the
poloidal E × B drift [1]. That is why the problem of cal-
culating the radial electric field is very important for
understanding the mechanisms for the transition to an
improved confinement mode. In the standard neoclassi-
cal theory, the radial electric field was calculated in
review [2]. In the simplest geometry of the circular
magnetic surfaces, the radial electric field has the form

(1)

where the numerical coefficient (the collisionality
parameter) k depends on the extent to which the
plasma is collision-determined (see Appendix), Bθ is
the poloidal magnetic field, and  is the mean toroi-
dal velocity. For magnetic surfaces of arbitrary geom-
etry, we have

(2)

where χ is the poloidal flux, I = R2B—ζ, ζ is the toroidal
coordinate (|ζ| = R–1), and

This result was obtained from the condition that the
magnetic surface–averaged ion viscosity vanishes. The
electron viscosity was assumed to be lower than the ion
viscosity by a factor of (me/mi)1/2 and thus was
neglected. However, in the presence of a toroidal elec-
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tric field, which can increase substantially during the
transient processes, the electron viscosity may also
become important. In [3, 4], the electron viscosity (or
the associated Ware drift) was shown to strongly affect
the radial electric field profile in small facilities such as
the Tuman-3M tokamak.

Here, we derive a general expression for the radial
electric field assuming an arbitrary collisionality
parameter and taking into account effects related to the
toroidal electric field. To do this, we employ the general
approach that was developed by Rozhansky and Ten-
dler [5], in which the anomalous radial transport of the
toroidal momentum was taken into account. The same
result can also be obtained by using the standard neo-
classical approach [2]. Physically, the additional radial
electric field that is to be incorporated into Eqs. (1) and
(2) stems from an increase in the longitudinal ion vis-
cosity, which, together with the Ware drift, causes the
radial plasma flow to become ambipolar. We show that
the additional radial electric field can play an important
role in both small tokamaks and large present-day
facilities.

The additional electric field may become especially
strong in unsteady processes (such as plasma current
ramp-up and ramp-down, adiabatic compression, and
pellet injection) during which the toroidal electric field
in tokamaks increases substantially. We describe the
results from simulations of the current ramp-up phase of
discharges in the Tuman-3M tokamak. We demonstrate
that the plasma current ramp-up causes a rapid increase
in the radial electric field near the last closed magnetic
surface and thus can trigger the L–H transition, in accor-
dance with the experimental observations [6].
001 MAIK “Nauka/Interperiodica”
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2. RADIAL ELECTRIC FIELD

We use the balance equations for the momenta in
both the toroidal and longitudinal directions. Averaging
the balance equation for the momenta along the mag-
netic field and taking into account the equality 〈B · —p〉 =
0, we obtain

(3)

where the external forces and the forces associated with
inertia, longitudinal viscosity, and ion–neutral friction
are all symbolized by F. Presumably, the most impor-
tant of the internal forces is that related to the radial
transport of the toroidal momentum. The projection of
Eq. (3) onto the toroidal direction has the form

(4)

We can see that the averaged radial current  is related
to the toroidal force F. The contribution of the toroidal
viscosity component is zero by virtue of the equality

 = 0. Equations (2) and (3) give

(5)

where  =  = .

In the standard neoclassical theory, the toroidal
force F is assumed to be zero (in the absence of neutral
beam injection), so that, according to Eq. (4), the total
radial current through a closed magnetic surface auto-
matically vanishes. In a real situation [5], Eq. (3) with
Eq. (4) or (5) determines two quantities, namely, the
radial electric field (the poloidal rotation velocity) and
the mean velocity of the poloidal rotation. On the other
hand, provided that the density and temperature profiles
are not too steep, the contribution of the force F can be
neglected, in which case Eq. (5) implies that the radial
current is determined primarily by the longitudinal vis-
cosity. Let us consider the contributions of the ion and
electron viscosities separately.

The ion viscosity gives rise to the current  such
that

(6)

Substituting the longitudinal viscosity (2) into Eq. (6)
yields

(7)
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where ϕ'(STAND) is defined by formula (1). For circular
magnetic surfaces, we have

(8)

where  is defined by formula (2),

(9)

and the expression for the viscosity coefficient µi1 is
taken from [2] (see also the Appendix). For circular
magnetic surfaces, the transverse conductivity in the
banana regime has the form

(10)

(where νi is the ion–ion collision frequency), and, in the
plateau regime, it is equal to

. (11)

These expressions coincide with the corresponding
expressions presented in [4, 5] correct to a numerical
factor because of the different approximate formulas
for the longitudinal viscosity.

The electron viscosity is responsible for the current

, which is proportional to the Ware flux Γw and, in
the notation of Hirshman and Sigmar [2], has the form

(12)

Here,  is the familiar Spitzer coefficient, which
equals 0.55 for a plasma with Z = 1, and the viscosity
coefficients µe1, 2 are given in the Appendix. For circular
magnetic surfaces, the electron viscosity–induced cur-
rent in the banana regime is equal to

(13)

The radial electric field corresponds to the condition for
the total electric current to vanish:

(14)

When the forces F can be neglected, this equation is
completely equivalent to Eq. (3); this corresponds to
the standard neoclassical approach. In other words, the
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same radial electric field can be obtained from the con-
dition

(15)

When the electrons and ions are in the banana regime,
Eq. (14) or (15) gives

(16)

so that, for circular magnetic surfaces, we have

(17)

For small tokamaks in which the electrons are in the
banana regime and the ions are in the plateau regime
because the electron temperature is substantially higher
than the ion temperature, the more general expression

(18)

is valid and, accordingly, the radial electric field in the
case of circular magnetic surfaces is equal to

(19)

Finally, the general expression applicable to all colli-
sionality regimes has the form

(20)

where

(21)

3. MODELING OF THE L–H TRANSITION
IN THE CURRENT RAMP-UP EXPERIMENTS

We illustrate the role of the additional radial electric
field by modeling, as an example, L–H transitions in
the Tuman-3M tokamak. The simulations were carried
out with the BATRAC code, which is based on the fol-
lowing set of transport equations:
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(22)

The heat source terms on the right-hand side of the sec-
ond equation account for the electron–ion heat
exchange and the Joule heating of the electrons. (If nec-
essary, the basic set of equations can be supplemented
with additional heat sources.) The longitudinal neoclas-
sical conductivity is denoted by σ||. The distinctive fea-
ture of the BATRAC code is that the transport coeffi-
cients (such as diffusivity and thermal diffusivity), as
well as the convective velocity, are functions of the
shear of the poloidal E × B drift,

(23)

In the BATRAC code, the radial electric field is calcu-
lated self-consistently from the equations presented in
the previous section. The contribution from the toroidal
velocity to the neoclassical electric field is neglected
because of the intense anomalous radial transport of the
toroidal momentum in the Tuman-3M tokamak, which
operates in the absence of neutral beam injection. Gen-
erally, Eqs. (22) should be supplemented with the trans-
port equation for the toroidal momentum. Note that an
analogous set of equations was used by Staebler et al.
[7, 8] in order to model improved confinement of the
DIII-D plasma.

Figure 1 shows a representative dependence of the
normalizing diffusion coefficient on the shear of the
poloidal E × B drift. The diffusion coefficient has the
form D = D0 f(r) with f(r) = 1.2 + 3.5(r/a)2, and the con-
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Fig. 4. Profiles of the radial electric field at t = (1) 35.0,
(2) 35.5, (3) 37.0, (4) 40.0, and (5) 45.0 ms.
vective velocity is equal to V = −(D0/a)ψ(r) with ψ(r) =
(r/a)2. The thermal diffusivities were chosen to be χe, i =
D. The radial profiles of the transport coefficients were
adjusted to model the density and temperature profiles
in the L-mode. In simulations, we used the experimen-
tally measured particle source S.

In our previous studies [3, 4], we modeled a number
of L–H transition scenarios. In particular, the density
and temperature profiles were chosen to satisfy mar-
ginal stability conditions. In other words, the shear ωs

near the last closed magnetic surface was close to ω1,
and the parameter ω2 was found to play an insignificant
role in the transition scenarios. Due to a slight increase
in the particle source intensity, the density gradient
became larger, the edge shear exceeded the critical
value ω1, and the plasma started to evolve into an
improved confinement mode. First, near the last closed
magnetic surface, the density and temperature pertur-
bations began to grow, thereby suppressing edge trans-
port processes. Then, the edge transport barrier built up
and the density and temperature in the central plasma
region increased.

Here, we describe another L–H transition scenario.
The time evolutions of the total plasma current and loop
voltage are illustrated in Figs. 2 and 3, respectively. The
plasma current increases gradually over the first 35 ms;
during this time, the discharge plasma remains in the L-
mode because the radial electric field (Fig. 4) is insuffi-
ciently strong to suppress transport processes. Thereaf-
ter, the current starts to increase rapidly, thereby con-
siderably enhancing the toroidal electric field in the
edge plasma. According to expression (20), the addi-
tional radial electric field, which is proportional to Eφ,
also increases rapidly and, accordingly, the shear ωs

exceeds the critical value ω1. The transport processes in
the peripheral region are suppressed, and the edge
transport barrier builds up. Figures 5 and 6 show repre-
sentative time evolutions of the diffusion coefficient
and plasma density, respectively. In the central region,
the plasma density increases primarily due to the
inward convection. The thermal-diffusivity and tem-
perature profiles are similar in shape to those shown in
Figs. 5 and 6.

After the current ramp-up, the poloidal magnetic
field diffuses toward the center of the plasma column
and the toroidal electric field at the plasma edge
decreases. Inside the transport barrier, the radial elec-
tric field remains fairly strong because of the large con-

tribution of the neoclassical electric field, ,
which is proportional to the density and temperature
gradients. For this reason, the discharge remains in the
H-mode.

The computed parameters of the plasma column and
the time evolutions of the density and temperature pro-
files are in satisfactory agreement with the experimen-
tal data from Tuman-3M [6].

Er
STAND( )
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4. DISCUSSION

Our simulations show that the additional radial elec-
tric field associated with the electron viscosity (or the
Ware drift) plays a very important role in transient pro-
cesses during which the toroidal electric field at the
plasma edge increases. An increase in the shear of the
poloidal rotation can trigger the L–H transition. Analo-
gous phenomena may also be caused by processes such
as plasma heating or cooling, pellet injection, and adi-
abatic compression, i.e., processes during which the
toroidal electric field increases. This effect is important
in plasmas with infrequent electron collisions, espe-

0.5

0.05 0.10 0.15 0.20 0.250

1.0

1.5

2.0

2.5

3.0
n, 1019 m–3

Minor radius r, m

1

2

3456

7
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(7) 45.0 ms.
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cially when the electrons are in the banana regime,
regardless of the collisionality regime of the ions.
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APPENDIX

At present, there are a number of approximate for-
mulas describing the viscosity coefficients in different
collisionality regimes. As an example, we present the
expressions that refer to the simple case of a toroidal
plasma column consisting of electrons and singly
charged ions of one species (see reviews [2, 9]). The
electron viscosity coefficients have the form µe1 = K11
and µe2 = K12 – 5/2K11; accordingly, the ion viscosity
coefficients are µik = (mi/me)1/2µek  (k = 1, 2). The coef-
ficients K11 and K12 are approximated as

where q is the safety factor.

K11 1.04qRneme 2Te/me=

× 1

1 2.01 νe* 1.53νe*+ +
------------------------------------------------------

0.51ε3νe*

1 0.89νe*ε3/2
+

-----------------------------------+ ,

K12 1.2qRneme 2Te/me=

× 1

1 0.76 νe* 0.67νe*+ +
------------------------------------------------------

0.46ε3νe*

1 0.56νe*ε3/2
+

-----------------------------------+ ,
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In expressions (1) and (2) for the neoclassical field,

the numerical coefficient k is equal to k = –  and

takes on the values –1.69 in the Pfirsch–Schlüter
regime, –0.5 in the plateau regime, and +1.17 in the
banana regime.
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Abstract—A particle-in-cell simulation is used to investigate ion acceleration by a femtosecond laser pulse prop-
agating in an underdense plasma slab. In plasma slabs with different thicknesses, the ions are found to be acceler-
ated by different mechanisms. It is shown that, for laser pulse intensities in the range (5–10) × 1019 W/cm2, the
ions are accelerated near the plasma–vacuum interface. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In recent years, much attention has been devoted to
the acceleration of high-energy ions during the interac-
tion of high-intensity laser pulses with gaseous and
solid targets [1]. Increased interest in this problem
stems, first of all, from the creation of high-power
lasers capable of generating multiterawatt or even peta-
watt femtosecond pulses [2]. Experiments on the inter-
action of such high-intensity laser radiation with plas-
mas revealed that some of the ions can be accelerated
to several tens of megaelectronvolts [1, 3–6]. In exper-
iments with gaseous targets, the gas is rapidly ionized,
thereby providing conditions typical of the interaction
of laser radiation with an underdense plasma. In most
papers, ion acceleration in an underdense plasma is
attributed to the so-called “Coulomb explosion,” which
is associated with a disruption of the plasma quasineu-
trality inside the self-focusing channel under the action
of the ponderomotive force of a laser pulse. The pon-
deromotive force expels the electrons from the channel,
thereby giving rise to the charge-separation electro-
static field, which accelerates the ions in the radial
direction. However, recent results from computer sim-
ulations [7–10] showed that the plasma becomes espe-
cially nonquasineutral in the interaction of a laser pulse
with a plasma slab of finite thickness: the ions are most
efficiently accelerated at the farther (with respect to the
propagation direction of the pulse) plasma–vacuum
interface at a time when the laser pulse leaves the
plasma slab. The accelerated ions were found to form a
dense thin filament, the longitudinal momentum of the
ions being much higher than their transverse momen-
tum. This problem requires further investigation
because the ion acceleration efficiency depends on
many parameters (such as the power, intensity, and
energy of the pulse; the plasma density; and the thick-
ness of the plasma slab).

In this paper, we study the efficiency of ion acceler-
ation during the propagation of a femtosecond laser
1063-780X/01/2703- $21.00 © 0211
pulse in an underdense plasma slab as a function of the
slab thickness. Obviously, in a sufficiently thick plasma
slab, a laser pulse can lose its energy completely, so that
the ions will be accelerated to moderate energies. On
the other hand, in a very thin plasma slab, collective
effects are unimportant and ion acceleration by the pon-
deromotive force of a laser pulse will be governed by
the time of laser–plasma interaction, which is too short
in this case. Hence, the following questions naturally
arise: What is the slab thickness at which the ions can
be accelerated most efficiently, and what is the maxi-
mum possible kinetic energy of the accelerated ions
and their maximum possible density? Below, we will
consider only one of these aspects—the maximum
achievable kinetic energy of the ions.

The problem was investigated using particle-in-cell
(PIC) simulations based on the relativistic electromag-
netic code developed by Esirkepov et al. [7].

The paper is organized as follows. In Section 2, we
formulate the problem and briefly describe the simula-
tion model. In Section 3, we analyze a typical scenario
of the propagation of a high-power laser pulse through
an underdense plasma slab of finite thickness. In Sec-
tion 4, we discuss the mechanism for ion acceleration
as applied to our problem. In the Conclusion, we sum-
marize the main simulation results.

2. FORMULATION OF THE PROBLEM

We neglect both the ionization-related effects and
collisions between particles. This approach is correct
when applied to the interaction of a multiterawatt laser
pulse with an underdense plasma. The simulations were
carried out with a two-dimensional nonparallel version
of the 2D3V-PIC electromagnetic relativistic code [7]
and with Intel Pentium II personal computers.

The plasma slab thickness was varied from 40 to
300λ, where λ is the laser wavelength. The entire com-
putation region comprised the plasma slab region and a
2001 MAIK “Nauka/Interperiodica”
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vacuum region of length 20λ behind the slab. The
accelerated ions were observed in the vacuum region.

The incident laser pulse was assumed to originate in
the vacuum region to the left of the plasma slab and to
propagate from left to right. The calculations were per-
formed for a 40-µm-long 12-µm-wide laser pulse, the
laser wavelength and typical intensity being 1.00 µm
and ~5 × 1019 W/cm2, respectively. The laser pulse was
assumed to interact with a hydrogen plasma of density
1021 cm–3. The values of the dimensionless parameters
characterizing such laser–plasma interaction were as
follows: the amplitude of the electric field in the pulse
was ae = eE/(meωc) = 3–10, the ratio of the pulse length
to the laser wavelength was l||/λ = 40, the ratio of the
pulse width to the laser wavelength was l⊥ /λ = 12, the
ratio of the Langmuir frequency to the laser frequency
was ωpe/ω = 0.45, the plasma density normalized to the
critical density was n/ncr = 0.2025, and the ion-to-elec-
tron mass ratio was mi/me = 1840.

In order to save computational time, we simulated
ion acceleration during one pass of a laser pulse. After
a certain time t, all of the information obtained was
saved on hard disk. Then, we continued calculations,
assuming that the slab thickness corresponds to the dis-
tance the pulse had passed over the time t. We stopped
tracing the motion of the fastest ions after they passed
the distance 20λ, which corresponds to the length of the
vacuum region, and then analyzed the parameters of the
accelerated ions in vacuum. Next, the stored informa-
tion was again read out from a hard disk and the simu-
lation was continued starting from the same time t, but
for a thicker plasma slab.

In calculations, the spatial step was 0.125λ. Since
the Maxwell equations were solved using an explicit
scheme, the time step was chosen to satisfy the Cou-
rant–Fredricks–Levi condition. The form factor of
quasi-particles was chosen to satisfy the second-order
smoothness condition, which substantially reduced the
noise level characteristic of the PIC method. The total
number of particles was about ~1.5 × 106.

The results of computer simulations are illustrated
in Figs. 1–8. The time is normalized to the period of
laser radiation, and the spatial coordinates are
expressed in terms of the initial laser wavelength.

3. PROPAGATION OF A HIGH-POWER LASER 
PULSE IN AN UNDERDENSE PLASMA

Here, we describe the main stages of the evolution
of a laser pulse propagating in an underdense plasma.
The laser power used in our calculations is above the
threshold for relativistic self-focusing. Consequently,
at a certain time (approximately equal to t = 60) after
the pulse enters the plasma, its leading edge experi-
ences a relativistic self-focusing (Fig. 1a), so that the
pulse intensity becomes several times higher than the
maximum initial pulse intensity.
The onset of an instability caused by stimulated
Raman scattering [11] is accompanied by the formation
of a sharp front with a width of about 3λ in the pulse
envelope. As a result, the pulse with such a sharp front
starts to efficiently generate a wake plasma wave [11,
12]. However, under the conditions adopted, the
excited wake wave breaks, so that its structure is irreg-
ular (this point was discussed in detail in [12]).

After the formation of the first focus, the pulse was
defocused. During the defocusing (at a time approxi-
mately equal to t = 100), the pulse experiences filamen-
tation: five distinct filaments with nearly the same radi-
ation intensities form, two of which subsequently
decay in the plasma. The position of filaments at the
time t = 210 is shown in Fig. 1b. In Fig. 1c, which
shows the pulse amplitude as a function of the coordi-
nate along the pulse axis at the time t = 210, one can
clearly see that the laser pulse has a specific triangular
shape with a sharp leading edge (the shock front on the
wave-packet envelope [11]). Such a shape is peculiar to
the radiation in each of the filaments, which leads to the
generation of a wake plasma wave in each of them. This
is clearly illustrated by Fig. 2, which shows (a) the dis-
tribution of the x-component of the electric field in the
(x, y) plane at t = 170 (Fig. 2a) and (b) the dependence
of the x-component of the electric field in the lower-
most filament (Fig. 2b). The breaking of a wake plasma
wave is responsible for the specific structure of the lon-
gitudinal electric field in the leading edge of the pulse
(see Fig. 2b). The amplitude of the electromagnetic
field in the pulse is large enough for the wake wave to
break already during the first half-period of the wake
field. For this reason, the longitudinal electric field in
the leading edge of the pulse has the form of two oppo-
sitely charged layers moving with a velocity equal to
the pulse propagation velocity. Such a double layer was
studied in [7, 13].

Behind the laser pulse, we can see different coherent
structures, in particular, relativistic solitons, which,
however, are unlikely to play an important role in ion
acceleration. In Fig. 1b, these solitons are seen as rela-
tively small, light and dark regions where the z-compo-
nent of the electric field is, respectively, positive and
negative. Solitons are regions in which the plasma den-
sity is depressed and the electromagnetic field with a
frequency lower than the Langmuir frequency of the
surrounding plasma is concentrated [10, 14, 15]. The
size of a soliton, which propagates with a nonrelativis-
tic velocity, is on the order of the collisionless skin
depth, c/ωpe . The most distinctly seen solitons are those
with the oscillating transverse component of the elec-
tric field and oscillating azimuthal component of the
magnetic field, i.e., S-solitons [10, 15]. The solitons
form not only inside but also outside the channel, in
place of the filaments that have been damped after the
passage of the laser pulse. The formation of solitons is
attributed to a decrease in the local carrier frequency of
the pulse (whose energy is expended on the excitation
of wake waves) down to the Langmuir frequency of the
PLASMA PHYSICS REPORTS      Vol. 27      No. 3      2001
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surrounding plasma. The mechanism for the formation
of solitons was considered in [10, 15].

Figure 3 shows that the laser radiation produces a
channel in which the plasma density is lower than the
density of the unperturbed surrounding plasma by a
factor of approximately 10. It can be seen that, at the
walls of the channel, the plasma is somewhat denser (its
density is roughly twice as high as that of the unper-
turbed plasma). The channel slowly expands.

Behind the pulse, magnetized plasma regions
appear that are as long as several collisionless skin
depths and are situated along the symmetry axis of the
PLASMA PHYSICS REPORTS      Vol. 27      No. 3      2001
pulse. This axis approximately coincides with the null
line of the transverse magnetic field, which is thus pos-
itive on one side of the axis and negative on the other
side. The direction of the transverse magnetic field and
its magnitude correspond to the electric current carried
mainly by the plasma electrons. (The role of the ion
electric current in the magnetic field generation was
analyzed in [9].) This magnetic field is quasistatic and
exists over many plasma periods after the passage of
the laser pulse. An elementary mechanism for the gen-
eration of a quasistatic transverse magnetic field is
attributed to the development of an electromagnetic fil-
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amentation instability like the Weibel instability, which
occurs in a plasma with an anisotropic electron temper-
ature [16–18]. Under the action of a laser pulse, the
electrons are accelerated in the longitudinal direction
due to the breaking of wake plasma waves. The electric
current carried by the fast electrons is neutralized by
the return currents carried by slow plasma electrons.
This transversely homogeneous configuration is unsta-
ble against current filamentation; as a result, a structure
arises that is captured well by our simulations and was
observed in numerical simulations in [19]. In this struc-
ture, the electric current carried by the fast electrons is
localized at the channel axis, while the neutralizing
(return) current flows at the channel periphery.

Recall that, inside the channels that form in the
region where the laser pulse has passed through the
plasma and the three filaments are observed, there are
regions of elevated plasma density, i.e., the filaments
that are stretched along the symmetry axis of the pulse
(Fig. 3). The characteristic plasma density in the fila-
ments is on the order of the density of the unperturbed
surrounding plasma and is much higher than the plasma
density inside the channel. The thickness of the fila-
ments is about several microns. Each filament is, as a
whole, electrically neutral. In contrast, the charge of the
channel walls is negative. In the initial stage of laser–
plasma interaction, the filaments are hardly seen. The
most pronounced filaments are those that appear at rel-
atively late stages of the pulse propagation, when the
carrier frequency of the laser pulse substantially
decreases. According to [11], a decrease in the carrier
frequency is attributed to the loss of the laser pulse
energy in the adiabatic regime (in which the number of
photons in the pulse is conserved).

In the stage during which the decreasing carrier fre-
quency approaches the Langmuir frequency, the pulse–
plasma interaction (which is accompanied by the effi-
cient conversion of laser energy into plasma energy and
PLASMA PHYSICS REPORTS      Vol. 27      No. 3      2001
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the energy of fast particles) becomes more intense [13].
However, the ion acceleration in a plasma slab of finite
thickness is found to be most efficient after the pulse
reaches the plasma–vacuum interface [7, 9]. In this
stage, the accelerated electrons and ions escape from
the plasma just after the pulse. The energy to which the
ions can be accelerated depends on the slab thickness,
the remaining parameters of the problem being fixed.
Figure 4 shows the maximum kinetic energy Ei of the
escaping accelerated ions as a function of the slab
thickness L. We can see that there exists a range of opti-
mum slab thicknesses for which the ion acceleration is
most efficient; in a slab of thickness L ≈ 200λ, the ions
can be accelerated to the highest energy Ei ≈ 45 MeV. In
the next section, we will discuss the relevant accelera-
tion mechanism.

Figures 5a, 5c, and 5e present the energy spectrum
n(Ei) of the accelerated ions, and Figs. 5b, 5d, and 5f
show their distribution over the directions in which they
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are accelerated for different slab thicknesses. In
Figs. 5b, 5d, and 5f, the lengths of the arrows are pro-
portional to the number of ions accelerated in the angle
π/100 and the direction of the arrows corresponds to the
direction of the ion momentum vector. Figures 6a and
6b refer to a slab with the thickness L = 50λ; Figs. 6c
and 6d, to L = 200λ; and Figs. 6e and 6f, to L = 300λ.
The energy spectra of the fast ions can be approximated
by thermal distributions with the effective temperatures
Ti = 3.7 MeV (for L = 50λ), Ti = 8.7 MeV (for L =
200λ), and Ti = 3.3 MeV (for L = 300λ).

Figures 5e and 5f correspond to a slab whose thick-
ness is sufficient for the pulse to lose its energy com-
pletely before it reaches the plasma–vacuum interface.
Nevertheless, the electrons accelerated inside the slab
escape from the plasma, thereby giving rise to the
charge separation electric field, which, in turn, acceler-
ates the plasma ions. This regime corresponds to the sit-
uation with only one acceleration mechanism; specifi-
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cally, the fast escaping electrons force the ions to leave
the plasma. The damping of the laser pulse is illustrated
in Fig. 6. Figure 6a shows the distribution of the z-com-
ponent of the magnetic field at the time t = 400, and
Figs. 6b and 6c display the distribution of the electric
charge density at the times t = 400 and 530, respec-
tively. We can see that the charges are separated in a
narrow region near the plasma boundary and that the
ions are accelerated over the entire periphery without
forming dense filaments. In this case, according to
Figs. 4 and 5e, the maximum ion energy is markedly
lower than that achieved in a thinner plasma slab.

4. MECHANISM FOR ION ACCELERATION
BY A LASER PULSE

Here, we analyze the processes that occur when the
laser pulse passes through the plasma–vacuum inter-
face (when the ions are accelerated most efficiently).
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This situation refers to a plasma slab of thickness 200λ
(i.e., 90 × 2πc/ωpe). First, a cloud of accelerated elec-
trons escapes from the plasma into vacuum. This cloud
forms inside the leading part of the pulse and its fila-
ments and rapidly expands. In the vacuum region near
the plasma boundary, the escaping electron cloud gen-
erates a strong magnetic field, whose polarity coincides
with that of the magnetic field inside the channel.
The characteristic size of the magnetized regions is
about 15λ.

As the electron cloud expands, the magnetic field
changes rapidly in time, generating the induction elec-
tric field directed toward the vacuum region at the
periphery of the channels. In turn, the induction electric
field increases the momentum of the plasma electrons
in the direction opposite to the propagation direction of
the pulse. The plasma ions do not have sufficient time
to be displaced substantially. As a result, at the exit of
the channel at the plasma boundary, large-scale posi-
tively charged plasma regions appear that occupy a
symmetric position with respect to the channel axis.
Figure 7 shows the distributions of the electric charge
density in the (x, y) plane at the times t = 250, 260, 280,
and 300. The bright and dark regions correspond,
respectively, to excessive positive and negative electric
charges. The filamentary plasma at the channel axis
between these regions is as dense as the unperturbed
surrounding plasma and is almost electrically neutral
by the time t = 280. Then, the electrons leave the axial
region, because the magnetized regions that appear at
the exit of the channel move along the plasma boundary
away from the exit, in which case the induced electric
field forces the electrons (and, after a significant delay,
the ions) to return back into the plasma. The motion of
the magnetized regions can be regarded as the motion
of electron-fluid vortices in the direction perpendicular
to the electron density gradient. If the plasma slab is
limited in each direction, then this process will result in
a compression of the slab. In this stage, the ions that
form filaments and the ions at the boundaries of the
charged plasma regions experience Coulomb repulsive
forces. This process results in an anisotropic Coulomb
explosion of a filament region approximately 1λ × 10λ
in size. The resulting beam of the accelerated ions is
fairly narrow (1λ thick) because of the collimating
PLASMA PHYSICS REPORTS      Vol. 27      No. 3      2001
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effect of both the charged regions and the magnetic
field generated by the electric current carried by the fast
ions [9].

Figure 8 shows the maximum kinetic energy of the
accelerated ions as a function of the amplitude of a laser
pulse incident on a plasma slab of thickness 100λ. We
can see that, for pulse amplitudes from 1 to 7, the max-
imum kinetic energy of the ions escaping from the
channel increases linearly. For more intense pulses, the
maximum kinetic ion energy increases at a progres-
sively slower rate and saturates, because the magnetic
dipole inside the channel near the plasma boundary
does not have sufficient time to become intense enough
for the above mechanism to result in the required
charge separation. Consequently, the ion acceleration
efficiency is affected by at least two parameters: the
plasma slab thickness and the amplitude of the incident
radiation. The acceleration efficiency can be increased
by changing both of them. We can expect that, in the
plane of these two parameters, an optimum curve (or
even an optimum region) should exist over which the
maximum kinetic energy of the accelerated ions
increases with increasing the amplitude of the incident
radiation faster than according to a linear law.

5. CONCLUSION

We have shown that, in the model developed for the
interaction of a high-power laser pulse with a plasma
slab of finite thickness, the ions are accelerated at the
plasma–vacuum interface. The acceleration efficiency
is governed by the state of the channel and by the prop-
erties of radiation just before it reaches the plasma
boundary. The key factors that govern the final kinetic
energy of the accelerated ions are as follows.

10
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40
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Ei, MeV

Fig. 8. Dependence of the maximum kinetic energy Ei of the
accelerated ions on the amplitude of a laser pulse incident
on a plasma slab with the thickness L = 100λ.
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(i) The density and velocity of the electron cloud at
the leading edge of a laser pulse. The higher the density
of the beam electrons, the stronger the magnetic fields
in the magnetized regions produced by the beam and,
accordingly, the stronger the electric field that separates
the electron and ion components.

(ii) The density and charge of the ion filament. The
higher the ion density and the larger the charge inside
the filaments, the more powerful the Coulomb explo-
sion.

The energy spectrum of the fast ions can be
described by a thermal distribution with an effective
temperature that is a factor of approximately 4 lower
than the maximum achievable kinetic ion energy. A
beam of accelerated ions is characterized by a small
divergence, the longitudinal momentum of the ions
being approximately ten times higher than their trans-
verse momentum.

Hence, a fundamentally important point here is that
the ions are accelerated most efficiently in the regime in
which an ion filament is formed inside the channel and
the quasistatic magnetic field is generated at the
plasma–vacuum interface. When the ions are acceler-
ated by the only mechanism associated with an expan-
sion of the cloud of fast electrons in the direction per-
pendicular to the plasma boundary, the efficiency of ion
acceleration is much lower.
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Abstract—Results are presented from studies of small-scale plasma density fluctuations in the FT-2 tokamak
by the method of far-forward CO2-laser collective scattering. The frequency and wavenumber spectra of fluc-
tuations are measured using parallel k analysis at various positions of the scattering volume in the plane of the
minor cross section of the torus. The data obtained are interpreted using numerical simulations. In phenomeno-
logical models, plasma fluctuations are substituted by a superposition of two-dimensional noninteracting cells
with Gaussian profiles. A comparison of the calculated and experimental spectra shows that plasma fluctuations
should be described based on the concept of strong microturbulence. The poloidal rotation velocity and the
characteristic scale length of the scattering fluctuations, as well as the radial position of the region where they
are located, are determined. The diffusion coefficient of the cells introduced in the model turns out to be close
to the thermal diffusivity determined from the electron energy balance in the ohmic phase of the discharge.
© 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

According to theoretical predictions [1], anomalous
electron and ion energy transport in the confinement
region of a tokamak can be related to the development
of small-scale drift plasma turbulence. This turbulence
was studied in many experiments in tokamaks and stel-
larators. The data were largely obtained by using non-
intrusive diagnostics, such as collective scattering of
electromagnetic waves and reflectometry. The main
difficulty in determining the contribution of microtur-
bulence to anomalous transport is associated with the
fact that these diagnostics allow one to measure only
plasma density fluctuations. In addition, the data
obtained are difficult to interpret because of the poor
spatial resolution of these techniques. For the same rea-
son, the nature of the observed broadening of the fre-
quency spectra of scattered radiation is still unclear.
The broadening is attributed either to the turbulent
motion of scattering fluctuations [2, 3] or to the Dop-
pler effect due to the nonuniform rotation of fluctua-
tions in the scattering volume (see, e.g., [4]). Further-
more, the assumption that anomalous transport in the
confinement region is related to fluctuations has not yet
been confirmed quantitatively. Most studies were
reduced to the phenomenological comparison of varia-
tions in the fluctuation level with variations in the trans-
port coefficients calculated from the charged-particle
and energy balance. The only exception is a series of
investigations in the Tore Supra tokamak, in which the
turbulent diffusion coefficients were deduced directly
from the ëé2-laser scattering spectra based on a certain
adopted model [3].
1063-780X/01/2703- $21.00 © 20221
In this paper, we present the results from studies of
electron density fluctuations in the FT-2 tokamak
plasma by the method of far-forward ëé2-laser collec-
tive scattering. A specific feature of these experiments
is the use of parallel k analysis together with plasma
probing along different vertical chords in the minor
cross section of the torus. The scattered radiation was
collected from the plasma region strongly extended
along the probing chord. In this case, the method of
modeling scattering fluctuations proved to be fruitful
for analyzing the data obtained. Previously, the model-
ing was used in the scattering experiments in [4] and, to
some extent, in [3]. However, the authors of those
papers did not consider how the frequency spectra
depended on k and on the spatial position of the scatter-
ing volume; this introduced uncertainty in the choice of
the model for scattering fluctuations. A comparison of
the results of numerical simulations performed in this
paper with the experimental data indicates that the
broadening of the scattering spectra from ohmically
heated plasma in the FT-2 tokamak is turbulent in
nature. An analysis based on the simulation results
made it possible to determine the poloidal rotation
velocity and the degree of anisotropy of fluctuations, as
well as the radial position of the region where the fluc-
tuations are located. As one of the modeling parame-
ters, we determined the diffusion coefficient of two-
dimensional (2D) cells, whose superposition substi-
tuted for plasma density fluctuations. This diffusion
coefficient was compared with the anomalous thermal
diffusivity measured from the electron energy balance.
001 MAIK “Nauka/Interperiodica”
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2. METHOD FOR DIAGNOSING FLUCTUATIONS

To study the spectra of electron density fluctuations
in the plasma of the FT-2 tokamak (R = 55 cm, a =
8 cm), we used the method of ëé2-laser collective
scattering. This diagnostics is described in detail in [5].
We used a CW ëé2 laser at the wavelength λi =
10.6 µm. A probing laser beam passed along a vertical
chord of the minor cross section of the tokamak. The
scattered radiation was observed at a small angle θ with
respect to the probing beam; the wave vector k⊥  of scat-
tering plasma fluctuations was oriented almost perpen-
dicularly to the laser beam. In the experiment, the vec-
tor k⊥  was in the plane of the minor cross section. The
value of k⊥  ≈ ϑ2π/λi could vary within the range of 6.4–
40 cm–1, the instrument resolution being ∆k⊥  = 5 cm–1.
A specific feature of the FT-2 diagnostic facility was
the use of four detectors, which allowed us to simulta-
neously measure the scattering from fluctuations with
four different scale lengths in the wavenumber range up
to 17.5 cm–1 during the entire discharge. We used the
homodyne technique for receiving the scattered radia-
tion. In this case, the output receiver signal I(t) can be
written in the form (see [6])

(1)

Here, δn(r, t) is the electron density fluctuation, C is the
dimensional constant, Ui(r) and UL0(r) are the distribu-
tions of the electric field amplitude of the incident and
reference laser beams in the plasma. The signal I(t)
describes the time behavior of the real part of the wave-
number Fourier spectrum determined within a spatial
“window” Ui(r)UL0(r), which specifies the resolution of
the method. In the FT-2 experiments, the length of the
scattering volume, strongly extended along the probing
beam, was longer than the minor diameter 2a. Under
conditions when there was no spatial resolution along
the probing beam, it was important to use the scheme
allowing studies of different discharge regions. For this
purpose, the laser beam was successively directed
along vertical chords displaced from the discharge axis
by a distance X in the range from –5 to +6.5 cm, which
almost completely covered the minor cross section of
the torus. The spatial resolution in the plane perpendic-
ular to the probing direction was determined by the
probing beam diameter and was equal to 2 cm. The sig-
nals I(t) from four receivers were digitized at a rate of
4 MHz. Further, they were used to obtain the chord-
averaged spectral power density S(F, k⊥ , X)) as a func-
tion of the wavenumber (k⊥ ) and frequency F for vari-
ous positions of the scattering volume. Using special
calibration methods (see [5]), we could represent these
spectra in the same relative units, which allowed us to
perform a qualitative comparative analysis of the data
obtained.

I t( ) C Re d
3
r δn r t,( )Ui r( )UL0 r( )e

ik⊥ r–
[ ] .∫=
3. EXPERIMENTAL RESULTS

Using the method of ëé2-laser collective scatter-
ing, we studied plasma fluctuations for different dis-
charge scenarios in the FT-2 tokamak. The most com-
plete information on plasma density fluctuations was
obtained in the ohmic heating regime for the following
experimental parameters: Ip = 27 kA, Bt = 2 T, and
〈ne〉  = 2.4 × 1013 cm–3. The measurements were carried
out for four positions of the probing chord: X = 0, +3,
+5, and +6.5 cm. Figure 1 shows the spectra S(F, k⊥ , X)
obtained by averaging over a great number of samples
of the photodetector signal during the steady-state
phase of several discharges. In discharges with the
same signals of monitor diagnostics, statistically con-
sistent estimates of the spectra were obtained. The
reproducibility of discharge conditions was monitored
by microwave interferograms, soft X-ray detectors, and
signals from magnetic probes and loops.

The presented dependences reflect the main features
of the spectra, which showed up in different experimen-
tal series and were characteristic of the ohmically
heated plasma in the FT-2 tokamak. It is seen that all of
the frequency spectra are broad and lie in the range up
to 500–800 kHz, which corresponds to the range of
drift turbulent fluctuations [1]. Such spectra are typical
for many tokamak experiments. Figures 2 and 3 show
the spectra S(F, k⊥ , X) integrated over the frequency F,
S(k⊥ , X). The spectra decrease sharply with increasing
k⊥  (Fig. 2). For k⊥  > 14 cm–1, they decrease according to
the power law S ~ k–5.8, which is similar to that observed
in the Tore Supra tokamak for the range k = 12–26 cm–1

[7]. Similar dependences of the intensity of different
components of the k⊥  spectrum on X (Fig. 3) evidence
that fluctuations with different scale lengths are located
in nearly the same region along the minor radius. Note
that the spectra measured at symmetrical positions of
the probing chord (X = ±5 cm) were similar in shape
and nearly equal in magnitude. This apparently indi-
cates the absence of a pronounced ballooning effect
during the development of the observed fluctuations.

At small scattering angles (k⊥  = 8.5 cm–1), the fre-
quency spectrum demonstrates a pronounced shift,
which decreases as the probing chord is displaced
toward the periphery (Fig. 1). This shift is easily
explained by the Doppler shift ∆ω = k⊥  · Vθ due to scat-
tering from perturbations with the poloidal rotation
velocity Vθ. As X increases and, thus, the angle between
k⊥  and Vθ increases, the spectral shift should decrease.
For probing along the central chord (X = 0), when the
wave vector k⊥  of scattering fluctuations was oriented
in the poloidal direction, the frequency shift decreased
with increasing the scattering angle (Fig. 1). This kind
of behavior of the spectral shift allows us to conclude
that the poloidal velocity Vθ decreases as the scale
length of fluctuations decreases. This dependence of
the frequency shift on k⊥  was not observed in other
PLASMA PHYSICS REPORTS      Vol. 27      No. 3      2001
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Fig. 1. Measured (heavy lines) and calculated (light lines) wavenumber and frequency spectra of plasma density fluctuations for
different probing-chord positions.
tokamak experiments, in which, in contrast, the shift
increased with k⊥  (see, e.g., [4, 8]).

The distinguishing feature of the spectra observed in
the FT-2 tokamak is the weak dependence of the spec-
trum width on the wavenumber at high values of k⊥
(Fig. 1). If we assume that fluctuations with different
scale lengths move in the same manner, then the spec-
trum width δω should increase with k⊥ . For the Dop-
pler broadening mechanism, the spectrum width
should vary proportionally to k⊥ :  δω ≈ k⊥  · δV. The
spread in the velocities δV may be attributed to the tur-
bulent motion or the velocity shear in the scattering
volume. A stronger dependence on k⊥  is expected
when the scale length of the measured fluctuations
PLASMA PHYSICS REPORTS      Vol. 27      No. 3      2001
becomes longer than the correlation length LV of
plasma density perturbations, LV k⊥  < 1 [3]. However,
a comparison of the spectra shows that, as k⊥  increases,
the spectrum width increases more slowly than by the
linear law (on the chords X = +5 and +6.5 cm) and even
decreases (on the chords X = 0 and +3 cm for k⊥  >
19.5 cm–1). Such a dependence on k⊥  indicates that the
character of motion is different for fluctuations with
different scale lengths.

Therefore, the data from spectral measurements
show that, in the scattering volume extended along the
laser beam, fluctuations with different scale lengths
have different poloidal velocities and a different char-
acter of motion determining the spectrum broadening.
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4. SIMULATION OF PLASMA FLUCTUATIONS

To answer the question of how strongly the turbu-
lent motion and the radial nonuniformity of rotation
velocities inside the scattering volume influence the
spectrum broadening, a simulation was used to analyze
the experimental data. Consistent simulation of the
scattered spectra involves the use of a certain model for
plasma perturbations δn(r, t) and the computation of
the output receiver signals using formula (1). In our
phenomenological model, the plasma density fluctua-
tion δn(r, t) was substituted by a superposition of per-

turbations (x, y, t) in the form of “tubes” (fila-δn j∑
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Fig. 2. k⊥  spectra measured along the central probing chord
X = 0: (1) experiment and (2) calculation.

Fig. 3. Intensities of different components of the k⊥  spec-
trum vs. the probing-chord position: k⊥  = (1) 8.5, (2) 14,

(3) 19.5, and (4) 25 cm–1.
ments) that were elongated in the toroidal direction and
had a Gaussian profile:

(2)

Here, x and y are Cartesian coordinates with the origin
in the center of the minor cross section of the torus (the
laser beam is directed along the y-axis), δrj is the tube
radius, and rj (t) and θj (t) are the time-dependent radial
and poloidal coordinates of the tube in the plane of the
minor cross section of the torus. In the superposition,
the cells with negative and positive density perturba-
tions of form (2) were used so that 〈δn(x, y, t)〉  = 0.
Numerical experiments showed that this superposition
can be successfully used to describe a wide class of
plasma density perturbations. This class includes axi-
ally symmetric harmonic oscillations with different
scale lengths in the radial and poloidal directions, as
well as completely chaotic fluctuations. The represen-
tation of fluctuations by a superposition of cells of form
(2) for numerical modeling offers advantages because
there is an analytical expression for the homodyne-
receiver signal Ij (t) [see (1)] in the case when radiation
is scattered by one tube [9]. Therefore, in view of the
linearity of expression (1), it is easy to find an analyti-
cal expression for the signal from scattering by the
superposition of perturbations of form (2): I(t) =

(t). The values of the signals I(t) were simulta-
neously computed for four different values of k⊥  and
four probing chord positions. The computed spectra of
the signals were compared with the measured spectra.

The first approach to describing fluctuations was a
modification of the model proposed in [4]. Unlike in
[4], it was assumed that axially symmetric noninteract-
ing poloidal modes are excited on a finite number of
rational magnetic surfaces, which agrees with the linear
theory of drift instability (see, e.g., [10]). In this model,
a wide spectrum width can only be related to the radial
nonuniformity of poloidal rotation of these fluctuations
in the scattering volume. In this case, the derivation of
the model encounters difficulties because, on one hand,
perturbations with different scale lengths develop in
nearly the same region along the minor radius (Fig. 3),
and, on the other hand, these fluctuations should have
different mean rotation velocities. This required the
presence of the inversion point of the rotation velocity
inside the scattering volume, the velocity shear being
much higher than the actual shear in the ohmically
heated plasma. In addition, numerical experiments
revealed an unavoidable discrepancy between the cal-
culated and experimental spectra, which could be
understood even without entering into details of the
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δr j
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model. The calculated spectra had spectral peaks that
were not observed in the experiments; these peaks were
present after multiple averaging even for a short mode
lifetime. This was because the model spectrum was
formed basically by the modes developing near sur-
faces with safety factor values q = 2, 3, and 4. More-
over, in order to reconstruct the experimentally
observed increase in the scattered spectra as the prob-
ing chord was displaced toward the periphery of the
discharge (Fig. 1), it was necessary to assume that the
modes were located in a very narrow radial region 2δr
so that the anisotropy parameter was improbably high:
λθ/2δr @ 1 [here, λθ is the poloidal wavelength and δr
is the radius of perturbations of form (2), from which
the poloidal mode was formed]. Hence, within the
model in which the spectral broadening was deter-
mined primarily by the nonuniformity of poloidal
velocities of modes developing near rational surfaces,
even a qualitative agreement was not achieved between
the experimental and calculated data.

Another approach to describing plasma density per-
turbations suggests that the spectral broadening is gov-
erned by the turbulent motion of fluctuations. In the
model based on the assumption of strong turbulence,
plasma density fluctuations were substituted by a great
number (N > 1000) of noninteracting perturbations of
form (2), moving chaotically in the plane of the minor
cross section of the torus. The motion of tubes was
specified by the spatial displacement δλ in an arbitrary
direction in the plane of the minor cross section of the
torus for the time interval ∆t. Note that the representa-
tion of plasma density fluctuations as a superposition of
noninteracting perturbations of form (2) does not imply
that the motion of individual cells can be traced in the
resultant distribution δn(x, y, t) = (x, y, t). This
approach only implies that we specify the density fluc-
tuations δn(x, y, t) with a short correlation time and
short correlation length on the order of the tube size.

The first goal of numerical experiments within the
proposed model was to determine the dependences of
frequency-integrated spectra on the position of the
probing chord. The data of chord measurements
(Fig. 3) showed that the scattering fluctuations with dif-
ferent scale lengths were located in nearly the same
region along the minor radius, r = 5–6 cm. In the model,
the distribution of fluctuations in this region was speci-
fied phenomenologically by a Gaussian function B(r)
with a width Lr @ δλ and a maximum at the given
radius r0. As the tube chaotically approached the
boundary of the layer, its perturbation amplitude
decreased to the value at which the perturbation “died.”
For the total number of perturbations to be kept con-
stant, a new perturbation was “born” at this moment at
the radius r0. A satisfactory agreement of the depen-
dences was obtained for r0 = 6 cm and Lr = 2 cm. In this
case, in addition to the choice of the radial region where
fluctuations were located, we had to specify a small
anisotropy of perturbations, which was characterized

δn j∑
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by the parameter Λθ/δr = 1.3 (where Λθ is the poloidal
perturbation length). The perturbations extended in the
poloidal direction were modeled by the sum of several
nearby cells. For better agreement with the observed k
spectra (Fig. 2), it was necessary to introduce different
cell sizes. In calculations, we used a statistically uni-
form distribution of the tubes over sizes (radii) δr; their
amplitudes were described by a two-parameter func-
tion A(2δr) close to Gaussian in shape (Fig. 4). Calcu-
lations performed using the free parameters δλ, r0, and
Lr and different functions A(2δr) have shown that the
model allows us to adequately describe the observed
chord dependences and k spectra. It was possible to
obtain agreement between the experimental and calcu-
lated data within an accuracy no worse than the mea-
surement accuracy (<20%).

When simulating the frequency spectra, two experi-
mental facts should additionally be taken into consider-
ation—the shift of the spectra for small values of k⊥  and
the narrowing of spectra with increasing wavenumber
k⊥  (Fig. 1). The Doppler shift of the spectra was pro-
vided by introducing the angular velocity Ω(Vθ = Ωr0 =
2.7 × 105 cm/s) for large-scale fluctuations with δr ≥
0.2 cm. In the given model, the narrowing of spectra
with increasing k⊥  implied that the step of chaotic
motion decreased as the perturbation size decreased.
The change in δλ with increasing δr was described by
a step function (Fig. 4). The final refinement of the
model, which was introduced to describe the fact that
the spectrum intensity decreased as the frequency
increased, consisted in that δλ was defined as a random
value with a prescribed distribution.
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Fig. 4. Functions used in the model of turbulent plasma den-
sity fluctuations: (1) cell amplitude A, (2) angular rotation
frequency of perturbations Ω , and (3) mean free path δλ of
cells for the time ∆t = 6.25 × 10–8 s; δr is the tube radius.
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Fig. 6. Calculated radial distribution of density fluctuations
averaged over poloidal angles from 0 to 2π.
Figure 1 shows one of the calculated spectra
obtained by appropriately choosing the parameters. It is
seen that the chosen structure and kinetics of the tube
motion, which are characterized by the functions and
parameters shown in Fig. 4, correctly describe the vari-
ations in the spectral intensity within three orders of
magnitude. The calculated dependences of the widths
and shifts of the spectra on k⊥  and X are also similar to
the experimental dependences. The calculated k spectra
for X = 0 are compared with the experimental data in
Fig. 2. This figure also illustrates the results of calcula-
tions for intermediate values of k⊥  at which measure-
ments were not performed. A characteristic pattern of
the plasma density fluctuations is demonstrated in
Fig. 5, which shows the function (x, y, t) in the
given space window of the minor cross section of the
torus at a fixed time.

As might be expected for a multiparameter simula-
tion, such an agreement between the experimental and
calculated spectra might be obtained with a somewhat
different set of parameters. However, an important cir-
cumstance is that, with any set of model parameters
used, we stably obtained the following mean parame-
ters of turbulent perturbations. Scattering perturbations
with a radial-inhomogeneity scale length of Lr ≈ 2 cm
were always located near r0 ≈ 6 cm. The characteristic
radial perturbation distribution shown in Fig. 6 was
similar to that determined previously by the reflectom-
etry technique under similar ohmic discharge condi-
tions [11]. The poloidal rotation velocity of the large-
scale fluctuations was always at a level typical of the
ohmic phase of the discharge in the FT-2 tokamak [12].
The characteristic cell size 2δr ≈ 0.2 cm (Fig. 4), which
determined the radial correlation length of the resulting
fluctuations, varied only slightly. This size corre-
sponded to the expected scale length of the drift insta-
bility δr/ρs ≈ 4 (where ρs is the Larmor ion radius at the
electron temperature) [1]. The diffusion coefficient D⊥
of the tubes, which was defined as the average (over all
the cells) ratio of half the square of the cell displace-
ment for a sufficiently long time to this time, also
remained unchanged. It is worth noting that this value
(D⊥  ≈ 1.6 m2/s) was close to the value of thermal diffu-
sivity determined in the FT-2 tokamak from the elec-
tron energy balance for the radial region from 5 to 7 cm
[13].

5. CONCLUSION

The studies of density fluctuations of the ohmically
heated plasma in the FT-2 tokamak by the method of
ëé2-laser scattering have provided a great body of
information, including the dependences of the scatter-
ing spectra on both the wavenumber and the probing-
chord position. The measured frequency spectra, even
without special treatment, show that scattering fluctua-
tions develop in nearly the same radial region, close to

δn j∑
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the periphery of the tokamak. The kinetics of density
perturbations is apparently different for different scale
lengths. In particular, the mean poloidal rotation veloc-
ity of fluctuations is different. The simulation of small-
scale plasma density fluctuations, which was per-
formed using the experimental data, made it possible to
adequately describe the frequency spectra observed. It
was demonstrated that the motion of scattering fluctua-
tions is chaotic and should be described using the
model of developed turbulence. Unfortunately, the
information obtained on the observed fluctuations
(such as the velocity of their propagation in the poloidal
direction, the radial position of the region where they
are located, the absence of the ballooning effect, the
characteristic scale length of fluctuations, and the
degree of their anisotropy) does not allow us to unam-
biguously identify the kind of instability whose
strongly nonlinear stage is observed in the experiments.
The diffusion coefficient of noninteracting weakly
anisotropic cells, which were introduced in the model,
turned out to be close to the thermal diffusivity mea-
sured in the FT-2 tokamak. This agreement allows us to
suggest that the motion of such perturbations corre-
sponds to the motion of test particles. If such an agree-
ment is confirmed by calculating the trajectories of test
particles using the known model distribution of fluctu-
ations, then the approach proposed here will deserve
consideration as one of the possible ways of estimating
the turbulent transport coefficient from the scattering
spectra.
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Abstract—Time-resolved measurements of quartz erosion are carried out to determine the density of the
energy flux incident onto the sample surface. These data are needed to create a reliable code describing the
interaction of a thermonuclear plasma with a solid surface. Experiments were performed in the 2MK-200 facil-
ity under the program of modeling heat loads on divertor plates during disruptions in tokamaks. A 10-mm-thick
plate of fused quartz was exposed to a high-temperature deuterium-plasma stream with the temperature Ti + Te ≤
1 keV, density (5–10) × 1015 cm–3, β = 0.25, energy density up to 200 J/cm2, and power density ~10 MW/cm2.
It is shown that the quartz erosion begins almost immediately after the stream reaches the surface. The eroded
material shields the quartz surface from further destruction. Under the given experimental conditions, the inte-
gral shielding factor (the ratio of the stream energy to the energy reaching the surface) was rather high (about
seventeen). As a result, at a stream energy density of ~150 J/cm2, the total erosion depth was about 0.75 µm
over 35 µs. Based on the measured time dependence of the erosion depth and the reference data on the thermal
conductivity of the fused quartz, the power density incident onto the quartz sample was numerically calculated.
© 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Since plasma sources capable of producing plas-
mas with parameters close to those of future tokamak
reactors are still lacking, it is impossible to perform an
experimental study of the stability of divertor plates
against heat loads arising during disruptions. These
loads are so high that, in spite of the shielding effect
[1], the destruction of the plates can become one of the
key factors limiting the reactor lifetime. Conse-
quently, until the first ITER experiments, the extrapo-
lation of results on the erosion of divertor plates to the
range of thermonuclear parameters will be based on
numerical simulations, which demands a high degree
of reliability.

The absence of reliable data on the line emission of
multiply charged ions and the constants needed to cal-
culate the populations of the energy levels of these ions,
inevitable simplifications adopted when modeling radi-
ative transfer in order to avoid overly laborious compu-
tations, an insufficient understanding of the mecha-
nisms governing the destruction of a solid surface at a
high-power heat load, etc., lead to a situation in which
the results of numerical simulations depend signifi-
cantly on computer resources and the code used [2–4].
This situation cannot be regarded as being normal;
hence, there is a need for reliable experimental data that
would be a basis for numerical simulations and would
make it possible to create an adequate model of the
1063-780X/01/2703- $21.00 © 20228
interaction of a high-temperature plasma with a solid
surface. Among these data, the value of the energy that
is transferred through the shielding layer and reaches
the surface of the material under study and the erosion
depth of this material as a function of time are of great
importance.

In this paper, we present the results of time-
resolved measurements of the erosion of fused quartz
in experiments on the modeling of heat loads arising
during disruptions. The experiments were carried out
in the 2MK-200 facility. The choice of quartz, which is
not regarded as a divertor-plate material, is motivated
by both the opportunity to employ a very simple mea-
surement scheme and the well-known characteristics
of this material. In addition, the very high viscosity of
fused quartz, even at the evaporation temperature, pre-
vents the melted quartz from splashing under the
action of plasma pressure; hence, common evaporation
is a single mechanism for surface destruction. In this
case, from the measured erosion depth, taking into
account the energy removed from the sample surface
due to heat conduction, we can determine the energy
incident on the surface as a function of time. Since this
quantity is rather difficult to measure directly, the pro-
posed indirect method may provide reliable data that
can be used to verify the reliability of a particular
numerical code.
001 MAIK “Nauka/Interperiodica”



        

REAL-TIME MEASUREMENTS OF QUARTZ EROSION IN EXPERIMENTS 229

                                                                                                                              
2. EXPERIMENTAL DEVICE 
AND MEASUREMENT TECHNIQUE

Real-time measurements of quartz erosion were car-
ried out in the 2MK-200 facility. The design and
parameters of this device were described in detail in
[5]; for this reason, we present here only the main char-
acteristics needed to understand the conditions of the
erosion experiment.

The 2MK-200 facility is a long cusp magnetic con-
finement system (Fig. 1) consisting of a 1.5-m-long
central solenoid with two cusps at its ends (the cusp is
a magnetic system consisting of two magnetic mirrors
with oppositely directed magnetic fields and two addi-
tional coils between them, which create a radially
diverging magnetic field with a given radial depen-
dence of the magnetic field strength).

The system is filled with a deuterium plasma pro-
duced by two pulsed plasma guns installed at its ends.
The plasma streams generated by the guns are injected
through the cusps into the central solenoid, collide in
the central region, and then thermalize. As a result, the
solenoid (the diameter of its vacuum chamber is 14 cm)
is filled with a deuterium plasma with the following
parameters: Te . 300 eV, Ti . 700 eV, and ne . (5–10) ×
1015 cm–3; the total plasma energy attains 50 kJ. The
magnetic field is forced out by the plasma toward the
metal wall of the vacuum chamber. The characteristic
time of plasma confinement in the system (~20 µs) is
determined by the radial escape of the plasma through
the cusp magnetic slits. The slit width, which depends
on the skin depth and, according to [6], is on the order
of the ion Larmor radius, determines the thickness of
the plasma stream escaping from the confinement sys-
tem (Fig. 1). The radial magnetic field is maximum
(2.5 T) at a radius of 18 cm. In this region, the plasma-
stream thickness is minimal and the power density
attains 10 MW/cm2; for this reason, a quartz sample
was positioned there. The arrangement of the sample in
the cusp is shown in the inset of Fig. 1.

The sample was shaped as a rectangular parallelepi-
ped 45 × 35 × 10 mm in size. The sample was oriented
so that its 45 × 35-mm working surface was perpendic-
ular to the cusp magnetic field and its 35-mm edges
were parallel to the system axis. Thus, all measure-
ments were carried out with a plasma stream incident
normally onto the sample surface. Due to the interac-
tion of the plasma with the sample, a groove parallel to
the long edge of the sample appeared on its surface. The
groove depth was measured at the same cross section in
the central region of the sample. The orientation of the
reference axes is also shown in Fig. 1; the plane z = 0
corresponds to the center of the plasma stream.

Metal screens 5 (1-mm-thick copper plates) par-
tially covered the working surface of the sample; the
covered regions were not exposed to the plasma. These
regions were needed to carry out absolute measure-
ments of the total groove depth with a profilometer.
Thus, the exposed area was 45 × 18 mm2.
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The quartz erosion depth was measured using opti-
cal interferometry. The erosion depth was determined
from the shift of fringes produced by interference of the
light reflected from the sample face exposed to the
plasma action and that reflected from the opposite (ref-
erence) face of the sample. A change in the sample
thickness (∆d) and the corresponding fringe shift (∆N)
are related by the well-known relationship ∆d =

0.5∆Nλ/ , where λ is the light wavelength,
n is the refractive index of the sample material, and ϕ is
the angle of incidence of light on the sample surface. To
trace the time history of the erosion process, the inter-
ference pattern was recorded with the help of a high-
speed streak camera (HSSC).

Figure 2 presents the schematic of the interferome-
ter measurements, which includes a gas laser (1),
mechanical shutter (2), prism (3), two diaphragms
(4, 9), lenses (5, 8, 10), sample (6), set of filters (11),
and HSSC (12). An LG-106 argon laser operating in
continuous mode generated a number of modes with
wavelengths from 0.48 to 0.52 µm. The total radiation
power was 1 W. The most intensive radiation mode
(λ = 0.5145 µm) was separated out with the help of
prism 3 and diaphragm 4 and directed onto sample 6
through cylindrical lens 5, which slightly broadened
the laser beam. The beam cross section at the sample

n
2 ϕsin

2
–

21 3 4

A

View A

3

56

10

z

18

35

Fig. 1. Schematic of the cusp magnetic confinement system
and the arrangement of the sample in the cusp: (1, 4) plasma
streams generated by plasma guns, (2) plasma confined in
the system, (3) skin-layer plasma escaping from the system
through the magnetic slit of the cusp, (5) protecting screens,
and (6) sample.
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Fig. 2. Experimental layout for time-resolved measure-
ments of quartz erosion: (1) gas laser, (2) mechanical shut-
ter, (3) prism, (4, 9) diaphragms, (5) cylindrical lens,
(6) sample, (7) plasma, (8, 10) spherical lenses, (11) set of
filters, and (12) HSSC.

Fig. 3. Orientation of fringes and the HSSC slit: (1) entrance
slit, (2) laser beam, (3) fringes, (4) sample, and (5) plasma.
was approximately rectangular (2 × 0.5 cm2) in shape.
The angle of incidence of the laser beam onto the quartz
sample was about 2°. The interference pattern was pro-
duced by interacting light waves reflected from the
opposite sample faces.

Spherical lenses 8 and 10 formed an intermediate
image of the interference pattern on the HSSC entrance
slit, which cut out a narrow streak from the whole inter-
ferogram. The orientation of the HSSC slit and fringes
is shown in Fig. 3. The fraction of the interference pat-
tern that was cut out by the HSSC slit was a narrow,
approximately 1-mm-wide streak on the reference face
of the quartz plate.

The HSSC was focused on the sample reference
face, which allowed us to minimize the measurement
error caused by the bending of the sample under the
action of the plasma pressure.

Mechanical shutter 2 used in the scheme was open
only for 600 µs, which excluded the possibility of
repeated exposures of the film by laser radiation during
subsequent revolutions of the HSSC mirror.

The time resolution of the scheme (~0.4 µs) was
determined by the width of the slit image on the film
and by the speed with which it moved (1.5 km/s) during
the rotation of the mirror.

3. RESULTS AND DISCUSSION

The total energy incident onto the sample was mea-
sured with the help of a calorimeter (a 75-mm-high and
25-mm-diameter copper cup with a 1-mm-thick wall
and a thermocouple attached to it), which was posi-
tioned in the same cusp and at the same distance from
the system axis as the sample. With the help of this cal-
orimeter, it was found that the average energy density
in the plasma stream in the site of the quartz sample
was equal to 150 J/cm2.

Below, it is assumed that the zero time corresponds
to the instant when the plasma reaches the sample sur-
face. This instant was determined using a magnetic
probe located near the sample. The zero time in the
interferogram was determined with the help of a spark
discharge, whose light was recorded by the HSSC and
made a mark on the film. The corresponding voltage
signal was recorded by the same oscillograph as the
magnetic probe signal. Taking into account the time
resolution of the recording system and the uncertainty
in identifying the start of the magnetic probe signal, we
estimated the accuracy of determining the zero time in
the interferogram to be no worse than ±1 µs.

A typical interferogram of the erosion process for
the plasma-stream parameters characteristic of the
MK-200 device is shown in Fig. 4. Note that the inter-
ference pattern was clearly observed for nearly 50 µs
(erosion ended by 35 µs), almost disappeared, and then
appeared again after nearly 70 µs with the previous
contrast. The reason why the interference pattern disap-
pears is not clear. Nevertheless, after each shot, the
PLASMA PHYSICS REPORTS      Vol. 27      No. 3      2001
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Fig. 4. Typical interferogram of the process of quartz erosion.
interference pattern was restored; this means that the
surface facing the plasma does not contain breaks,
abrupt changes, or cavities that are typical, e.g., for the
surface of a tungsten sample.

The oscillations of fringes, which are seen in the
interferogram, are caused by elastic mechanical vibra-
tions of the sample. These vibrations are excited by the
plasma pressure. Measurements carried out with piezo-
electric pressure gauges showed that, under the stan-
dard operating conditions of the MK-200 device, the
plasma pressure in the cusp slit at a radius of 18 cm
attained 0.6–0.7 MPa for a pulse duration of 15–20 µs;
the corresponding oscillogram is shown in Fig. 5. Note
that an epoxy-compound layer deposited on the gauge
surface facing the plasma in order to shield it from the
plasma potential worsened the gauge frequency charac-
teristic. This manifested itself in the broadening of
steep leading edges of the pressure pulses of up to
1.5 µs.

Under the action of the plasma pressure, both the
thickness of the sample and its refractive index vary,
thus producing variations in the optical path of the
beam entering the sample through the reference plane
and reflected from the working surface, which results in
a fringe shift.

This shift is easy to estimate following the results of
[7], in which this effect was used to create an optical
pressure gauge. It can be shown that the variation in the
optical path of the beam passed through the sample and
reflected from the working surface is given by the sim-
ple relationship ∆L ≈ 2n0d0(1 – ξ)P/E, where n0 is the
refractive index for the sample material under normal
conditions, d0 is the initial sample thickness, P is the
pressure on the sample surface, E is Young’s modulus
for the sample material, ξ is a numerical factor (ξ =
PLASMA PHYSICS REPORTS      Vol. 27      No. 3      2001
(1 − 2ν)(1 +  – 2/ )/6), and ν is the Poisson coef-
ficient for the sample material. In deriving this relation-
ship, we took into account that the material refractive

index depends on the relative deformation  as n =

n0 1 – ξ  and used Hooke’s law  ≈ P/E. Thus,

for a 1-cm-thick quartz sample (n0 = 1.46, E = 73 GPa,
and ξ = 0.278) at the pressure ê = 0.6 MPa, the change
in the optical path is equal to ∆L ≈ 0.2 µm, which cor-
responds to a shift of nearly 0.4 fringe for green light
(λ = 0.5145 µm). The time of sound propagation
through the sample and back is 3.8 µs; consequently, if
a pulsed load is applied to the plate, the oscillations of
fringes with a period of ~4 µs and amplitude up to 0.4
fringe should be observed in the interferogram.
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Fig. 5. Typical waveform of the stream plasma pressure at
the site of the quartz sample.
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Such a fringe shift is easy to detect, and, hence,
mechanical vibrations should also appear in the curves
illustrating the time behavior of erosion; i.e., these
curves should not be smooth. This is clearly seen in
Fig. 6, which shows the results of processing one of the
interferograms for several points on the sample surface
lying at different distances from the center of the
plasma stream (z = 0). The interferogram was manually
processed with a measuring microscope.

It is seen from Fig. 6 that substantial erosion begins
nearly 2–3 µs after the plasma reaches the sample sur-
face. For the following 10–15 µs, the erosion rate
remains almost constant. The erosion rate is maximum
at the center of the stream and decreases at the stream
edges. This is natural because the energy density is
nonuniform across the plasma stream; it is maximum at
the center of the stream and is almost zero at z =
±10 mm.

By the time t = 20 µs, the erosion process on the
slope of the groove on the side of the confinement sys-
tem (z < 0) terminates almost completely. This is
explained by the fact that, as was mentioned above, the
plasma confinement time in the system is equal to
~20 µs. This means that, by this time, the energy flow
from the magnetic confinement system almost termi-
nates. At the same time, the plasma continues to flow
from the accelerator so that the erosion process
becomes asymmetric.

The data obtained are quite sufficient to determine
the density of the energy flux incident onto the sample
surface (as was mentioned above, this density cannot be
measured directly). If we could neglect heat conduction
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Fig. 6. Time dependence of the erosion depth for several
points on the sample surface lying at different distances
from the center of the plasma stream (z = 0).
in quartz, the problem would be easy to solve. The
usual differentiation of the erosion depth with respect
to time and the subsequent multiplication by the quartz
mass density and specific sublimation energy could
give the power density on the sample surface as a func-
tion of time. Unfortunately, although the quartz thermal
conductivity is low, neglecting it may introduce large
errors. This is illustrated by Fig. 7, which shows the
results of one-dimensional numerical calculations.

In calculations, it was assumed that the shielding
layer is already formed and the energy incident onto the
sample is expended on both evaporation of the surface
layers and heating of the sample by heat conduction.
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Fig. 7. Results of numerical calculations of the interaction
of the plasma stream with the quartz sample. (a) The tem-
perature profile across the sample for five instants: t = (1) 1,
(2) 2, (3) 8, (4) 16, and (5) 35 µs; (b) the time dependence
of (1) the power and (2) the energy density incident on the
sample surface, (3) the energy expended on heating of the
sample by heat conduction, and (4) the energy expended on
the evaporation of the sample material; and (c) (1) the exper-
imental (for z = 0) and (2) calculated (for the power density
described by curve 1 in Fig. 7b) time dependences of the
erosion depth.
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The incident power density was chosen such that the
time dependence of the calculated erosion depth coin-
cided with the experimental one. The necessary values
of the thermal properties of quartz glass were taken
from [8, 9].

Figure 7a shows the temperature profiles across the
sample for five instants. As is seen, by t = 35 µs, heat
has already propagated fairly deep into the sample.
This means that a considerable fraction of the energy
incident onto the surface is transferred into the internal
energy of the surface layers. Note that this ratio is valid
only for the specific temperature dependence of the
quartz-glass thermal conductivity taken from [10] and
extrapolated to high temperatures.

The quantitative energy characteristics of the pro-
cess are illustrated in Fig. 7b, which shows the time
dependences of the power density (1) and the energy
density (2) incident onto the sample surface (the energy
density is the time integral of the power density), the
energy transferred into the sample by heat conduction
(3), and the energy expended on the evaporation of the
sample material (4). For the chosen time dependence of
the incident power density, by t = 35 µs, when the ero-
sion terminates almost completely, the total energy
density incident onto the sample surface is nearly
7.7 J/cm2. In this case, most of this energy (~4.2 J/cm2)
is expended on heating the sample by heat conduction
and only about 3.5 J/cm2 is expended on erosion.

Note that the time behavior of erosion is sensitive to
the time dependence of the power density incident onto
the sample surface. A rather good agreement between the
calculated and experimental time dependences of the
erosion depth (Fig. 7c) is obtained assuming that the
incident power density behaves as is shown in Fig. 7b
(curve 1). The shape of this curve resembles the wave-
form of the stream plasma pressure (Fig. 5) (with
regard to the comment concerning the time resolution
of the piezoelectric gauge), which is reasonable
because the stream power density is proportional to the
product of the plasma pressure and stream velocity. It is
obvious that the actual time behavior of the power den-
sity incident onto the sample surface may be somewhat
different from that given in Fig. 7b; however, this dif-
ference is related to insignificant details and can hardly
change the entire picture of the process.

As was mentioned above, the calculations did not
include the energy passing through the sample in the
form of radiation (quartz of the KV type is transparent
to radiation in the wavelength range 0.2–2.2 µm). To
solve the problem more correctly, this energy should be
taken into consideration, and, thus, we carried out the
relevant measurements. We used a standard IKT solid
calorimeter for measurements of the time-integrated
energy and a FEU-84 photomultiplier for time-resolved
measurements. It was found that about 1.5 J/cm2 passes
through the quartz plate and most of this energy passes
at t > 35 µs; i.e., the correction to the power density is
relatively small. Nevertheless, with all of the compo-
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nents of the energy flux taken into consideration, the
energy reaching the surface is about 9 J/cm2, which
comprises only 6% of the total energy of the incident
plasma stream (150 J/cm2). It is unlikely that taking
into account the energy of the radiation absorbed in the
sample volume will change this value significantly.
Hence, the mean value of the power density reaching
the solid surface is on the order of 260 kW/cm2. The
same value should be obtained in numerical calcula-
tions if the model adequately describes energy transfer
across the shielding layer and destruction of the quartz
surface.

After 35 shots, the sample was removed from the
system. Figure 8 shows the resultant profile of the sam-
ple surface measured with a profilometer. The figure
also shows the results of processing the interferogram
obtained after the 35th shot. In this case, the HSSC was
replaced with a Zenit-3M camera. The agreement of the
results within the measurement accuracy confirms the
reliability of the technique used for real-time erosion
measurements.

4. CONCLUSIONS

Based on the results obtained, we can draw the fol-
lowing conclusions:

(i) When a hot-plasma stream acts on a solid sur-
face, only a small fraction of the plasma energy reaches
the sample surface. For quartz under our experimental
conditions, the total shielding factor (the ratio of the
plasma stream energy to the energy reaching the sam-
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Fig. 8. Profile of the sample surface measured with the pro-
filometer after 35 shots (solid line). Circles show the results
of processing the corresponding interferogram.
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ple surface) is estimated to be about 16–17. The shield-
ing layer appears as a result of the erosion of the sample
material. Significant erosion of quartz begins 2–3 µs
after the plasma impacts the surface. It is apparent that,
for other materials, this value will be somewhat differ-
ent at the same power density of the plasma stream.
However, this circumstance is of minor importance,
because, for time scales characteristic of disruptions in
tokamaks (0.1–1 ms), the shielding layer can be
regarded as arising instantaneously.

(ii) If the thermal properties of the surface material
(the specific heat, the thermal conductivity, the evapo-
ration temperature, and the specific evaporation or sub-
limation energy) are known, the experimental data on
the time dependence of the erosion depth, together with
the numerical solution of the heat-conduction problem,
make it possible to determine (with a high degree of
accuracy) the fraction of energy reaching the sample
surface as a function of time.

(iii) For a mean power density reaching the sample
surface of 260 kW/cm2, the erosion rate of the fused
quartz is about 0.02 µm/µs.

(iv) Interferometry is a reliable method for measur-
ing the erosion of transparent materials exposed to a hot
plasma. The only limitation is that it is impossible to
distinguish the fringe shift due to mechanical vibrations
of the sample from that caused by erosion. If the shift
due to erosion is dominant, the measurements do not
encounter serious difficulties.
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Abstract—A fundamentally new approach is proposed for describing Z-pinches when the pinch current is gov-
erned to a large extent by strong charge separation, which gives rise to a radial electric field in the nonquasineu-

tral core of the pinch. In the central pinch region with a characteristic radius of about r0 ~ , part of
the total pinch current J0 < J, is carried by the drifting electrons and the remaining current is carried by ions
moving at the velocity viz ~ c(2eZJ/mic

3) in the peripheral region with a radial size of c/ωpi. In the nonquasineu-
tral core of a Z-pinch, the radial ion “temperature” is on the order of ZeJ0/c. The time during which the non-
quasineutral region exists is limited by Coulomb collisions between the ions oscillating in the radial direction
and the electrons. Since the magnetic field is not frozen in the ions, no sausage instability can occur in the non-
quasineutral core of the Z-pinch. In the equilibrium state under discussion, the ratio of the radial charge-sepa-

ration electric field E0 to the atomic field Ea may be as large as E0/Ea ~ 1372(a0ωpe/c) , where a0 is the
Bohr radius. © 2001 MAIK “Nauka/Interperiodica”.

J0/enec

J /JAe
1. In recent years, ways of optimizing emission
from the axial regions of Z-pinches have been studied
experimentally in many laboratories around the world
[1]. However, a clear theoretical understanding of the
structure of Z-pinches [2, 3] has not yet been ascer-
tained and a simple explanation for the onset of qua-
sisteady structures observed in some experiments on Z-
pinches is still lacking. Z-pinches are often regarded as
unsteady plasma formations in which the magnetic
field compresses the plasma until the balance between
the compression force and the kinetic plasma pressure
is reached. In this case, the problem of the steady equi-
librium state of a Z-pinch is analogous to the problem
treated by Benford and Book [4] of the current flowing
in a plasma. It is well known that a plasma current
whose density is independent of the radius is limited
because the electrons are captured by their own mag-
netic field Bθ into Larmor orbits of radius rLe ~
mecvez/(eBθ), so that, for r ~ rLe, the characteristic lim-
iting current is J ~ mec2vez/e. The existence of a limiting
current was predicted as early as 1939 by Alfvén [5].
Further investigations showed that the problems arising
from the limiting current can be eliminated by using
beams with a special (hollow) structure [6]. However,
in the theory developed by Hammer and Rostoker [6]
for steady equilibrium states of Z-pinches, an important
role is played by the spatial scale c/ωpe (where ωpe is the
electron Langmuir frequency), which fails to serve as
the characteristic scale of an equilibrium state provided

that the magnetic field is sufficiently strong (  @

4πnmec2). In addition, this theory treats ions merely as
an immobile neutralizing background for the resulting
hollow structure. For these reasons, it is of interest to

Bθ
2
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seek more realistic equilibrium states of Z-pinch plas-
mas in which the electrons and ions are both mobile.

Below, we will show that it is possible to construct
an equilibrium in which the current J is substantially
higher than the Alfvén electron current JAe = mec3/e.
With this circumstance in mind, we consider the cur-
rents in the range

(1)

where JAi = mic3/Ze, me and mi are the masses of an elec-
tron and ion, and –e and Ze are their charges. In
describing Z-pinches with currents in range (1), the
electron inertia can be neglected and the electrons can
be treated in the drift approximation, while the ion iner-
tia should necessarily be taken into account.

It should be noted that the electrons can be treated
in the drift approximation only at a certain distance
from the axis, whereas, near the axis, the electron iner-
tia is important. If the charge separation is strong and
the electron drift velocity is on the order of the speed of
light, vez ~ c, then, in the axial region of radius r ~ rLe =
mec2/(eBθ), the current should be on the order of the
Alfvén electron current JAe. Since we are interested in
the current range (1), we can exclude from consider-
ation the region of the electron drift motion, where the
currents are comparatively low.

An analysis of a large amount of the measured data
[1] provides experimental evidence for the presence of
a characteristic radial scale on the order of several tens
of microns in Z-pinches with currents of about 1 MA
and the central plasma density ne ~ 1020 cm–3. Since this
radial scale has been observed in Z-pinches under very
different experimental conditions, one might expect

JAe ! J  ! JAi,
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that it would be revealed by a simple physical analysis.
It is well known that, in the presence of a strong mag-
netic field, the electron drift motion gives rise to the
Hall electric field; as an example, we can mention ion
diodes with magnetized electrons [7, 8] and electron
vortices that may develop in laser plasmas [9, 10]. In
these structures with magnetized electrons, the screen-
ing of the electric (and magnetic) field plays an impor-
tant role. When the electron and ion densities differ
appreciably from one another, the Debye screening
radius rD can be estimated from Poisson’s equation [see

Eq. (9) below]:  ~ Φ/(4πene), where Φ is the electro-
static potential. Since, in a strong magnetic field, the
electrostatic potential has a Hall nature and is equal to
Φ ~ B2/(4πene), the Debye screening radius is on the
order of the magnetic Debye radius rB: rD ~ rB =
B/(4πene). In the specific case of a Z-pinch with the azi-
muthal magnetic field Bθ = 2J/rc, the magnetic Debye

radius rB has the form rB ~ .

When the charge separation is strong and Er ~ Bθ,
the current in the nonquasineutral plasma region is car-
ried by the electrons drifting with the velocity vez ~ c,
in which case the magnetic Debye radius rB becomes
rB ~ r0, where r0 is the characteristic electron-current
radius. Consequently, in the case at hand, the electron-
current radius is on the order of the Debye screening
radius, rD ~ r0. Clearly, this result reflects the fact that
the charge-separation electric field is nonzero only in
the region where the electron drift current flows. The
above expression r0 ~ rB with J0 ~ 1 MA and ne ~
1020 cm–3 gives r0 ~ 10 µm. Below, we will see that the
current J0 can be expressed in terms of the total current
in a Z-pinch [see formula (29)].

Since the ions moving in the nonquasineutral core
of the Z-pinch are unmagnetized, they can be confined
in the axial region only by an electric force driven by an
excessive negative charge at the axis. In equilibrium,
the ions confined in such a manner can be characterized
by an oscillatory radial temperature. In the central non-
quasineutral region, the current is carried by the drift-
ing electrons. At the pinch periphery, where the electric
field is weak, the current can be carried by both elec-
trons (due to Coulomb collisions in a longitudinal elec-
tric field) and ions, in which case the longitudinal ion
velocity is determined from the conservation law for
the generalized momentum,

(2)

where the z-component Az of the vector potential satis-
fies the condition Az(r = 0) = 0.

The characteristic radius R of the peripheral region
of the Z-pinch is governed by the collisionless ion skin
depth: R ~ c/ωpi @ r0. Hence, the proposed Z-pinch
model involves two spatial scales; the ratio of the

rD
2

J / 2πenec( )

Pz miv iz
Ze
c

------Az,+≡
scales, r0/R ~  ! 1, is determined by the param-
eter J/JAi ! 1.

In the nonquasineutral core, the transverse ion
energy ε⊥  is determined by the Hall potential Φ ~

/8πene and the longitudinal energy ε|| can be esti-
mated from the conservation law (2). As a result, we

obtain ε⊥ /ε|| ~ c2/( ) @ 1, which indicates that, in
the core of the pinch, the transverse ion energy is high,
so that the ions oscillate predominantly in the radial
direction. The oscillatory ion energy is determined by
the Hall electric field driven by the current J0 flowing in
the region of radius r0:

(3)

For the current J0 ~ 1 MA, the oscillatory ion energy is
about several tens of MeV. The energy transfer from
oscillating ions to electrons via Coulomb collisions
restricts the lifetime of the nonquasineutral core of the
Z-pinch; in the energy range under consideration, the
ions are decelerated primarily by the electrons. Accord-
ing to [11], for ion energies of about 10 MeV and elec-
tron densities of about ne ~ 1020 cm–3, the energy is
transferred on a time scale of about 10–7 s. This is a time
scale on which the nonquasineutral core is completely
distorted.

Concluding this section, we emphasize that the pro-
posed approach is aimed at studying the equilibrium
states of Z-pinches with currents in range (1). Note that,
for protons, JAi .34 MA.

2. In this section, we consider the basic idea under-
lying the proposed Z-pinch model. At first glance, it
appears that the dynamics of Z-pinches can be modeled
from the very beginning of the electric breakdown in a
gas filling the interelectrode gap, but doing so is unre-
alistic in view of the complexity of the processes
involved. That is why the pinch dynamics is usually
modeled starting from a certain stage of the electric
breakdown. Here, we propose to model the continuous
evolution of an electric discharge in the interelectrode
gap by distinguishing between two successive evolu-
tionary stages, i.e., to develop a two-stage model of a
Z-pinch. The pinch starts to form simultaneously with
the beginning of gas ionization and current build-up in
the interelectrode gap, in which case the magnetic field
generation should be described with allowance for the
finite plasma conductivity (or particle inertia) [12].
After this stage has come to an end, the magnetic field
continues to increase and becomes strong enough to
satisfy inequalities (1), which indicates the full devel-
opment of the Z-pinch. Below, we will assume that the
final equilibrium state of the pinch is independent of the
initial longitudinal electric field and is governed exclu-
sively by electron and ion motions in the azimuthal
magnetic field, which is generated in the plasma as the

J /JAi

Bθ
2

r0
2ωpi

2

ε0 ZeΦ ZBθ
2
/8πne ZeJ0/c.∼ ∼ ∼
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current builds up, and in the radial electric field, which,
in turn, is determined by the particle motion.

At this point, it is expedient to draw an analogy
between the development of a Z-pinch and ion acceler-
ation in a gas irradiated by a short high-intensity laser
pulse [13]. Sarkisov et al. [13] showed that, in a plasma
produced by the interaction of a laser pulse with a gas,
high-energy ion flows are generated as a result of ion
acceleration by the ponderomotive force of an electro-
magnetic wave. However, in [10], a different mecha-
nism for ion acceleration was proposed. As an electro-
magnetic wave propagates in a plasma, the Weibel
instability gives rise to a quasistatic magnetic field [14],
which results in the formation of electron vortices [15],
so that the ions are accelerated by the Hall electric field
of a nonquasineutral vortex. Consequently, the ions not
only are accelerated directly by the electromagnetic
wave but also acquire energy via a different mechanism
associated with the evolution to a new equilibrium state
in which the electric and magnetic fields differ radically
from the initial fields. The analogy between a Z-pinch
and a laser plasma can be extended further: in a laser
plasma, the ions can be accelerated to megaelectronvolt
energies [16]; the universal nature of the Hall potential
in a strong magnetic field makes it inevitable that such
ions would also appear in Z-pinches.

In both Z-pinches and vortex structures, the ion
motion on spatial scales of about the magnetic Debye
radius is unmagnetized. In vortex structures with the
magnetic field Bz, which decreases away from the vor-
tex axis, the ions fly apart in the radial direction
because Er > 0. In contrast, in Z-pinches with the mag-
netic field Bθ, vanishing at the pinch axis, the electric
force can confine ions in the axial region because Er < 0,
which corresponds to an excessive negative charge at
the axis.

Hence, we have drawn an analogy between the
sequence of processes occurring in a laser-produced
plasma and those in the Z-pinch under consideration.
The successive processes in a plasma irradiated with a
laser pulse are as follows: the ions are accelerated by
the ponderomotive force of the pulse, the electron vor-
tices with a quasistatic magnetic field are generated due
to the Weibel instability, and the ions in the vortices
expand in the radial direction under the action of the
Hall electric field. Analogous processes that occur in a
Z-pinch after applying the voltage pulse to the elec-
trodes are as follows: the ions are accelerated by the
longitudinal electric field, the magnetic field penetrates
into the plasma (this processes should be described
with allowance for the finite plasma conductivity), and
the ions oscillate in the radial direction under the action
of the charge-separation electric field.

In both cases, it is the initial electric field that gives
rise to a strong quasistatic magnetic field, which, in
turn, generates the Hall electric field in another direc-
tion. The charge-separation electric field produced dur-
PLASMA PHYSICS REPORTS      Vol. 27      No. 3      2001
ing these processes is substantially stronger than the
initial inductive electric field.

3. Based on the above analysis, we will systemati-
cally describe the proposed model of the evolution of a
Z-pinch. In accordance with inequalities (1), we con-
sider the pinch structure assuming that the maximum
radius R of the pinch is much larger than the collision-
less electron skin depth, R @ c/ωpe , but is on the order
of the collisionless ion skin depth, R ~ c/ωpi , where ωpi

is the ion Langmuir frequency. The pinch length L is
assumed to be much larger than the characteristic pinch
radius, L @ R. Under this assumption, the equilibrium
state of the pinch can be treated in the one-dimensional
approximation and the dependence on z can be
neglected. In other words, we ignore the effect of the
electrodes on the pinch equilibrium. This indicates that
the onset of the longitudinal electric field Ez can only be
described with allowance for unsteady processes.

Since the electron inertia is neglected, the equation
of electron motion

(4)

reduces to the drift equation

(4')

In this case, the simplest representation of the distri-
bution function of the electrons in a magnetic field Bθ
for |E | < |B | is

(5)

where the electric field is E = –—Φ. In the steady state
under consideration, we assume that the longitudinal
electric field Ez vanishes and consider only the radial
electric field Er . Note that the equation for electron
motion along the magnetic field reduces to the conser-
vation law for the azimuthal electron momentum. In
writing the electron distribution function in form (5),
we neglected the electron pressure in the Z-pinch.

Recall that, in the central nonquasineutral core, the
ions oscillate in the radial direction and simultaneously
move along the pinch axis. In this case, the ion distribu-
tion function can be chosen in the form

(6)

where δ(s) is the delta function and the distribution
function itself depends on the integrals of motion Pz =
miviz + (Ze/c)Az , ε = miv2/2 + ZeΦ, and Mθ = rmiviθ.

In expression (6), the constant in the delta function
for the ion momentum was chosen to satisfy the condi-
tion viz(0) = 0, provided that the gauge is Az(0) = 0.
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Distribution functions (5) and (6) should be supple-
mented with the Maxwell equations for the electromag-
netic fields

(7)

(8)

We also use Poisson’s equation

(9)

because, in our approach, the charge separation plays
an important role.

The charges and currents that enter Eqs. (7)–(9) can
be determined by integrating distribution functions (5)
and (6). The electron density obtained by integrating
function (5) is equal to ne = ne0r0/(γr). The correspond-
ing expression for the ion density ni also contains the
factor 1/r and has a square root singularity at the radius
at which the radial ion velocity vanishes [see formula
(21) below]. The factor 1/r in the expression for the ion
density reflects the fact that each oscillating ion with a
zero azimuthal momentum passes through the pinch
axis.

That the expression for the electron density contains
the same factor is more difficult to explain, especially
when there is no longitudinal electric field Ez and,
accordingly, the electrons in a steady state experience
no drift motion in the radial direction. Let us consider
in more detail the electron motion along the magnetic
field during buildup of the current. In cylindrical geom-
etry, the projection of Eq. (4) onto the magnetic field
direction has the form

(10)

In the case at hand, it is convenient to rewrite the induc-
tion equation (8) as

(11)

which enables us to express the radial electron drift
velocity vr = –c(Ez/Bθ) only in terms of the vector
potential Az . Substituting the drift velocity vr found in
such a way into Eq. (10), we obtain

(12)

where M ≡ rγveθ. Consequently, during buildup of the
current, the time-dependent azimuthal electron
momentum is expressed in terms of a certain function
M(Az) that depends only on the vector potential. If we
have M(Az) ≡ 0 at the initial time, then this identity will
hold throughout the pinch evolution, in particular,
throughout the resulting equilibrium stage. The above

curl B
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∂M
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∂Az

∂r
--------

∂Az

∂t
--------∂M

∂r
--------– 0,=
analysis explains why formula (5) contains the factor
δ(rγveθ).

From inequalities (1), we have viz ! c and vez ~ c.
Applying Eqs. (7) and (9) to an equilibrium Z-pinch,
we can obtain the following time-independent (∂/∂t ≡ 0)
equations for the electric (Er) and magnetic (Bθ) fields
such that ∂/∂z ≡ 0:

(13)

(14)

Note that below we will consider an equilibrium
Z-pinch structure for small values of R, at which the neu-
tron-producing acceleration mechanism comes into play
[17].

4. Let us derive an expression for the spatial scale r0
assuming that, in the nonquasineutral core of the
Z-pinch, the electric current is carried by the electrons
drifting in crossed electric and magnetic fields. Elimi-
nating Er in Eqs. (13) and (14) yields

(15)

If the characteristic radius r0 of the nonquasineutral

region satisfies the condition /c2 ! 1, then we can
neglect the second term on the left-hand side of
Eq. (15) and introduce the current function J(r) =
crBθ/2 to obtain

(16)

where Zni will be defined below in formula (21). Inte-
grating Eq. (16) twice with respect to r, we find the rela-
tionship between the characteristic radius r0 and the
current J0 flowing in the region of radius r0:

(17)

in which case inequalities (1) allow us to neglect the ion
current in the pinch core in comparison with the elec-
tron current.

We eliminate the electron density in Eqs. (13) and
(14) and introduce the potential Φ* ≡ Φ +

Ze /(2mic2). As a result, we arrive at the following
equation, which describes the equilibrium state of the
pinch and, in the presence of ions, is analogous to the
equilibrium equation for a transmission line [18]:

(18)
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Since ∂Φ*/∂r > 0, this equation gives |Bθ| > |Er | [see
Eq. (5)].

Inserting the Hall estimate for Φ* into the equilib-
rium equation (18), we can easily see that the character-
istic radius r0 of the central region coincides with radius
(17).

If we multiply the conserved ion energy ε0 by the
ion distribution function fi and integrate the resulting
expression over velocities, we can obtain the following
relationship between the temperature Ti(r) =

(1/ni) vfimi /2, associated with the radial ion

oscillations, and the potential Φ*:

(19)

This indicates that, in the absence of macroscopic
ion motion along the radial coordinate r, the force asso-
ciated with the radial ion pressure gradient is balanced
by the electric and magnetic forces.

In this case, according to Eq. (18), the integral Ben-
nett condition at the boundary of the nonquasineutral
region in an electrically neutral Z-pinch such that
rEr  = 0 contains the ion (rather than electron) pres-
sure (see [19]). Of course, this result stems from the
fact that, in the basic equations, the electron inertia is
neglected. Below, we will show that this conclusion is
valid in view of the moderate values of the relativistic
factor, γ < 1.5.

In order to gain a better insight into the resulting
equilibrium state of the Z-pinch, we consider the ion
motion in prescribed electromagnetic fields. We start
with the equation of ion motion

(20)

The ions move in the electric and magnetic fields,
which are themselves affected by the charged particles
and currents in the pinch. The equilibrium ion density
can be obtained by integrating distribution function (6):

(21)

where λ is determined from the global charge neutrality
condition.

For further analysis, it is important that the ion den-
sity increases with r; this corresponds to the negatively
charged core of the pinch.

A distinguishing feature of the electron and ion dis-
tribution functions chosen above is that the electron and
ion densities both diverge as r  0. Clearly, the above
formulas are valid everywhere except for the immedi-
ate vicinity of the pinch axis, r ~ rLe ! r0. We empha-
size that this feature is not a specific feature of the prob-
lem under discussion: a nonquasineutral core inevitably
appears in Z-pinches with essentially arbitrary electron
and ion distributions, in which case the ion energy ε0

d
3∫ v ir
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associated with a strong electric field should enter our
formulas. The distribution functions were chosen in
forms (5) and (6) in order to simplify the equations of
particle motion (4) and (20) along the magnetic field
and thus to obtain an explicit solution to the resulting
general equations for the equilibrium state under study.
An important point here is that we are confident of the
noncontradictory formulation of the problem, because
we removed from consideration the axial region with
currents of about J ~ JAe .

In the problem as formulated (i.e., without consid-
eration of the immediate vicinity of the pinch axis), the
electric and magnetic fields can no longer vanish as
r  0. The relationship Bθ = 2J/cr implies that the
azimuthal magnetic field can be nonzero, Bθ ≠ 0 as
J  0 and r  0. Analogously, in the immediate
vicinity of the pinch axis, the radial electric field can
also be nonzero even when the charge Q per unit length
is small: Er = 2Q/r as Q  0 and r  0. Such a sit-
uation can be attributed to the existence of an electron
beam at the pinch axis. In Section 5, we will show that
the magnetic field 2J0/(cr0) in the nonquasineutral core
is on the order of the magnetic field 2JAe/(crLe) on a spa-
tial scale of about the electron Larmor radius. That this
is the case can be readily verified by substituting esti-
mate (17) for the characteristic radius r0 into the
expression for the magnetic field in the core. Although
the magnetic fields are of the same order of magnitude,
the currents on these spatial scales differ markedly

(J0 @ JAe), because, by virtue of the inequality  @
4πnemec2, the spatial scale rLe = mec2/(eBθ) is much
shorter than the magnetic Debye radius rB.

5. In order to convince ourselves that the above
assumptions can lead to an exact noncontradictory for-
mulation of the problem, we assume for the moment
that the current flows only in the nonquasineutral core
of the Z-pinch and that the remaining pinch region is
free of currents. In other words, we neglect the current
carried by the ions at the pinch periphery. Keeping in
mind that, in the central region of radius r ≤ r0, the
radial ion velocity vir is substantially higher than the
longitudinal ion velocity viz ,

(22)

we also assume that the ions in the nonquasineutral
core are affected only by the electric force.

In the complete set of equations (13) and (14), we
take into account only electron currents and pass over
to the dimensionless quantities. As a result, we obtain
the following equations describing the nonquasineutral
core:

(23)
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(24)

(25)

Equation (24) implies that, if the current flows along
the pinch axis, then the radial electric field Er and the
azimuthal magnetic field Bθ are both nonzero. In the
approach based on this set of equations, the boundary
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Fig. 1. Radial profiles of the dimensionless potential ϕ,
dimensionless current function i, and electron relativistic
factor γ in the nonquasineutral core of a Z-pinch.
conditions for Eq. (23) are as follows:

(26)

The “extra” boundary conditions make it possible to
determine the parameters λ < 1 and ρ0. An important
point here is that the boundary conditions contain the
constant λ, which is the only parameter that accounts
for the currents and charges at the pinch axis.

Equations (23)–(25) were derived under the
assumption that the radial velocity of the ions vanishes
at the boundary of the nonquasineutral region. In other
words, in the total potential Φ*, we neglect the mag-
netic part, which is as small as J/JAi ! 1. The related
numerical results are illustrated in Fig. 1, the parameter
values calculated from the extra boundary conditions
being λ = 0.3 and ρ0 = 3.179. Our calculations yield γ <
1.5, so that we are justified in neglecting electron iner-
tia. From Fig. 1, one can also see that the electric poten-
tial is a nearly linear function. This reflects the fact that
the electric field is constant in the region between the
two “capacitor plates” arising during pinch evolution,
at both of which the charge density has singularities
(Fig. 2).

The calculated final equilibrium state is sensitive to
the shape of the ion distribution function: taking into
account ions with different energies can reduce the
fraction of the highest energy ions.

With allowance for the ion current, the equilibrium
state turns out to be more complicated in structure than
expected from Eqs. (23)–(25). The energy of the ions
oscillating in the radial direction is conserved:

(27)

where vi0 is the radial ion velocity at the axis.
If we turn to the condition J0 ! JAi in order to

neglect the magnetic force in the central region, then,

with allowance for the relationship /  =  =
2ε0/mi, we can obtain from Eqs. (25) and (27) the equa-
tion for radial ion oscillations on the characteristic time

scale t0 = 1/(ωpi ), where  = 4πZe2ne0/mi. This
oscillatory ion motion is consistent with Eqs. (23)–
(25), which result in a singularity in the ion density at
the boundary of the nonquasineutral region. However,
if we take into account the effect of the magnetic force
on the ions, we can see that, as the radial velocity of the
ions decreases, they turn backward and their energy
decreases from ε0 at the pinch axis to the value
ε0J0/JAi ! ε0 at the boundary of the nonquasineutral
region, outside of which the magnetic field turns the
ions backward on a spatial scale of about c/ωpi . In this
case, the ion density has a square root singularity at the
pinch periphery rather than at the surface with a radius
of about ~r0.
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Outside of the nonquasineutral core of the Z-pinch,
the radial profile of the current is described by Eq. (13)
in which the electron current should be neglected:

(28)

Note that, in this equation, we can take the total poten-
tial Φ* to be independent of the variations of the elec-
trostatic potential Φ at the pinch periphery.

We integrate Eq. (28) multiplied by r2∂Az/∂r over r

and ignore small terms on the order of ~  ! 1 to
obtain the relationship between the currents J and J0:

(29)

Here, r1 is the radius of the surface at which the strong
electric field of the nonquasineutral core vanishes and
r2 is the radius of the surface at which the magnetic field
of the Z-pinch turns the ions backward.

The radius r1 ~ r0 is determined by the current J0,
and the radius r2 ~ R can be found from Eq. (28) only
in terms of J0 and J, because, in the region r1 < r < r2,
the potential is constant. Recall that, in the region r > r1,
the expression under the square root on the right-hand
side of Eq. (29) contains terms on the order of
(ZeAz)2/(mic2) ~ ε0J0/JAi ! ε0, because the potential Φ
decelerates the ions in the nonquasineutral core of the
Z-pinch. Consequently, using the approximate equality

J0/JAi ~ /R2, we can estimate the right-hand side of

Eq. (29) as 4πλ(ne0/Z)  ~ . Hence, Eq. (29)
relates the current J0 to the total current J in the
Z-pinch; moreover, the estimates yield J0 ~ J.

From the definition of r0, we can estimate the maxi-
mum ion energy at the axis as ε0 ~ ZeJ0/c. For the cur-
rent J0 ~ 1 MA, we obtain an energy of about 30 MeV.
In [17], the maximum transverse ion energy measured
at a current J ~ 0.7 MA was found to be about 7 MeV.
A comparison of our result with this experimental find-
ing shows that the current only partially flows in the
central nonquasineutral region of the Z-pinch.

Since J0 < J, part of the total current should be car-
ried by the ions and, possibly, electrons (the ohmic cur-
rent) in the peripheral region of the Z-pinch; moreover,
at the periphery, the ion current dominates over the

electron current under the condition 4πσ < , where
σ is the electric conductivity and τ is the characteristic
current rise time. This indicates that, for ne ~ 1020 cm–3

and τ ~ 10–8 s, the electron (ohmic) current at the pinch
periphery becomes significant only when the electron
temperature is about Te ~ 103 eV or higher. Physically,
the above condition means that, if the electron conduc-
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tivity is sufficiently high, then the magnetic field of the
peripheral current-carrying layer does not penetrate
into the plasma from the periphery to the radius about
c/ωpi during the characteristic rise time of the pulse (τ <

τskin ≡ 4πσ/ ), so that the Z-pinch cannot evolve into
the equilibrium state described above. Hence, we can
conclude that the equilibrium state under discussion
can only be achieved when the plasma density in the
Z-pinch is sufficiently high.

6. In this paper, we have analyzed the equilibrium
states of Z-pinches with currents in range (1). The dis-
tinguishing feature of the overall equilibrium pattern of
the pinch currents is that it is characterized by two spa-

tial scales. The internal spatial scale r0 ~  is
governed by the current J0 of the electrons that drift
with a velocity approximately equal to the speed of
light. In addition to the current J0, which is carried by
the electrons in the nonquasineutral core, there is the
current J – J0, which is carried by the ions moving with
the characteristic velocity viz ~ c(ZeJ/mic3) in the
peripheral region with the characteristic radius R ~
c/ωpi. In the nonquasineutral core, the magnetic field is
not frozen in the ions. As a result, the core is stable
against sausage modes [20]. The ions oscillating in the
radial direction (the total oscillatory ion energy being
ε0 ~ ZeJ0/c) are confined in the Z-pinch precisely by the
electric field of the nonquasineutral core. The central
region of the Z-pinch acts as a kind of “capacitor” that
stores the energy of the ion oscillations and electromag-
netic energy. The pinch structure analyzed here has
much in common with the vacuum electrodynamic
structures discussed in the review by Trubnikov [21].

ωpi
2

J0/enec

0

1 2 30
ρ

0.5

1.0

1.5

–0.5

r(Zni  – ne)/r0n0

Fig. 2. Normalized electric charge density in the non-
quasineutral core of a Z-pinch vs. ρ = r/r0.
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However, those structures are essentially unsteady,
with the electric field directed along the z-axis. In con-
trast to [21], we assume that there are no vacuum
regions in the pinch. That is why our results are inter-
mediate between the results described by Trubnikov
[21] and those obtained by Vikhrev [22] on the basis of
a quasineutral approach.

In conclusion, let us make two remarks. The maxi-
mum radius of the equilibrium configuration under dis-
cussion is R ~ c/ωpi. According to [23], when R ! c/ωpi,
the instability should be described by a two-fluid
approach and the stability criterion may differ signifi-
cantly from that derived using a one-fluid approach
[20], which assumes that R @ c/ωpi . In the intermediate
case R ~ c/ωpi, the question of stability remains open
and requires further investigation. However, even if the
sausage modes are unstable in the peripheral region,
they can never grow in the central region with a radius
of about r0, so that we may speak of the stabilizing role
of the nonquasineutral core.

We again wish to stress that Coulomb collisions
have a major impact on the evolution of the resulting
equilibrium state. For the current J0 ~ 1 MA, the ion
energy is ε0 ~ 30 MeV, in which case the ions should
heat the electrons. According to [11], the ion–electron
energy transfer time characteristic of Z-pinches with
the electron density ne0 ~ 1020 cm–3 is about 10–7 s.

Finally, estimates show that the ratio of the charge-
separation electric field E0 to the atomic field is E0/Ea ~

1372(a0ωpe/c) , where a0 is the Bohr radius. It
follows from here that, for J ~ 1 MA and ne ~ 1020 cm–3,
the electric field in the nonquasineutral core of a
Z-pinch is comparable in magnitude to the atomic field.
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Abstract—A study is made of the effect of the radial plasma profile on the spectra and fields of the surface
waves in a plasma waveguide. It is shown that the surface wave is localized in the region where the plasma per-
mittivity vanishes. In waveguides with smoother radial plasma profiles, the region where the surface wave can
exist is narrower and may even disappear. © 2001 MAIK “Nauka/Interperiodica”.
Waves that are localized near the boundary of a
medium and whose field decreases abruptly (exponen-
tially) at least in one direction away from the boundary
are usually called surface waves. There are many types
of surface waves in a plasma. The simplest surface
waves are excited in a homogeneous unmagnetized
plasma cylinder with a sharp boundary r = rp < R, where
rp is the radius of the plasma cylinder and R is the radius
of the metal wall (the waveguide radius), which may in
principle be infinite; for r < rp, the Langmuir frequency
ωp is assumed to be constant. The main properties of
surface waves in such a system are as follows [1, 2].

(i) As the longitudinal (along the plasma cylinder)
wavenumber kz increases from zero to infinity, the wave
frequency ω increases monotonically from zero to

ωp/ .

(ii) At the sharp boundary of the plasma cylinder,
the wave electric field Ez is maximum and has a discon-
tinuous radial derivative; on both sides of the plasma
surface rp , the wave electric field decreases abruptly.

It is of interest to investigate the properties of a sur-
face wave in a plasma cylinder with a smeared-out
boundary and, in general, the effect of the radial plasma
profile on the wave structure. This problem takes on
special importance because surface waves are being
actively studied experimentally in real devices operat-
ing with plasmas with smeared-out boundaries.1 In our
investigations, we consider as an example an unmagne-
tized plasma column in a metal waveguide.

In the absence of an external magnetic field, the
plasma is isotropic, so that the waveguide eigenmode
splits into an E-wave (a wave with Bz = 0) and a B-wave
(a wave with Ez = 0). Here, we are interested only in E-
waves and, for simplicity, restrict ourselves to consid-
ering axisymmetric waveguides. The field components

1 Applications of surface waves in plasma microwave electronics
are described, e.g., in [3].

2
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of the E-waves satisfy the Maxwell equations

(1)

Here, (r, ϕ, z) are cylindrical coordinates; Ez , Er , and Bϕ
are the only nonzero components of the electromag-
netic field; and

(2)

is the plasma permittivity. Since the Langmuir fre-
quency ωp depends generally on the radius, the plasma
permittivity is also a function of the radial coordinate,
ωp = ωp(r), ε = ε(r).

For a homogeneous plasma cylinder with a sharp
boundary, we have ωp = const in the plasma region (r <
rp) and ωp = 0 in the vacuum region (rp < r < R). In this
case, Eqs. (1) are solved separately for r < rp and rp <
r < R and the solutions are matched at the plasma
boundary r = rp with allowance for the continuity of the
tangential field components Ez and Bϕ. Taking into
account the fact that the component Ez vanishes at r = R
and all of the field components are finite at r = 0, we
arrive at a dispersion relation that accounts for the
above properties of the simplest surface waves. How-
ever, this approach is inapplicable for describing an
inhomogeneous plasma cylinder.

We eliminate the components Er and Bϕ in Eqs. (1)
to obtain one equation for Ez:

(3)

where κ2 =  – εω2/c2 and ε is a function of r. Equa-
tion (3), which is valid over the entire plasma region

kzBϕ
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0 < r < R, is supplemented with the boundary condi-
tions

(4)

the first of which is equivalent to the condition for the
component Bϕ to vanish at the waveguide axis.

Since, for arbitrary ω and kz, the solution to Eq. (3)
cannot simultaneously satisfy both of the boundary
conditions (4), we propose the following method for
solving the eigenvalue problem described by Eq. (3)
with boundary conditions (4). First, we fix a certain
value of kz . Then, for r > 0, we solve the Cauchy prob-
lem for Eq. (3) supplemented with the boundary condi-
tions

(5)

Since Eq. (3) is a linear homogeneous equation and the
boundary conditions (4) are uniform, the value of the
constant in conditions (5) is unimportant. When solving
the Cauchy problem, the frequency ω is adjusted to sat-
isfy the second boundary condition in (4). The fre-
quency adjusted in such a manner is the desired eigen-
frequency ω(kz), and the corresponding solution to
Eq. (3) is the desired eigenfunction.

Note that Eq. (3) has a singularity at a surface of
radius r at which ω = ωp(r). The existence of surface
waves stems precisely from this singularity: in the case
at hand, the surface wave manifests itself as oscillations
of resonant electrons in a plasma layer around the sur-
face of radius r. We emphasize that this is not the reso-
nance of an individual electron with the wave (or wave–
particle resonance). In fact, the wave–particle reso-
nance is described by the poles of the plasma permittiv-
ity. However, the plasma permittivity (2) contains no
poles except for the trivial one at ω = 0. Consequently,
we will not speak of wave damping by resonant elec-
trons. The relationship ω = ωp(r) refers to the collective
resonance described by the zero of the plasma permit-
tivity (2). At the surface of radius r at which the collec-
tive resonance condition is satisfied, the component Ez

is continuous but has a discontinuous radial derivative,
the component Bϕ is continuous and has a continuous
radial derivative, and the component Er is disconti-
nuous.

In the vicinity of the surface of radius r at which the
plasma permittivity (2) vanishes, the qualitative behav-
ior of the field components is fairly easy to investigate.
Near this surface (which, however, should not coincide
with the waveguide axis), we can retain only the lead-
ing-order terms in Eq. (3):

(6)

dEz

dr
-------- r 0=( ) 0, Ez r R=( ) 0,= =

dEz

dr
-------- r 0=( ) 0, Ez r 0=( ) const.= =

1
U
----dU

dr
------- 1

ε
---dε

dr
-----, U–

dEz

dr
--------,= =
Integrating this equation yields

(7)

where C is an arbitrary constant. The last two relation-
ships in (7) were derived using Eqs. (1). Note that
Eqs. (7) do not apply to a plasma with a sharp boundary
and with discontinuities in ωp(r).

Let r* be the radius of the surface at which the col-
lective resonance condition ω = ωp(r) holds. Then, near
the resonance surface of radius r* (which is, of course,
frequency-dependent), the first equation in (7) gives

(8)

where N is a constant, which cannot be found exclu-
sively from Eqs. (7). We can see that, near the reso-
nance surface, the component Ez, although continuous,
diverges logarithmically. However, this divergence can
be avoided by introducing dissipation (the finite colli-
sion frequency or finite temperature), in which case the
components Er and Bϕ, as well as the field energy, also
become finite. Solving the exact equation (3) numeri-
cally yields a nondivergent component Ez, which, how-
ever, increases substantially when approaching the res-
onance surface r*.

Now, we consider the results of numerically solving
Eq. (3) with boundary conditions (4). In this series of
simulations, we fixed the waveguide radius, R = 2 cm,
and varied the plasma profile. The results illustrated in
Fig. 1 refer to the well-known case of an almost homo-
geneous plasma cylinder with a sharp boundary and are
presented merely for completeness. Figure 1a shows
the radial profile of the Langmuir frequency ωp(r). The
sharp plasma boundary is at r = rp = 1 cm. Inside the
plasma (r < rp), the Langmuir frequency is constant and
is equal to ωp max = 5 × 1010 rad/s. The region r > rp

is free of plasma.2 Figure 1b displays the dispersion
curves ω(kz) calculated by solving Eq. (3) with bound-
ary conditions (4) for the profiles ωp(r) in Fig. 1a. For
completeness, we also plotted the dispersion curves of
high-frequency spatial electromagnetic waves, which
lie above the solid line ω = kzc. The dispersion curve of
the low-frequency surface wave, in which we are inter-
ested here, is below the line ω = kzc. This dispersion

2 In fact, our calculations were performed for a plasma cylinder
whose boundary was smeared over a narrow (0.1-cm-thick) radial
interval.
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Fig. 1. Plasma with a sharp boundary: (a) radial profile of the Langmuir frequency; (b) dispersion curves; and (c, d) field structures
of the surface wave calculated, respectively, for points 1 and 2 on the dispersion curve in plot (b).
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curve, which originates at the point (kz = 0, ω = 0) and

approaches the level ω = ωp max/  = 3.46 × 1010 rad/s
as kz  ∞, can, of course, be obtained not only by
solving Eq. (3) with boundary conditions (4) but also
by applying the traditional method used with dispersion
relations, i.e., by matching the solutions to the field
equation at r = rp [1, 2]. Note that, according to the cor-
responding dispersion relation, the phase velocity of
the surface wave is maximum in the long-wavelength
range (kz  0), the maximum being equal to

(9)

where I0, 1 are the modified Bessel functions and λ =
ωpmaxrp/c is the ratio of the radius of the plasma cylinder
to the penetration depth of the electromagnetic field
into the plasma.

Figures 1c and 1d illustrate the field structures of the
surface wave (the radial profiles of the components
Ez(r) and Bϕ(r) in arbitrary units) that were calculated,
respectively, for points 1 (ω = 1010 rad/s) and 2 (ω = 2 ×
1010 rad/s) on the low-frequency dispersion curve in
Fig. 1b. The structures are seen to be typical of surface
waves. At the sharp boundary r = rp of the plasma cyl-
inder, the radial derivative of the component Ez is dis-
continuous and the component Bϕ is maximum, so that
the surface wave may be said to be localized near the
plasma boundary. Note that the higher the frequency ω
(and, accordingly, the larger the wavenumber kz), the
narrower the localization region of the surface wave
near the boundary r = rp . In the range of large wave-
numbers kz, the field decreases away from the sharp
boundary according to the law

(10)

Let us refine the notion of the localization region or
localization boundary of the surface wave. We define
the localization boundary as the surface r* = r*(ω) at
which the plasma permittivity (2) vanishes. In Fig. 1a,
points 1 and 2 mark the localization regions of the sur-
face waves corresponding to points 1 and 2 on the dis-
persion curve in Fig. 1b. Since, for a plasma with a
sharp boundary, the radius r* is frequency-indepen-
dent, the localization region seems to be defined some-
what incorrectly. However, below we will show that,
for a plasma with a smeared boundary, this definition is
physically meaningful. On the other hand, the situation
with a plasma with a sharp boundary is not so simple as
it appears at first glance. Thus, not all of the points on
the profile ωp(r) correspond to the surface at which the
surface wave can be localized, although, for any fre-
quency ω from zero to ωp max, there exists a surface of
radius r at which the plasma permittivity (2) vanishes.

In fact, in the frequency range ωp max/  < ω < ωp max,

2

ω
kz

----
max

c
θ

1 θ+
------------, θ λ R

rp

----
I1 λ( )
I0 λ( )
------------,ln= =

Ez kz r rp––( ).exp≈

2

surface waves never exist, although the resonance con-
dition ε = 0 can definitely hold in this range.

Now, we consider a plasma column with a smeared
boundary. The related results are illustrated in Fig. 2.
Figure 2a shows the radial profile of the Langmuir fre-
quency ωp(r), which is maximum at the waveguide
axis, the maximum again being equal to ωp max = 5 ×
1010 rad/s. Figure 2b presents the dispersion curves
obtained for this Langmuir frequency profile by numer-
ically solving Eq. (3) with boundary conditions (4).We
can see that the dispersion curve for the surface wave is
qualitatively the same but the maximum (at kz  0)
phase velocity is almost one order of magnitude lower
than that for a plasma column with a sharp boundary
[see formulas (9) and Fig. 1b]. The limiting (at kz  0)
frequency is also almost one order of magnitude lower

than ωp max/ .

Figures 2c and 2d illustrate the field structures of the
surface wave that were calculated, respectively, for
points 1 (ω = 1010 rad/s) and 2 (ω = 2 × 1010 rad/s) on
the dispersion curve in Fig. 2b. The radial profile of the
component Ez is seen to coincide qualitatively with that
in the case of a plasma column with a sharp boundary
(see Figs. 1c, 1d), while the component Bϕ is a consid-
erably smoother function of the radius.

In the case of a plasma column with a smeared
boundary, the notion of the localization region of the
surface wave acquires a physical meaning. From
Figs. 2a and 2d, we can see that the component Ez is
maximum and its radial derivative is discontinuous at
the surface of radius r at which ω = ωp(r) holds. In
Fig. 2a, the corresponding localization boundary of the
surface wave is marked by point 2. Point 1 in Fig. 2a
corresponds to an analogous localization boundary.
Hence, the localization boundary of the surface wave is
the resonance surface r = r* at which the plasma permit-
tivity (2) vanishes. In our problem, the eigenfrequency
ω(kz) is a monotonically increasing function. There-
fore, as the wavenumber kz increases from zero to infin-
ity, the localization boundary of the surface wave is dis-
placed from its initial position very near the waveguide
wall toward the surface corresponding to point 3 in
Fig. 2a.

Figure 3 refers to a situation that differs qualita-
tively from what we have analyzed above. Figure 3a
shows the radial profile of the function ωp(r) that is
nonzero at r = R, which indicates that the plasma is in
contact with the waveguide wall. Let ωp min = ωp(R) <
0.1ωp(0) be the minimum Langmuir frequency of the
plasma in the waveguide. In the frequency range ω <
ωp min, no surface waves can exist because the resonance
condition ε = 0 always fails to hold. Figure 3b displays
the dispersion curves corresponding to the profile of ωp

in Fig. 3a. We can see that the dispersion curve of the
surface wave no longer extends into the region of small
kz and ω values but goes over to a new branch of the

2
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Fig. 2. Plasma with a smeared boundary in the case when the Langmuir frequency ωp vanishes at the waveguide wall, ωp(R) = 0:
(a) radial profile of the Langmuir frequency; (b) dispersion curves; and (c, d) field structures of the surface wave calculated, respec-
tively, for points 1 and 2 on the dispersion curve in plot (b).
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low-frequency surface wave. Hence, in this situation,
the surface wave cannot exist in the long-wavelength
range and splits into two modes described by two
branches, specifically, the high-frequency branch,
which corresponds to the dispersion curve analyzed
above, and a new, low-frequency branch. By analogy
with the above figures, Figs. 3c and 3d illustrate the
field structures of the high-frequency surface wave that
were calculated, respectively, for points 1 and 2 on the
dispersion curve in Fig. 3b; the corresponding localiza-
tion boundaries are marked by points 1 and 2 on the
Langmuir frequency profile in Fig. 3a. At large wave-
numbers kz, the low-frequency branch approaches the
level ω = ωp min, so that the corresponding surface mode
is localized very near the waveguide wall. In order to
investigate this surface wave, it is more convenient to
turn to the case illustrated in Fig. 4.

Figure 4a shows the radial profile of the Langmuir
frequency ωp(r); at the wall of the waveguide, its mini-
mum value ωpmin is far larger than in the previous case,
ωp min = ωp(R) > 0.1ωp max. Accordingly, in the (kz, ω)
plane, the region where the surface waves cannot exist
is larger. The upper (high-frequency) branch is seen to
lie below that in Fig. 3b, and the lower (low-frequency)
branch is markedly displaced upward. The wavenum-
ber kz at which the upper branch goes over to the lower
branch is larger than that in Fig. 3b. As kz  ∞, the
upper branch approaches a limiting frequency that is

lower than ωp max/ . The higher the minimum Lang-
muir frequency ωpmin, the lower the limiting frequency.
In the same limit (kz  ∞), the lower branch
approaches the level ωp min. As ωp min increases, the
upper and lower branches come together and the point
at which the upper branch goes over to the lower branch
is displaced rightward, as is indicated by the arrow in
Fig. 4b. When ωpmin becomes equal to ωpmax, no surface
waves can be excited, as is the case with a waveguide
filled entirely with a homogeneous plasma.

Figures 4c and 4d illustrate the field structures of the
surface wave under consideration that are calculated,
respectively, for points 1 (ω = 1010 rad/s) and 2 (ω = 2 ×

2

1010 rad/s) on the dispersion curve in Fig. 4b. Figures 4c
and 4d refer to the lower and upper branches of the sur-
face wave. We can see that the radial profiles of the
components Ez and Bϕ do not change qualitatively in
comparison with those analyzed above. As before, the
surface modes are localized at the resonance surfaces
r = r*. The low-frequency surface mode is localized
closer to the waveguide wall, and the localization
boundary of the high-frequency surface mode is closer
to the waveguide axis. As kz  ∞, we have r*  R,
whereas, for the high-frequency surface mode, the
radius r* decreases to a certain minimum radius ;

moreover, the higher the frequency , the larger the
radius ωp min. As the wavenumber kz decreases, the dif-
ference between the frequencies of the surface modes
decreases and their localization regions come together
and merge into one region at a certain minimum kz. In a
waveguide with the second (inner) boundary of the
plasma column or in the presence of an external mag-
netic field, the structure of surface waves is far more
complicated. This issue will be addressed in a separate
paper.
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Abstract—A study is made of the characteristic features of the effect of plasma nonlinearity in a slow-wave
structure on microwave generation by an electron beam and on electron beam energy losses. Theoretical results
on the plasma density variation, the amplitude of the excited microwaves, and the velocity distribution function
of the beam electrons are compared with the experimental data. It is shown that the self-consistency between
the decreasing plasma density gradient and the spatial variation of the amplitude of an amplified wave in a slow-
wave structure leads to a significant (severalfold) increase in the efficiency with which the electron beam energy
is converted into microwave energy in short pulses. The predictions of the theoretical model developed to
describe the non-steady-state beam–plasma interaction agree well with the experimental data. © 2001 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

In [1–4], it was shown that oscillators and amplifiers
with plasma-filled slow-wave (hybrid) structures based
on the Cherenkov mechanism for microwave genera-
tion have certain advantages over similar vacuum
devices. The presence of plasma in the transport chan-
nel increases the coupling between an electron beam
and a synchronous wave, thereby raising the efficiency
with which microwaves are generated (or amplified)
[5–12]. More recent investigations [13–15] have shown
that filling the transport channel with a plasma has
other important consequences. As the power of the
excited microwave increases, the nonlinear properties
of the plasma come into play and may significantly
influence the parameters of the beam–plasma instabil-
ity. According to [13–15], the plasma nonlinearity man-
ifests itself, first of all, in the dependence of the plasma
density on the wave amplitude and, accordingly, in the
nonlinear dispersion of the excited microwave. Since
the beam–plasma instability, being resonant in nature,
is very sensitive to variations of the phase velocity of
the excited wave, the plasma-related nonlinear disper-
sion of the wave may strongly affect the development
of the beam–plasma instability. In particular, the effi-
ciency with which the beam energy is converted into
the energy of the beam-driven microwave depends
strongly on the shape of the density profile of the
plasma in which the wave propagates.

This paper, which is a continuation of papers [2, 13–
15], presents the results of our experimental and theo-
retical investigations of the characteristic features of
electron beam energy losses caused by the plasma non-
linearity in a slow-wave structure. We show that a self-
consistent variation of the plasma density leads to a
1063-780X/01/2703- $21.00 © 20251
prolonged synchronization between the beam and the
beam-driven wave, thereby increasing the efficiency
with which the beam electron energy is converted into
microwave energy to an anomalously high level. This
important theoretical conclusion is confirmed experi-
mentally.

2. EXPERIMENTAL DEVICE AND DIAGNOSTIC 
TECHNIQUES

In order to measure the energy spectra of an electron
beam after its interaction with the eigenmodes of a
hybrid waveguide and to determine the energy
expended on producing plasma in the transport chan-
nel, we modified the device used in our previous exper-
iments [5, 14] so as to ensure both electric and thermal
insulation of the slow-wave structure, solenoid, and
current collector. A schematic of the experimental
device is given in Fig. 1.

An electron gun (1) with a cathode made of lantha-
num hexaboride produces 5- to 10-mm-diameter elec-
tron beams with an energy of up to 35 keV and a current
of 1–10 A. After passing through the entrance and exit
chambers (3), the slow-wave structure (5) (a sequence
of inductively coupled resonators), and solenoidal coils
(4), the beam reaches the current collector (6). A colli-
mator, which extracts a fraction of the beam electrons
in order to determine the energy distribution function
by means of an electrostatic energy analyzer (7), is
placed at the end of the current collector. The fraction
of the electron current that is to be analyzed is amplified
by a vacuum photomultiplier.

The plasma in the transport channel of the slow-
wave structure was produced via ionization of a gas by
the beam electrons and the excited microwave oscilla-
001 MAIK “Nauka/Interperiodica”
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Fig. 1. Schematic of the experimental device: (1) electron gun, (2) electron-gun chamber, (3) entrance and exit chambers, (4) sole-
noid, (5) slow-wave structure, (6) current collector, (7) electrostatic energy analyzer, (8) movable Langmuir probes, (9–11) calorim-
eters, and (12) gas-puffing unit.

out
tions. In experiments, the plasma density varied from
109 to 1012 cm–3. The plasma density and beam velocity
were chosen so as to excite microwaves with a normal
dispersion. The gas pressure in the transport channel of
the slow-wave structure was varied from 5 × 10–4 to
10−5 torr. The magnetic field was 1.8 kG.

Low-frequency plasma density waves were detected
by single and double electrostatic probes (8) placed in
chambers (3) near the entrance and exit ends of the
slow-wave structure. Measurements at different depths
in the plasma were provided by moving the probes in
the radial direction. Oscillations recorded by the probes
were amplified by broadband amplifiers with a low
input resistance.

High-frequency oscillations from the entrance and
exit ends of the waveguide were recorded with the help
of a high-speed oscillograph, calibrated detectors, and
spectrum analyzers. Calorimeters (9) for measuring the
microwave power were linked to all of the waveguide
sections of the slow-wave structures.

The energy fluxes to the slow-wave structure of the
waveguide and to the current collector were measured
by calorimeters (10) and (11). The released heat was
measured to within an error of 2%. All of the signals
were converted to digital form by an analog-to-digital
converter and then were stored in a computer memory
for further processing.

3. ENERGY DISTRIBUTION FUNCTION 
OF AN ELECTRON BEAM

The coupling between the amplitude of the wave
propagating in a plasma and the plasma density stems
from such factors as the microwave ponderomotive
force, which expels the plasma from the region where
the wave field is strong, and a microwave discharge,
which additionally increases the plasma density. The
experimental data presented below indicate that, in the
hybrid, plasma-filled slow-wave structure under inves-
tigation, the nonlinear nature of the plasma is primarily
governed by the action of the microwave ponderomo-
tive force. Therefore, we will restrict ourselves to the
plasma nonlinearity stemming just from this factor and
analyze qualitatively how it affects the dynamics of the
beam–plasma instability. A detailed theoretical analy-
sis is presented in [13].

Since the wave amplitude increases toward the exit
end of the slow-wave structure, the plasma is pushed
toward its entrance end. The phase velocity of the
amplified microwave in the slow-wave structure
decreases as the plasma density decreases. The micro-
wave ponderomotive force acts to form a decreasing
gradient in the plasma density, thereby maintaining a
prolonged synchronization between the electron beam
and the beam-driven microwave, because, as the beam
loses its energy, the phase velocity of the excited micro-
wave decreases with the beam velocity. Prolonged syn-
chronization makes it possible to generate more intense
microwaves [14–16]. Calculations show that, in this
case, the microwave amplitude may be larger than that
in a slow-wave structure filled with a homogeneous
plasma by a factor of 2 or 2.5.

The important conclusion of the theory [13] is that
the beam–plasma instability may evolve into a self-
modulation regime, because the microwave pondero-
motive force gives rise to ion acoustic waves that prop-
agate in the direction opposite to the propagation direc-
tion of the beam, thereby ensuring low-frequency dis-
tributed feedback. As a result, the system under
consideration starts to function as a generator of low-
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frequency plasma waves, which, in turn, change the
phase velocity of the amplified wave and thus influence
the dynamics of the beam–plasma instability. This
effect manifests itself, in particular, in the modulation
of the output signal.

The self-consistent model developed in [13] in order
to describe the beam–plasma instability with allowance
for plasma density variations in the excited microwave
fields makes it possible to follow the time evolutions of
the output signal amplitude and plasma density.
Clearly, both the plasma density variations and micro-
wave field strength depend strongly on the reflection
coefficient q of the ends of the plasma column for ion
acoustic waves. Figure 2 shows waveforms of the
plasma density calculated at the entrance and exit ends
of the slow-wave structure for different values of the
reflection coefficient.

Figure 3 shows the related waveforms, which were
obtained experimentally. A good correlation between
the theoretical and experimental waveforms (Figs. 2b,
3a) allows us to conclude that the excitation of ion
acoustic waves by the microwave ponderomotive force
governs the dynamics of the plasma density variations
in a slow-wave structure.

Although the plasma in a slow-wave structure is
produced by a beam–plasma discharge (this is evi-
denced by a high plasma density, on the order of
~1011 cm–3), the key factor governing the plasma inho-
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mogeneity is the microwave ponderomotive force. This
conclusion is supported by the fact that, in a slow-wave
structure, the plasma evolves into a state with a decreas-
ing density gradient. In the case of excitation of high-
power microwaves, the degree of gas ionization is low
(less than 10%), so that the resulting plasma contains a
large number of neutral molecules and atoms. The fre-
quency of the excited microwave oscillations (2.4–
4.0 GHz) is lower than the electron cyclotron fre-
quency. We can expect that, under these conditions, the
plasma density either will be constant along a hybrid
waveguide or will increase toward the exit end of the
waveguide, as does the microwave field amplitude.
However, our experiments showed that the situation is
the opposite: the plasma density decreases in the region
where the microwave field is the strongest. This indi-
cates that, when the amplitude of the forward micro-
wave becomes maximum, the additional gas ionization
does not play a governing role. If the plasma inhomo-
geneity were caused by additional ionization in a
microwave field, the plasma density would be expected
to increase in the propagation direction of the beam,
because the generated microwave is the most intense at
the exit end of the structure.

That the theoretical model is quite realistic is also
confirmed by the good agreement between the calcu-
lated and measured cross-correlation functions of the
signals from the Langmuir probes that are located on
both sides of the slow-wave structure (see Fig. 4).
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Fig. 4. Cross-correlation functions A1, 2 of signals from Langmuir probes obtained (a) from numerical calculations and (b) by pro-
cessing the experimental data.
Because of the self-consistent plasma-density varia-
tion, the properties of the energy distribution function
of the beam electrons differ from those characteristic of
a beam instability in a homogeneous plasma. Self-syn-
chronization between the beam velocity and the phase
velocity of the excited microwave gives rise to a dense
electron bunch in the region of the decelerating phase
of the microwave field, in which case the energy lost by
the bunch electrons is anomalously high. On the out-
side of the region of the decelerating phase, the energy
of the beam electrons remains essentially unchanged,
because they are not trapped by the slowed wave and do
not exchange energy with the microwave field. Figure 5
shows the velocity distribution functions of the beam
electrons calculated numerically at different times. In
this and other figures, the dimensionless velocity v,
which is defined as the relative deviation of the electron
beam velocity from its value at the entrance to the slow-
wave structure, is normalized to the dimensionless
growth rate of the beam–plasma instability.

The experimental and theoretical energy distribu-
tion functions of the beam electrons, averaged over
low-frequency oscillations, are shown in Figs. 6a and
6b, respectively.

Experimental profiles 1–4 in Fig. 6a illustrate how
the distribution function of the beam electrons changes
as the working gas pressure (or, equivalently, the
plasma density) in a slow-wave structure increases.
Profile 2 corresponds to a regime with a quasi-periodic
low-frequency (on a time scale of about tens of µs) self-
modulation of both the plasma density (see Fig. 3a) and
the amplitude of the output microwave signal. The
occurrence of a broad and relatively low peak (instead
of a large narrow peak) in the averaged distribution
function of the decelerated beam electrons is explained
by the fact that, as time elapses, this peak gets displaced
along the energy axis, which leads to the smearing of
the decelerated electrons over a broad energy interval.

It is interesting to note that the autophasing of the
excited wave results in the formation of two bunches in
the phase plane of the beam electrons. The beam’s
phase planes at the time of the most intense microwave
generation in a plasma with a constant density and in a
plasma with a self-consistent density variation are
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Fig. 6. Instantaneous profiles of the energy distribution function of the beam electrons, (a) obtained experimentally for a 3-A beam
current at different pressures p = (1) 10–5, (2) 2 × 10–5, (3) 4 × 10–5, and (4) 6 × 10–5 torr and (b) calculated numerically.
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shown in Figs. 7a and 7b, respectively. We can see that,
in a plasma with a self-consistent density variation, the
beam electrons lose a much greater amount of energy.
We can also see the formation of a second bunch with a
small energy spread, the bunch energy being nearly
equal to the initial beam energy (see the right narrow
peak in the instantaneous profiles of the distribution
functions in Fig. 7a). That the position and width of the
second bunch change only slightly explains the appear-
ance of a large peak in the experimentally obtained and
theoretically calculated averaged distribution functions
in a narrow interval around the initial beam energy.

As the plasma density increases further, it becomes
strongly modulated (the relative modulation depth can
amount to 100%); this process is accompanied by the
modulation of the amplitude of the microwave signal
on a time scale of about 1 µs and shorter. The charac-
teristic time scale of the low-frequency self-modulation
is determined by the time required for an ion acoustic
wave to propagate along the slow-wave structure and,
in experiments, was observed to be about 20 µs. Fig-
ure 3b shows the typical signals from Langmuir probes
during the onset of spike-mode microwave generation.
The distribution functions in the initial stage of spike-
mode generation are illustrated by instantaneous pro-
files 3 and 4 in Fig. 6a. Without going into mathemati-
cal detail, note that, according to a more thorough anal-
ysis of the theoretical model of the excitation of ion
acoustic waves, the time scale on which the plasma
density and microwave signal amplitude become self-
modulated decreases with increasing plasma density,
but it still remains substantially longer than the time
scale characteristic of spike-mode microwave genera-
tion.

Hence, the excitation of ion acoustic waves by the
microwave ponderomotive force can serve as the main
mechanism for the observed plasma nonlinearity only
when the plasma density (and/or the beam current) is
not too high. Presumably, the spike-mode microwave
generation stems from other nonlinear effects, whose
nature is still unclear.

An important consequence of the self-consistent
variation of both the plasma density and the amplitude
of the beam-driven microwave field is that, under con-
ditions of a prolonged synchronization between the
beam and the beam-driven wave, the electron beam
energy losses are anomalously large. This conclusion is
confirmed by Fig. 5, which shows instantaneous pro-
files of the velocity distribution function of the beam
electrons. The dimensionless electron velocity is
expressed in units of v = (δv/v0)/(δk/k0), where δv is the
deviation of the velocity of the beam electrons from
their initial velocity v0, δk is the growth rate of the
beam–plasma instability, and k0 is the wavenumber of
the excited microwave. In a homogeneous plasma, the
beam electrons are decelerated to velocities that are
lower than the initial beam velocity by at most a factor
of 1.5 to 2 (Fig. 7a). Under conditions of prolonged
synchronization between the decelerated beam elec-
trons and the beam-driven wave in an inhomogeneous
plasma with a self-consistent density variation caused
by the microwave ponderomotive force, the beam elec-
trons are decelerated to markedly lower velocities
(lower than the initial beam velocity by a factor of 3 to
4, see Fig. 7b), in which case the conditions for the
onset of the beam–plasma instability are far more
favorable.

4. BALANCE BETWEEN THE CHANNELS 
OF ELECTRON BEAM ENERGY LOSSES

Electric and thermal insulation of the elements of
our experimental device made it possible to determine
the channels of electron beam energy losses. Under the
conditions of steady-state microwave generation (i.e.,
before a transition to the low-frequency self-modula-
PLASMA PHYSICS REPORTS      Vol. 27      No. 3      2001
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tion regime), essentially all of the energy lost by the
beam electrons is expended on the excitation of micro-
waves and only a small fraction (about several percent)
of the beam energy is spent on producing the plasma.
After the microwave ponderomotive force–induced
transition to the low-frequency self-modulation regime,
the balance between these channels of electron beam
energy losses remains the same.

In the initial stage of spike-mode generation, the
balance between the channels of electron beam energy
losses changes drastically because of the generation of
the plasma current to the wall of the slow-wave struc-
ture and an increase in the heat released in it. Since the
measured ion and electron temperatures amount to 10–
20 eV and 100 eV, respectively, and the guiding mag-
netic field is fairly strong (1.8 kG), we can conclude
that the plasma current to the wall of the structure is
generated by the high-energy beam electrons scattered
in the transverse direction. This conclusion is con-
firmed by the fact that the total current to the wall of the
structure and to the collector is equal to the current of
the beam produced by an electron gun.

Knowing the magnitude of the current to the wall of
the structure and the energy released in it, we were able
to determine the mean energy of the particles that reach
the wall. Under different experimental conditions, this
energy amounted from 50 to 70% of the initial electron
beam energy.

In our experiments, the microwave radiation power
corresponding to the onset of both the spike-mode gen-
eration and the plasma current to the wall of the slow-
wave structure depended on the beam diameter. When
the diameters of the beam and transport channel were
close to one another (10 and 12 mm, respectively), the
spike-mode generation was observed to occur at a
microwave power of 20 kW and the plasma current to
the wall of the structure was 30% of the initial beam
current. When the beam diameter was half as much, the
beam current being the same, the microwave power
scattered in the slow-wave structure was much lower:
for the same power of the generated microwaves, it was
comparable in magnitude to the energy lost in the skin
layers of the resonators. The microwave power level at
which the electrons started to be ejected onto the wall
of the slow-wave structure and the amplitude of a
microwave signal became strongly modulated was
higher than 40 kW.

5. DISCUSSION OF THE RESULTS

The assumptions that underlie our theoretical model
and concern such effects as the excitation of ion acous-
tic waves by the ponderomotive force of a microwave
amplified by a beam and the inverse action of plasma
density perturbations propagating in the system on the
development of the beam–plasma instability have been
mostly confirmed by the experimental observations. As
the microwave power increases, the nonlinear nature of
PLASMA PHYSICS REPORTS      Vol. 27      No. 3      2001
the plasma in a hybrid slow-wave structure manifests
itself precisely in these effects.

Under conditions of self-consistency between the
decreasing plasma density gradient and the spatial vari-
ation of the amplitude of an amplified wave in a slow-
wave structure, the efficiency with which the electron
beam energy is converted into microwave energy is sig-
nificantly (several times) higher. This effect arises in a
plasma with a sufficiently high density and becomes
more pronounced as the plasma density (and/or the
beam current) increases. As the beam–plasma interac-
tion efficiency increases, the steady-state microwave
generation becomes unstable, giving rise to a strong
low-frequency self-modulation of the output signal
amplitude. With increasing plasma density and/or beam
current, the peak microwave power continues to grow,
but the mean microwave power either increases at a
much slower rate or even starts to decrease. Our theo-
retical model predicts a strong coupling between the
unsteady nature of the beam–plasma interaction and the
anomalously high interaction efficiency. If the steady-
state plasma density (and/or the beam current) is above
a certain critical level, the plasma density gradient
caused by the microwave ponderomotive force
becomes too large, thereby restricting the efficiency
with which the microwaves are generated by the beam.
In the non-steady-state regime, the density perturba-
tions repeatedly escape from the interaction region, so
that conditions favorable for maintaining synchronism
between the wave and the beam along the entire slow-
wave structure are restored periodically. When this hap-
pens, the efficiency with which the microwaves are
generated becomes anomalously high, such that it is
never observed in systems with a longitudinally homo-
geneous plasma. Since the properties of the slow-wave
structure are restored every time the density perturba-
tions escape from the interaction region, the low-fre-
quency variations in the interaction efficiency may be
regarded as a relaxation process.

The results of our experimental and theoretical
investigations allow us to conclude that, although, at
first glance, the idea of increasing the mean microwave
power by suppressing the low-frequency instability
seems to be attractive, doing so may lead to the oppo-
site result—the power of the generated microwaves
may become lower.

A further increase in the beam current (and/or the
neutral gas pressure) gives rise to other processes, for
which an unambiguous explanation is still lacking. By
this, we mean the processes that occur on much shorter
time scales and result in a transition to the spike-mode
regime of the interaction between an electron beam and
a plasma-filled waveguide structure, in which case the
output signal is observed as an irregular sequence of
short (about 1 µs or shorter) microwave pulses. During
spike-mode generation, some of the electrons are
ejected onto the wall of the slow-wave structure. This
effect indicates that the transverse motion of the beam
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electrons may play an important role in the onset of
spike-mode generation. However, it still remains
unclear whether the transverse motion of the beam par-
ticles is a cause or a consequence of the onset of spike-
mode generation. A detailed investigation of the mech-
anism for spike-mode microwave generation, which is
also observed in other plasma-filled waveguide systems
(e.g., in magnetized plasma waveguides), is the subject
of our further study.
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Abstract—The classical methods of mathematical physics are applied to construct an integral solution to the
Chapman–Cowling–Davydov equation, which is derived from the kinetic Boltzmann equation with a collision
term in the Lorentzian-gas approximation. For a particular initial distribution, the solution is obtained in an
explicit form in terms of a Whittaker function. It is shown that, on long (macroscopic) time scales, the evolving
distribution function with an arbitrary initial shape approaches a Maxwellian distribution. This result agrees
with the accepted views regarding the overall temporal evolution of an arbitrary unsteady isolated system.
© 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Since the formulation of the Boltzmann equation
(see [1]), the problem of solving it has been the subject
of significant research efforts and continues to be one
of the fundamental issues in molecular kinetic theory
[2]. Exact analytic solutions to the Boltzmann equation
have been obtained only for specific forms of the colli-
sion integral, which is very involved in the general case.

The first attempts to solve the Boltzmann equation
exactly and to apply the solutions obtained to analyze
particular physical systems were made in [3–5]. The
next class of exact solutions was constructed for a Max-
wellian gas, which consists of monatomic particles
such that the attractive forces between them are
described by the short-range pair potential function
U(r) = α/r4. In this particular case, it is somewhat easier
to perform calculations involving the collision integral,
because the scattering cross section is inversely propor-
tional to the absolute value of the relative molecular
velocities.

In 1975, Bobylev [6, 7] and, independently, Krook
and Wu [8] constructed an exact self-similar solution to
the nonlinear Boltzmann equation for a Maxwellian
gas. An explicit solution was obtained for a spatially
homogeneous gas by using the integral Fourier trans-
formation with respect to velocities and then by apply-
ing the method of separation of variables. This
approach has come to be widely used and has stimu-
lated further investigations for exact solutions to kinetic
equations. Significant results in this area were obtained
by Ernst [9]; in particular, he published a review paper
on exact solutions to the Boltzmann equation [10].

The Bobylev–Krook–Wu method serves as the basis
for solving numerous generalized problems (see, e.g.,
[6, 11–17]). At the same time, more specific approaches
to solving various particular problems are presently
being developed [18–20].
1063-780X/01/2703- $21.00 © 20259
In this paper, we develop an approach based on the
simplest kinetic theory of collisional interactions in a
Lorentzian gas or in a system of particles stochastically
scattered like billiard balls, assuming that the effective
cross section of the potential elastic scattering is inde-
pendent of energy.

2. FORMULATION OF THE MODEL PROBLEM

It seems expedient to study various kinetic phenom-
ena using simple theoretical models that can be gener-
alized to more complicated systems in which the parti-
cle dynamics should be described in terms of the theory
of stochastic processes. The model of a Lorentzian gas
with scattering point particles of infinite mass incorpo-
rates only pair interactions between structureless
microparticles under the condition that, in each colli-
sion event, the particle velocity changes only slightly.
This model applies to a weakly ionized, isotropic low-
density plasma in which the collisions between parti-
cles are infrequent and the particle energy is low in
comparison with the electromagnetic field energy.
Analogous models can also be used to describe other
kinetic phenomena, e.g., particle scattering in a mixture
of two gases that differ greatly in both density and
molecular mass, as well as some kinetic processes in
reacting gases and dilute solutions.

The most general way to describe the time evolution
of the distribution function is to turn to the nonlinear
kinetic Boltzmann equation (see [21], p. 25)

(1)
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where the subscripts a and b refer to the quantities char-
acterizing colliding particles of the same or different
species.

Let us make a number of simplifying assumptions.

If there are no external forces (F = 0) or external
fields (E = 0, B = 0) and if the spatial distribution of the
particles in an unbounded plasma is uniform, then the
time-dependent distribution function is described by
the following Boltzmann equation with a collision
term:

(2)

In any realistic model, Eqs. (1) and (2) are
extremely difficult to integrate exactly. For this reason,
the problems of kinetic theory are most often treated
with a perturbation technique, based on the lineariza-
tion of the initial equation by seeking the desired solu-
tion in the form of a power series in a characteristic
small parameter (small correction). The correctness of
the final solution is directly related to the assumptions
regarding the range of applicability of quasilinear the-
ory to a description of unsteady processes.

In studying conduction electrons in metals, Hendrik
Antoon Lorentz [22] applied the method of expanding
the distribution function in a series in spherical har-
monics. This classical approach implies that the distri-
bution function satisfying Eq. (2) is expanded in a
series in Legendre polynomials (see, e.g., [23], p. 61):

(3)

Here, f0 is the symmetric (isotropic) part of the distribu-
tion function and its asymmetric part is described by
the expansion coefficients f1 and f2 (such that f1/f0 ! 1)
of the higher harmonics of the angular variables—the
polar (χ) and azimuthal (ε) angles in spherical coordi-
nates. Centrosymmetric quasi-equilibrium media,
which have no preferential directions, can be described
by scalar solutions. Morse et al. [24] were the first to
apply this approach to an electron gas in a plasma.

More recently, Chapman and Cowling (see [25],
p. 418) and, independently, Davydov [26] applied the
method of substituting expansion (3) into Eq. (2) and
derived (in two different ways) the following parabolic
differential equation for the symmetric part f0 of the
electron distribution function:
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 is the mean free path. The
approach to deriving Eq. (4) is, to a large extent, analo-
gous to that used in the theory of diffusion and Brown-
ian motion in order to derive the Fokker–Planck equa-
tion from the integral Smoluchowski–Chapman–Kol-
mogorov equation.

Using the assumption that the electron–atom colli-
sion frequency is independent of the electron velocity,
Sever’yanov [27] constructed an electron velocity dis-
tribution function satisfying Eq. (4). The distribution
function that will be constructed below in solving the
same equation differs greatly from the solution
obtained by Sever’yanov. Note that my interest in the
problem under consideration was stimulated, in partic-
ular, by Sever’yanov’s doctoral dissertation [27] and
that the mathematical approach to constructing the
desired solution is similar to that used in [27].

3. SOLUTION OF THE KINETIC EQUATION

Let us assume that the distribution function of an
ensemble of particles evolves according to a law that
makes it possible to predict its future history from the
state at an arbitrary instant of time. We also assume that
the law of evolution is determined by the initial state of
the ensemble and not by its history.

We start by rescaling the original variables (

 

v

 

, 

 

t

 

). To
do this, we define the energy space of the solutions by
passing over to the dimensionless time

 

(5)

 
and to the normalized energy

 

(6)

 

such that the spectrum of the velocities of the thermal
particle motion corresponds to the finite energies.

Then, the basic kinetic equation (4) for the symmet-
ric part of the distribution function can be rewritten in
dimensionless form:

 

(7)

 

The above change of variables can be regarded as a
nonlinear transformation or as the introduction of a
homogeneous coordinate system.

Since we can choose an arbitrary initial time 

 

τ

 

 = 

 

τ

 

0

 

,
we will seek the solution to Eq. (7) in the class of func-
tions that have the form

 

(8)

τ 2
mv
Ml
--------t, t R+∈=

ξ mv
2

2kT
----------, ξ R\ 0, ∞,±∈=

∂ f 0
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1
ξ
--- ∂

∂ξ
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∂ξ
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f 0+ 
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f 0 ξ τ,( ) ξ–( )u ξ τ,( ),exp=
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and satisfy the normalization condition

(9‡)

Because of the causal dependence between f0(ξ1, τ1)
and f0(ξ2, τ2), the distribution function is continuous
and differentiable and can be parameterized by time. In
particular, in class (8), Eq. (7) admits a solution that sat-
isfies the limiting condition

(9b)

Equations (7)–(9) constitute an internally closed set of
equations that can be used in principle to describe the
kinetics of the distribution function with a prescribed
initial shape.

Substituting function (8) into Eq. (7) yields

(10)

Then, the exact solution of Eq. (10) can be reduced to
the solution of an eigenvalue problem using the method
of expansion in a Fourier series. The solution is sought
in the factored form

(11)

As a result of this factorization (the separation of time
and space variables), Eq. (10) splits into the following
two ordinary homogeneous differential equations for
the functions ϕ and Φ:

(12)

(13)

Here and below, the prime denotes the operator of dif-
ferentiation with respect to ξ.

To within a constant, Eq. (12) immediately yields a
trivial result:

(14)

where ν is an independent real parameter such that
ν ≥ 0.

Equation (13) has an infinite number of discrete
eigenvalues ν. Equation (13) with integer values of ν is
well known (see [28]); its analytic particular solutions
are generalized Laguerre polynomials:

(15)

In the specific case at hand, we have α = 1.
We represent an arbitrary function that is defined on

the interval (0, ∞) and satisfies certain conditions (see
[28]) as a converging series of Laguerre polynomials
and seek the desired solution (the symmetric part of the
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time-dependent distribution function) on an infinite
time interval in the form of a Fourier series

(16)

We express the Fourier coefficients Cν through the
symmetric part of the distribution function,

(17)

which is assumed to be specified at the initial time
τ = 0. From the orthogonality relations for the Laguerre
polynomials with different ν, weighted by exp(–ξ)ξα,
on the interval (0, +∞) (see [28]), we obtain

(18)

Taking into account the relationship

(19)

where Γ is the gamma function, we find the coefficient
of the νth term in the expansion of the symmetric part
of the disturbing function:

(20)

For a continuous function, we can change the order
of summation and integration, in which case expression
(20) permits us to rewrite the assumed solution (16) as

(21)

In expression (21), the infinite sum of the weighted
products of Laguerre polynomials with different ν can
be taken with the help of the integral representation of
Laguerre polynomials [28]:

(22)

f 0 ξ τ,( ) Cν ξ– ντ–( )Lν
1 ξ( ).exp

ν 0=

∞

∑=

f 0 ξ 0,( ) Cν ξ–( )Lν
1 ξ( )exp

ν 0=

∞

∑ f ξ( ),= =

f η( )η Lν
1 η( ) ηd

0

∞

∫ Cν η–( )η Lν
1 η( )[ ]

2
η .dexp

0

∞

∫=

η–( )ηα
Lν

α η( )[ ]
2

ηdexp

0

∞

∫ Γ ν α 1+ +( )
ν!

-------------------------------,=

Cν
1

ν 1+
------------ f η( )η Lν

1 η( ) η .d

0

∞

∫=

f 0 ξ τ,( ) ξ–( ) f η( )η ηdexp

0

∞

∫=

× ν 1+( ) 1– ντ–( )Lν
1 η( )Lν

1 ξ( ).exp
ν 0=

∞

∑

Lν
α ξ( ) 1

ν!
----- ξ( )ξ α /2–

exp=

× t
ν α /2+

Jα 2 ξ t( ) t–( ) t,dexp

0

∞

∫



262 GRITSYN
where Jα(z) is an αth-order Bessel function. Expression
(21) with representation (22) can be reduced to

(23)

where we have used the notation

The series in formula (23) is a representation of the

Bessel function I1(γ ) of the imaginary argument
[28].

The double integral in formula (23) can be taken
with the help of the representation [28]

(24)

and the standard integral (see formula (6.615) in [29])

(25)

where Reν > –1. As a result, we arrive at the following
integral form of the general solution to the time-depen-
dent Boltzmann equation for the symmetric part of the
distribution function:

(26)

Solution (26) can be rewritten in a form similar to that
frequently used in papers dealing with steady solutions:

(27)
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In the particular case of an initial symmetric Max-
wellian distribution function f(η), expression (26) gives
an exact solution to the Boltzmann kinetic equation:

(28)

where Mλ, µ(z) is a Whittaker function. Solution (28)
was derived in the usual way with the help of a standard
integral (see formula (6.643.2) in [29]).

A distinctive feature of our approach to transform-
ing the basic kinetic equation (4) is that it was nondi-
mensionalized by introducing variables (5) and (6).
A similar approach was used, e.g., by Sever’yanov [27],
who introduced dimensionless time (5), and by Stiller
(see [30], p. 96), who introduced dimensionless
energy (6).

4. OVERALL EVOLUTION OF AN ARBITRARY 
INITIAL DISTRIBUTION FUNCTION 

AND ASYMPTOTIC INVARIANCE PRINCIPLE 
FOLLOWING FROM THE BEHAVIOR 

OF THE SOLUTION AT INFINITY

It is well known that the Boltzmann equation is an
averaged equation describing the deterministic evolu-
tion of a one-particle distribution function [31].

We assume that the energy transfer processes can
perturb the distribution function and that an ensemble
of dynamically interacting particles can relax to an
equilibrium (most probable) state on arbitrarily long
time scales. The relaxation of a particle ensemble to a
steady state as a consequence of the law of large num-
bers was analyzed by Stankevich (see [1], p. 117). In
order to examine the relaxation process in more detail,
we determine the established equilibrium solution of
the parameterized equation (26). To do this, we calcu-
late the exact upper limit on solution (26) at t  ∞.
Resolving the indeterminateness and using the repre-
sentation of the Bessel function of the imaginary argu-
ment by a series (see [28]), we obtain the following
explicit expression for the steady-state distribution
function:

We can see that, on the time interval (0, +∞), an
unsteady isotropic particle velocity distribution relaxes
to a final (at t  ∞ or, equivalently, γ  0) equilib-
rium Maxwellian distribution; moreover, the asymp-
totic solution (the established distribution function) is
independent of the shape of the initial distribution func-
tion f(η).

On the whole, the local properties of a Lorentzian
gas and analogous particle systems remain unchanged,
and a particle ensemble whose evolution is described
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by a kinetic model that admits an exact solution relaxes
to an asymptotically stable state of external equilibrium
and remains in this state for an arbitrary long time. The
uniqueness of the scenario of the natural evolution of a
physical system consisting of a statistically large num-
ber of particles is in agreement with the principles of
thermodynamics, which imply that any closed (iso-
lated) system relaxes spontaneously to a stable steady
state, which is not spontaneously disordered and is
regarded as being equilibrium.

This result is not an obvious consequence of the
choice of the model of a physical system. Thus, for a
mixture of two gases, one of which is a Lorentzian gas,
an equilibrium solution that is independent of the spa-
tial coordinates and time is an arbitrary isotropic distri-
bution function (see [21], p. 324).

5. CONCLUSION

In conclusion, let us make two remarks about the
justification and application of the distribution function
that we obtained in solving the kinetic equation.

(i) The exact limits of applicability of unsteady solu-
tions describing the local equilibrium kinetics of parti-
cles in weakly nonequilibrium (i.e., slightly non-Max-
wellian) systems can be established using a rigorous
nonequilibrium kinetic theory that is based on the
investigation of kinetic equations describing the time
evolution of the distribution functions.

(ii) In order for the unsteady processes occurring on
time scales shorter than the time of relaxation to an
equilibrium Maxwellian distribution to be adequately
described using, e.g., the energy balance equation and
the real values of transport coefficients, it is necessary
to take into account the unsteady character of the parti-
cle distribution function.
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Abstract—It is shown that, in a plasma whose density varies across the magnetic field lines, electromagnetic
oscillations that are localized near the critical surface can exist. Such oscillations can be excited spontaneously
in a nonequilibrium plasma of closed magnetic confinement systems. © 2001 MAIK “Nauka/Interperiodica”.
1. We consider electromagnetic oscillations in a
plane slab of a cold magnetized plasma, assuming that
the magnetic field is uniform and the plasma density
varies across the magnetic fields lines. The well-known
dispersion relation characterizing oscillations in a cold
plasma can be represented as

(1)

where ε± = 1 – , ε⊥  = (ε+ + ε–)/2, ε|| = 1 –

, ωpe is the electron plasma frequency, and ωe is the

electron cyclotron frequency. The oscillation frequency
ω is assumed to be high enough to neglect the ion con-
tribution to the plasma permittivity.

In order to qualitatively understand the behavior of

the profile , i.e., the dependence of  on the

plasma density q = /ω2, it is sufficient to note that

the quantity (q) vanishes at q± = (1 – )(1 ± Ωe)

and q0 = 1 and tends to infinity at qs = 1 –  (where
Ωe = ωe/ω) and that two roots of biquadratic equation (1)

coincide at qv = 1 + .

We will be interested in oscillations with ω < ωe

(Ωe > 1), in which case we have N|| > 1. Inside the

plasma slab, there is a transparency region (  > 0)
between the critical density surface q = q0 and the sur-
face at which the condition q = q– holds. For N|| < N||c =

, the latter surface lies ahead of the critical sur-

face (q < 1), and, for N|| > N||c, it lies behind the critical
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surface. The electromagnetic oscillations may become
locked in the transparency region.

Under the conditions ω = ωpe and  = ε–, the trans-
parency region contracts into the surface at which we
have

(2)

For oscillations whose frequency differs from ωc =
ωpec, the transparency region has a finite thickness,
which can be found from the expression for the trans-
verse refractive index. For δω ! ωc, we have

where A =  ≈ 2 .

We approximate the dependence q(x) by the linear
function dq/dx = 1/L to obtain

where ∆x = L  is the thickness of the

transparency region for oscillations with Ny = 0. (We
work in a Cartesian coordinate system with the x- and
z-axes directed along the density gradient and magnetic
field, respectively, the coordinates being nondimen-
sionalized by multiplying by the factor ωc/c.)

The frequency spectrum of the natural oscillations is
determined in a standard way from the “quantization”
condition
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As a result, we obtain

(3)

One boundary surface of the transparency region is
the critical surface, and the other boundary surface lies
either in the higher density plasma region [for oscilla-
tions with ω < ωc, which correspond to the upper sign
in formula (3)] or in the lower density plasma region
[for oscillations with ω > ωc, which correspond to the
lower sign in formula (3)].

The polarization of the oscillations under discussion
is rather peculiar and is conveniently characterized by
the longitudinal component E|| of the electric field and

its circular components E± = (Ex ± iEy)/ , one of
which rotates in the same direction as the electrons and
the other, in the same direction as the ions. These
electric-field components satisfy the relationships
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Fig. 1. Ray trajectories in a plane plasma slab: (a) N|| =
2.1614 and Ny = (1) 0 and (2) –0.769; (b) N|| = 1.0596 and
Ny = (1) 0 and (2) –0.377.
E±  =  E0  and E|| = E0 , where N± =

(Nx ± iNy)/ .

Assume that Ny = 0. At the quasiclassical turning
points, the x-component of the refractive index van-
ishes; this indicates that the oscillations propagate
along the magnetic field lines. One of the turning points
is a critical point at which the condition ωpe = ω (ε|| = 0)
holds and the oscillations transform into electron Lang-
muir waves with longitudinal polarization. At the other

turning point, the condition ε– =  is satisfied and the
oscillations are circularly polarized, with the electric
vector rotating in the same direction as the electrons.
For Ny ≠ 0, the electric-field components E± and E|| are
nonzero in the region between the turning points as
well as in the entire transparency region.

2. The conclusion that the oscillations can be local-
ized near the critical surface is confirmed by numerical
calculations of the ray trajectories.

The ray trajectories satisfy the following standard
equations of the geometrical-optics (GO) approxi-
mation:

In the steady-state case (when we are interested only in
the shape of the ray trajectories), it is convenient to
parameterize the ray trajectories in terms of the time
variable τ related to the time t by dτ/dt = (∂D(r(t),
N(t))/∂ω)–1, in which case the equations of the GO
approximation become

Figure 1 shows representative ray trajectories of
oscillations with ω = ωe/2 in a plane plasma slab
(dq/dx = 1). In accordance with the above analysis, the
transparency region is seen to lie ahead of the critical
surface if N|| < N||c and behind the critical surface if
N|| > N||c.

Note that, at the critical surface, the ray trajectories
are cusp-shaped. The other boundary of the transpar-
ency region is a conventional caustic surface. These
characteristic features of the ray trajectories can be
readily explained as follows.
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We represent the dependence Nx(x, N||) in the form

(4)

In the xz plane, the ray trajectories are described by the
equation

(5)

Formulas (4) and (5) yield the following equation for
ray trajectories in the vicinity of the critical surface:

(6)

where a1 = . The solution to this

equation is a semicubical parabola:

(7)

Equation (6) and solution (7) imply that, near the criti-
cal surface, the ray trajectories are parallel to the den-
sity gradient —n0 and, therefore, are perpendicular to
the magnetic field lines. This feature is attributed to the
potential nature of oscillations at the critical surface. In
fact, it is well known that the group velocity of potential
oscillations is perpendicular to their wave vector, which
is parallel to the magnetic field near the critical surface
(see, e.g., [1]).

Ray trajectories with cusps at the critical surface
were also obtained in [2] when studying a plasma in
which the density gradient makes a small angle with the
magnetic field. The cusp shape is also peculiar to both
the ray trajectories of potential oscillations near the
plasma resonance surface [1] and the ray trajectories of
the perturbations of an inhomogeneous gas flow near
the boundary between the regions of supersonic and
subsonic flow velocities [3]. (In the latter case, the
cusps occur on the so-called hodograph plane.)

Near the other boundary surface of the transparency
region (x ≈ ∆x), we have

(8)

where a2 = . From Eq. (8), we

obtain

(9)
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The parabolic dependence x(z) corresponds to a con-
ventional caustic surface.

Formulas (6)–(9) refer to the case N|| > N||c , in which
∆x > 0, so that x > 0 inside the transparency region. For
N|| < N||c, the pattern of ray trajectories can be obtained
by means of a mirror image reflection about the critical
surface.

3. The idealized model of a plane plasma slab in a
uniform magnetic field described above roughly
reflects a characteristic feature of plasmas in magnetic
confinement systems, namely, the constancy of the
plasma density at the magnetic surfaces. For this rea-
son, it is natural to expect that, being appropriately
modified, the results of our analysis will be valid for
electromagnetic oscillations in such plasmas. In partic-
ular, the frequency spectrum of the natural oscillations
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Fig. 2. Propagation of oscillations behind the critical surface
(q > 1) in a tokamak plasma: (a) the projection of a ray tra-
jectory onto the vertical cross section of the torus (the mag-
netic axis intersects the plane of the figure at the origin of
the coordinate system) and (b) the quantities N|| (curve 1)
and N||c (curve 2) as functions of the poloidal angle along
the trajectory.



268 TIMOFEEV
with N|| ≈ N||c should be approximately described by
formula (3).

The existence of the transparency region near the
critical surface in closed magnetic confinement sys-
tems is demonstrated by the calculations of ray trajec-
tories in a tokamak plasma. Let us consider a confine-
ment system that is symmetric in the toroidal angle ϕ
and assume that the cross sections of the magnetic sur-
faces are concentric circles. Calculations were carried
out for the following characteristic parameter values:

ω = ωe/2, q(r) = 3exp(–(r/L)2), and R0/L = 6 , the
safety factor being rBϕ /R0Bθ = 3.

In toroidal systems, the magnetic field is non-one-
dimensional, B = (0, Bθ, Bϕ), and its strength depends
on the poloidal angle, B ≈ Bϕ ≈ B0(1 – r/R0cosθ). For
this reason, the quantities N|| and N||c also depend on the
poloidal angle θ; moreover, the first quantity N|| ≈
Nϕ(1 – r/R0cosθ)/R0 is maximum at the inner circum-
ference of the torus, while the second quantity N||c ≈

5
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Fig. 3. The same as in Fig. 2, but for oscillations propagat-
ing ahead of the critical surface (q < 1).
(ωe/(ωe – ω))1/2 is maximum at the outer circumference.
Consequently, if N|| and N||c differ only slightly, then the
oscillations with N|| < N||c should propagate ahead of the
critical surface (ωpe < ω) and, accordingly, can be
localized on the outer side of the torus, while the oscil-
lations with N|| > N||c should propagate behind the criti-
cal surface (ωpe > ω) and, accordingly, can be localized
on the inner side of the torus (Figs. 2, 3). On the other
hand, if N|| and N||c differ markedly from one another,
then the oscillations propagate over the full length of
the torus along the toroidal axis (Fig. 4).

In magnetic confinement systems, the plasma is
often nonequilibrium. Tokamak plasmas may contain
beams of runaway electrons, which may even acquire
relativistic energy. The anisotropy of the electron
velocity distribution function in a confined plasma is
associated with ECR heating.

A characteristic feature of plasmas with charged-
particle beams is the excitation of potential oscillations
propagating parallel to the beam. Near the critical sur-
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Fig. 4. The same as in Figs. 2 and 3, but for oscillations
propagating behind the critical surface (q > 1) and for N||
much larger than N||c.
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face, the oscillations under study are also potential.
Note that such oscillations can grow via the Cherenkov
mechanism because their longitudinal refractive index
is larger than unity. In a plasma with an anisotropic dis-
tribution function, oscillations propagating obliquely to
the magnetic field, as well as circularly polarized oscil-
lations propagating along the magnetic field, are unsta-
ble. Our analysis shows that these properties are pecu-
liar to oscillations propagating in regions far from the
critical surface. Hence, we can expect the oscillations
under discussion to be excited spontaneously in toroi-
dal confinement systems.
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Al’bert Abubakirovich Galeev
(In Honor of His 60th Birthday)
On October 19, 2000, we celebrated the 60th birth-
day of Academician Al’bert Abubakirovich Galeev, a
member of our Editorial Board, an eminent theoretical
physicist, and Director of the Institute for Space
Research of the Russian Academy of Sciences.

A.A. Galeev was born in the city of Ufa in 1940.
After completing school with a gold medal, he entered
the Moscow Power Engineering Institute, from which
he transferred to the Physics Department at Novosi-
birsk State University on the initiative of R.Z. Sagdeev.
After graduating in 1963, he worked at the Institute of
Nuclear Physics, which was founded by G.I. Budker.
By 1964, he had already defended his candidate’s dis-
sertation and, in less than four years, he defended his
doctoral dissertation. In 1970, he moved to Moscow,
where he worked first at the Institute of High Tempera-
tures of the Academy of Sciences of the USSR and,
since 1973, at the Institute for Space Research, where
he was head of the Department of Solar–Terrestrial
Physics. In 1988, he was elected director of the Institute
by his colleagues. In 1992, A.A. Galeev was elected a
member of the Russian Academy of Sciences.

The development of A.A. Galeev as a scientist pro-
ceeded under the guidance of academicians G.I. Bud-
ker and R.Z. Sagdeev. His first paper, which was writ-
ten together with V.N. Oraevskiœ, was published in 1962
while he was a student of Novosibirsk State University.
1063-780X/01/2703- $21.00 © 20270
During his work at the Institute of Nuclear Physics,
A.A. Galeev together with V.I. Karpman developed a
theory of the weak interaction of plasma waves, which
became one of the building blocks of the theory of
weak plasma turbulence. This important contribution to
scientific research was highly evaluated. In 1967,
A.A. Galeev, being a young scientist, was awarded the
Lenin Komsomol Prize for a series of papers on plasma
turbulence. Together with R.Z. Sagdeev, he developed
the neoclassical theory of transport processes in toka-
maks. For this work, which today has become classic,
he and several other scientists were awarded the 1984
Lenin Prize in science and engineering. Together with
V.N. Oraevskiœ and R.Z. Sagdeev, he contributed
greatly to the solution of the problem of the universal
instability of a nonuniform plasma and, together with
S.S. Moiseev and R.Z. Sagdeev, to the solution of the
problem of anomalous plasma diffusion.

A large number of investigations on space plasma
physics were carried out by A.A. Galeev at the Institute
for Space Research. Together with his students and col-
leagues, he developed a model of the interaction of
solar wind with comets; in particular, a hybrid model of
solar wind loading by comet ions revealed the impor-
tant role of charge exchange processes in the comet
coma. They developed a consistent theory of the ioniza-
tion of a rarefied gas by a magnetized plasma flowing
with a velocity exceeding the critical value (Alfvén
phenomenon) and studied the dynamics of magnetic
reconnection in planetary magnetospheres. Galeev’s
research on the tearing instability, carried out in collab-
oration with L.M. Zelenyœ, led to the discovery of
explosive reconnection (magnetic burst), accompanied
by the generation of fast ions with energies of up to sev-
eral MeV. This theoretical prediction was then verified
by processing the data from numerous space experi-
ments and has been of fundamental importance in the
planning of the Interball space project. The acceleration
of the fast solar wind from coronal holes by Alfvén
waves was also investigated. Together with
R.Z. Sagdeev, V.D. Shapiro, and V.I. Shevchenko, he
developed the theory of strong Langmuir turbulence
and electromagnetic wave generation during the relax-
ation of charged-particle beams in a plasma. He also
studied the dynamics of beam–plasma discharge during
the injection of electron beams from space vehicles into
the ionosphere.

A.A. Galeev made an important contribution to
plasma astrophysics. Lynden-Bell (1969) and Galeev
001 MAIK “Nauka/Interperiodica”
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(1979) were the first to understand that magnetic bursts
may occur in accretion disks. Later, Galeev, Rosner,
and Vaiana showed that the coronas of the accretion
disks of black holes contain magnetoplasma loops,
which are heated to high temperatures due to magnetic
reconnection, as is the case in solar coronal loops. In
particular, magnetoplasma loops formed in high-lumi-
nosity accretion disks experience Compton cooling,
whereas Compton scattering of soft X radiation from
the accretion disk results in bursts of hard X radiation
observed in experiments. In order to interpret the
observed generation of ultrarelativistic electrons, an
ion–electron mechanism for charged-particle accelera-
tion was proposed. It was shown that the ions reflected
from the front of a collisionless shock wave can excite
lower hybrid waves, which, in turn, can accelerate
suprathermal electrons along the magnetic field lines
up to ultrahigh energies.

It is worth noting that the theoretical investigations
by A.A. Galeev are closely related to space experi-
ments. He took part in a series of international space
projects. In particular, he was the deputy research man-
ager of the Vega project; the research manager of the
Prognoz-8, Intershock, Interball, and Mars-96 projects;
and a participant in the Phobos project. The theoretical
investigations by A.A. Galeev laid the basis for two
international projects performed onboard the Prognoz-8
and Prognoz-10–Intershock spacecrafts, which were
specially designed to study shock waves receding from
the Earth. The results of these experiments yielded new
insights into the physical processes occurring in shock
fronts at high Mach numbers and the mechanisms for
charged-particle acceleration.

The great contributions of Academician A.A. Ga-
leev to scientific research have been widely recognized:
he is a member of the Max Planck Society, European
Academy of Sciences, International Academy of Astro-
nautics, and Tsiolkovsky Academy of Cosmonautics.
In 1993, he was awarded a doctor honoris causa of the
University of Paris. In 1996, he won the von Karman
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Prize of the International Academy of Astronautics,
and, in 1997, he received the Alexander von Humboldt
Prize. For his participation in the Venus–Halley’s comet
project, he was awarded the Order of the Red Banner of
Labor. A.A. Galeev is a member of the Bureau of the
Department of General Physics and Astronomy of the
Russian Academy of Sciences, a member of the Expert
Committee of the Max Planck Institute for Extraterres-
trial Physics, and a member of the Editorial Board of
Space Science Review. He is also the chairman of the
section “The Solar System’s Planets and Small Bodies”
of the Space Committee of the Russian Academy of
Sciences.

Since 1964, A.A. Galeev has been teaching contin-
uously, first, at Novosibirsk State University and, then,
at the Moscow Institute for Physics and Technology. He
has formed his own school in space plasma physics,
and among his students are doctors and candidates of
science. Being a member of the Editorial Board of
Plasma Physics Reports, he has helped greatly to
enhance the prestige of the journal.

As a head of the Institute for Space Research,
A.A. Galeev is currently working on new projects, in
particular, the Phobos–Grunt, Interball-3, Resonance,
and Roy projects.

The colleagues and friends of Al’bert Abubakiro-
vich heartily congratulate him on his birthday and wish
him robust health, many happy days, and further suc-
cess in scientific, pedagogical, and administrative
activities.

V.M. Balebanov, A.A. Boyarchuk, N.S. Erokhin,
V.E. Zakharov, L.M. Zelenyœ, V.I. Karas’,

B.Coppi, É.P. Kruglyakov, R.A.Kovrazhkin,
E.A. Kuznetsov, A.G. Litvak, J.G. Lominadze,

G.A. Mesyats, A.B. Mikhaœlovskiœ, E.V. Mishin,
S.S. Moiseev, V.N. Oraevskiœ, O.A. Pokhotelov,

R.Z. Sagdeev, K.N. Stepanov, R.A. Syunyaev,
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