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The fixed points and invariants of Dykhne transformations are deter-
mined. It is established that they correspond to the exact solutions and
duality relations for the effective characteristics of an inhomogeneous
medium. The stability of the exact solutions for the effective conduc-
tivity, which are fixed points of the Dykhne transformations, is studied
by bifurcation-theory methods, and a classification of these fixed points
by stability type is given. It is shown that the effective conductivity
tensor of a two-phase medium in magnetic and ac electric fields for
certain parameters of the medium can be an unstable point of the
“saddle” type. © 1998 American Institute of Physics.
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PACS numbers: 72.80.Ng

INTRODUCTION

A general approach for studying the properties of two-dimensional two-phase media
was developed in works by Dykhrié.The approach is based on the invariance of the
constant-current equations

V.j=0, VXe=0 (€N)
and Ohm’s law
j=oe ®)
under linear rotational transformations:
j=aj’ +ibe’, e=ce +idj’. (3
Here the vector$ ande are the electric current and the electric fielos o/ (1—iB) is
the conductivity tensor of the medium in a magnetic field,is the conductivity,
B=uB is the Hall factor,u is the particle mobility, and the coefficienés b, ¢, andd
are real. The magnetic field is directed perpendicular to the plane. After the transforma-

tions (3) Ohm’s law likewise holds in the newprimed system, and the following
expression is obtained for the conductivity tensor of the primed system:
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o'=(b+ico)/(do+ia). (4

A similar expression is also obtained for the effective conductivity tensor of the primed
system.

The effective characteristics of randomly inhomogeneous two-phase media with
equal phase concentrations were established by the use of these transformations. The
method was further elaborated in Refs. 3 and 4. The duality relations and the one-to-one
correspondencésomorphism between the problems of the conductivity of a two-phase
medium with and without a magnetic field were established. In Ref. 5 this approach was
used to study the quantum Hall effect in inhomogeneous media. For a random mixture of
Hall (o=0, a,= cons} and metallic phases the effective characteristics of the system
were found in a wide interval of concentrations. In the entire interval of concentrations,
so long as percolation via the Hall phase is present, the effective characteristics are
constant and equal to the values in the Hall phase.

The objective of the present letter is to study the properties of the Dykhne transfor-
mations as linear-fractional transformations and to examine the stability of the solutions
of the conductivity problem. The point is that formul& can be regarded as a linear-
fractional transformation of the plane of a varial@lénto an image regionV:

W=L(z)=(b+icz)/(dZ+ia). (5

In the first part of this work the fixed points of this transformation are found and it is
established that they correspond to the exact solutions of the conductivity problem with
and without a magnetic field. The invariants of the linear-fractional transformégjare

also found and it is shown that they are equivalent to the exact duality relations. The
second part is devoted to the question of the stability of the exact solutions of the
conductivity problems near the fixed points, and a classification of the solutions is con-
structed according to the stability type with respect to variations of the parameters of the
two-phase medium. The stability of the solutions of the conductivity problem in magnetic
and ac electric fields is studied as an example.

2. FIXED POINTS OF THE DYKHNE TRANSFORMATIONS AND THEIR
EQUIVALENCE TO THE EXACT SOLUTIONS OF THE CONDUCTIVITY PROB-
LEMS

Let us find the possible fixed points of the transformatign They are determined
from the equation

dZ?+i(a—c)Z—b=0. (6)
HereZ=X+iY is a complex quantity.

Let us investigate the simplest case c=0. Then a fixed point has only a real part
and is degenerate:

X==(b/d)¥? Y=0. (7)

Choosing as the variablé the effective conductivity without a magnetic field and de-
termining the coefficientb andd in an appropriate manner, we obtain an expression for
the effective conductivity of a two-phase medium at the percolation thregfosléqual
phase concentrations
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0= (0109) "2 (8)
Therefore the fixed poinf7) corresponds to the well-known solution of Ref. 1.

Let us now consider a two-phase medium in a magnetic field. In this case the
complete transformations must be used; all coefficients are nonzero. However, in the case
when the coefficienta andc are equala=c, we obtain once again a fixed point of the
form (7). But in this case it corresponds to a different solution. Let us take as the variable
Z the effective conductivity tensor in a magnetic fieft= o+ oy, . Then according to
Eq. (7) we have

o= (bld)% oy =0. 9)

It follows from Eq. (9) that the effective conductivity tensor of a system in a magnetic
field should nonetheless have a diagonal form. In other words, the problem of the con-
ductivity of a two-phase two-dimensional medium in a magnetic field reduces to the
problem of the conductivity of the same system without a magnetic field at the percola-
tion thresholdwhen the effective characteristics are congtadsbmorphism for arbitrary
concentrations was established by a different method in Ref. 4.

Let the variableZz have only an imaginary parE=iY. In this case the fixed points
of the transformation¢5) are determined by the relatiofithe determinant of E(6) is
assumed to be negative

X=0, Y=-(a—c)*[4bd+(a—c)2]"¥2d. (10)

In this case the variablg will correspond to the effective conductivity tensor with an
off-diagonal component only:

o5x=0, oy,=const. (11

The two solutions foro,, reflect two possibilities for current flow along phase 1 or 2
depending on the concentration of the phase. The sol@tibnwith a fixed point of the

type (10) is obtained in two physical situations. One was obtained by the present author
and E G. Batyev for a random mixture of a Hall phase,{(=0, o,,=const) and a
metallic phase in a wide interval of phase concentrations, so long as flow along the Hall
phase is presentThe second solution, similar to E¢L1), is obtained for a mixture of

two Hall phases with arbitrary concentratidhs.

In the general case there exist two fixed points:
Z=i(a—c)=*[4bd—(a—c)2]¥¥2d. (12
Here the determinant is positive-definite.

Taking as the variabl& the effective conductivity tensor, we obtain in a magnetic
field the solutions corresponding to the fixed pdib®)

on=[4bd—(a—c)2]"%¥2d, of,=(c—a)/2d. (13)

It is easy to see that constant solutions for the components of the effective conductivity
tensor correspond to the solutions at the percolation threshold:

Te=0105/(1+(018,= 02B1)?  Ba=0e(Bit B2l (a1t 07), (14
(see, for example, Refs. 2 angl 6
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However, there is one other physical solution corresponding to the fixed [@@nt
— a uniform medium:

O3x= Txx Uiy: Oxy - (19

It occurs in the entire interval of concentrations. It can be shown that a randomly inho-
mogeneous two-phase medium in a magnetic field is isomorphic to a uniform medium
with equal Hall concentrations:

o1lB1=021B;. (16)
Specifically, this follows from the results of Ref. 6.

Let us examine the three-dimensional case. In this case the transform@iars
used in a truncated form with coefficiedt=0. We obtain for the transformatiolv

iaW=b+icZ. a7

It is easy to see that in the three-dimensional case there is only one fixed point of the
transformations:

Z=ib/2c(c=—a) (18

with a solution corresponding to the formation of an infinite cluster consisting of a
nondissipative Hall phase:

Toy= U§y= a3,=0, 0§y= b/2c. (19

Thus we have considered all fixed points of Dykhne transformations in the two- and
three-dimensional cases. It has been shown that each of the fixed points established
corresponds to an exact solution of the problem of the effective conductivity with the
effective conductivity or the conductivity tensor in a magnetic field taken as the variable
of the transformations. Let us list these solutions. The first two solutions — conductivity
without a magnetic field and conductivity tensor in a magnetic field — were obtained by
Dykhnel? The third solution — isomorphism between the problems of the galvanomag-
netic properties and the conductivity problem — was found by Balagtiide fourth
solution — the effective conductivity of a mixture of Hall and metallic phases in the
entire interval of concentrations so long as flow along the Hall phase is present — was
obtained by the present author and Batyévparticular case of this problem is a mixture

of two Hall phase$. The fifth solution — equivalence of a two-phase medium in a
magnetic field with equal Hall concentratiofib) to a uniform medium — and the sixth
solution for mixtures of Hall phases in the three-dimensional ¢aSehave apparently
been obtained for the first time. Therefore the exact solutions of the conductivity problem
can be classified according to their correspondence to the fixed points of the Dykhne
transformations.

3. INVARIANTS OF LINEAR-FRACTIONAL DYKHNE TRANSFORMATIONS

As is well known, linear-fractional transformations, which the Dykhne transforma-
tions for conductivity are, are determined by prescribing three pdingd their images
W; (i=1,2,3). According to the general theory of linear-fractional transformations, they
are also characterized by the invariance of the double ratio of four points:
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(Z_Zl)/(z_z2):(23_21)/(23_ZZ):(W_Wl)/(W_WZ):(WS_Wl)/(W3_W2)-(
2

Let us clarify the physical meaning of these invariants. Let us consider the case of an
inhomogeneous two-phase medium. Let the vari@lkequal the effective conductivity
oo(€) (wheree=X—1/2 — is the deviation from the percolation thresholand let the
points equal:Z,=o, Z,=0,, Z3=(010,)Y2 As an example let us take a system
differing from the initial system by interchange of the phas@s: o(€)=o(—€),
W,=o0,/0 (i=1,2), W= (0,0,) Y% Then, after simple calculations, we obtain that
the invariant(20) for this transformation corresponds to the well-known duality relation

ou(€)oe(—€)=010. (21)

Let us now study the invariants for a two-phase system in a magnetic field. In this
case the conductivity must be replaced by the corresponding conductivity tensors. As was
noted earlief, there exist at least three transformations for the primed system.

1. The transformed system is distinguished by an initial interchange of the phases:
W=0'(e)=0(—€), W,=0.0,/0, ol =010,l0],
Bi=pB1B21B;, i=1,2, and the imag®V;=c.(0) equals the effective conductivity ten-
sor at the percolation threshold. In this case the invariaéx is equivalent to the fol-
lowing duality relation between the effective conductivity and the Hall factor:
(oe(€)+oe(—€)/(g1+02)=(Be(€) + Be(—€))(B1+ B2). (22)
2. For a transformation with interchange of the phases and a change in the direction
of the magnetic field

W,=0oio5lof, o =o00,/0;,

Bl=—PB1B2lBi, =12, Wz=0¢0)
we obtain from the invarianf20) one other duality relation for the effective characteris-
tics:
(oe(€) = oe(—€))(o1=02) =(Be(€) = Be( = €))(B1~ B2). (23)
Hereo* is the complex conjugate conductivity tensor.

3. In the case of the third transformation, in which only the direction of the magnetic
field changes anW,=o%* (o =0y, B/ =—B;), i=1,2, W3=0(0), arelation between
the components of the effective conductivity tensor is obtained from the invariant of the
double ratio of four points:

(050 %+ (0%,)?+2cay,—b=0. (24)

Therefore the invariants of the double ratio with an appropriate choice of the vadiable
and the pointZ; (i=1,2,3) and their imaged/ andW; correspond to the relatior{&2),
(29), and(24).

Let us briefly discuss the results obtained. The properties of the Dykhne transfor-
mations as linear-fractional conformal transformations were studied on the basis of a
general approach. The fixed points and invariants of these transformations were found.
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Their correspondence to the exact solutions of the effective conductivity problem was
established on the basis of an analysis of the fixed points, and two more exact solutions
were found.

4. ON THE STABILITY OF THE SOLUTIONS OF CONDUCTIVITY PROBLEMS
IN A MAGNETIC FIELD

Let us consider the question of the stability of the established exact solutions with
respect to changes in the parameters of the phases: the conductivities and the Hall factors.
In other words, we shall study the stability of the fixed points and classify them by
stability type.

To study the stability we represent the transformatiénin the form of a finite-
difference equation

Zni1—Zy=(b+icZ,)/(dZn+ia)—2Z,, (29

i.e., the value aften+ 1 transformations is chosen as the im&geCorrespondingly, we
obtain a nonlinear system of equations for the déand imaginaryY parts:

Xni1=Xq[ (ac+bd)/(X2d?+(Y,d+a)?)],
Yor1=[(X3+Y2)cd+Y,(ac—bd)—ab]/(X3d?+ (Y,d+a)?). (26)

This system will be investigated using the methods of bifurcation thbet.us repre-

sent the left-side in the form of a time derivativ— a derivative with respect to the
number of the transformations, and let us linearize the right-hand side near the fixed
points:

Xo=Xot+t7m, Yp=Ygté.

As a result we obtain the following system of equations:
S A A

R}
where the matrix elements equal

A= —1+(ac+bd)K —2Xyd%K?,

A,=—2(ac+bd)(Y,d+a)K,

Ay=2Xocd—2Xod?[ (X3+ Y3)cd+ Yo(ac—bd)—ab]K?,

Ayy=(2Yqcd+ac—bd)K—2(Yqd+a)[(X5+ Y3)cd+ Yo(ac—bd)—ab]K?—1,

K~ 1=X3d?+ (Xod+a)2.

The values oiX, and Y for each fixed point are unique.

Let us study first the stability of a fixed point of the ty(® (a=c). In this case the
matrix elements simplify substantially:

Ay=2bY2d%K, A= —2aK,
A21= —-2c b3/2d1/2K, A22= 2bd K.
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Let us find the eigenvalues As is well known, the stability of a solution is determined
by the sign of Re§). In our case they equal

2S) )= — (At Ax) T [ (At A= ApAn]Y2 (29)

A “node” type point, according to the classification of bifurcation theBryorresponds
to both negative values. As follows from E@3), the exact solutioii8) for the effective
conductivity of a two-phase medium without a magnetic field is such a node-type point.

Let us now analyze the behavior near the fixed p@id}, which corresponds to the
effective conductivity of an inhomogeneous medium under QHE conditions. In this case
b*d=1 and correspondingly the eigenvalues equal

S;=-2/(1+a?), S,=-1-i(2ab—a?-1)/(1+a??>2 (29

For a=1 the solution for the effective conductivity under QHE conditions possesses
stability of the node typeS;=S,=—1, as expected.

In the general case, when the effective conductivity tensor has two components, in a
magnetic field we obtain for the elements for the makiat the fixed pointg12) the
values

A= —2(a’+d(db—a’K YK, A;,=0, A, =const, A,,=—2dbK.

Therefore the eigenvalues of the param&are determined by the diagonal elements of
the matrixA. Depending on the parameters of the medium, the following types of be-
havior for the fixed points are possible: “node” and “saddle”. An unstable point of the
saddle type can be obtained by changing the numerical values of the coeffaidmts
andd, i.e., changing the values of the paramei@rand 8 of the two-phase medium in

a magnetic field.

Let us discuss the results obtained. As follows from the solutions presented above,
the exact solutions for the effective conductivity of two-phase media without a magnetic
field and media under QHE conditiorieondissipative Hall phasgsre found to be
absolutely stable for any parameters of the phases — they are fixed points of the node
type. At the same time the effective conductivity tensor of two-phase media in a magnetic
field at the percolation threshold and the problem of the isomorphism of media with and
without a magnetic field can be fixed points of the saddle type for certain parameters of
the media, i.e., they will be unstable. This result about the instability of the effective
conductivity tensor is in accord with recent results obtained in Refs. 9 and 10, where it
was indicated that the linear approximation is limited in problems of the conductivity in
inhomogeneous media. An assertion that the linear approach is limited is also contained
in Ref. 11.

5. ON THE STABILITY OF THE EFFECTIVE CONDUCTIVITY IN AN AC ELEC-
TRIC FIELD

In this section we shall consider the question of the stability of an effective medium
with equal phase concentrations in an ac electric field.

Let the first phase consist of a resistance and an inductance, while the second phase
consists of a resistance and a capacitance, i.e., the conductivities of the phases are as-
sumed to equal
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(}1=0'1+|a)L, (}2=02+1ﬁwC

Using the transformations for such a medium, we obtain for the effective conductivity of
the transformed system at frequensy

ol=[(o1+iwL)(op+ LiwC) /o, (30)

i.e., we obtain a linear-fractional transformation in the form

W=,0,/Z. (31)
It possesses a fixed point of the ty(®:

Zo=(0102)"" (32
We obtain the following expressions for the quantitigsandY:

(X0)?+(Yp)?=C, A2+B?=C?, Y,y/X,=tan¢). (33

Here A=Re(s2) andB=Im(¢?2) from Eq.(27).

Next, let us investigate the stability of the fixed poi@8) by the method described
above. Calculations similar to those performed above yield

S;,=—1+(A+iB)exp +2i¢)/C. (34)

Therefore, depending on the quantitidsB, and tanf), three types of stability are
possible for the exact solution for the effective conductivity at a frequency: “node”,
“saddle”, and “focus”, according to Eq(34). The form of the stability depends on both
the parameters of the medium and the frequency of the ac electric field.

Let us consider low frequencies, lower than any characteristic frequencies of the
problem. In this cas8<0 (the capacitive current makes the main contribution to the
conductivity of the second phasandB~ C. After the corresponding calculations, it can
be shown that the fixed poir{B3), corresponding to the effective conductivity of the
medium at a frequency, possesses stability of the node type at low frequencies. This
solves the question of the existence of an effective conductivity at low frequefaties
long timeg. At long times self-averaging of macroscopic quantities occurs in an inho-
mogeneous medium. The time, the reciprocal of R¢( enters as a characteristic time.

The results of the qualitative analysis of the stability of the solutions agree with the
results of a numerical solution of equations of the typ2) for the transformatior{32)
with different numerical values oA andB. The results of a numerical solution of the
equations for the effective characteristics in a magnetic field and at a frequency will be
presented in a detailed paper.

In closing, | wish to thank Yu. B. Bashkuev and A. P. Semenov for their support of
the present investigations.
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A method is proposed for conducting an experimental search for inelas-
tic interactions of weakly interacting massive particl®8IMPs) in-
volving the excitation of long-lived levels dfGe nuclei. Analysis of

the first experimental results has made it possible to obtain the back-
ground level for these reactions as 0.0013 evéd-kg ("°Ge)-day).
Experimental limits are obtained as to the cross section for spin-
dependent inelastic interactions of WIMPs witiGe nuclei. ©1998
American Institute of Physic§S0021-364(18)00111-X]

PACS numbers: 27.58.e, 95.35+d, 23.70+]

Analysis of diverse observational data makes it possible today to give preference to
theoretical models in which the dark matter of the universe can consistléf6 bary-
onic, ~60% nonbaryonic col@nonrelativisti¢, and~30% nonbaryonic hatrelativistic)
dark matter:

The results of the few experiments to désee, for example, the review$ on the
direct detection of particles of cold dark matter, specifically, particles of the weakly
interacting massive particlaVIMP) class, which can comprise a large fraction of the
invisible dark halo of our galaxy, can so far give only the boundaries of exclusion for the
cross sections of interaction between WIMPs and detector nuclei at the corresponding
values of the particle masses.

The energy spectrum of the recoil nuclei resulting from the elastic interaction of
WIMPs with a target—detector is a continuous, exponentially decaying spectrum, a large
portion of which lies in the region of several keV. The relative ionization efficiency
factor, for example, for Ge recoil nuclei, at 10 keV equals 0.25. For such a response
function it is virtually impossible to distinguish the desired WIMP spectrum from the
spectrum of background events by means of only the shape of the spectrum. In order to
make an unequivocal claim that WIMPs have been detected it is necessary to use a
method that makes it possible to distinguish, with a high probability, the true interaction
of WIMPs from the background interaction, according to structure.

In the present letter it is proposed that a unique scheme of long-lived excited levels
of "3Ge nucleus in the case of inelastic scattering of WIMPs by a target—detector be used.
This nucleus possesses two low-lying levels with energies 13.26 and 66.781etd-
stabl@ with half-lives of 2.95us and 0.50 s, respectivelyThe level scheme ofGe is
displayed in Fig. 1.

0021-3640/98/67(11)/6/$15.00 875 © 1998 American Institute of Physics
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FIG. 1. Scheme of low-energy levels 6Ge (the level energies are given in kgV

The method employs simultaneously amplitude analysis and temporal analysis of
events together with the trace of the pulse shape. A true event should consist of a
sequence of several signals: first a signal from the recoil nucleus as a result of inelastic
scattering of WIMP<continuous spectrujrand then, over a period of several half-lives,

a complicated signal due to deexcitation. In the case of the excitation of the metastable
level, the second signal will be due to internal conversisager electrons and x rays or

a singley ray, e./y=7.2) with fixed energy (66.7313.26 ke\}, and after a shorter time
interval there will be an analogous signal with fixed energy from the 13.26 keV level. In
the case of excitation of a lower level the second signal will be due to internal conversion
or avy ray (e./y=325) with a fixed energy of 13.26 keV. Essentially the only possible
background in such an experiment is the interaction of neutrons with excitation of the
above-indicated levels. However, computational and experimental estimates show that
the contribution from neutrons can be made negligibly small by performing the experi-
ment in a deep underground laboratory with sufficiently thick neutron shielding.

In the present work a low-background germanium detector is employed, consisting
of material having the natural isotopic composition of @ef. 5, with an active mass of
0.952 kg and thus containing 74 grams’é®e.

In order to have sufficient kinetic energy to excite the first level®6fe the WIMPs
must have mass>9 GeV, and in order to excite the second level the particles must
have massn>24 GeV. Such excitations can produce particles of the photino or higgsino
type, with spin-dependent interactions. The shape of the pulse for inelastic scattering of
WIMPs with excitation of the 13.26 keV level is a superposition of the energy releases of
the recoil nucleus and electrons ata) y rays (see Fig. 2pand differs substantially
from the shape of the backgroundray or electron pulse&ee Fig. 2h In Fig. 2a the
first component E,) of the ionization pulse belongs to the recoil nucleus, while the
second componenk() belongs to conversion electrons prrays with detected energy
13.26 keV with an accuracy to within the resolution of the detector. The time intérval
between the two maxima lies in the range from 0 to several lifetimes of the excited level.
In the case when the 66.73 keV level is excited, two successive events with a time
interval from 0O to several seconds should be detected, and on account of the 53.47 and
13.26 keV cascade transitions the shape of the pulse of the second compositgustent
as in the case when the 13.26 keV level is exgitiffers substantially from that of the
pulse due to background events.
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FIG. 2. g Example of the shape of a double-event pulse. The first component of the By)seaf be produced
by the recoil nucleus and the second componé&n) (can be produced by conversion electronsyamys with
energy 13.26 keV. bExample of the standard shape of a pulse produced pyay or electron. The smooth
solid curve shows the results of a fit.

To search for events with the above-described signature of the signal data collected
over 637 days of useful tim&7.1 kg days in terms of thé3Ge) in an underground
low-background laboratory at a depth of 660 meters of water equivatewe) were
used.

To select double events a superposition of two standard p(dees-ig. 2awith the
positions [T, T,) of the maxima and the amplitudeB{, E,) as free parameters was fit
to the shape of the detector pulses. Double events with low values of the amplitude of the
first component ;) and of the time interval ) can be mimicked by an instability of
the slope of the leading edge of the pulse and by noise, i.e., it is necessary to determine
the time resolution and the energy threshold for the first component.

Information about the energy releases in each component of double events can only
be obtained from the pulse shape on a digital oscilloscope, and the energy resolution in
this case is worse than when spectrometric analog-to-digital convéAie(3s) are used.

Using a®Co calibration source and comparing the amplitudes of the signals obtained
from a spectrometric ADC and computed from the shape of the pulse, the energy reso-
lution on the digital oscilloscope was determined to be 2 keV near 13.26 keV. The
temporal resolution for double evenis the case of excitation of the 13.26 keV leyel
equal to 2us, and the energy threshold for the first component, equal to 2.5 keV, were
determined by analyzing for ¥Co source the distribution of the time intervals in the
events that had been selected as double eveats Fig. 3 for which the energy of the
second component lay in the interval 2B,<<17.3 keV. Double events can be imitated
with a ®Co source can be imitated on account of the spread in the rise times (0.75
+0.22 us for the 9-35 keV rangesuperposition of detector and amplifier noise on the
real signal, and the random pile-up of pulses. A total of 17116 events WHBasource

were analyzed. With a counting rate of 20 events/s the probability of random pile-up of
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" saaar & P L
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FIG. 3. Distribution in the E;,T) plane of events selected as double events in the cas&@oasource E;
is the energy of the first component, afids the interval between maxima

pulses in a 15s window equals %10 4, which for our case comprises five of the
17116 events. In the measurements with $@o source seven events were detected
above the time-resolution threshold ofu2 (horizontal dotted line in Fig.)3and above

the energy threshold for detection of the first compongmtthe right of the vertical
dotted ling; this agrees with the number of random pile-ups. Therefore we can confi-
dently detect double events with a time intervat2<15 us between the maximg,

andE,. The upper limit is due to the pulse tracking time 25 of the digital oscilloscope,

with allowance for 5us in front of the leading edge andws on the trailing edge of the
pulse. The detection efficiency for the desired events, equal to 0.62, was determined by
comparing this time interval with the decay curve fgp=2.95 us.

Figure 4 shows a similar distribution obtained by analyzing background events
accumulated over a period of 637 dd$2128 events in gll Twenty-nine events fall into
the range above the thresholtiotted lines. Twenty seven eventéof the 29 are in
coincidence with the active shielding, i.e., they are due to the cosmic-ray background.
Only two events in Fig. 4the energies of the first components are indicated by the
arrows do not coincide with the active shielding and can be considered as candidates for
inelastic scattering of WIMPs with excitation of the 13.26 keV level. However, for these
two events the time interval between the maxima equals 2.1 and<.Re., close to the
limit of uncertainty of the time resolution. Taking into account that fact that the prob-
ability of high-energy events with the desired exponential distribution is low and the
inefficiency factor of the active shielding is7%, these two events can also be attributed
to the background with a high degree of confidence. But, even taking account of these

Ey, keV

FIG. 4. Distribution in the E,,T) plane of background double events collected in a period of 637 days(
the energy of the first component, afds the interval between maxima
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FIG. 5. Regions of excluded WIMP masses and interaction cross sections obtained by analyzing inelastic
scattering with excitation of the 13.26 keV and 66.73 keV level€®&fe on 74 g of the isotop&Ge in a
collection time of 637 days.

events, the background level is 0.0013 evek&/-kg ("°Ge)-day). The background

level of the same detector for elastic scattering in the energy range 2.5-35 keV equals
0.51 eventgkeV- kg- day), i.e., the relative reduction of the background is by a factor of
greater than 300. Comparing the number of double events in coincid@dc@nd in
anticoincidence?2) with the active shielding shows that the main source of background
for the detector at the depth at which the apparatus is now located is from cosmic rays,
generating neutrons in the vicinity of the detector. A much greater decrease of the back-
ground can be achieved by performing experiments of this type at a greater depth using
enriched’3Ge detectors and using a better digital oscilloscope. To check the correctness
of the operation of the program selecting the double events and to estimate the probability
of random generations of events of this type, a search was made for double events with
the same selection criteria but with the energy of the second componentBy.3
=<25.3 keV. Not one double event satisfying these selection criteria was found.

In searching for events which occurred during a 3-second time interval prior to the
event with an energy of about 66.73 keV, five events in the energy 2.5-35 keV were
detected. This corresponds to a background level of 0.0032 efke\tskg("Ge)-day).

The possibility of selection by shape of the second eveascade 53.4 and 13.26 keV
was not used in selecting these events, since the dynamic range of the digital oscilloscope
employed is inadequate.

The regions of excluded masses and interaction cross sections for inelastic scattering
of WIMPs by "*Ge nuclei with excitation of the 13.26 and 66.73 keV levels are presented
in Fig. 5. The following initial assumptions were used to calculate the limits: The dark
halo of the galaxy with density 0.3 GeV/énin the region of the Earth consists com-
pletely of WIMPs with the mass under consideration and a Maxwell-Boltzmann velocity
distribution with average velocity =270 km/s and maximum velocity .;.= 580
km/s. The Earth’s velocity relative to the haloug,= 245 km/s. The same figure also
shows the limits obtained on the spin-dependent elastic interactions in this experiment
from the difference of the spectra obtained with the detector described above and a
detector not containing’Ge. It is evident from a comparison of the limits that the use of
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the special signature of events in the case of inelastic scattering of WIMPs with excitation
of long-lived levels of 3Ge makes it possible to improve the limits on the mass and cross
sections of spin-dependent interactions of WIMPs by at least two orders of magnitude
compared with elastic interactions. However, the question of the probability of such
processes remains open, since the probabilities of such interactions have been calculated
in only a few works(see, for example, Refs. 6 and, Where onlyM, transitions are
considered. The transitions in"3Ge which were studied here alg andM,,.
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We discuss the transverse force acting on a spinning cosmic string,
moving in the background matter. It comes from the gravitational
Aharonov—Bohm effect and corresponds to the lordanskii force acting
on the vortex in superfluids, when the vortex moves with respect to the
normal component of the liquid. €998 American Institute of Phys-
ics.[S0021-364(18)00211-4

PACS numbers: 11.2%d, 04.20.Gz

INTRODUCTION

In superfluids, with their two-fluid hydrodynamig$or the superfluid and normal
components of the liquidthere are 3 different topological contributions to the force
acting on the quantized vortéxThe more familiar Magnus force arises when the vortex
moves with respect to the superfluid vacuum. For a relativistic cosmic string such force
is absent since the corresponding superfluid density of the quantum physical vacuum is
zero. However the analog of this force appears if the cosmic string moves in a uniform
background charge density.The other two forces of topological origin also have ana-
logs for the cosmic strings: one of them comes from the analog of the axial anomaly in
the core of an electroweak stririgee reviewd, and another one — the lordanskii force
— is now under active discussion in the condensed-matter comnmmity.

As distinct from the Magnus force, the lordanskii fdt@earises when the vortex
moves with respect to the heat bath represented by the normal component of the liquid,
which consists of the quasiparticle excitations. The latter corresponds to matter in particle
physics. The interaction of quasiparticles with the velocity field of the vortex resembles
the interaction of the matter with the gravitational field induced by such a cosmic string
having an angular momentu— a so-called spinning cosmic strif The spinning
string induces a peculiar space—time metric that leads to a time delay for any particle
orbiting around the string with the same speed but in opposite directidrtss gives rise
to the quantum gravitational Aharonov—BoH#B) effect!*'213we discuss here how
the same effect leads to the asymmetry in the scattering of particles on the spinning string
and finally to the lordanskii lifting force acting on the spinning string.

0021-3640/98/67(11)/7/$15.00 881 © 1998 American Institute of Physics



882 JETP Lett., Vol. 67, No. 11, 10 June 1998 G. E. Volovik

VORTEX VERSUS SPINNING COSMIC STRING

To clarify the analogy between the lordanskii force and AB effect, let us consider
the simplest case of phonons propagating in the velocity field of the quantized vortex in
the Bose superfluiiHe. According to the Landau theory of superfluidity, the energy of
a quasiparticle moving in the superfluid velocity field(r) is Doppler shifted:E(p)
=e€(p) +p-Vvs(r). In the case of the phonons with the spectre(p) = cp, wherec is the
sound velocity, the energy—momentum relation is thus

(E—p-vy(r))?=c?p? (1)

Equation(1) can be written in the general Lorentzian form wjth= (E,p):

9"'p,p,=0, 9O=1, g%=-vi, g*=-c? +ulk. ¥
Thus the dynamics of phonons in the presence of the velocity field is the same as the
dynamics of photons in the gravity field:both are described by the light-cone equation
ds=0, where the intervadls is given by the inverse metrig,,, :

ds?=g,,dx“dx". 3

Here we are interested in the velocity field circulating around a quantized vagex,
=Nk /27, wherex is the quantum of circulation and is the circulation quantum
number. This flow induces an effective space in which the phonon propagates along
geodesic curves, with the interval

d32_<1 vi) gt Nkdg 2 dr2 dZ2  r2de? .

RGN B g @

Far from the vortex, where?2/c? is small and can be neglected, one has
de\> 1 2. 24,2 27c?

ds’=|dt+ —| — F(dZ+dr?+r’dg?), o=—[—. (5

The connection between the time and the azimuthal asglethe interval suggests that
there is a characteristic angular velocity For the vortex in superfluidHe, wherex
=2mhim, andm, is the mass ofHe atom, it isw=m,c?N#A. A similar metric with
rotation was obtained for the so-called spinning cosmic stringtil 3pace—time, which
has the rotational angular momentdnsoncentrated in the string core, and for a spinning

particle in 2+1 gravity10-1315.16
de)®_ 1 24 24 42
ds’= dt+ — —?(dzerdr +r2dg?), 0= 35, ©

whereG is the gravitational constant. This gives the following correspondence between
the circulationN« around the vortex and the angular momentliof the spinning string

«kN=87JG. 7

Although we are considering the analogy between a spinning string and vortices in
superfluid“He, there is a general statement that vortices in any superfluids have the
properties of spinning cosmic strings$n particular, a spinning string generates an angu-
lar momentum density in the vacuum outside the sttfibhe angular momentum density
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in the superfluid vacuum outside the vortex is also nonzero and eqéd o wheren
is the number density of elementary bosons in the superfluid vacuum: the derfditg of
atoms in superfluidHe or of Cooper pairs in superfluitHe.

GRAVITATIONAL AB EFFECT

An effect peculiar to a spinning string, which can be modeled in condensed matter,
is the gravitational AB topological effe¢?. On the classical level the propagation of
phonons is described by the equatitsf=0. Outside the string the metric, which enters
the intervalds, is locally flat. But there is a time difference for the particles propagating
around the spinning string in the opposite directions. For the vdgelarge distances
from the core this time delay approachts

41
27=—. ®
w

This asymmetry between the particles moving on different sides of the vortex is the
origin of the lordanskii force acting on the vortex in the presence of a net momentum of
the quasiparticles. On the quantum level, the connection between the time vardalole

the angle variablep in the metric(6) implies that the cross section for scattering of
phonons(photong on the vortex should be a periodic function of the energy, with a
period equal tdh . The asymmetric part of this cross section gives rise to the lordanskii
force.

There was an extreme interpretation of the gravitational AB effect put forward by
Mazurl® He argued that for the infinitely thin spinning cosmic string there is a region in
which causality is violated. To avoid causality violation the string should be transparent
to the excitations, and this is possible only if in the presence of the spinning cosmic string
the energy of the elementary particles is strictly quantifzdn# . In other words the
gravitational AB effect leads to the energy quantization in the same manner as the
quantization of the electric charge should take place in the presence of the Dirac magnetic
monopole. On the other hand there are solutions for cosmic strings which do not contain
closed timelike curve® In this case the severe energy quantization is not necetseey
however, the discussion in Refs. 12,13,19,36 any case the periodicity with period
AE=hw is retained, and the symmetric part of the scattering cross section of a particle
with energyE in the background of a spinning string with zero mas¥ts:

da'_ X - wE g
40 27Esié(62) °" he- ©)

We argue that in addition to this symmetric part there is a topological asymmetric
contribution, which gives rise to a transverse cross section

2
O'J_Zf dé sin gla(9)|>. (10)
0

The asymmetry in the scattering of the quasiparticles on the velocity field of the vortex
has been calculated by Sohifor phonons and rotons ifHe and by Clear¥ for the
Bogoliubov—Nambu quasiparticles in conventional superconductors. In the case of
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phonons the propagation is described by the Lorentzian equation for the scalar field,
g“"d,0,®=0. In the asymptotic region the quadratic temﬁér:2 can be neglected, and
this equation can be rewritten®as

E2q>—c2(—iV+Ev(r))2q>:o (11)
c °® '

This equation maps the problem under discussion to the Aharonov—Bohm problem for a
magnetic flux tub® with the vector potentiaA=v, where the electric charge is
replaced by the mass/c? of the particle'*1?*Because of the mapping between the
electric charge and the mass of the particle, the Lorentz force, which acts on the flux tube
in the presence of electric current, has its counterpart — the lordanskii force, which acts
on the vortex in the presence of the mass current carried by the normal component.

If one directly follows the mapping of the phonon scattering on vortices described
by Eq.(11) to the AB scattering, one obtains the AB re&tifor the symmetric part of the
differential cross section, now written in the form of £§). There is a not very impor-
tant difference, which comes from the definition of the quasiparticle current: as distinct
from the charged particles in the AB effect, the current in our case is not gauge invariant.
As a result, the scattering of a phonon with momentuieind energye by the vortex is
somewhat different:

dO‘_ hc 2 0 - 7E 17

49~ 2qE ' 25 7y 12
The difference between E@12) and the AB result in Eq(9) is (c/27E)sir?(mE/w),
which is independent of the scattering angl@and thus is not important for the singu-
larity at small scattering angles. For sméllthe result in Eq.(12) was obtained by
Fetter? The generalization of the Fetter result for the quasiparticles with arbitrary spec-
trum e(p) (rotons in*He and the Bogoliubov—Nambu fermions in superconduttoes
recently suggested in Ref. 25. In our notations it I%bcfp/Swvé)cotz(QIZ), wherev g
=de/dp is the group velocity of quasiparticle.

ASYMMETRIC CROSS SECTION

The Lorentz-type lordanskii force comes from the asymmetric singularity in the
cross sectiorf. This additional topological term is determined by the same asymptotic
behavior of the flow velocity, which causes singularity at small angles in the symmetric
cross section. The asymmetric part of the differential cross section gives the following
transverse cross section:

n  2wE

UL—BSIHE. (13)

At low E this result was generalized for arbitrary excitations with the spect(p)
=€e(p) + p- vs moving in the background of the velocity field around the vortex, using

a simple classical theory of scatteringar from the vortex, where the circulating veloc-

ity is small, the trajectory of the quasiparticle is almost a straight line parallel to, say, the
y axis, with the distance from the vortex line being the impact parametdr moves
along this line with an almost constant momentpp~p and an almost constant group
velocity vg=de/dp. The change in the transverse momentum during this motion is
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determined by the Hamilton’s equatiodp,/dt=—JE/dx=—pydv,/dx, or dp,/
dy=—(p/vg)dvsy/dX. The transverse cross section is obtained by integratidnpgf p
over the impact parametect

tedx (t=  dugy Nk
o, = d =

—o Ug J-w ox (%) ’

(14

Note that this result is purely classical: Planck’s constanirops out.

IORDANSKII FORCE ON SPINNING STRING

This asymmetric part of the scattering, which describes the momentum transfer in
the transverse direction, after integration over the distribution of excitations gives rise to
a transverse force acting on the vortex if the vortex moves with respect to the normal
component. This is the lordanskii force:

d3p . R d3p -
f|ordanskii=fWUL(D)UGH(D)DXZZ—NKZXJWH(D)DZNKF’”XZ. (15

It depends only on the mass current denBifycarried by excitationgmatte) and on the
circulationN« around the vortex. This confirms the topological origin of this force. In the
case of an equilibrium distribution of quasiparticles one Ras p,v,,, wherep,, andv,,

are the density and velocity of the normal component of the ligiaicavoid the conven-
tional Magnus force, we assume that the asymptotic velocity of the superfluid component
of the liquid is zero in the vortex frame

Since Eq.(15) was obtained using the asymptotic behavior of the flow field
which induces the same effective metric as the metric around the spinning string, one can
apply this result directly to the spinning string. The asymmetric cross section for the
scattering of relativistic particles on the spinning string is given by(E§). This means
that in the presence of the momentum of matter the spinning cosmic string experiences a
kind of lifting force, which corresponds to the lordanskii force in superfluids. This force
can be obtained by relativistic generalization of Etp). The momentum densitl?, of
quasiparticles should be replaced by the compoffigmf the energy—momentum tensor.
As a result, for 2-1 space—time and for small ener§y which corresponds to a low
temperaturel’ of the matter, the lordanskii force on spinning string moving with respect
to the matter is

IC:)rdanskh: 87TJGea57U’3UMT’:; . (16)

Hereu, is the 3-velocity of the string and@l’; is the asymptotic value of the energy—
momentum tensor of the matter at the location of the string. Using the Einstein equations
one can rewrite this as

fl%rdanskn:‘]eaﬁyuﬂu#R'; , (17

where R is the Riemannian curvature, which is induced by external sources, at the

location of the string. This corresponds to the force acting on a particle withJsjpaom
the gravitational field due to interaction of the spin with the Riemann tefisor.
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CONCLUSION

There is an analogy between the asymptotic velocity field far from the vortex core in
superfluids and the gravitational field induced by a spinning cosmic string. As a result,
both systems experience the gravitational Aharonov—Bohm effect, which in particular
leads to the lordanskii force acting on the vorfthe spinning stringwhen it moves with
respect to the heat bath of quasipartidire mattey.

The lordanskii force has been experimentally identified in rotating superfluid
3He—B. According to the theory for the transport of vortices’ite—B, the lordanskii
force completely determines the mutual friction paramdier —p,,/p at low T Ref. 27,
wherep is the total density of the liquid. This is in accordance with the experimental
data, which show thal, does approach its negative asymptote at ToiRef. 28. At
higher T another topological force, which comes from the spectral flow of the fermion
zero modes in the vortex cofé? becomes dominating and leads to reversal of the sign of
d, . The observed negative sign @f at low T provides experimental verification of the
condensed-matter analog of the gravitational Aharonov—Bohm effect on a spinning cos-
mic string.
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It is shown thatk-symmetry breaking arising upon the minimal inclu-
sion of an interaction of massive spin-1/2 particles withNen2 ex-
tended Maxwell supermultiplet is restored by taking into account their
anomalous magnetic mometAMM ). The k-invariant action of mas-
sive superparticles is constructed, and it is shown thaymmetry
uniquely fixes the value of their AMM. €1998 American Institute of
Physics[S0021-364(1®8)00311-9

PACS numbers: 11.25.Sq, 11.30.Pb

1. The requirement df-symmetry~2is the key principle for constructing theories of
superstrings and supgr-(andD-) branes that are self-consistent at the quantum f&del.
For this reason it is of interest to determine whetkesymmetry is preserved on switch-
ing from free supersymmetric theories to theories with interaction. The model of charged
superstrings in an external electromagnetic figddone of the simplest supersymmetric
schemes with interaction. In the caseMf 1 massless superparticles the transition to a
k-symmetric model with interaction is accomplished by using only the principle of mini-
mal inclusion of electromagnetic interactions. An important consequence of the presence
of k-symmetry in a model with interaction is that the correct constraints are obtained for
the fields of theN=1 Maxwell supermultiplef.

The compatibility of the principle of minimality ankksymmetry is destroyed, how-
ever, on switching tdN=2 massive superparticles and this, as was pointed out in Ref. 9,
requires modifications of the extended theories, similar to those studied in Ref. 10 and 11
for the case of particles with spin. These modifications, based on “renormalizations” of
the mass parameters, turned out to be equivalent to taking into account the anomalous
magnetic momentAMM) of particles with spin in a superfield descriptithin the
process, no limitations on the value of the AMM appeared.

A similar picture also arises in the case M2 massive superparticles studied
below, but here the requirementlofsymmetry will strictly fix the value of the AMM of
the superparticles.

2. The minimally extended action of a massive superpatrticle in an external electro-
magnetic field has the form

0021-3640/98/67(11)/8/$15.00 888 © 1998 American Institute of Physics
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+m( 0i"i9ia+§;ﬂ?"")

1 w“wM
5( g 9™

+ief dr(wHA, + 0°AL+ 6,A%),
1)

where z*(7) =(x*(7), 6(7) Eai(?')) are the coordinates of the superpartic=x*
+i0?05a§&i—i€f‘05&79_“i, 6, and?;xi are theN=2 supersymmetric Cartan forms,
Aw(x,0,0)=(A, A ,A,) are theU(1)-gauge superfields. Here we adopt the notation
of Ref. 8, and we shall also often make use of an abbreviated notation f@QHE 3)
andSU(2) spinor indicess,=6' , 6,= 6, and so on. We shall show that the actidh

does not possegssymmetry. It is convenient to give the proof on the basis of the Dirac
Hamiltonian formalismt? Introducing the canonical momenta

o i i, 0% 4 oA T 4 io
=—=—+IieA,, =—and 7,=——=— —mé,+eA,, 0 tieA,,
NPV o P g 90° g
- (9L iaiawac-l — .
Wdi:a—?‘ﬁz —————m,+eb'A, tieA, 2

Wherew‘a and;&i are conjugate to the Grassmann spir@”fsand?éi, we obtain for the
HamiltonianHo=x*p,,+ 6%, + 6,7 — L

H0=g[(p"“—ieA“)2+mz]. ()

Since the definitiong2) imply the primary constraintp,~0 and

Via=7Tia+ipaa§é”+m0ia—ieAia~0, Vai=;&i+i9f‘pa&+ mé,, —ieA,~0, (4)
the HamiltonianH, must be extended to the full Hamiltonia#h including all primary
constraints

HZg[(p“—ieA")er 2]+ A2V, + N VE+ #Pg- ®

The requirement that the primary constraints be conserved in time leads to the secondary
constrainty=(p“—ieA*)?+ m?~0 and to a system of equations for the Lagrange mul-

tipliers A& and\ ,,:
Qa+)\EMBa+fENab=O, 6@+)\EN/3@+YE|\W'@:0, (6)
where for convenience we have introduced the notation

eg .. — eg .. s

I\W‘B'a= —2ims@—eF@, Nayo=2P 0—€F,., P£= pﬁ—ieAa_‘a. (7
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The superfield intensities are defined in Ref. 14. In ordekisymmetry to exist the rank
of the system(6) must equal 4, just as in the free case. A necessary and sufficient
condition for this is the presence of the following constraints:

Y EM N@M—%N@wo, (8)

Q,—NgM1E2Q,~0. (9)

Just as in the free case, we assumed that matrices invelMeatad N exist. Ultimately,

only four independent equations remained in the systém the same number of
Lagrange multipliers will remain arbitrary after the system is solved, indicating that there
exist four first class spinor constraints. Substituting the solu@tinto the Hamiltonian

(5), we find these constraints in explicit form:

V=V, —N,;M 182, ~0. (10)

It can be shown that the Poisson brackiéB) of the constraintg10) is a quadratic
ponnomiaIYaB in powers ome:

{v<1> v = Yap= aﬁ+br PB))\-I-C_PMPBF, (8)

with structure functionsa, b, and c which depend on the spinor components of the
superfield intensitie§ ;. Since the PB of the first class constraikx‘@) must close on
the constraint, we find that the polynomid},; must be regarded as a new additional
constraintY ,; =0. Calculation of the PB of the constraint§" with the constrainty By

leads to a cubic polynomlafaﬁy in powers of the momen'ﬁw

{v“) Yo=Y agﬁ Z (b-ﬁ 7x+c”mePyp)+dk P PP s

aﬁv

with the structure functions, b, ¢, andd depending on the superfield intensities and
their derivatives. Analysis shows that the polynon¥gl;, does not reduce to previously

obtained constraints and must be declared a new additional constraint, satisfying the
consistency conditions. Continuing this process of checking the obtained constraints for
consistency, we arrive at an infinite sequence of new constraints which are polynomials
of arbitrarily high degree in powers &f,,,. This analysis does not make it possible to
draw a conclusion about the reducibility of the infinite set of constraints obtained to some
finite set of linearly independent constraints.

A possibility of avoiding uncontrollable multiplication of constraints is identical
satisfaction of a constraint at any stader arbitrary P). Since the coefficients of the
powers of P, are constructed from superfield intensities and their derivatives, this
possibility actually signifies a limitation on the field configurations. Identical satisfaction
of a constraint at thath stage would lead to identical satisfaction of the constraints at all
subsequent stages. However, we were not able to implement this program for arbitrary
because of the complexity of the expressions obtained. Analysis of the first two steps
showed that identical satisfaction of the constraMbay and YQB7 leads to much too

strong limitations on thél=2 physical superfieldgV andW:** W= const,W= const.
Apparently, this also happens at subsequent stages.



JETP Lett., Vol. 67, No. 11, 10 June 1998 A. A. Zheltukhin and D. V. Uvarov 891

Our analysis shows the impossibility of the existence of first class spinor constraints
and, in consequenck&;symmetry within a finite algebra of constraints. We arrive at the
conclusion that the principle of minimality by itself is inadequate for constructing the
k-invariant action of aN=2 superpatrticle.

3. Preservation ok-invariance upon inclusion of the electromagnetic field requires
introducing nonminimal terms. For particles possessing an anomalous magnetic moment
 in addition to a chargee, there is a possibility of introducing such terms without
destroying the minimal scheme of interactions due to the chargeking into account
the dimensions of the AMM . ]=L (in the systent=#=1), it is possible to construct

dimensionless gauge-invariant scala®; and ,qu which are linear in the intensities.
Similar considerations were employed in Ref."15 to introduce nonminimal terms by
lengthening the connection. Then the action for a superparticle with clesaigd AMM

M can be written in the form

ge,m:_mf dr —Fw"wﬂ-i-mf dr(ezéa+?;,i9'z)+ief dr(w A, + 0%A,+ 0,A%),

F=<1—iﬁFf)(1——Fi). (1D

The modification of the kinetic term of the superparticles achieved by replacing the mass
parametem in the first term by the field functiom* =(m?F)¥2 is, by construction, a
gauge-invariant and supersymmetric procedure. However, an analogous procedure with
the parametem in the second term would have led to breaking of global supersymmetry.
Introducing the einbeig on the world line, the Lagrangian of a superparticle in @&4)

can be represented in the form

2

1/ Fw
e

+M(020,+ 0,0%) +ie( A, + 02A + B,A%). (12)

Defining, as in Sec. 2, the momenta

o Fm, L CoaL iR
p,=—"= =ieA,, pg=—=0 and 7,=——=——w,, 0" —mb,
ox* 9 dg a6 g
Dai i —_ oL iF a - a Y
+eA,04+ieA,, Wili:(ygm =— Eei Wae— MO, +e0 A, TieA, (13

for the Hamiltonian
_ g H 2 * 2
HO—E[(p“ﬂeA“) +m*<], (14

we obtain the primary constrainfg~0 and

V= wia+ipa;,§5‘+m0ia— ieA ~0, V,i=m,+ip.,0°+ma,—ieA,~0. (15
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The complete Hamiltonian equals
H=Ho+ A2V, + NVt opg. (16)

We note that the primary constraints, in contrast to the Hamilton&rend H,, have
turned out to be “insensitive” to the nonminimal terms. Just as in Sec. 2, from the
conservation of the primary constraints in time we obtain the secondary consgraint
=P2+m*2~0 as well as a system of equations for the Lagrange multipliers that is
identical in form to the syster(6), except that now

i 2 i 2
eg - igm igm? —
=_—pPBBE = = _ D
Q=58 P s g DuF. Qu=gp PP st o DIF.

A necessary and sufficient condition for decreasing the rank by a factor of 2 is the
presence of the constraini®) and(9). The first class spinor constraints arising when the
solutions of the systerf6) are substituted into the Hamiltonidt6) have precisely the

form (10). For this reason, repeating the arguments in Sec. 2, we can state that an infinite
algebra of constraints can be avoided jfy=M .5~ N,mM 1“ﬁNBB~O It will be con-

venient for us to expand the superfield intensities appearm‘ga/g\ in terms of the
generators o5U(2):
Fog=— BW+ TaFas  Fap=e€apWt 7o Fos, Foa=Vaa™t mFe. (17

Now it is easy to findvl ~1:

n

EBuE. - | Ewimy. (18

v

. i T ie
—1Ba_ Ba -
= 2(m—ieW/2)[€_+nzl 2(m—ieWi2)

<

Substituting expressiond7) and (18) into Eq. (8') and equating the coefficients of the
various powers op,,, to zero, we find:

the quadratic term

n

S e ~35. - -
ngl {m FAo1, . Fan-10=0=FA*=0; (19
the linear term
e (20)
the free term
2im2F €ap

—2i(m+ieV_V/2)ea,3+ eNFaﬁ 0.

—ieW/2
Since ther matrices are linearly independent, we have
ﬁﬁ=o, (m+ieW2)(m—ieW/2)=(m+imugW)(m-+imuW). (21)

Substituting the constraintd9) and(20) andT:aﬁ=O into the Bianchi identities for the
superfield intensities leads to the standard constraintdNer2 physical superfields

D, W=D, W=0, Diw-D/W=0. Equation(21) can be written in the form rou
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—el2)[im(W—-W) —(mu+e/2)WW]=0. Vanishing of the second bracket, with allow-
ance for the chirality oW(W), leads to vanishing of the physical degrees of freedom:
W= const,W= const. At the same time, fixing the value of the AMM=e/2m does not
impose additional limitations oW/(W).

Thus, in contrast to the purely minimal case, it is possible for first class spinor
constraints(and k-symmetry to exist within the framework of a finite number of con-
straints, but for the field configuration89)—(21). It is nontrivial that the constraints
obtained are sufficient for selecting &h=2 Maxwell supermultiplet and that doing so
fixes the AMM u as well. On this basis the Lagrangiét?) and the spinor constraints
(10) can be written in the form

1| (m—ieW/2)(m+ieW/2) w2

(eu(e) _ 7| _
L > g gm?
+M(0%0,+ 0,0%) +ie( A, + O,A%+ 09A,,), (22)
ip VA iP,. VA
af Ba

« Voo mTiewn) Ve Ve (myiew2)’

and only four constraints are independent, sirR:’é“_V&l)/(m+ ieW/2)~Vﬁ(1). The com-
plete HamiltoniarH is obtained by substituting the solutions of the systéminto Eq.

(16) and taking into account the constraiit®)—(21). The first class constraints appear-
ing in H and corresponding to reparametrization &rslymmetries of the actiofl1) turn

out to beSU(2) invariant. It can be shown th&U(2) invariance of the original rep-
arametrization constraifft is restored by adding to it a combination of the spinor con-
straints and simultaneously redefining the Lagrange multiphgrsand \ ,,. The new
constraintT acquires zero PBs with all other constraints. With the modifications noted
the desired complete Hamiltoniah becomes

ie

(P2+m*2)—i—eDzwv +
4 a4

H= ot DLWVE |+ M VDL R VD20, (24
The action(11), taking account of the conditior{49)—(21) and u=e/2m, turns out to be
invariant with respect to the following-symmetry transformations with a local param-

eter (Ky(7),kP(7)):

% im*wwﬁgi
56, Ki(n\ 1] ¢ V-wi(m+ieWr)
— |=Pi|—. |=3 oy : (25
56 KA(r)) 2 im* »*Aki,

kdi

+ —
V= w’(m—ieW?2)
SXHE=—i 0.0 56 +i50,0"6,

where
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—im*w,;
& @B
1. “ J=0i(m+ieW/2)
Pi=54) N . (26)
© _
5(1
J= wZ(m—ieWr2) A

The matrix P;is a projector and can be used for covariant separation of the primary
constraints by clas$

vy Vvl V2 Vi
vivel =P ve ' o | i | (27)
where
5B _IPa,B m*2
1 “ m—ieW2 NV _pz2
P|=§5'j D - *2 ’
m+ieW2 V _p2 B
(28)

58 iP.j [ m*2
15i “ m—ieW2 V _p2
2] _iPz.y,B m* 2 5& ’
m+ieW2 V _p2 A

satisfy the reIationst”=Pw and P,P,=P,P,. The price for keeping covariance is
linear dependence of the constraif3):

‘pap [ %2 _ _ipBa [ 2 .
y i P m — VA 1P m V(21 —\/(2)8i
¢ m+ieW2 NV _p2 " m+ieW2 V _p2°“ '

The algebra of PBs of first class spinor constraints can be represented in the following
form: (XM, Z}=C(W,W,P,)x, {x.x}=0, where XD=v® V") 7
=(v® VM) v, .V, ,x). The indicated PBs are supplemented by the PBs of the rep-
arametrization first class constraifif which have the fornfT,Z}=0. We point out that

the algebra of first class spinor constraints closes on the second class bosonic constraint
X-

PII

We now show that the interaction constantintroduced in the Lagrangiafi?2) is
indeed the AMM of a particle. For this, let us examine in E42 the term

(i/L/Zg)w“wM(V_\/—V\I). We separate in the component expansion of the chiral superfield
W the photon termW=...—2i Bio“Ve'/”Jr ... and substitute it into Eq12). As a
result, switching to the bispinors

(—iw?lg)*d,
(i wzlg)uzg;u
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and introducing the spin operatd’= ;[ y*,y*] (the y matrices are taken in the Weyl
basig, we obtain

i — .
% o', (W-W) i =uW¥2#"¥'v ,,(x)+ higher—order corrections. (29
photon

Formula(29) is the standard Pauli term. This makes it possible to interprets the
AMM of a particle. Therefore it has been shown that theymmetry breaking arising
upon the minimal inclusion of electromagnetic interactions inNiwe2 supersymmetric
electrodynamics of charged superparticles is restored by taking into account the AMM of
the particles.
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The binding energies of baryonic systems with baryon nurgsep, 3,

and 4 possessing heavy flavor, charm, bottom, or top, are estimated
within the rigid oscillator version of the bound-state approach to chiral
soliton models. Two tendencies are noted: the binding energy increases
with increasing mass of the flavor and with increadhd herefore, the
charmed or bottom baryonic systems have a better chance of being
bound than do the strange baryonic systems discussed previously.
© 1998 American Institute of Physics.
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PACS numbers: 14.20.Mr, 14.20.Lq, 14.20.Pt

1. Many efforts have been made lately to investigate the properties of baryonic
systems with nonzero strangeness, first of all, the possibility of existence of states stable
with respect to strong decays.

Recently some of the predictions of theory have begun to find experimental confir-
mation. The near-threshold enhancement in Ahe system observed in Ref. 1 can be
interpreted as a component of a 27-plet obtained from the b&W(@) torus-like con-
figuration withB=2 by means of the collective coordinates method described in Refs. 2
and 3. Similar enhancement in tAeN system was observed many years ago in the kaon
production reaction on nuclechand was confirmed irkp scattering’ It can belong to
a 27-plet or to an antidecuplet of dibaryons. The sinblBk scattering state with isospin
T=1 belongs to a 27-pldfor a review of the theoretical predictions in tBe=2 sector,
see, e.g., Ref.)6 Analogous results are obtained in the more conventional potential
approach as well.

The question of whether baryonic systems with a flavor different fooamdd can
exist is more general, of course. The charm, bottom, and top quantum numbers are also
of interest. These can be considered in the framework of chiral soliton models, in par-
ticular, the bound-state approach to heavy flavors which was proposed in Ref. 7 and
developed in Refs. 8-10. Although charmed and bottom baryonic systems have less
chance to play an important role in astrophysics than do the strange baryonic systems
(such a role is not ruled out, howevgrtheir studies can be very useful for understanding
the peculiarities of nuclear matter fragments with unusual properties. It might be similar
to heavy quarkonia, the studies of which were very important for the development and
checking of QCD itself.

0021-3640/98/67(11)/7/$15.00 896 © 1998 American Institute of Physics
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Here the baryonic systems with heavy flavors are considered within the rigid oscil-
lator version of the bound-state approach to strange baryons, which was proposed by
Kaplan and Klebandvand used later in Ref. 10. This model has definite advantages over
the collective coordinates quantization method when heavy flavors are included in con-
sideration, primarily because of its simplicity. However, there are also some obvious
drawbacks.

2. The ansatz for the chiral fields used in Refs. 9 and 10 is:
U(r,t)=R(HUo(NRY(t), R()=At)S(1), (1)

whereU, is anSU(2) soliton embedded int8 U(3) in the usual wayinto the upper left
cornep, A(t) e SU(2) describessU(2) rotations, andS(t) e SU(3) describes rotations

in the “charm” or “bottom” direction. For definiteness we shall consider the extension
of the (u,d) SU(2) Skyrme model in the charmed direction, whenis the field ofD
mesongit is clear, however, that quite similar extensions can be made in the bottom and
top direction$,

S(H=expiD(1), D(M)= X Da(hha, e

where\, are Gell-Mann matrices ofu,d,c) or (u,d,b) SU(3) groups. The {,d,b)
SU(3) subgroup is quite analogous to thed,s) one, and for they,d,c) subgroup a
simple redefinition of the hypercharge should be madlg=(D°+D°)/+/2, Ds=i(D°
—D9%/4/2, etc.

After some calculation the well-known Lagrangian of the Skyrme model in the
lowest order in the field takes the form?°

N¢

ZB(DTD—DTD). ©)

L=-M¢g+40gD'D-Tg(m3—m2)D'D+i

HereD is a doublet formed b° andD ~ mesons, and we have kept our former notation
for the moment of inertia for the rotation into the “strange,” “charm,” or “bottom”
direction: ©.=0,=0,=0. This moment of inertia has a simple analytical form for
arbitrary startingSU(2) skyrmion, regardless its symmetry properties:

d®r, (4a)

(A4 da)?+ S72(d)?)

1 2
F,Bzgj(l_cf) Fat
F . and e are parameters of the model. The general parametrization oSthg)
skyrmions has been used hefd=c;+s;7-n with n,=c,, n,=s.,Cg, Ny=5,S4,
si=sinf, ci=cosf, etc. For the axially symmetric ansa=n¢, where ¢ is the azi-
muthal angle, an® g takes the form drawn in Ref. 11:

rdrdz, (4b)

1 n?
Fot o (FO+sf(a,e)+ r—zsfsi)

F,B:% f (1—cy)

(f,f)=(af/ar)?+(9f/9z)? andr andz are cylindrical coordinates. The quantifig
defines the contribution of the mass term in the Lagrangian:

F2
rB=7’T f (1—cq)d?r. 5)
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TABLE |. The static characteristics of thg=1 hedgehog and toroidal solitons wi= 2,3,4 (Ref. 14.

B M8 Orp Orp 0,8 I's ws we wp

1 0.865 1.86 5.14 5.14 3.98 0.200 1.18 3.66
2 1.656 3.79 10.55 16.45 7.80 0.196 1.15 3.62
3 2.523 6.16 16.85 37.85 12.85 0.205 1.17 3.63
4 3.446 8.84 23.65 72.5 18.80 0.215 1.19 3.68
4* 3.140 — — — — 0.196 1.15 3.62

B €s——2 €c—1 €c=2 €p-—1 €p-—2

1 _ _ _ _ _

2 0.096 0.16 0.15 0.17 0.19

3 0.12 0.22 0.23 0.26 0.27

4 0.18 0.23 0.21 0.25 0.25

4* 0.52 0.58 0.61 0.60 0.65

Note M g is in GeV, and the moments of inert@g g=0,=0,, O, O; andI" are in GeV'l The
excitation frequencies ., are in GeV. The binding energi€ GeV) of baryonic systems witl8=2,3,4,
S=-2, charmc=1,2 (e, 5 and bottormb=—1,—2 (e,-_; _,) are shown. The parameters of the model are
F,.=108 MeV,e=4.84(Ref. 3. The rowB=4* shows the binding energies for tBe=4 configuration found

in Refs. 15 and 16 with extrapolation farz - ,= wg_,. The uncertainty of these estimates within our choice of
the model and configurations is0.02 GeV.

Numerical values oB¢ g, I's and some other quantities are shown in Table I.

The term in(3) proportional toN B arises from the Wess—Zumino—Witten term in
the action and is responsible, within this approach, for the splitting between the excitation
energies of charm and antichartitavor and antiflavor in general case'® N, is the
number of colors in the underlying QCD; in all other cases here the indaeans the
charm quantum numbeB is the baryon number of the configuration, which can be
written in terms of the function$,« and B8 as

1 2 3
B=- m S¢S, (df da 9B)d°r. (6)

In other words, it is the Wronskian of the system described by 3 profiles, and g8
(Ref. 2. For the axially symmetrical configuration possessing also symnzetry-z,
B=n(f(0)—f(«))/m7=n for configurations of lowest energy.

The zero-modes quantum corrections due to rotation with the m&ttixhave order
of magnitudeNc_1 and are not crucial, although they are also imporfaaee also Sec.)4

3. After the canonical quantization procedure the Hamiltonian of the system takes
the form:

Ho=Ma ot ——TITTT+ . NeB
B Melb 40 g 160 5 80
m3’=m3—m2. The momentunil is canonically conjugate to the variakile Equation
(7) describes the oscillator-type motion of the fi€din the background formed by the
(u,d) SU(2) soliton. After diagonalization, which can be done explicitly according to
Refs. 9 and 10, the Hamiltonian can be written as

Tgm'3+ (DTI-11"D), (7)

)DTD—i
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HB:MCLB+ w,:'BaTa-f—;,:'BbTb-i—O(l/Nc), (8)

wherea' and b’ are the creation operators for the charm and antichdwottom and

antibottom quantum numbersypg g and JF g being the frequencies of heavy flavor
(antiflavop excitation.D andII are connected witla andb in the following way?®*°

i_ 1 iy pti i_ VNeBurp i
D'=———(a'+b"), II'=——F—(a'-b") 9
VNBur g 2i

with
pep=(1+16m5 ' TgOf g/(N:B)*)"
The flavor(antiflavon excitation frequencies andw are:

NB _ NGB
WEB= 80, (,U«FB 1), wF,B:m(MF,Eﬁ'l)- (10

It should be noted that the dn‘ferenﬁ& s~ wr 5= N:B/(40¢ g) is the same to leading
order inN, as that obtained in the collective coordinates apprdachindeed, in the
collective coordinates approach the zero-modes energy of the soliton rotated in the
SU(3) configuration space and depending on the “flavor” inefligg can be written as:

Eo(OFp)= 4®1 [NcB+ngg(NcB+2ngq+2—2T,)], (11
wherengq is the number of additional quark—antiquark pairs present in the quantized
state,N.B+3n,,=p+2q, p, q are the numbers of indices in the spinor describing the
SU(3) irrep, T,=(p+nyq)/2 is the so-called right isospin characterizing the ir(epe

Ref. 13, where thé8=1,n,q=0 case was considered, and Ref. 12, wh@® was
obtained forN.=3). The term proportional ta;gN:B in (11) coincides with the differ-
ence ofwg g and wg g in (10).

For the difference of the frequencies of excitation in the casé3=02 andB=1
systems we obtain:

1'*1 )1/2 FB ) }
— - . 12
0ra 0eg 12

It is proportional to the heavy quark masg and is positive ifl’; /@ ;=I'g /O 5. For

B=2, 3 this is in fact the case. The characteristicSb{2) toroidal solitons with baryon
numbersB=2, 3, 4 have been calculated previou¥lyFor B=2 they agree to good
accuracy with those given later in Ref. 10. For greater baryon numbers some configura-
tions of lower energy have been foutrtt®but necessary quantities lik®: g andl'g are

still lacking.

W= —7—

As a result, the binding energy of heavy flavored dibaryons, tribaryons, etc. in-
creases in comparison with strange flavor case, as can be seen from the results of nu-
merical estimates shown in Table I.

4. The ~1/N. zero-modes quantum correction to the energies of baryonic systems
can be estimated according to the expressidn
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1 _
AEl/NC: m[CF,BTr(Tr+ D+A—cep)l(I+1)+(Ceg—Crp) T(T+1)], (13

wherel is the isospin of the baryonic systenis,is a quantity analogous to the “right”
isospinT, in the collective coordinates approath;®andT,=1°"+T:

®T,B

®F,B(,U~F,B)2

®T,B

6 (mee—1), Crp=1-
20¢ o s ME.B F.B

Crp=1- (up—1). (14

In the rigid-oscillator model the states predicted are not identified with deiXe) or
SU(4) representations. However, that can be done, as was shown in Ref. 10. The quan-
tization condition p+2q)/3=B (Ref. 3 for arbitrary N, is changed to§+2g)=N.B
+3nyq. For example, the state with=2, 1 =0, andnq;=0 should belong to the 27-plet

of the (u,d,c) SU(3) group, ifN,=3 (see also Ref. 0 For a 27-plet of dibaryons
T,=1, and for an antidecupléf,=0. For a 35plet of tribaryonsT,=1/2, and for an
arbitrary (p,q) irrep to which the baryonic system belongs one ias p/2 if ngg=0.1

andT take the lowest possible values, 0 or 1/2 in our cas@®.gf-«, Eq.(13) goes over

to the expression obtained for axially symmetric baryonic systems in the collective co-
ordinates approach,while in the realistic case wit;/@®=2.7 the structure of13) is

more complicated.

The quantum correction due to usual spatial rotations, also of the ordeNgf ¥
of exactly the same form as obtained in Ref. (ke Refs. 9 and 10The binding
energies shown in Table | are defined relative to the decayBnbaryons, nucleons or
flavored hyperons. The binding energy of tBe=4 state relative to 2 dibaryons, for
example, will be smaller or negative. Since we are interested in the lowest energy states,
we discuss here the baryonic systems with the lowest allowed angular momentum,
J=0 for B=2, 4, andJ=3/2 for B=3. The latter value is due to the constraint imposed
by the symmetry properties of the configuration. The valael/2 is allowed for the
configuration found in Ref. 15.

ForB=3 and 4 the toroidal configurations we have used here do not correspond to
the minimum of the static energy, but it is only for such configurations that the necessary
quantities® g andI'g are known. FoiB=3 the toroidal configuration does not differ
much in energy from the tetrahedral one, which is known to be the configuration of
minimum energy>® (The masses of stranglets obtained from bound skyrmions Bvith
up to 17(Ref. 16 have been estimated recenfijn the bound-state soliton modeFor
B=4 the difference is large;-300 MeV in energy. However, it would be incorrect to
decrease all th&=4 energies by 300 MeV and increase the binding energies, because
the other soliton characteristics and therefore the excitation enargiesid oy, would
also change. A reasonable extrapolationBoer 4 is shown in Table I.

5.To conclude, we have estimated the binding energies of dibaryons, tribaryons, and
tetrabaryons with nonzero charm and bottom. For the top quantum number the necessary
data for the meson masses are not available, but similar results can be obtained for it also.
When the mass of the meson witk-1 was taken asn,=175 GeV, the value ofv,
turned out to be close to 130 GeV; therefore, the energy of the top-baryons is smaller
than it should be, by several tens of GeV. It also turned out that the stateBwith,
t=1 is lower in energy than the baryon wite=1 by ~1.5 GeV, and the hyperon;
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could decay into th&=2 state witht=1 and an antinucleon. In view of considerable
uncertainty of our approach this result should be checked in other variants of the model.
Moreover, the large width of thequark puts this issue in doubt.

The apparent drawback of the approach exploited in the present paper is that the
motion of the system into the “charm” or “bottom” direction is considered indepen-
dently from other motions. Therefore, consideration of baryonic systems with “mixed”
flavors is not possible here; it demands a more complicated treatment.

Since the binding energies increase with increasing mass of the flavor, the charmed
and bottom baryonic systems have a better chance of being bound than do strange bary-

onic systems. This is in agreement with the experimental factctband quuarkonia

with JP=1" are bound more strongly thas relative to the lightest pseudoscalar mesons
with the corresponding flavor. The nonzero quantum corrections to the energy of
charmed(bottom) baryonic systems are expected to be smaller than for strange baryonic
systems, because of the greater mass of chafbmitbm quarks or mesons.

The rigid oscillator model of Kaplan, Klebanov, and Westerberg that we used here
generally underestimates the masses of the quantized states if the masses of the nucleon
andA isobar have been fitted to the staff. At the same time, the collective coordinates
approach with the rigid or soft rotator variant of the model usually overestimates the
masses of baryorisii'® One of the sources of this difference is the presence of the
zero-modes contribution to the rotational energy, which is of the ordig 6®  (see Eq.
(11)1138and which is absent in the oscillator model.lt was shown recently by Walliser
for the B=1 sectot® that this large contribution is cancelled almost completely by the
1-loop correction — the zero-point Casimir energy, which is of the same dxdeiRef.

19). Anyway, since both approaches have led to similar results in the case of strange
baryonic systems, we may expect the same for the case of charmlets and bottomlets, so
that our results should be valid qualitatively, at least.

The production of states witb=1 and everc=2 will be available at accelerators
like the future Japan Hadron Facilitgnergy~50 GeV), but the production of bottom-
lets requires higher energy.

I am indebted to H. Walliser for helpful discussions of skyrmion quantization at
arbitraryN. andNg.

This study was supported in part by the Russian Fund for Fundamental Research,
Grant 95-02-03868a, and was presented at the Workshop on Science at Japan Hadron
Facility (JHF99, KEK, March 3—7, 1998.
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The interaction in a system of two neutrons

(2n) in the reaction Td,

3He) at energy

Ed=31 MeV is investigated

experimentally. Nuclear-unstable 2n, with a

decay width

I'=(1.1+0.2 MeV,

is observed with a large transverse cross sections in the interval of
angles from 6° to 13°

(do/d€)(6°)~10 mb/sr in the

center-of-mass systenifwo wide energy peaks were observed in the
3He spectra. It is proposed that

broad resonances with energies

Ex =(3.6+0.3

and Ex ~11.8 MeV,

populated in the reaction(d,

3He), are excited in the

n—n system. Their energy positions satisfy the interval

rule E4:E2=3.3,

indicating the possible existence of a “rotational band” with the
characteristics 2 and 4+.

The “radius” of the dineutron is estimated from the relation
AE=A2I(1+1)/2uR2 to

be ~8 fm.

[S0021-364(18)00511-8
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13.75.Cs

The question of the forces acting between two particles is a
fundamental problem of classical and quantum physics. The solution of
this problem has made it possible to understand the nature of
electromagnetic and gravitational forces. It is well known that the
existence of numerous excited states in the hydrogen atom was the key
to the construction of the “planetary” model of the Bohr atom.

Nuclear forces differ sharply from electromagnetic forces by their very
short range, and the deuteron — the simplest nuclear system with an
anomalously low binding energy

(e=2.22 Me\) — does not have

excited bound states like the hydrogen atom.

However, the experimental study of pn and pp

scattering has firmly established an interaction in the final state in
these systems with isospin=IL and it has been shown that

singlet d and 2p systems possess virtual levels

near the decay threshold. In the 1960s and 1970s the hypothesis of the
charge independence and symmetry of nucleon—nucleon interactions was
checked experimentally in measurements of the scattering lengths. A
small difference was found in the n—n and p—n

interactions:

ann=-—16.6 fm and

anp=—23.7 fm(see, for

example, the review in Ref,)1In contrast to p—p

and p—n scattering, because of the unavailability of

neutron targets the main means of studying the n—n

interaction have been the reactiongPp), T(n,

d), D(d, 2p), T(d,

3He), and Tt,

4He). We note that in these

investigations emphasis has been placed on confirmation of the
hypothesis of charge independence and symmetry of the nuclear forces
and not on a search for excited states of unstable

2n. As arule, the spectra have been obtained

In a narrow energy range near zero binding energy of the

dineutron.2 On the other hand, in high-energy physics the

searches have been conducted for “narrow’” dibaryonic resonances
(2p) with energies of tens and even hundreds of

MeV, which are traditionally far from the excitation energies
characteristic for low-energy nuclear physics.3

The objective of the present work was to search for excited states of
the dineutron in the reaction(d,

3He) by the conventional methods of

nuclear spectroscopy in the interval from the

2n ground state up to the maximum possible

energies admissible under the experimental conditions

(Ex ~15 MeV). Of the

three variants of the search for dibaryonic resonances

(2n,2p,np the first one was chosen because a

purely nuclear interaction of two identical particles occurs in this

P
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the transverse cross sections

(da/d€2(6°)~10 mb/sr in the

center-of-mass systerand their sharp forward elongation. This is
evident from Fig. 3, where the experimental angular

distributions for the reaction(d,

3He) are presented. The filled

circles indicate the differential cross sections for the

2n ground state, while the open circles

correspond to the resonance with

E=3.6 MeV. Conversely, the

parasitic process(d,

4Hex ), proceeding with

formation of unstable levels of

4Hex and their subsequent

dissociation into 3He& n, is more

complicatedtwo-nucleon pickup reactionMoreover, as one can see
from the table of the decay widths presented in Ref. 6, the
dissociation of 4He

proceeds predominantly with the emergence of a triton and not a
3He nucleus.

The main results of this work are presented in Table

I, where the excitation energies of the hypothetical

resonances in 2n are given in the first

column, the proposed values of the spins and parities are given in the
second column, and estimates of their decay widths are given in the
third column. Nonetheless, we believe that additional experiments at
high incident deuteron energié€s0—60 Me\j must be performed in order
to confirm the results obtained.

We thank M. V. Zhukov and I. M. Pavlichenkov for helpful discussions
and a number of valuable remarks, as well as SK'BoEthe

Ukrainian National Academy of Sciences for preparing the
titanium—tritium targets.
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Cherenkov emission of magnons by a slow monopole
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The energy losses due to Cherenkov emission of magnons during the
interaction of a slow heavy monopole with magnetically ordered media
are discussed. €1998 American Institute of Physics.
[S0021-364(98)00611-7

PACS numbers: 14.80.Hv

The observation of slow, heavy monopdtésvould be of fundamental significance
for elementary particle physics and cosmology. However, most modern detectors possess
a low efficiency when detecting slow monopoles with velocitiégs<10 * (Ref. 3. For
this reason, for both detector physics and astrophysics it is of interest to consider different
mechanisms of the interaction of monopoles with matter.

In the present letter we study the passage of a slow monopole through a magneti-
cally ordered medium. In this case the main mechanism of kinetic energy loss is Cher-
enkov emission of magnons. This is because the phase velocities of magnons reach zero
and the monopole—magnon coupling is linear and large.

For definiteness, we shall study a ferromagnet but the estimates obtained below are
more general.

The magnon Hamiltonian in the presence of the magnetic field of a moving mono-
pole can be written in the form

H=> hoalac+ Y (fee  al+c.c), (1)
X K

wherea/ is the creation operator of a magnon with wave vedtpiw, is the magnon
dispersion law,Q)=k-v, v is the monopole velocity vector, anig is the coupling
coefficient between the monopole magnetic fiBle gV (1/r) and the magnon.

The energy of magnons emitted per unit time equals

_277

€= 7; oy fi|28(Qy— wy). (2

Let the velocityv of the monopole be directed along the spontaneous magnetization,
fixing the direction of theZ axis® Then

0021-3640/98/67(11)/3/$15.00 910 © 1998 American Institute of Physics



JETP Lett., Vol. 67, No. 11, 10 June 1998 P. V. Vorob’ev and I. V. Kolokolov 911

_47rg,uB\[Skx—iky
fk_as/z\/v P )

wherea is the lattice constany is the volume of the sampl& is the spin at a lattice
site, andug is the Bohr magneton. Substituting expressiBnEgq. (2) for e becomes

20%u2S
= ng fd3kw
ach

The integration in Eq(4) extends over the first Brillouin zone.

kZ+kJ
L 8k — wy). (4)

If v=u, whereu is the velocity of magnons near the boundary of the Brillouin zone,
then the magnons with lardeare important. Then

(J)gzb)M

€=——, ®)
v

where the frequency;M=47r,u§S/ha3 characterizes the magnetization of the medfum,
— 1 [d%;
w= Ef k_zka (6)
L
kK, = (ky.,ky), andw is of the order of the maximum magnon frequency.
For g>=4700 e?> we obtain

e=10°- Ry~wM(;T), (7)
wherer=alv is the characteristic interaction time.

Typical values for magnetically ordered dielectrics are 1072 s71, wy=10"11
s and forv/c=10"* we havee=10'eV/s, which corresponds to losses per unit
lengthdE/dI=10° eV/cm.

It is evident from Eq.(5) that the losses and dE/dI increase with decreasing
velocity v of the monopole. When the velocity becomesy <u, magnons from the
bottom of the spectrum make the main contribution to the losses. For them
= we(ak)?, wherewe, is the frequency characterizing the exchange interaétiahe
expressions for the losses now become

1

2 wpmU

- , 8
e ®

dE_e_ , Om

di v 944 a2

(€)

As one can see, as the velocity of the monopole decreases, the energy losses per unit
length become constant. The characteristic values eaféwo,=102, and for v/c
=10 * anda=10 8 cm we havedE/dI=10° eV/cm.

It is evident from these estimates that the level of the energy losses of a slow
magnetic monopole in a magnetically ordered medium is comparable to that of the
ionization losses of a fast monopole. This opens up new possibilities for constructing
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detectors in the range/c<10~ 4. Conversion of spin waves into electromagnetic waves
makes it possible to register the passage of a monopole through a slab of magnetic
material by standard radio electronic means.

A detailed analysis of other mechanisms of the interaction of a slow monopole with
matter is given in Ref. 6.

We thank L. M. Barkov, I. B. Khriplovich, and V. V. Yanovskior their interest in
this work and for helpful remarks.
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Phase conjugation of magnetostatic waves by a local longitudinal pump
in yttrium iron garnet films is observed experimentally. Theoretical
expressions are obtained which describe the experimental curves well.
© 1998 American Institute of Physids0021-364(108)00711-7

PACS numbers: 41.20.Gz

1. Phase conjugatiofor wave-front reversalhas been well studied in the optical
range, where it opens up new possibilities in adaptive optics, laser-driven fusion, corre-
lation information processing, and so b phase conjugatiofPC) the nonlinear inter-
action of a signal wave with a complex amplitude and a referencpump wave with
amplitudea,, gives rise to a wave with the complex-conjugate amplitade=const
Xaj, which always propagates counter to the signal wave irrespective of the angle of
incidence of the latter on the interaction region. This is equivalent to the time reversal
operation: The signal wave is not reflected from the interaction region according to the
laws of geometrical optics but rather it propagates backward away from the interaction
region along the same trajectory along which it arrived; the wave front of the conjugate
wave is the same as that of the signal wave, but propagating in the opposite difection.
One method of PC is the parametric method, in which a parametric wave and one or two
pump waves, respectively, for parametric excitation of the first or the second orders,
engegder an idler wave with complex-conjugate amplitude relative to that of the signal
wave:

2. In the present work we investigated the phase conjugation of magnetostatic back-
ward volume wave$MSBVWSs) in yttrium iron garnetYIG) ferrite films by parametric
interaction of the waves with a local electromagnetic pump. The pump frequgnesas
double the signal frequenay,, i.e., a first-order parametric process occurred. The ex-
periment was performed on an ordinary magnetostatic delay(fige 1), where, how-
ever, besides input and output transducers separated by 7.5 mm a third electrode was
placed midway between these transducers for feeding the pump signal to tHeAfilm.
three transducers consisted of segments of microstrip transmission lines shorted at the
end; the input and output transducers wereu®® wide and the pump electrode was
200 um wide; the YIG film was 4.9m thick and 1.6 mm wide.

0021-3640/98/67(11)/6/$15.00 913 © 1998 American Institute of Physics
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FIG. 1. Ferrite film1 with input 2 and output3 transducers and a pump-field transduéeThe active region
where the magnetostatic waves interacted with a local pump field is located at the center of the hatched region.
The phase conjugate signal is extracted from the input trans@ucer

An external magnetic fielt=1015 Oe was applied tangentially to the plane of the
film and perpendicular to the axes of the transducers. This corresponds to operation of the
magnetostatic delay line in the MSBVW regime. The experimentally measured delay
time ty of the MSBVW pulse in the linear regime for a 4686 MHz carrier frequency was
equal to 336 ns, which agrees well with the theoretically computed values of the group
velocity 2.22 cmis and delay time 338 ns. The total loss at the carrier frequency was
~13 dB. The input signal pulse had a duratien =40 ns and a square shape. The
energy of the pump at frequenay,=2w, was fed from a magnetron generator through
a matching transformer to the central electrode at the moment when the signal pulse
passed through the active region near this elect(see Fig. 1. The pump pulse duration
7, varied from 20 ns to 70 ns and the maximum pump power reached 6.7 W, which gave
an amplitudeh, of the microwave magnetic field at the film of up ig=30 Oe.

3. To give a theoretical description of PC of MSBVWs in the experimental system
(see Fig. 1 it is necessary to solve a one-dimensional problem of the interaction of a
signal MSBVW with a local parametric pump. This problem belongs to the general class
of problems of parametric interaction of three or four waves of different naaptcal,
plasma, elastic, spin, and so)oim an active region of finite length. For spin and
magnetostatic waves the effect of the pump localization during the parametric interaction
has been studied only in the stationary case of monochromatic signal and pachio
find the thresholds for the excitation of the waves by local pumpifiihe problem of
local pumping has been investigated in greatest detail in Ref. 2, where, however, only the
case of stationary pumping was considered. This is clearly unacceptable for a multiwave
system, such as a ferrite film, where in principle pulsed pumping must be used in order to
obtain any appreciable amplification and conversion of wéves.

We solved the nonstationary problem of the interaction of an arbitrary signal wave
with a nonstationary uniform pump localized in the region of interaction of lehgind
having withinL a constant amplituda, . The analysis was performed using the standard
system of equations, derived by Bloemberdg&€meglecting the back effect of parametric
processes on the pump:
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J J
(E"’Fl'f'vl& a1=Vapa§ +f1(t,Z),

d

d
E+F2_025 a’EZV*a’;al-i-fz(t,Z). (1)

Herea;=a;(z,t), a,=a,(z,t) are the slow complex amplitudésnvelopey of the sig-

nal wave, exfi(k;z+wqt)], and the idler wave, eXf{—k,z+w,t)]; ki=k,=k, w;+ w0,

= w,. Only the pump parameté&fa, takes into account the specific nature of the inter-
acting waves; in the case of a parallel puma,= hy[ (»,/2)?—(gH)?]/2w,H (Ref. 9;

I'y , are the relaxation parameters of the wavas,are the group velocities of the waves,
andg is the gyromagnetic ratio for electronic spin. The external fofgeandf, describe
distributed sources acting in the interaction region in addition to the pump. These could
be, for example, random thermodynamic disturbances, which were used in Refs. 6 and 10
to calculate the thresholds. In that case they can be assumed to be constants. In our case
of the general formulation of the problem the thresholds can be calculated negligcting
and f, from the condition of an infinite gain in the stationary regime. The initial and
boundary conditions must be added to ED:

a(t=0)=al(z), ay(z=0)=a(t),
as(t=0)=ad*(z), aj(z=L)=a>*(t). 2)

The solution Eqgs(1), taking account of Eqg2), was obtained by the method of Green'’s
functionsG;; (t,z,2');* an expression for the phase conjugate wave with the signal wave
present only at the entrance=0) is

t L
ag(t,z)zf 621(t—t’,z,0)vlaf(t’)dt’+f Gy (t,2,2)al(z')dZ, 3)
0 0
G P K z 7'\ z 7 K ,
2(t,2,2")= N plrul T~ | ettki(z=2"),

(T oo
K(T,g,gl): E nZO [PZH(T1 an)_ PZn(TaIBn)_ P2n+2(7'1 ')’n)+ P2n+2(7'1 6n)]1

5 n/2
|n(o.v7.2_§2),

Pu(1,6)=0(7—§) pry

O (7) is the Heaviside unit function,,(x) are Bessel functions with imaginary argu-
ments; and,

an:2n+|§_§,|’ Bn=2n+2—({+{'),
Ya=2n+({+ '), 5n:2n+2_|§_§’|,

o= Vapl_ p= 2U1U2 M:U]__UZ © :Ulrz+vzrl :FZ_F]_
‘/vle, (Ul‘f‘vz)l_, Ul+U2’ r Ul+U2 ' r Ul+02

Formula(3) was used to construct the theoretical curves in Fig. 2. In accordance with the
experimental conditions, it was assumed thgtv,=v, I'1=0,=T", andv/I'>L.
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FIG. 2. Conversion ratit,,, describing conversion of the incident signal into a phase conjugate signal, versus
the pump power for the linear, %) and soliton O, @) operating regimes of the delay line at pump pulse
durations7,=20 ns(x, ®) and7,=40 ns (¢, O); solid curvesl and2 — theoretical calculation according

to Eq. (3) for 7,=20 and 40 ns, respectively.

Without dwelling here to analyze the solutions obtained, we note only that they
depend strongly on the ratig of the pump poweP,, to the threshold powePy, deter-
mined by the damping of the MSBVWS, the sikzeof the active region, and the group
velocitiesv; andv, (Refs. 4 and 1P For »=P,/P4<1 a stationary phase-conjugation
regime obtains and fom>1 a nonstationary regime, accompanied by exponential
buildup of the waves in time, obtains.

4. In the experiment the signal pulse with frequergyand durationrs=40 ns was
fed into the input transducer of the delay liteee Fig. L. The MSBVW packet excited
by this pulse propagated along the YIG film to the output transducer. At the mdment
when the MSBVW packet passed through the active region a pump pulse with duration
7, and frequencyw, was applied to the film. As a result of the action of the pump, the
first MSBVW packet, continuing along its path to the output transdtieeas amplified
in the active region and a phase conjugate MSBVW packet was formed and appeared
after a timet,=t; near the input transducer, exciting in it an output electromagnetic
signal which was delayed relative to the input signal by the fipiet,~t.

In the course of the experiment the pulse poWeof the delayed phase conjugate
signal at the input transducer was measured with different pRgend signaP powers
and different pump durations,. Next, the parametric conversion ratg,, describing
the parametric conversion of the incident signal into the phase conjugate signal, was
calculated. It equals the ratio of the power of the phase conjugate wave at the entrance
into the active region to the power of the input signal at the same point of the delay line
and is convenient for making comparisons with the theory. Figure 2 displays the experi-
mental curves oK, versus the pump power for two pump duratioms=20 ns and 40
ns. At first the input signal power was equal to 5 mW and the delay line operated in the
linear regime. The solid lines in Fig. 2 show the results of a theoretical calculation using
Eq. (3). In this casePy,=7.8 W, i.e., in the entire range of pump powers at our disposal
phase conjugation occurred in a stationary regime. Figure 2 shows good agreement be-
tween theory and experiment, though at the maximum pd¥ye+ 6.7 W an appreciable
decrease of the conversion factor relative to the expected values was observed. This could
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be due to the multiwave nature of the spin system of the ferrite film: At high powers more
and more spin waves are above the excitation threshold and impede transmission of pump
power to MSBVWs"

5. We also realized experimentally phase conjugation of MSBVW envelope solitons
arising in the YIG film when the input signal level exceeded a certain critical level for the
formation of solitons? In our case this level was equal B,=140 mW. The experi-
mental results on phase conjugation of a signal with a power of 200 mW, for which a
MSBVW soliton propagates in the film, are also presented in Fig. 2. One can see that the
conversion ratio describing the conversion of a soliton into a phase conjugate signal is
always less than for a weak linear signal, especially at high powers and with long pump
pulses. This could be due to the stronger influence of parametrically excited higher order
types of oscillations of the spin system, since now they are subjected to two powerful
pulses — signal and pump. Of course, the circumstance that the soliton pulse is narrower
and possesses internal frequency modulation also has an effect.

The thresholds for the formation of envelope solitons of the phase conjugate wave
were calculated, using the conjugate wave profile obtained fron{3gby the inverse-
problem method with the aid of the nonlinear Salinger equation. We neglected the
influence of nonlinear and dispersion effects in the pump region, making the assumption
that the pump duratiom, and the passage time of the signal through the active region
were short compared with the nonlinear distortion and dispersion spreadingfirtes.
turned out that the conditions of our experiment admit the existence of a phase conjugate
wave soliton, but we were not able to observe it experimentally.

In summary, we have investigated experimentally and theoretically the phase con-
jugation of MSBVWs in YIG films by means of locally uniform parallel pumping. The
pulse power of the phase conjugate signal at the start of the pump region was more than
three times greater than the power of the low-amplitude input pulse. In the case of a
powerful input signal, forming an envelope soliton, the conversion ratio describing the
conversion of the incident signal into the phase conjugate signal was almost two times
lower.
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Grant 2.4/707, and by the US National Science Foundation under Grant DMR-9701640.
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Screw-type transparency in a three-level medium
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A solution is obtained for the system of Maxwell-Sctfirger equa-
tions describing the propagation of a laser pulse through a threeAevel
medium in which the initial atomic populations are in a specially pre-
pared coherent superposition of low-energy states. This solution de-
scribes a new type of transparency which is characterized by the pres-
ence of conversion of the frequency of the incident pulse and can be
used, specifically, to produce “optical keys” and frequency converters
for laser radiation. ©1998 American Institute of Physics.
[S0021-364(®8)00811-]

PACS numbers: 42.50.Md

Several types of transparency in multilevel resonance media are now known. One
type is called self-induced transparen@IT) and was discovered in the mid-1960s by
McCall and Hahr. The essence of the SIT phenomenon is that the leading edge of the
incident pulse transfers particles of the medium into an excited state, while the trailing
edge of the incident pulse induces the particles to emit coherently, giving up energy to the
field. If the area under the puldetegral of the Rabi frequency over timequals 2r,
then such a process of taking energy away from the leading edge and transferring it to the
trailing edge does not change the area of the pulse. Therefore the pulse propagates
without loss in the medium. Self-induced transparency in multilevel media has been
studied mainly by numerical methods. However, analytical solutions have also been
obtained for stationary propagation of two-frequency pulses in three-level media, for
examplée?

Another, well-known mechanism for producing transparency in a medium consisting
of multilevel atoms is electromagnetically induced transparg&ty).2 EIT is based on
the fact that under the action of the leading edge of the incident pulses under certain
conditions the atoms in the medium end up in a coherent superposition state which is not
coupled to the excited state, and they stop interacting with the field. Resonance radiation
in the medium propagates without losses and without dispersion distortions.

In the present letter we describe a new type of transparency in a coherent three-level
medium that combines the effects characteristic of both SIT and EIT. Besides transpar-
ency, the phenomenon studied here includes a transformation of the frequency of the

0021-3640/98/67(11)/8/$15.00 919 © 1998 American Institute of Physics
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FIG. 1. Diagram of the energy levels of thke atoms in the medium.

incident radiation in the course of propagation. Under certain conditions this transforma-
tion can reduce to complete conversion of the frequency.

The significance of the term “screw” in the title is as follows: To observe trans-
parency of this type a definite spatial periodicity of the initial nonuniform low-frequency
coherence and initial populations of the low-energy levels of the medibread on a
female screwmust correspond to the given frequency, maximum amplitude, and spatial
width of the incident pulse of a prescribed fofthread on a male screwThis property
of the phenomenon under study is interesting, in our view, in connection with the possi-
bility of producing an optical key.

BASIC EQUATIONS

Let us consider a medium consisting of atoms with a&cheme of levelgFig. 1).
Let initial coherence between levels) and|2) be induced in this mediurftoday the
production of such coherence does not present any experimental diffijultiésie the
entire population is in the lower levels.

Let a pulse propagating along thexis in resonance with the transitiph) — |3) be
incident on a medium prepared in this manner. Coherence at the trarditien|3) is
excited by this pulse, and on account of the presence of an initial coherence at the
transition|1)—|2) radiation is induced in the medium at the frequency of the transition
|2)—|3) and is likewise directed along theaxis. We shall assume that the system of
atomic levels is such thd;=k,=k, wherek,, is the wave number of the field at the
transition|m)—|3) (m=1,2). Then the total field can be represented in the form

E=E.(z,t)eexp —i(wit—k2z))+Es(z,t)eexp —i(wot—kz))+c.c, 1)
wherew;=(e3— €1)/%,w,=(e3— €,)/f, ande; ande, are unit polarization vectors.
We shall write the wave function of an atom in the medium as

|2>+a3(z,t)ex;{ —i%t) 13),
2

|‘1’>:al(21t)exr< =i %t |1>+a2(z,t)ex;{ —i %t

where|1), |2), and|3) are the eigenstates of the unperturbed Hamiltomigr(F | «)
=6”|,u,>, n=1,2,3) anda, is a probability amplitude £=1,2,3). We shall study the
dynamics of such a three-level atom in the fi€ldl in the presence of a coherent inter-
action regime(neglecting spontaneous relaxation
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Under conditions of exact resonance and in the rotating wave approximation, from
the Schrdinger equation we have for the nonstationary probability amplitudes

%al(z,t) =107 (z,t)az(z,t)exp —ikz),

%az(z,t)=iQ;‘(z,t)a3(z,t)exp(—ikz), 3

%ag(z,t) =iQ4(z,t)a;(z,t)expikz) +i1Q4(z,t)as(z,t)expikz),

where Q(z,t) =(3|dn- em/M)E(z,t)/% is the Rabi frequencynj=1,2) andd, andd,
are the dipole moment operators of the transitifijs—|3) and|2)—|3), respectively.

Let us choose real Rabi frequencies and introduce the notation

Dy(zt) Oo(z,t)
azy et 5o

Q(z,t)=VO%(z,) + Q3(z1), =cosge(zt). (4)

Instead of the amplitudes,, a,, andas we introduces, r, andas:

Q4(z,)a(z,t) +Qy(z,t)an(z,t)
Q(zt)

s(z,t)= expikz/2),

QZ(th)al(Z!t) _Ql(zit)aZ(Z!t)

r(z,t)= iz

exp(ikz/2), (5

as(z,t)=—ias(z,t)exp —ikz/2).

Then the systen(3) acquires the form

J _ de(z,t) J P de(z,t)
Sr@h=————s@z1), —s(zt)=-Q(zhas(z,)+——r(z),
(6)
ez =0
Eag(z,t)— (z,t)s(z,t).
Next, assuming that the interaction is adiabatic
|dplat|<Q, (7)

we have that the system of equatidié$ decomposes into two independent subsystems:
i 0, 2 =-Q(zt)a Sa(z)=0 8
Er(zrt)_ 1 ES(th)__ (Zyt)aS(Z!t)l Eaﬁ(zyt)_ (th)s(zlt) ( )

The solution of the systert8) has the form
r(z,t)=const=rgy, s(z,t)=sy cog6(zt)/2), Es(z,t)zso sin(6(z,t)/2), 9

where 6(z,t)=2f" _Q(z,t')dt’ is the area of the total pulse and the fact thgl_ _..
=0 is taken into account. We also assume that the initial values of the ampl#uhebs
r do not depend om, and we denote them sy andr, respectively.
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To take account of the change in the radiation field on account of the influence of the
medium in which this radiation propagates, we write down the abridged Maxwell wave
equations for the slowly varying amplitudes of the waves propagating along dks:

J J

5+ . ﬁ) Em(z,t)=27iNkdnas(z,t)an(z,t)exp —ikz) (m=1,2), (10
where d,=(3|dn,- ex/m), andN is the number density of atoms in the medium. For
simplicity we shall consider a medium in which=d,=d. Making the substitution of
variables{=z and r=t—z/c, we obtain from Eqs(10)

d 2 o~
—Q({,7)=— —7—Nkdas({,7)s*({,7). 11
14 h

Next, switching to the area of the combined pulse, we have
i 0 = ing 12
a_gz_ (é’vT)_ a SIn (ng)! ( )

wherea=27Nkdb|so|?/%.

Equation(12) is the sine-Gordon equation. Let us consider a particular solution in
the form of a single solitord(z,t) = 6(z—ut). Then the solution to Eq12) is

6(z,t)=4tan (exp — v(z—ut))), (13
where
@ 27k Nd?|sg|?
V2= = . (14
u(l—u/c) Au(l—ulc)
Hence we have fof)
190
Q(z,t)=5Ea(z,t)=vu~sechjv(z—ut)). (15

Expression(15) is a particular solution of the equation describing the propagation of a
pulse in resonance with the transitith)—|3) in a medium prepared so thsj andr
would be independent af. This is accomplished by prescribing a definite spatially
nonuniform distribution of the initial population$a;|?, |a,|?> and the coherence
p1=2a;as . It follows from Eq. (15) that if the pulse incident on the medium and in
resonance with the transitidd)—|3) has the form of a hyperbolic secafwhose pa-
rameters correspond to the initial state of the medjuhen as the pulse propagates in the
medium, the electromagnetic field will vary in a manner so that the aggregate pulse will
retain the initial form(15) and will consist of two pulses with two different carrier
frequencies. The propagation velocity of such an aggregate pulse can be easily deter-
mined from the expressioﬁﬁm: A%, Substituting Eq(14) into this expression, we
obtain

Cc
u= 2,2
1+ 27h wN|sy|*/E

max

(16)
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wherew=kc and E2,, is the squared maximum value of the amplitude of the incident
pulse.

The contribution of each spectral component to the aggregate pulse is characterized
by the quantitye(z,t), which can be found simply by differentiating:

* *

d rs _ B i

—o(l,7)=—«a cosh v(z—ut)]sin 2 tan Y(exp — v(z—ut)))]=—a .

24 sgvu sovu
17

Since ¢(z=0)==/2 (the incident pulse has one carrier frequene)), we obtain the
solution to Eq.(17)

*
o

T
e(zt)==—«a Z, (18

2 stwu
whence one can see thap/dt=0, i.e., the adiabaticity conditiofr) holds automatically.

Using Egs.(4) and(5), we obtain the following expressions for the amplitudes
a,, andags:

0
a;=sin ¢(z) sy COS exp —ikz)+cosp(z)-ry exp—ikz),

2

0 7 . . -
a,=Co0S ¢(z) Sy COS 5 exp(—ikz)—sinp(z)-ry exp—ikz), (19
az=isy sin—— exp(ikz).

2

From Eqgs(19) we find the initial populations and the low-frequency coherence which are
required for the medium to be transparent:

|a,|?=sirte(z) - |So|?+ coLe(z) - |ro|?+sine(z) - cOSe(Z) - (S § +SETo),
|a,|?=coge(z) - |sp|?+Sirfe(z) - |ro|?—sine(z) - coSe(Z) - (Sof§ +SaTo), (20)
|ag|*=0, p1p=a,85 =sing(z)-cose(z)- (|se|*—|rol?)

—sirte(z) - sof§ +coge(2)-Sir.

The constants, andr , satisfy the conditiofisy|2+|ro|2= 1 (see Eq(5)) and they can be
interpreted as probability amplitudes of the initial population of the superposition states
|s) and|r), respectively.

DISCUSSION

Let us suppose that we have a medium with a prescribed dewsityd consisting of
A atoms with the dipole moment of the transitiit) —|3) (Fig. 1) equal tod. Then a
definite value of the amplituds, (and thereforer, alsg, which is determined from
expressiongl14) and(16) as
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FIG. 2. Initial low-frequency coherence of the medimp) and amplitudes of pulses with frequenciesand
w, — E, andE,, respectively, at three successive moments in tibwtom — left-most — incident pulse
before entry into the medium) ao/so=0.1; b ro/s,=2 (this picture is observed if 2% wN/E2,>1).
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corresponds to definite parametémsaximum amplitudeE,,,, and spatial widthv 1) of

the hyperbolic secant puls@d5) incident on the medium and in resonance with the
transition|1)—|3). The values of, andr correspond to a spatially nonuniform distri-
bution of the initial population$a,|?, |a,|? and the coherencg,,, determined by ex-
pressiong20). Screw-type transparency is observed only when such a correspondence
holds.

The phenomenon considered here has, in some sense, an analogy with a male and
female screw or a lock and key. A concrete pulsey) propagates transparently only in
a medium prepared in an appropriate manfheck). Therefore this phenomenon could
find practical application for producing “optical keys.”

For a deeper analysis of the mechanism of screw transparency we shall examine two
limiting cases.

1. Let us suppose that the parameters of the incident pulse are such that as the pulse
passes through an appropriately prepared medium a substantial portion of the population
is in the upper level3). This situation is realized fos,>r, (see Eq(19)). The mecha-
nism leading to the formation of transparency is similar to SIT. The shape of the envelope
of the pulses with carrier frequencies and w, is close to that of the envelope of the
incident pulse(Fig. 29 (this is valid for ZthN/E,ZnaPl, which holds in all cases of
practical interest If the parameters of the incident pulse are such fgatl (r,=0),
then, as follows from Eq(20), the medium should be in the following initial state:
la;|?=1, |a,|2=0, p1,=0. The population does not transfer into {2¢ level and screw
transparency completely degenerates into two-level SIT.

2. Let sy<1. As one can see from E@19), the upper stat¢3) is then virtually
empty. Using the established terminology, we can say that the atoms of the medium are
trapped in a superposition stdte which does not interact with the field. This situation
is similar to EIT. The envelope of pulses with carrier frequencigsand w, has a
strongly distorted shapé-ig. 2b (for 27rﬁwN/Eﬁ1ax>1) Degeneracy appears >
=0 and reduces to the following trivial situatidey, |2=0, |a,|2=1, p;,=0. The pulse in
resonance with the transitidd)— |3) does not affect the population in the leya).



JETP Lett., Vol. 67, No. 11, 10 June 1998 Kazinets et al. 925

In all intermediate cases screw transparency is produced by two mechanisms. Part of
the population is trapped in a superposition stajethat does not interact with the field,
while the other part of the population, located in the stafe interacts with the field by
a mechanism analogous to SIT.

The most complete conversion of the frequency of the incident pulse is observed in
a medium whose thickness is a multiplefdetermined by the conditiop(Z) =0 (see
Egs. (4) and (18)). One can see from Eq20) that the period of nonuniformity of the
initial coherent superposition of low-energy states of the medoherence lattice spac-
ing) equals Z. As a result of the independence @ffrom t, the time dependence of the
envelope of the pulses with carrier frequencigsand w, is the same at any poit of
the medium.

In order for screw transparency to exist the parameters of the incident pulse must
satisfy the conditions €|sy|2<1, v<k, which together with Eq(21) reduce to the
inequalities

dEmax Eﬁ]ax ( vchi

oh <p<Kk, m m—l><l. (22

As an example we shall present some numerical estimates. Let us suppose that we have
a medium withA-atom densityN=10" cm 2 and dipole moment of the resonance
transitiond=10" 18 cgs esu; the frequency of the resonance transition=s10"®s 1.

Let a resonant pulse in the form of a hyperbolic secant with maximum intensity

I ,~10 W/cnt and spatial widthv=*=10"2 cm be incident on such a medium. Then,
proceeding from Eq(21), we have|sy|>~0.1. The propagation velocity of such a pulse

in the medium is determined by expressid®) and equalsi~2x 10° cm/s. The quan-

tity Z~5x10"2 cm. Substituting the values obtained into EB0) we find the initial

state of the medium that is necessary for transparency of a given pulse.

It is also necessary to take into consideration the fact that the approach described in
the present letter is valid only for times much shorter than the lifetime of the excited state
|3). Assuming that the propagation time of a pulse in the medium does not exceed
10" % s, we find that over this time the pulse can transverse a medium with thickness
z~2cm.

The type of transparency studied above combines several currently known mecha-
nisms of this kind. Now the actuation of one or another mechanism depends on the
parameters of the incident pulse and the corresponding degree of nonuniformity of the
initial coherent superposition of the low-energy states of the medagherence lattice
spacing. This type of transparency has two distinguishing featur¢sof a coherent
pulse in the form of a hyperbolic secant the screw transparency arises only in a medium
specially prepared for this pulse ang tZsides transparency of the medium, frequency
conversion of the incident pulse also occurs. Either total conversion of the frequency or
a more complicated transformation of the incident pulse into two pulses with carrier
frequencies equal to the frequencies of adjacent atomic transitions ik thedium can
occur at the exit from the medium.
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Generation of quadrature-squeezed light during the
propagation of a light wave in a birefringent fiber

S. A. Podoshvedov®
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It is shown that generation of quadrature-squeezed states of a vector
electromagnetic field in which quantum fluctuations in one of the
quadrature components are smaller than in the coherent state can occur
in cubically nonlinear medigbirefringent fibery with efficient energy
transfer between the polarization modes of the field. It is shown that for
certain distributions of the initial total power between modes, light with
suppressed quantum fluctuations in both polarization modes of the vec-
tor field is formed at the fiber exit. The optimal conditions for obtaining
guadrature-squeezed light are determined. New analytical expressions
are obtained for the degree of squeezing in the two polarization modes
in the case when there is no energy transfer between the polarization
components of the field propagating in the filjeigenmodes of two-
wave mixing. © 1998 American Institute of Physics.
[S0021-364(98)00911-9

PACS numbers: 42.50.Dy, 42.81.Gs

Possible ways of controlling the quantum fluctuations of laser fields are currently
under intensive investigation, being of great interest both from the standpoint of imple-
menting fundamental physical experiments and for producing a fundamentally new gen-
eration of computers — optical computérghe key aspects of the current status of
theoretical and experimental investigations of the formation of squeezed light in nonlin-
early optical interactions are reflected in Refs. 2 and 3. A quantum analysis of optical
processes ox‘® nonlinearities, and specifically taking energy transfer into account, can
be found in Refs. 4-6.

Let us consider the propagation of two coupled, orthogonally polarized, modes in a
cubically nonlinear medium(birefringent fibers or polarization-preserving optical
waveguides in which a strong birefringence is produced deliberately and it is necessary to
identify the slow and fast axes of the fipén the presence of a nonlinear correction to the
refractive index =ny+n,- 1, wheren,=3x%), /8n,=2.3x 10722 m?/V? is the nonlin-
ear refractive index andis the intensity of the field inside the fibeiThe three indepen-
dent components of® are related withy3), by the relation x{.=x{3,,+ x{3,
+X>((:§/)y>(' The relative magnitude of the three components depends on the specific physi-
cal mechanisms contributing t®®). In quartz optical fibers, wherg® is mainly of

electronic origin, these three components are almost identical in magRiwvten this

0021-3640/98/67(11)/7/$15.00 927 © 1998 American Institute of Physics
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equation is taken into account, the operators describing the nonlinear dynamics of the
vector field in a given medium have the form

dAX iRA+A2 . . A 2"+'\ A

5 :§AxAy expiAk)+iR AXAX+§ v Ay [Ax, @
dA, iR, . 2A+A L AA |2

"= A AZ expl—iAka) +iR| SAY Ax+Ay+Ay)Ay' @

whereA,, AS andA,, A are operators creating and annihilating photons polarized in
the directions x and y; R=v{2hwl/egV is a nonlinear coupling coefficient,
v=n,0/CA, w is the carrier frequencyA is the effective area of the fibeAk=2(k,
—k,) is the wave detuning, arkl andk, are the propagation constants of the modes.

Let us examine a model in which we determine the quantum operators of the vector
field as

A=(A)+ay, 3)
A,=(A))+a,, (4

where(A,) and(Ay> are the classical values of the intensities of the vector electromag-
netic field; a, and a, are photon annihilation operators which describe the quantum
fluctuations of the polarization modes. From Ed8) and (4) we obtain (AAi}
=(Aaf), (AAZ)=(Aal). Substituting expressior®) and(4) into Egs.(1) and(2) and
retaining in Eqs(1) and(2) only terms which are linear ia, anda, , we obtain to zero

order ina, and éy the standard nonlinear equations which describe the evolution of the
classical intensities of the vector electromagnetic field. We shall represent this system as

dy 1 2 1 k

gs —3(1-2n)cos2y)+ zn— 3+ 3, ®)
dnp 2 )

Je = 3 7(1-msin(2y), ©

where |a,1= 7= [(A)P/N; [a2=[(A)12IN; @,(S), y(s) — phases of(A(s)),
<Ay(s)>; ‘//:‘»Dy_(Px+kS/2; k=AKL,; s=2z/Ly; Ly=1RN; |<Ax>|2+ |<Ay>|2:N
=const. The system of equatioriS§) and (6) can be represented in the Hamiltonian
form®® for two canonically conjugate quantities and ¢: dzn/ds=—dH/dy and
dy/ds=9H/9n with the HamiltonianH given by

H= = (1 200+ 2o st 7
=3z 7(1=n)cos2¢)+ z 7= 39+ 57 @)

Correspondingly, to first order ia, andély we obtain a system of linearized equations for
the quantum operatoés( and éy. From the practical standpoint the analysis is easiest to
follow if the equations are transformed into equations for quadrature operators. We shall
determine the quadrature operators of the polarization modes by the expressions
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>“<x(s>=%(éx<s>exrx—iqox<s>>+é:(s>exmqox(s>>>, ®
Yy(s)= <ax<s>exrx i @u(S)) —ay (s)expli¢y(s))), 9)
5<y<s>=%@(s)exp(—igoy<s>>+é;exrxiq»y(s))), (10
Yy(s)= (ay(s>exrx ioy(s))—ay (S)explipy(s))). (11

Performing the algebraic transformations, we obtain a system of equations that describes
the dynamics of the quadrature operators:

dS(x l 2 A 2 2 v
Ts = §|qy| Sin(2¢) X+ §|0|y| Cos2¢4) Yy

2 ~ 2 -
_§|QX||qy|Sin(2'//)xy_§|qx||qy|cos(2¢)Yy: (12)

dy, o 1o .2
s =2|QX| Xx+§|qy| S|n(2‘//)Yx+§|QX||qy|

X (2+cog2¢))X |qx||qy|5|n(2¢)Y (13

dX, 2 .2 S T
E:§|qx||Qy|Sm(2’p)Xx_§|QX||qy|COS(2¢)Yx+§|QX|

. 2 .
Xsin(2¢) Xy + 3lax|* cod2y)Yy, (14)

dy, 2 o . 2
Jo = 3l0dlayl(2+cos29) X+ 5 adlay)

- ~ 1 -
XSin(zw)Yx""zlquXy_§|qx|2 Siﬂ(Zl,b)Yy. (15

We shall assume that, and éy are in the vacuum state. Using this, we obtain the
following relations between the average combinations of the quadrature components of
the polarization modes of the light field:

(%,(0))=(%,(0))=0, 19
1 R R 1
0% =785, (H(0)¥;(0)=7;, a7

(Xi(0)Y,(0))=(¥i(0)X;(0))=0, i#], (18)
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(X(0)Y1(0)+(¥i(0)X;(0)) =0, (19
wherei=x and j=y. The linearized quadrature-operator equati¢h®—(15) can be
written in the form

dk—ek 20
E_ ) ( )

Where5(=(5(x ,\?X,f(y ,\A(y)T is a column vector, while the form of the matr& can be
obtained using Eqgs(12)—(15). From the theory of linear differential equations it is

known that the solution of Eq20) can be represented X§s) = S(s)X(0), whereS(s)
is a 4x4 matrix with real element§;(s). The equation for the matris;;(s) has the
form dS'ds=G(s)S(s). We introduce the following quantities:

4 4 4 4
So=2, Sii(s). SK9=2 S(9). Syl(8)=2 () Syy(9)=2, Sii(9).

To find the degree of quadrature squeezing in the polarization modes we shall
determine the quadrature operat¥s Yy, X,, Y, with arbitrary phaseg, ande, . As

an example, let us consider the quadrature operabdr=(a, exp(—iey)

4—:21;r expl¢,))/2. Similar expressions can be obtained for the remaining quadrature op-
erators. With the aid of algebraic calculations, we WDA'(g(ein the form §(X=5(X COS i,

+Y, sin i, where #,= ¢,— ¢, . Calculations give for the variances of the quadrature
operator?(x

4
<’>~(>2(> = Sxx COSzlJIX-l— Syx Sinzl/’x+ Sxxy Sin(21/fx), Sxxy= jgl Slj SZj .

The procedure for finding the phagg for which the variancé?(i) assumes extre-
mal values 6(3?)2()/(91,0)(:0) leads to the following results:
2Sy
Sxx_ Syx’
N 2S,xy
\/(Sxx_ Syx)2‘|'48>2<><y
Let us examine Eq(22) with the minus sign. Then, introducing the normalized

variance of the quadrature compon&qtassxz(§<§(S)>/(§<2(0)), we obtain an analyti-
cal expression for the minimum normalized variance of a light wave polarized along
(squeeziny

tar(2¢x)(max,mir): (21)

Sin(z'va)(max,mir): (22)

1 2 2
8= (Suct Sy V(Six— Sy *+ 4S5 (23

Correspondingly, for a given value of the phaggthe normalized variance &f, will be
maximum (desqueezing — plus sign in front of the square root in &83)). Taking
sin (2¢) with a plus sign in Eq(22), we have the directly opposite picture. The normal-
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ized variance ofY, will be minimum while that ofX, will be maximum. Similar expres-
sions can be obtained for both the minimum and maximum normalized variances in the
y-polarization mode in the particular case that sii2= =2S,,/\/(Syx—S,y)*+ 4.,

1 2 2
8= (St Sy~ V(Sy— Sy *+4S),). (24

We obtain an expression f@r, from Eq.(24) by replacing the minus sign by a plus sign
in front of the square root.

The solution of the classical equatiof® and(6) can be obtained in terms of the
Jacobi elliptic functions. It is impossible to solve the linearized quadrature-operator equa-
tions (12)—(15) analytically in the most general case. Let us consider the stable eigen-
modes(5) and(6),2° which are extremal points of the Hamiltoniéf and are determined
from the conditionsdy/ds=d»n/ds=0. A stability analysis shows that there exist two
stable eigenmodeszt,,) which are determined ag=3(1—3k), ¢y==/2 and 7
=3(1—2k), =3m/2. For this distribution of the total power between the polarization
modes of the light wave and ratio of the phases, there is no energy transfer between the
modes, despite the presence of the parametric term in(Bgand (6). In this case the
solution of Eqs(12)—(15) can be written in the form

. 1
=—(1+cos(U)) 0= 9| sSi(U) Yo+ 9| (1- cos(U))Xy0+ sin(U)Yyo,
2|y 2|y
(25)
o (4 L, lay 1 -
Yx_ §|QX| s+ | |SII’1(U) x0+§(1+COS(U))YxO
4 . o lay
+ §|qx||qy|s_ism(u) Xy0+ | |(1 COS{U))YyOy (26)
o oy 1
Xy= 2|q|(1 cos{U))XX0+ sin(U) Yo
+—(1+cos(U))>“< —Msin(U)\? (27)
2 ¥ 2qy e
[ Zalayls 2 sin) | %ot A2 (1 coguy)¥
3 X y 2 xO 2| x| X0
4 . lay 1 -
+ §|qy| s+ 20 |sm(U) yo+§(1+cos{u))Yyo, (29

whereU = (4]q,/|a,|s)/3, Xjo=X;(s=0), and¥;o=Y;(s=0). The calculations give for
S(X’ SyXanyv Syyv S(va andSyxy

|ay|?

2|ay/?

sxx=%(1+cos(U>>+ (1-cogU)), (29
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FIG. 1. Minimum values of the normalized variancggs) andS(s) in the eigenmodes of two-wave mixing
as a function of the normalized distanse z/L (L/L,=40; k=—0.5).

16 4|qx| . |q |2_|qx|2
=10./2824+ =——(|q.|2—[g,|?)s sin(U)+ Y cogU),
S=g lad™s™ 3 1ad" =g, %)s sinL) TVARETTE {U)
(30)
2 |QX|2_|Qy|2 . 2
=—s+ ———-——sinU)+ = 2—|g,|?)s coqU). 31

The expressions fog,,, S,,, andS,,, can be obtained from Eq$29)—(31) by inter-
changingx andy. Figure 1 shows plots d8, andS, versus the fiber length, normalized

to half the fiber length I{ is the fiber length for k=—0.5 (the value of the stable
eigenmodern.=11/16). For the present cake=2wlL ,(ny—n,)/c=—0.5 we have that

they component of the light field is polarized along the fast axis whilextitemponent

is polarized along the slow axis of the fiber. As one can see from Fig. 1, the minimum
values of the normalized variancesinf and éy drop sharply to a certain level at the
initial stage of propagation and then oscillate around it. One can see from Fig. 1 that a
stronger suppression of quantum noise in the fast mode than in the slow mode of the
vector field can be observed at the fiber exit.

Let us consider a different limiting case flre=—0.5. Let 7(0)=0.375,|g,(0)|?
=0.625,4(0)= /2 or (0)=3=/2. The value of the Hamiltoniaf¥) for this unstable
mode with =1 will be H=—0.25. The corresponding solutidb), (6) can be repre-
sented in the form of combinations of hyperbolic functions:

lax(s)|?=0.625 sech(U), |qy(s)|?=1-0.625 sech(U), (32

0.25-0.625 sechU) \/0.9375 tafU)
, SiN(2y(s)) = ,
1-0.625 sechU) 1-0.625 sechU)

where U=0.322%. Solving the system of equatiorf20) numerically, whergqg,(s)|,
la.(s)|, cos(24(s)) and sin(24(s)) evolve according to Eqg32) and (33), we observe
dependenceS,(s) and S (s) of the form presented in Fig. 2. One can see from Fig. 2
that as the fiber length increas&g(s) approaches zero, whitg, (s) —0.15. Correspond-

cog2y(s)) = (33
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FIG. 2. S,(s) andS(s) as a function os=z/L (L/L,=20; k=—0.5) for the case of total energy transfer
from the slow to the fast mode.

ingly, as follows from Eqs(32) and (33), |ay(s)|?>—0, while |gy(s)|?>—1. Linearly
polarized light with strongly suppressed quantum noise exits from the fiber.

In the present letter a quantum theory of two-mode interaction in a birefringent fiber
was developed. Two new problems were solved. It was shown that it is possible to
achieve suppression of quantum fluctuations in polarization modes of a vector field which
interact with one another through a cubic nonlinearity of the fiber.
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A photon echo in a multilevel quantum medium excited by two ex-
tremely short pulses with durations of less than one period of oscilla-
tion of the light is investigated theoretically. It is shown tifatecho
signals Q is the number of allowed transitiongan form at each
frequency of the allowed transitions, and the number of echo responses
for all the allowed transitions equa@?. Of these,Q(Q—1) signals

are separated in both time and space. The dfheccho signals of all

the allowed frequencies all arise at the tims,2( 5, is the time inter-

val between application of the first and second pulses to the medium
and are collinear with one another. 998 American Institute of
Physics[S0021-364(108)01011-1

PACS numbers: 42.50.Md, 42.65.Re

The possibility of generating extremely short pul§&SP$ in the optical range
under laboratory conditions has engendered great interest in investigations of the inter-
action of such pulses with matt&¥ Since ESPs contain roughly one period of the
electromagnetic oscillationgi.e., they are video pulsgshere the slowly-varying-
amplitude and rotating-wave approximatidhshich have proven themselves in the op-
tics of monochromatic resonance pul$kdRPS, cannot be used in the wave and material
equations. Inasmuch as self-induced transparency, which is a resonance effect, has an
analog for ESP3P there are grounds for believing that the photon echo efféuthich,
like self-induced transparency, is a nonstationary optical phenomenon, should have an
analog with its characteristic features in the case of excitation of a medium by ESPs. In
Refs. 9 and 10 the primary and stimulated one-frequency photon echoes arising in a
medium excited by a combination of extremely short and monochromatic signals were
examined for the example of a two-level medium. Since an ESP is of short duration, its
spectrum is quite wide, and for this reason several quantum transitions, characterizing the
optical properties of the medium in the frequency region covered by the spectrum of the
pulse, can be drawn simultaneously into interaction with the pulse. As a result, echo
signals with the corresponding frequencies can arise at the given transitions. Echo effects

0021-3640/98/67(11)/6/$15.00 934 © 1998 American Institute of Physics
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accompanying the action of resonance pulses with different frequencies on a medium
have been investigated in many worlsee Ch. 5 of Ref. 11 and the references cited
therein.

The present letter is devoted to an investigation of the multifrequency photon echo
accompanying the action of wide-band ESPs on a multilevel qguantum medium. It is
assumed that the quantum levels of interest are far removed from the continuous spec-
trum of the medium, so that ionization processes can be neglected. Evidently, transitions
lying in the infrared region of the spectrum can satisfy this conditidhve write the
spectral overlap conditidf as

|wmr|;p<11 (1)

where w,,,= — o, is the frequency of an allowed transition between ti andrst

levels (wp,,>0 for m<r), and?-p is the characteristic time scale of the ESP. The system
of material equations for the elemengs,, of the density matrixp of the medium,
neglecting irreversible relaxation, has the form

bmr:iwmrpmr'l'i[Ai;’]mrr (2
wherem, r=1,2,... N, N is the number of quantum levels studigdjs the transition
matrix with elementsA,,,=d,,E/%, d,, is the projection of the matrix element of the
dipole moment operatat of the m—r transition onto the electric field vectd of the
ESP, andi is Planck’s constant.

To investigate the excitation of the medium we assume, on the basis ¢f)Ethat
wm~0. Therefore we find from Eq2)

p=i[A,p]. 3
Echo signals form during the free evolutioﬁ{: 0) of atomic dipole moments. Therefore
Pmr(t):Pmr(tj)exF[i wmr(t_tj)]v (4)

wheret; is the time at which the action of theth ESP ceases.

Under the conditiorﬁA,ﬁoA dt]=0 (tg is the time at which the action of the ESP

start3, which holds, in particular, for linearly polarized signafshe solution of Eq(3)
can be represented in the form

. 0. 0
p(t)=exp( l E)p(to)exp( —I 5)’ 5

wherep(t) is the density matrix of the medium prior to the action of the ESP, @nd
=2f}OA dt’. Applying relations(4) and(5) n times in succession, we obtain an expres-

sion for the dipole momer= Tr (pd) of an atom after the action of pulses:
D:2idqu(n)p|| Sir[wpq(t— Tn,nfl)‘l' Lot wij32+ wmrrzﬂ, (6)
where

UM=Ul) . UQURUR DU UR® U = exp(i 6972]
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are the matrix elements of the evolution operator after the action aétth&SP, which

are determined by the profile of the latter and by the scheme of allowed quantum tran-
sitions, p;; are the matrix elements of the equilibrium density matrixs_, is the time
interval between neighboring exciting pulses=@2,3,...,n), andn is the number of
pulses applied to the medium. Summation from INtds performed over all the sub-
scripts except the subscripts of

Given the form factor of the inhomogeneous-broadening contour for each allowed
transitiongmi=gmid Trmik: @mk— @mio) (Thi is the dephasing time of the atomic dipoles
at them«k transition, andw,o is the center frequency of the—k transition, corre-
sponding to a maximum of the form factgy,,), the polarizatiorP of the medium as a
response to the action of a sequence of ESPs can be found.

In the case of two-pulse actiom&2) we find from Eq.(6) the timest(krj“r) at which
the echo signals appear at frequenay;|(kj(mr) echo signals

Wmro

t = ( 1+

P )7'21- (7

In expression(7) the w,o in the numerator in the argument of the modulus operation are
the center frequencies of all the allowed transitions. Therefore, in the general case, the
numberS, of echo signals at each frequency equals the nur@befrallowed transitions.

If, for example, in arN-level system all the transitions are allowed, then at each possible
frequencyS,=N(N—1)/2. The total number of echo responses at all the frequencies is
S=Q?. At the same time, it is known that when two MRPs with different frequencies act
on a medium, only one echo signal at the difference frequency forms in the métlium.
Therefore a much larger number of echo signals can be formed with ESPs than with
MRPs. It follows from Eq.(7) thatQ echo signals of different frequencies form at time
2751 (With | @m0 =|wyjo| in Eq.(7)). The remainindd(Q— 1) signals appear at different
times. The characteristic time duration of an echo pulse at freqtjaw is of the order

of Ty;. Then in order for two neighboring echo signals at the same frequeng to be
resolvable, the time intervalt,; between them must satisfy the conditiﬁmkj>2T§j.

Following the method for determining the wave vector of an eéhee find for the
kj(mr) echo signal

K =Kid + iy =K ®

The left-hand side of expressidi8) corresponds to wave vectors of echo signals of
frequency| wyjo| which are emitted at time‘K’j“r) (see Eq(7)). The wave vectors on the
right-hand side of Eq(8) are to be understood as the spectral components of the ESPs
applied to the medium. The superscript 1 or 2 in parentheses corresponds to the number
of the video pulse in sequence. The directl(ﬁj (s=1,2) is also the direction of appli-
cation of thesth ESP. Hergk ()| =|wyqol/C, Where|wqo| is the center frequency of one

of the allowedp+« q transitions. Following Refs. 9 and 10, we associate to each ESP a
quasi-indistinct directed wave vector with characteristic magnitnag)(“ 1. By virtue of

Eqg. (1) the ESP contains all of the resonance spectral components. Maxima of the inten-
sities of the emitted echo signals should be observed in directions determined (8).Eq.
One can see from Ed8) that Q echo signals which have equal frequencies and are
formed at the time 2,, are collinear with one another. Their wave vectors are determined
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by the expressionk( = 2k{3)—k{}) in the case when the exciting ESPs are applied in
noncollinear directions. The remainil@(Q—1) echo responses are separated in space.

Let us illustrate relation$7) and(8) for the example of a three-level medium for
which all three transitions are allowed. The states 1, 2, and 3 correspond to engrgies
0, and — €W, where € is a nonequidistance parametérFrom Eq.(7) we find the
emission times of the echo signals at each allowed frequency:

t32=27,, t1¥=(2+¢€)7p, t150=(1+e€)y;
t(lz)_ 1+ 1+6 T21, tg_]éa):27'21, t23)_(1+ 1+E T21; (9)
1 1
12 (13 23
t5e? = 1+; o1, tos)= 2"‘; T, U5 =2Ty.

From Eq.(8) we obtain wave vectors determining the direction of emission of the cor-
responding echo signals:

12) 13) _ (2 2 1 23 _ (2 1
kip=2kZ—k{y, k=kZ+kZ-kiy, kE¥=kE-k%;
K =kF+k3 -k, kiFP=2kE -k, kF=kZ+kZ -k (10)
12) _ (2 1 13 (1 23 2 1
k(23 )= kEI.S) - kEI.Z) ' k(23 )= k23 + k13 le) ' k(23 2k(23)_ k(23) '

We note that the 123), 12(23), 13(13), 23(12), and 2313) echo responses have been
detected with two-frequencgtwo- and three-pulgeresonance actions on a three-level
medium with the aid of MRP&' Here (see Eqgs(9) and (10)), however, all possible
kj(mr) echo signals, including those listed in Ref. 11, appear under the action of only
two ESPs.

To determine the intensity of different echo signals it is necessary to calculate the
matrix elementsuﬁﬁ)r (s=1,2) of the evolution operator, which in the general case is a
very difficult problem. Let us assume that in tNelevel system under study only tran-
sitions which have one common quantum level with numpeare allowed. There are
many physical realizations of this model. For example,Net 3 andN=4 the model
describes the optical properties of wide-gap insulatars=2 and u=3 for N=3, u
=2 for N=4).%1® Taking account of the interaction of the vibrational and electronic
terms in molecules leads to a three-level mode¢3, x=3).'® In this case, in the
symmetric matrixd only the elements of the.th row anduth column are nonzero,

except for the element,, ,=0. Expanding exp@/2) in a Taylor series in powers df,
and summing, we obtain

(bjz)kp
2
0]

0; 6;
( 16)_“’ sin=, j=12, (11)

— _+'
1 i J >

2

J)_5kp

where éy, is the Kronecker delta,

6;=2(D /h)fEdt' D2 = Ed
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(the subscripf corresponds to the number in sequence of the ESP applied to the me-
dium), andt; is the time at which the¢th ESP is applied. We note that the “ared;’ of

an ESP is expressed not in terms of an envelope, which cannot be introduced in present
case, but rather in terms of the electric fiéldtself.

Assume that prior to the action of the first ESP the medium is in a state of equilib-
rium, where the diagonal elemenig,(0) (k=1,2,...,N) are proportional to the corre-
sponding Boltzmann factors. After substituting expressidds into Eq.(6) and separat-
ing out the parts of the dipole momeﬁtﬂr) that contribute to the echo at frequency
|Eoﬂ)k0|, we find the corresponding expressions for the polarizat?{gj(j) at the times
i

4p 02 (92
(un_"P g2 02 1 (1) ge 2 iR 22
P = id#kdmLM cos sm24 for k<u<r andr<u<Kk,
(12)
2p 02

(un_P 2 2 (1) 272

P _Did”kd“rl_’“ sir? > for u<k randu>kr.
Here

N
0 0 2 0
() — gjp -+ 20 Z &2 2
Lo =SiN 2| COS—=-p = prr+ o? sir? 2 2:1 dzipn | (13

wherep is the density of atoms. Giveﬁﬁff(’), the intensityl E[f(r) of the corresponding
echo responses can be calculated as

4

2w
~ Tk 2 2
lA)=—"VA(PAD)

(V is the volume of the radiating sample

It follows from Eq. (12) that the intensity of the first group of echo signaks<(u
<r orr<u<k) is maximum foré,=21r; echo pulses of the second groyp<k,r or
u>Kk,r) do not arise. At the same time, 6= 7, the echo signals of the first group are
suppressed, while the intensity of the responses in the second group is maximum. The
dependence of the amplitude of the echo signals on the “aabf the first ESP is
determined by relatioril3). For example, folV transitions in a three-level systenu (
=3) and when only the ground state is initially populated;E 1), we find from Eq.
(13) that L§(sindy)/27r. Then the amplitude of the echo signals is maximum when
=1/2. Then all the echo signals belong the second group, the maximum intensity of
which corresponds té,= #. In the cases ol transitions x=1) and cascade excitation
(u=2) of a three-level medium, the corresponding analysis likewise reduces to search-
ing for the maximum values d®!4") as a function ofg; and 6,.

In summary, even in the case when two pulses are applied to a multilevel quantum
medium a large number of echo signals, both at one frequency and at frequencies of
different allowed transitions, can be generated by means of ESPs. Multipulse attion (
>2) is capable of both increasing the number of echo responses and expanding the
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possibilities for controlling them by varying the parametér¢j=1,2,. . . ,n). Following

Refs. 9 and 10, echo responses of a multilevel medium excited by combined sequences of
ESPs and MRPs can be investigated. This should expand the potential applications of
photon echoes in different systems for online information processing, as well as funda-
mental echo-spectroscopic investigations.
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A simplified system of MHD equations describing the nonlinear dy-
namics of a toroidal plasma in a high magnetic field is obtained by
correct elimination of the fast magnetosonic oscillations. In contrast to
earlier analoggKadomtsev—Pogutse, Strauss, and other equatitites
symmetries and the corresponding conservation laws characteristic of
the initial complete system of MHD equations are preserved in the
system of equations obtained here. This makes it possible to use the
system obtained here to analyze the dynamics of plasma with flow and
to avoid error accumulation in the analysis of the long-time evolution
of disturbances. ©1998 American Institute of Physics.
[S0021-364(P©8)01111-9

PACS numbers: 52.36.q, 52.55.Dy

Motions in which the magnetic field is perturbed relatively weakly are characteristic
for the dynamics of plasma in a high magnetic fieg={8mwp/B?<1). The strongest
disturbance of the magnetic field energy is due to magnetosonic oscillations with char-
acteristic frequencyw~k, C5 (C, is the Alfven velocity), while the most interesting
dynamic processes, specifically, magnetohydrodyndMidD) instabilities, correspond
to disturbances which are strongly extended along the magnetic kgkk() and have
characteristic frequencies which are typical for ArﬂvﬁraveSw~kHCA or lower. In such
processes the fast magnetosonic degrees of freedom are essentially not excited, so that it
is desirable to exclude them at the outset and to study a sinfyglduced system of
equations.

The idea of reduced MHD equations was first advanced and implemented in appli-
cation to a tokamak by Kadomtsev and Pogdté&@heir approach was based on expan-
sion of the initial system of equations in terms of the small ratio of the poloidal and
toroidal magnetic fields or the reciprocal of the aspect ratidB,/Br~a/R, wherea
andR are, respectively, the small and large radii of the toroidal plasma. The small but
finite value of 8 and the longitudinal ion-sound oscillations were taken into account in a
series of subsequent work®® However, these works were all inconsistent to some de-
gree. They neglected completely the disturbance of the longitudinal ﬁ@ldand
V-V, , which is valid only in the leading order. A correct reduction of the equations of
motion assumingv< ek, C5 andk <ek, requires equating to zero the disturbances of

the force terms both in the leading order and in ordeiThe quantitiesl§H~e~BL and

0021-3640/98/67(11)/7/$15.00 940 © 1998 American Institute of Physics
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V-V, ~ek, V, cannot vanish simultaneously and must be retained in the reduced equa-
tions. The inadequate correctness of the reduced equations obtained in Refs. 1-6 is even
more clearly evident in the fact that these equations do not admit stationary states of
plasma with flows, which are characteristic of the initial MHD system. This is due to the
fact that the symmetries of the starting equations are destroyed. In later'¥orkslified
versions of the reduced equations were proposed for describing the dynamics of plasma
with stationary flows directed along the magnetic field. However, the above-indicated
drawbacks are present even in these versions. Specifically, they do not admit stationary
flows of a general form.

In the present letter a reduced system of equations for an ideal MHD model is
obtained by systematic separation of the fast and slow motions. This approach is similar
to determining the adiabatic invariants and constructing adiabatic equations of motion in
classical Lagrangian mechanics. To this end, let us consider a variation of the standard
Lagrangian of a one-fluid MHD modél:

5£=f dr

(Here and below the coefficient H#is included in the normalization dB). In this
expression the variations of the physical quantities are not completely independent, since
constraints are imposed on them in the form of freezing-in equation, the continuity
equation, and the adiabatic equation:

V5V+V25 o B-oB 1
pV- 7%~ -1 BB D

4:B=V X[V XB], 2
3;s+V-Vs=0, (4)

wheres=p/p? is the entropy function. The equatiof®—(4) are the local conservation

laws in the sense that the corresponding Lie derivatives vafisbcording to Ref. 9, the
equations(2)—(4) can be integrated in general form by introducing three independent
Lagrangian coordinates with a nondegenerate Jacobian. In the present letter we consider
magnetic systems with the topology of toroidally imbedded magnetic surfadesnaks,
stellarators, and so ¢nFollowing Refs. 11 and 12, where the dynamics of such systems

is studied in greatest detail, we choose as the Lagrangian coordinates the poloigal flux
the poloidal angled, and the toroidal anglé, which correspond to a coordinate system

with straight flux lines. ThemB, p, ands, which satisfy Eqs(2)—(4), can be represented

in the form

B=[Vyx(qVI-V], p=3p(14,6,), s=s(y), (5)

where q(¢) is the conventional coefficient of “margin of stability,” whild=V
X[VOXV{]#0, like p, satisfies Eq(3). The system of coordinates introduced above
engenders contravariaRty, V6, andV{ and covariant

e,=[VOXVII, e=[VIXVy]I, e=[VyxVa]/I
bases, in which the velocity assumes the form

V= _e¢¢_e9-0_e§-§, (6)
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where an overdot denotds. The expressions presented above make it possible to write
down explicitly the Lagrangian of system in terms of independent Lagrangian coordi-
nates and their first time and space derivatives.

In Refs. 12 and 13 it was shown that in systems with the topology of imbedded
toroidal magnetic surfaces there exists a labeling transformation of the Lagrangian coor-
dinates(relabeling that does not change the Lagrangian of the system. This symmetry
transformation fixes the structure of the neutral flows that can be present in the stationary
state of the system also. In Refs. 12 and 13 the dynamical conservation laws which are
engendered by these transformations in accordance with Noether's tH&overe also
found. In the present letter a similar procedure is used to separate fast and slow motions
and to derive the reduced equations of motion. Specifically, we shall seek transformations
of the independent variables that leave the Lagranf@iamnchanged in zeroth and first
orders in the small parameterbut can change it in ordes?. With respect to the fast
motion these transformations play the role of approximate symmetry transformations.
These transformations prescribe the structure of the adiabatic flows which do not excite
the fast degrees of freedom, similarly to the way the above-mentioned symmetry trans-
formations prescribe the structure of neutral flows. If the motion corresponding to the fast
degrees of freedom is stablénis is the case of interest to )Juand these degrees of
freedom were not excited in the initial state of the system, then the presence of adiabatic
flows in the initial state will not lead to excitation of fast degrees of freedom in the
process of the further evolution in accordance with the principle of construction of these
flows. Here there is a complete analogy with neutral flows which do not drive a stable
system out of the stationary state. Therefore the problem of reducing the MHD equations
reduces to finding the structure of adiabatic flows and obtaining the dynamical equations
describing their evolution. It is important to note here that general adiabatic transforma-
tions should include symmetry transformations as a subclass, since the latter leave the
Lagrangian unchanged in all orders dén Therefore the symmetries of the initial equa-
tions are automatically preserved in the reduced equations obtained in this manner.

To simplify the equations below, we shall confine our attention to systems with
axisymmetric stationary statésf the tokamak typg that is systems in which all physical
quantities(specifically,p) in the stationary state are independent of-or such systems
the velocity of neutral flows can be written in the fdfm

B B/ qJ _,| 1
Vo=K(t/f);—‘1>o(llf)eg=ﬁ(K7—¢o)+ﬁ[Vé“XVCDo], )

where () and®q() are arbitrary functions which prescribe the transverse profile of
the flow. As one can see from express{@j the Lagrangian coordinates make it possible

to describe adequately the structure of the neutral flows. For this reason, it is natural to
endeavor to describe the structure of adiabatic flows in terms of the same coordinates.
Together with the real physical quantitiBs p, andp, neutral flows do not change the
basis vectord/ ¢ ande,. However, in the presence of neutral flows the remaining basis
vectors depend on the time even in the stationary state. This is inconvenient for further
analysis. For this reason, we shall employ below somewhat modifpsgudo-
Lagrangian angular coordinates satisfying the equations

Y+v-Vy=0, 6+v-V=0, (+v-V{=0, (8)
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wherev=V —V,. Such a change of variables makes it possible to eliminate from them
terms which are secular in time and are associated with the presence of neutral flows. The
relations(5) and (7) retain their form, while in expressiof®) V is replaced by.

Taking account of the relationé), the dominant term in the variation of the
Lagrangian(1l) assumes the form
BZ
B-6B= E(e¢,~V(q5¢//)+e0~V(q50— 80))

—JB-g, %61/;+ %(BV)(qé&—b‘g) —B-e,(B-V5y). (9)

In expression9) the first term dominates. The adiabatic transformation of the indepen-
dent variables that makes this term vanish has the form

1 1 6¢
5¢a:ae0.v5a, 50a=—ae¢-V5a+ R (10

whereda and §¢ are arbitrary functions of the coordinates and time. By analogy to Refs.
10-12, this transformation can be written in the form of an infinitesimal displacement
vector

1 1
§a=a[V§XV5a’]—aBég. (11)

It is easily to see by comparing with E¢7) that for Sa=® ()7 and 5{=(xqJdlp

—®¢) 7 the transformatiorf11) becomes a symmetry transformation. The residual term

in expression9) under the adiabatic transformati¢hl) assumes the form

B-Véa
qd

B.-5,B=B| VXV (12

and for|Vda|~ €|V, da] it is of ordere®. SinceV, qJ~eqJ/a, we obtain the estimate
V-&~ek, &,. Then, assuming similarly to Refs. 1-8, thatk, a~ €2, we haves,p
~B2k, £B/k, a~0(€?). AssumingV<c,, the termV25,p is of the same order of
magnitude. The termpV - v in arbitrary (nonreducefimotion is of order ofe, sinceg,
generally speaking, depends on the fast time so dkiatk, Cp&. To check the order of
smallness of this term, in accordance with the order of the other reduced terms, let us

considers,v, which, sinceé\/=§+(v-V)§—(§-V)v, assumes the form
1 . B .
ov= a[Vng(&wv'Vaa)]— ﬁ(5§+v~V5§). (13

The quantityd,v is of the correct order of magnitude ﬂ‘ad+v-V5aa~ekLCA53a,
while 8,0+V-V 8,¢~ ek, Cadal, i.e., with respect to the fast motion the functiofigr

and 6,¢ should approximately fulfill the role of a relabeling transformation. By analogy
to neutral flow$? such infinitesimal adiabatic transformations correspond to adiabatic
flows of the form

1 1.
Va= gLV XV él= 3B (14)
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which do not excite the fast degrees of freedom. Hgrand ¢ are arbitrary functions of
the coordinates and the slow time.

Expression(14) gives the general structure of the velocity field of the desired re-
duced MHD equations. The equations themselves can be obtained from Hamilton’s least-
action principle(see, for example, Ref. 9, 10, and)1® substituting into it the “adia-
batic” variation of the Lagrangiafil). The vanishing of the coefficient @, taking into
account the pseudo-Lagrangian natureffJ ands=s(¢), leads to a differential con-
servation law for the cross helicity=V X B:

2
vX—B(V——LE)]zo. (15

This conservation law is also valid for the initial nonreduced MHD model and can be
obtained by multiplying the equation of motion Byp. It implies, in particular, the first

of the integral invariant$29) of Ref. 12. The vanishing of the coefficient 6& gives a
second dynamical equation of the reduced MHD model:

Q4+ V-

BXVq—J“ =0,
p
(16)

whose form is formally that of a conservation law for the contravarfacdmponent of

the vorticity Q¢=V /- VX V. This equation can also be derived as a direct consequence
of the nonreduced vector equation of motion, but in contrast to the latter the scalar pair of
equationg(15) and(16) contains only terms of ordes® or higher. In view of the defini-

tions of y, Vg, andZ it is convenient to rewrite expressidh4) for the total velocity of

the adiabatic motion as

Vi §V~[B><V§]— %[Vngp]—[VXV(Vo'V§)]+

BX

ve 2 vo_v: 2 VPl X 1
=52 §T 52 (17

where® = ¢+ ®, is the electrical potential, while the relation
(B-V®)
qJd

determines the adiabatic variation of the vector potential.

(?tA: _Vg

The equation15)—(17), replacing the complete vector equation of motion, consti-
tute the basis of the proposed reduced MHD model. These equations are similar to the
corresponding equations of the well-known reduced madélgut in contrast to the
latter the symmetries of the initial system are preserved in 8d$—(17), since a sym-
metry transformation is a subclass of the adiabatic transformétitn Specifically, the
system(15)—(17) admits a stationary state with flows of the ty{¥®. At the same time,
the velocity field(17), in the general case, is not a subclass of the exact flows of the initial
system of MHD equations. In this sense the proposed reduced MHD model is a new,
relatively independent, system of equations, and the question of the complete set of its
symmetries and the corresponding invariants requires further investigation, which falls
outside the scope of the present letter. We note only that the second integral invariant of
the complete system of MHD equatiofsee expressiof29) of Ref. 12
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Io= f n(W)pV-edr, (18

as expected, is also an invariant of the reduced sy$i&n-(17) with arbitrary ().

In Refs. 1-8 the quantitieB, p, andp appearing in the reduced equations of motion
were determined from Eq$2)—(4) by substituting into them the expressions for the
reduced velocity field. The equation f& was usually approximately integrated taking
account of the relatively small perturbation of the magnetic field, but in such an integra-
tion, as a rule, the conditioN -B=0 was violated. So as not to introduce additional
errors associated with the inexact satisfaction of the local conservatior(2gn(g), it is
useful to employ foB, p, andp, expression$5) as a result of exact integration, and to
substitute the velocity17) into the simpler equation§d) to determiney, 6, and .
Finally, we write out explicitly an equation relating the functichsand Q¢:

qJ
Q¢=V. EVQH[BXV{]

X (B-
S V¢ -B

X V) VCV@_}VQ%BV@»
B B? B? qJB?

(19

In principle, to solve specific problems a number of terms which are higher-order
infinitesimals can be dropped in expressidhg and(19). However, this must be done
accurately enough so as not to destroy the self-consistency and intrinsic symmetry of the
system of equations obtained.

In summary, Egs(15) and (16) supplemented by expressio(® and(17) and by
Egs. (8) and (19) form a closed self-consistent system of equations of ideal reduced
magnetohydrodynamics that is suitable for describing the relatively Gadabati¢ dy-
namics of a toroidal plasma and, specifically, for analyzing the stability of stationary
plasma states with flows of a general type. In contrast to previous arfaftiye system
derived here preserves the symmetries of the initial nonreduced system of equations. This
is of fundamental importance for analysis of the dynamics of plasma with flows and it
also makes it possible to avoid error accumulation in calculations of the long-time evo-
lution of disturbances.
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was supported in part by the Russian Fund for Fundamental Research under Projects
97-02-17238 and 96-15-96815 and the international association INTAS under Grant
INTAS-94-3802.
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It is shown that the pseudodipole interaction explains the experimen-
tally observed noncollinear magnetic structure of the compounds
U,Pd,X (X=In, Sn and PrBaCu;Og.,, Which consist of two spin
subsystems which are noninteracting in the mean-field approximation if
there is only isotropic exchange between them. 1898 American
Institute of Physicg.S0021-364(108)01211-7

PACS numbers: 75.30.Et, 75.50.Ee

A large number of antiferromagnets whose magnetic structure is characterized by
the following features has now been observed experimentally. 1. The set of all magnetic
sublattices divides into two partsubsystemswhich do not interact in the mean-field
approximation if there is only an isotropic exchange interaction between them. We shall
term such antiferromagnets exchange-frustrated. 2. The magnetic structure as a whole is
noncollinear. This general assertion is illustrated by the following example3héa
compounds RCuQ,, where R=Pr, Nd, Sm, and E&:® Below Ty the copper spins in
neighboring Cu@ planes are mutually perpendicular. Moreover, at low temperatures the
magnetic moments of the rare-earth ions are also ordered noncollifiseg\Ref. 6 and
references cited thergin2) The weak antiferromagnet £u;0,Cl, with a center of
inversion’ The magnetic structure of these compounds has been explained by assuming
the existence of a pseudodipole interacti®DI) between neighboring iorfs® In the
present letter it is shown that the PDI makes it possible to explain the noncollinear
magnetic structure observed experimentally in the compoundfdb™, where X=In,
Snl%and PrBaCu,Og. « below the temperatur€p, of the appearance of magnetic order
in the praseodymium subsystém*Thus we arrive at the conclusion that PDI plays an
important role in the cases where the conventional magnetic interactions are suppressed
for one reason or another. In the case of exchange-frustrated antiferromagnets such a
reason is the symmetry-forbiddenness of exchange interaction in the mean-field approxi-
mation.

The PDI was postulated by Van Vleck in 19%7The first microscopic derivation of
the PDI was given in the famous paper by Morlyaor rare-earth metals the PDI was
analyzed in Ref. 16, and in Ref. 17 it was used to describe the spectra of spin waves in
praseodymium. In Ref. 18 it was shown that the PDI in rare-earth metals and actinides is
due to a skew scattering of conduction electrons by localized orbital moments &f the

0021-3640/98/67(11)/6/$15.00 947 © 1998 American Institute of Physics
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FIG. 1. 3 Experimentally determined magnetic structure in the0 plane!® Only the uranium atoms are
shown; the arrows indicate the direction of their spinsTWwo exchange-frustrated pairs of uranium atoms. The
solid and dashed arrows correspond to two possible directions of the spins of the pair of ions 3 and 4 with the
same exchange energy.

electrons. A microscopic calculation of the PDI between the spins éf @ns in CuQ

planes is contained in Refs. 19 and @@e also the references cited therelfiowever,

the gap width, computed on the basis of these calculations, in the spin-wave spectra was
found to be an order of magnitude smaller than the value determined experimentally in
Pr,CuQ, (Ref. 9 and YBaCu;O4 ., (Ref. 21). This discrepancy is apparently due to the
influence of the ions surrounding the Cu@lanes in these compounds.

We shall employ the following expression for the P!
1 R R
Hpo=5 2 Qnu(ShRun)(Sor Ron), ®
n,n’

where Ifznyn, is a unit vector in the direction connecting the spsandS,,, and the
constantsQ, ,», which can have either sign, fall off with increasing distance more
rapidly thanR;’ ﬁ . We also note that for brevity we shall always employ below the term
“ion spin,” without specifying the real nature of the localized moment.

We begin with an analysis of the compoundsgPd, X, where the uranium atoms lie
in the basal plane=0. The magnetic structure appearingTai=41 K and 36 K for X
=Sn and In, respectively, is shown in Fig. 1a. Evidently, in the exchange approximation
neighboring pairs of ions do not interact and the system is exchange-frustrated. However,
the PDI between neighboring ion pairs gives rise to long-range magnetic order. Indeed,
let consider two neighboring pairs of ions, shown in Fig. 1b. Confining ourselves, for the
time being, to ions 1, 2, and 3, we find

PD= p2+r2( P)(S5-1), 2

whereS;=—S,=S, p andr are the coordinates of ions 1 and 3, respectively, Sl
andS; L p. For Q>0 this energy is minimum is;||r, and we obtain the experimentally
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FIG. 2. Magnetic structure of PrB&u0,;04., below Tp, according to the data of Ref. 12) Birection of
copper spins lying in the basal plaa® and belonging to two neighboring Cy@lanes, and the projection of

the praseodymium spins on tlad plane. The solid and dashed arrows show the direction of the copper spins
in the bottom and top planes, respectively. Double arrows show the projection of the praseodymium)spins. b
Projections of the copper and praseodymium spins orathplane.

determined structure shown in Fig. la. At the same time, for the magnetic dipole inter-
action Q,,= —3(gug)?(p?+r?) ~32<0, and in the absence of the PDI, the structure
corresponding to the dashed arrows in Fig. 1b correspond should matefidizieently,

taking into account the magnetic dipole interaction of the pair of spins 1 and 2 with the
spin 4 does not change this result. Thus we can see that in the case of the compounds
U,Pd,X it is impossible to explain the observed magnetic structure without taking the
PDI into account. A possible mechanism leading to the appearance of PDI is skew
scattering of the conduction electrons, already mentioned above, by ¢lextrons of
uranium. If this is so, then an anomalous Hall effect associated with such scaftering
should be observed in the compoundgPd, X aboveT).

Let us now turn to the problem of magnetism in PsBg;0g_, . As is well known,
this compound is an insulator at all values xf Below Ty=300 K the Cd* spin
subsystem exhibits antiferromagnetism with the same structure as ipCtgag. 11"
However, at arx-dependent temperatufig,, which lies in the interval 10-20 K, anti-
ferromagnetism also appears in the praseodymium subsystem, and a noncollinear mag-
netic order is established which, according to Ref. 12, has the form shown in Fig. 2. It is
obvious that the system as a whole is exchange-frustrated, i.e., in the corresponding
approximation there is no interaction between the copper and praseodymium ions.

Our goal is to demonstrate that the PDI makes it possible to give a qualitative
explanation for the observed noncollinear magnetic structure. It should be noted that at
present it is hardly possible to give a quantitative description, since the nature of the
ground state of the Pr ions is uncléaf® Moreover, belowTp, the real magnetic struc-
ture is very sensitive to the presence of the trace impurities Al arté’8we also note
that a symmetry analysis of the possible magnetic structures in the compounds
RB&Cu;Og ., « is contained in Ref. 24.

Before proceeding, we shall present the main characteristics of the magnetic struc-
ture of PrBaCu;Og,  for the two values ok investigated in Ref. 12T=266 K, Tp,
=19+0.5 K, ¢=30*=5°, #=35x20° andTy=347 K, Tp=11+0.5 K, ¢=20+5°,
U¥=52+6° for x=0.92 andx=0.35, respectively; the anglésand¢ are shown in Figs.
2a and 2b.

We shall confine our attention below to the noncollinear magnetic structure in pairs
of neighboring Cu@ planes and the planes between them containing praseodymium ions
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(see Fig. 2. An investigation of the ordering of such strongly coupled triplets along the
¢ axis is not part of our problem. That ordering is due to weaker interactions and appar-
ently depends strongly on the impuritigs:®

We proceed from the following model: The strong exchange interaction is respon-
sible for collinear antiferromagnetism in the Cu@lanes and also in the praseodymium
plane. The relative orientation of the copper and praseodymium spins and their orienta-
tion relative to the axes of the crystal are determined by the weaker interactions. We shall
describe the orientation of the copper spins in the planes 1 and 2 and the praseodymium
spins by spherical coordinateg{,; ¢, 5 and (&,), respectively, choosing as tkzeand
x axes the directions anda (see Fig. 2 Then the ground state energy can be expressed
as follows:

E=S2J,[Sin 7, Sin 7,4 C0s 7, COS 7, SiN(@;— @) ]+ AS?
P
X (cog 9, +cosn,) + Z(Sin47]1 Sinf2¢, + sint 7, sirf2¢,)

+BK?cog9+/\ sind[sin 7, Sin( ¢+ @1) +sin 5, sin(¢g+ 7,)]. (3)

Here the first term describes the exchange interaction of copper pint/2) of neigh-
boring planes along the axis, the second term describes their uniaxial anisotropy, and
the third term is the quadratic anisotropy energy in the £planes, which, as is well
known, plays an important role in cuprates:>! The uniaxial anisotropy enerd¢ of the
praseodymium spins is determined by the fourth term. Finally, the last term is the pseudo-
dipole interaction of the copper and praseodymium spins. It can be easily derived from
the general formula(l) in the nearest-neighbor interaction approximation ahd
=4QSK&(2a’+7z%) 1, wherez is the distance between the Cufplanes.

The energy3) is a function of six variables and five parameters. Although a com-
plete investigation of its extrema for an arbitrary ratio of the parameters is impossible, it
is not really necessary. For our purposes it is sufficient to show that for a definite ratio
between the parameters the minimum of the endB)ycorresponds to a noncollinear
structure close to that determined in Ref. 12.

We note first that the equationtE/d»n, ,=0 have a solutiony, ,= 7/2, and for
sufficiently large anisotropp>0 the copper ion spins lie in theb plane. As a result, we
obtain instead of Eq(3)

P
E=5%),coq ¢;— ¢,)+ Z(sinz 2, +sif2¢,)BK?cos &

+/A\[sin(+ 1)+ sin(+ ¢,)]sin 9. (4)

The extrema of this energy are determined by the expressions
—S2), sin(@,— ¢,)+ P sin 2¢;cos 2p;+/\ cog y+ ¢1)=0, (5)
S2J, sin(@1— @,) + P sin 2¢, cos 2p,+ /A cod ¢+ ¢,=0, (6)
{—2BK?sin 9+ /\[Sin(+ @1)+Sin( ¢+ ¢,) ]} cosd=0, (7)

[coq i+ @q)+coq i+ @y)]Sin F=0. (8)
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The solutions of this system can be divided into three clasgesoshy=0, 2) sin =0,
and 3 the angled # 0, /2. Evidently, only the last case corresponds to the experimental
situation of interest to us, and we shall investigate it in greater detail.

From Egs.(7) and(8) we find ¢1=¢, ¢,=7—2¢— ¢. As a result, from Eqs5)
and(6) implies thatyy= 7rn/4, wheren is an integer. The experimentally observed struc-
ture corresponds t¢g=0, and we obtain

sin 9= (/\/BK?)sin ¢, ©)
cos2p=—[S?J, +\?/2BK?]P 1, (10

The energy(4) as a function ofp and 9 under the condition$9) and (10) and with ¢
=0 has a minimum if

P<0; B<O. (11)

These conditions signify that the directiofis,1,0] and [0,0,1] are easy axes for the
copper and praseodymium spins, respectively. Therefore in the absence of the last,
pseudodipole term in Eq4), the copper spins should orient along the directipfid,

+1,0], while the praseodymium spins should be parallel todlais. However, the PDI
couples the orientations of the spins of these two subsystems and leads to the noncol-
linear structure shown in Fig. 2.

Using Egs.(9) and(10), the ground state energy can be represented in the form
E=—S%J, + P2+ BK?—P/2(1+ 2 sirf¢)cos 2p. (12)

Here the first three terms are the energy of the structure with the spins oriented along the
corresponding easy axes. The last term has appeared as a result of the pseudodipole
interaction, which caused the spins to tilt away from the directions of easy magnetization.

It is obvious that by virtue of the conditiord1) one has cos@<O0, i.e., ¢>45°.

The result obtained does not agree with the experimentally determined values of the
angles¢ (see above This is apparently due to the following circumstances.The
model employed is crude — in particular, it neglects the real structure of the ground state
of the praseodymium ions in the crystal fi¢dkbe above and Refs. 13 and),28nd 2 we
have ignored quantum fluctuations, which should give an additipnahd {-dependent
contribution to the ground state energy. At the same time, the main result is of a quali-
tative nature: in exchange-frustrated antiferromagnets the PDI can result in a noncollinear
magnetic structure with the spins tilting away from the easy axes.

Let us now discuss some consequences of the results obtained.

1. The noncollinearity of the neighboring CuPlanes attests to the smallness of the
exchange interactiod, between the copper spins along thaxis. On the strength of Eq.
(10), this interaction should not exceed the quadratic anisotropy imkthplane. At the
same time, in YBgCu;Og.  this interaction is strongd, =100 K.2° Such a strong de-
crease inJ; is apparently due to the hybridization, studied in Ref. 23, of thadd 02
orbitals of Pr. It is necessary to make a direct determinatioh oh PrBgCu;Og ., by
the method of neutron scattering by optical spin waves:aflp,.

2. In most cuprates the copper spins are oriented alonfLtBed] direction! > At
the same time, according to Ed.1), in PrBaCu,0O¢. , the[1,1,0] direction is apparently
the direction of easy magnetization. Elastic scattering of neutron§ =afp, in
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magnetic fields directed alorid,1,0] and[1,0,0] would make it possible to determine the
type of magnetic anisotropy® and find the value oP, just as was done in Ref. 23 for
YBCO. A theoretical analysis of this problem is given in Ref. 9.

In summary, we have demonstrated for two new examples that the PDI explains the
noncollinear magnetic structure of exchange-frustrated antiferromagnets. Taking into ac-
count the results of Refs. 6—-9, we can assert that the PDI should play an important role
in cases where the traditional magnetic interactions cannot explain the observed magnetic
structure for one reason or anothér example, because the symmetry is too high

In closing, | wish to thank A. T. Boothroyd for calling to my attention the problem
of the structure of PrB&u;Oq.,, and for providing a preprirt? This work was sup-
ported by the Russian Fund for Fundamental Research under Grant 96-2-18037a, the
State Program “Statistical Physics” under Grant VIlI-2, and the Russian Program
“Neutron Investigation of Matter.”
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The dynamics of phase transformations in thin amorphous TbhFeCo
films under the action of-1 ps laser pulses is investigated. The films
are heated to the Curie temperature in the amorphous statg, (to

the crystallization temperaturd {.), and to the Curie temperature in
the crystalline phasel,). The change in magnetization is detected by
Faraday magnetooptic effect during and after the action of the heating
pulse. A static external magnetic figtt~1—12 kOe, whose flux lines

are directed perpendicular to the plane of the film, is used in the ex-
periments. Amorphous TbFeCo films possess a perpendicular magnetic
anisotropy, which on crystallization becomes reoriented in the plane of
the film. It is observed that crystallization and magnetization reorienta-
tion occur during the heating puléeithin ~1 ps). The spin subsystem

is heated to the Curie temperature several picoseconds after the end of
the laser pulse. The characteristic spin relaxation time 19 ps. A
model of the dynamics of the electronic, spin, and phonon subsystems
that makes it possible to explain the experimental results is proposed on
the basis of the data obtained. ©98 American Institute of Physics.
[S0021-364(©8)01311-5

PACS numbers: 75.70.Ak, 75.30.Kz, 78.20.Ls

The question of the interaction of an ultrashort laser pulse with the electronic, spin,
and phonon subsystems of a ferromagnet was first studied in Ref. 1 for the example of a
thin Ni film. The section of the film heated by-a10 ps pulse could not be demagne-
tized, even with a laser power density corresponding to melting of the lattice. Hence it
was concluded that there is not enough time for the spin subsystem to heat up to the Curie

0021-3640/98/67(11)/6/$15.00 953 © 1998 American Institute of Physics
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temperature during the characteristic cooling time of the electron gas and the lattice to
this temperature. This agreed with both the theoretical estifratesl data on ferromag-

netic resonance in Ni at temperatures above room temperature, according to which the
characteristic spin—electron relaxation time is of the order of 0.1-0%ltnshould be
underscored that the characteristic spin—electron and spin—lattice relaxation times deter-
mined according to the width of the ferromagnetic resonance line can differ substantially
from the values of these parameters averaged over all spin-wave modes.

Similar investigations with picosecond heating pufs&performed later on different
ferromagnet$Gd, Fe, CoPt, GdTbFeconfirmed the conclusion of Ref. 1 that the mag-
netization relaxation process is prolonged.

Recent studies have appedr&in which the dynamics of the spin subsystem in Ni
was studied using femtosecond laser pulses. It was observed that in the subpicosecond
range partial demagnetization of the Ni film occurs after the action of a femtosecond
heating laser pulse. In Ref. 7 it is concluded on the basis of these results that the char-
acteristic timesr,s and 7, are of the order of 1 ps. We underscore that, as shown in
experiments on the effect of a strong pulsed magnetic field of an electron (seanfor
example, Ref. 8 reorientation of the magnetic moment can occur in ultrashort times
~1 ps, which by no means contradicts the timgsand 7,5 of the order of 1 ns. This
result concerning the values of; and 7, does not agree either with preceding works or
with the fact that in Ref. 7, just as in Ref. 1, Ni could not be demagnetized. In Ref. 9,
where the total demagnetization time of the film was also measur€dl(-1 ns), it was
hypothesized that ultrafast spin dynamics is associated with Stoner excitations, which are
characteristic for ferromagnets with collectivized electrons, a class which includes Ni,
and it should be absent in ferromagnets with localized magnetic moments. A slow spin
dynamics 0.1 ns) was identified in Ref. 9 with spin—lattice relaxation under the as-
sumption that the electron—spin relaxation is of the same order of magnitude.

In our view, the different interpretation of the results obtained for the dynamics of
the spin subsystem in Ni is due to the fact that in all spin-dynamics investigations
performed thus far by the methods of pulsed laser actions the evolution of the lattice
temperature was not directly detected.

In the present letter we report the results of experimental investigations of the
dynamics of first- and second-order phase transitions in magnetooptic TbFeCo films,
which are amorphous ferromagnets with easy magnetization axis along the normal to the
plane of the film(perpendicular magnetic anisotrgpyt a temperatur& -;~150 °C the
film passes into the paramagnetic state TAt~300 °C two phase transitior{first- and
second-ordgroccur, to a ferromagnetic crystal with magnetic anisotropy parallel to the
film plane. At Tc,~450 °C there is a transition to a paramagnetic crystal, ant,at
~900 °C melting occurs, whereupon the crystalline state is unrecoverable.

A ~100 nm thick TbhFeCo film was placed between the poles of a magnet capable
of producing a constant magnetic field with vectbroriented perpendicular to the sur-
face and varying in magnitudd from 1 to 15 kOe. A~500 um in diameter region of
the film was heated by a-1 ps laser pulse with wavelength 780 nm and a nearly
Gaussian energy distribution in the focusing spot up to temperatures in the intervals
Ter<T<Tgae, Tac<T<Tc,, andT>Tcs.

During the action of the heating pulse the change in magnetization was measured
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FIG. 1. Optical scheme of the measurements.

with the region of interest illuminated by the heating pulse itself { ps) and a CCD
camera, which was used to record an image of the heated region using the Faraday effect.

The magnetization dynamics after the action of the heating pulse was studied with a
~500 ps probe pulse with wavelength 530 nm and a60focusing spot, the Faraday
magnetooptic effect, and a streak image tUBH) (time resolution~2.5 ps).

The optical scheme of the measurements is presented in Fig. 1. In both measurement
methods calibration of the dependence of the magnetization on the intensity of the signal
due to rotation of the plane of polarization in the Faraday scheme was performed with the
aid of magnetization reversal of the film, i.e., by measurements of the magnetic hysteresis
loop. The calibration measurements showed that a change in magnetization by 10—-15%
of the value corresponding to complete demagnetization was reliably detected in both
methods. The dynamics of the formation of the paramagnetic state at a transition through
Tc, was investigated by applying of a high-(L0—15 kOe) magnetic field, which pre-
vented the spin moments from becoming oriented in the film plane. The experimental
results showed the following.

1. In the case of heating to temperatured -, <T<T,., the phase transition of the
amorphous film to the paramagnetic state when the film was heated up to the Curie
temperature T¢1) was studied by magnetizing the film with a weak magnetic field
(~1 kOe). When the heated region was imaged using a CCD camera with the heat pulse
itself as the probe, the polarizer and analyzer in the Faraday scheme were initially
crossed, i.e., the Faraday shutter operated in the opening mode, which made it possible to
detect a useful signal even if it arrived at the end of the heating pulse. The measurements
showed that no changes in the magnetization are observed during the action of the
heating pulse. However, one can see that after the experiment the heated region of the
film was completely demagnetized. Figure 2a shows a time profile of the variation of the
magnetization obtained with the SIT. It should be noted that the time resolution of this
device(2.5 p9 makes it possible to detect a time delay only with an accuracy no higher
than 5 ps. The results of the measurements show that the heated region becomes com-
pletely demagnetized in a time 5-10 ps after the start of the heating pultee refer-
ence point 0 on the ordinate corresponds to complete demagnetization, the Faraday
scheme operated in the closing mode, i.e., in the initial state the polarizer and analyzer
were uncrossed by an angle corresponding approximately to complete demagnétization
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FIG. 2. Results of measurements of the dynamics of the magnetization change accompanying heating of an
amorphous ThFeCo film up to temperatufigg (a) and T, (b).

2. In the case of heating up to temperaturesT ,.<T<T, the transition of the
heated region of the amorphous film to the crystalline state was investigated during the
action of the heating pulse by using the illumination of the region of interest by the
heating pulse itself, a CCD camera, and premagnetization of the film by a weak mag-
netic field (~1 kOe). It was observed that during the heating laser pulse only a transition
from the amorphous to the crystalline state with a change in orientation of the magnetic
anisotropy in the film plane is observed at the center of the focal spt00Q xm). This
change is identified after cooling by applying a strong magnetic field that “pulls” the
spins out of the film planéFig. 3. After cooling, a paramagnetic state due to a transi-
tion throughTc, (Fig. 3b is observed at the periphery of the focal spot, where the
heating temperature is belaly, (in accordance with the Gaussian energy distribution in
the focal spat When the film is magnetized by a weak magnetic fieldl(kOe), it is
evident(Fig. 3¢ that there remains only a region of the crystalline phase of the same size
as the region in Fig. 3a. Therefore these results show that a first-order phase transition
(amorphous state—crystalline staile TbFeCo films, crystallization, and a change in the
direction of the magnetic anisotropy occur during the action of the heating (wien

& l -
a) b) c)

FIG. 3. Results of measurements of the dynamics of the magnetization change accompanying a phase transition
of an amorphous film to the crystalline statg:darring the action of a heating pulse), &iter cooling, ¢ after
cooling withH~1 kOe.
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~1ps). With such ultrafast heating this transition occurs without the formation of a
paramagnetic state in the amorphous phase.

3. In the case of heating up to temperaturesT>T., to study the transition
through the temperatur€., in the crystalline film, the experimental region either was
preheated up to temperatufg. to transform the amorphous film into a crystalline state
or, on the basis of preceding experiments, the heating was performed from the amorphous
phase. The dynamics of the formation of the paramagnetic state accompanying a transi-
tion throughT ., was investigated by applying a high-(0— 15 kOe) magnetic field that
prevented the spin moments from becoming oriented in the film plane. These experiments
were performed with a probe pulse and a streak image tube. The experimental results
were found to be practically identical to the results of measurements of a transition
through the first Curie pointFig. 2b.

Our results correspond to “slow”’spin dynamics, occurring under conditions of
thermodynamic equilibrium between the electronic subsystem and the lattice. Since en-
ergy transfer between the spin subsystem and the electrons and lattice occurs on the basis
of the spin—orbit interaction, the electron—spi@.f and spin—phononds) heat trans-
fer constants are small compared with the electron-phonon interaction constant:

Ues, X< W D

Analysis of the system of three energy balance equdtidrisr the temperature$,, T,
andT, shows that at the end of-al ps laser pulse, when the lattice temperature reaches
its maximum valueT| .« and T,~T,, the spin temperaturé,; is determined by the
expression

Cies

Ts1=To+ (Tt max—To), (2

Cstrg
whereTj is the initial temperature ang) andc, are the lattice and spin specific heats. At
the next stage the spin temperature relaxes to the temperature of the lattice, which is in
equilibrium with the electrons. The characteristic time of this relaxation is

Ts=Col (et )g). (3)

The maximum temperature reached by the spin subsystem depends on the ratio of the
spin relaxation time and the lattice cooling time due to heat conduction into the sample
T.~d?/4y, whered is the depth of heating and is the smaller of the thermal diffusivi-

ties of the film and substrate. Foy< 7. the maximum temperature of the spin subsystem
equals the maximum lattice temperature, WHilg<Tg 1nax<T| max fOr 75 >7.. In our
experiment the cooling time of the TbFeCo films, according to Ref. 12, is of the order of
100 ps. For this reason, on the time scale where the magnetization changes substantially
it can be assumed th@t=T, ., and then the evolution of the spin temperature after the
laser pulse ends can be described by the expression

Ts=Ta+(T) max— Ts) (1= eit/TS)- 4)

Since demagnetization and therefore also heating of the spin subsystem up to temperature
T¢q oceur in 3—5 ps when the lattice is heated to temperatures in the infEgyal T

<T,., we obtain from Eq(4), taking account of the numerical values T, and T,

and also the comparative smallness of the temperature diffeflepeel, the estimate
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FIG. 4. Dynamics of the relaxation of the electronic, phonon, and spin subsystems accompanying heating of a
TbFeCo film up to temperatures) A, >T>Tcy, b) T >T>Tg, .

7¢~10 ps. ®)

We note that this estimate is much shorter than the spin—lattice relaxation time in Ni. In
our view this difference is due to the strong increase in the spin—orbit interaction with
increasing atomic number, on account of which the presence of the rare-earth element Th
in the experimental films increased the timgsubstantially. The results obtained can be
represented in the form displayed in Fig. 4. Such a dynamics of the electronic, spin, and
phonon subsystems is characteristic, in our opinion, for transition metals also.
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Isothermal desorption of hydrogen molecules from a
W(110) surface at temperature ~5K
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Isothermal desorption of hydrogen molecules from @.%0) surface at
T,~5 K upon rapid shuttering of the molecular beam is observed in a
“black chamber” type of ultrahigh-vacuum apparatus. Desorption was
detected from three different states, identified as a multilayer conden-
sation state and physisorbed states in the form of a two-dimensional gas
and a two-dimensional condensate. The distribution of the physisorbed
molecules between these states depends on the intensity of the flux of
molecules on the surface; this appears to be responsible for the anoma-
lous decrease of the number of isothermally desorbed molecules as the
flux increases. ©1998 American Institute of Physics.
[S0021-364(08)01411-X]

PACS numbers: 68.45.Da

In previous studies of the low-temperature adsorption of hydrogen molecules by
molecular-beam and thermal-desorption spectroscopy methdits addition to obtain-
ing data on the spectrum of weakly bound adsorption states we also observed isothermal
desorption of hydrogen molecules at substrate temperdiyreés K.12 Isothermal des-
orption was manifested in the fact that when the molecular beam was rapidly shuttered
(in a time=<50 ms) the ion current of the mass-spectrometric desorbed-molecule detector
did not drop instantaneously but rather over a time much greater than the time constant of
the detecting apparatus. The present work is devoted to a more detailed investigation of
isothermal desorption of hydrogen molecules from @ %0 surface aff s~5 K, with the
expectation that this investigation will shed additional light on the characteristic features
of the low-temperature adsorption of hydrogen isotopes.

Investigation of the interaction of hydrogen with solid surfaces is of great interest in
connection with the fact that hydrogen participates in important catalytic reactions, e.g.,
the synthesis of ammonia, and also because hydrogen is a promising environmentally
clean fuel. The study of hydrogen adsorption at very low temperatures makes it possible
to observe weakly bound molecular adsorption states, which can serve as prestates in the
process of dissociative adsorption. Moreover, differences in the quantum properties of
hydrogen isotopes can be expected to appear at low temperatures. As far as we know,
isothermal desorption of hydrogen B§{~5 K has not been previously investigated.

The experiments were performed in a “black chamber” type of ultrahigh-vacuum

0021-3640/98/67(11)/6/$15.00 959 © 1998 American Institute of Physics



960 JETP Lett., Vol. 67, No. 11, 10 June 1998 Osovskil et al.

>
(=]
T

501

KJ 10K
550K

J0K

(€]
o
T

-dn/dt(10 " molecules / cm 2:s)

0 100 y(s) 200

-dn/dt(10™ molecules / cm 2-s)

0 \ .
0 250 t (s) 500

FIG. 1. Isothermal desorption of ;Hmolecules from an adsorbed layer formed with flux intensity
~ 10" molecules/crh-s. Inset: Thermal desorption spectrum.

apparatus, in which a molecular beam was formed from an effusion source and a single-
transit regime of desorbed molecules was realfzeth the working regime with the
sample manipulator filled with liquid helium and the molecular beam switched on, the
residual-gas pressure in the apparatus wa® *? torr and the flux of molecules on the
surface from the molecular beam was® 1ines greater than the background flux. The
procedure for measuring isothermal desorption consists of the following. Hydrogen was
adsorbed to saturation, indicated by the stabilization of the value of the ion current of the
desorbed-molecule detector, from a molecular beam onto a cléahONsurface cooled

to T,~5 K. After saturation was reached, a dynamic equilibrium between the fluxes of
adsorbing and desorbing molecules was established in the adsorbed film. After equilib-
rium was established the molecular beam was quickly shuttered and the time dependence
of the ion current (t) of the detector was measured. After determining the proportion-
ality coefficienta between the detector current and the desorption rate, we obtained the
time dependence of the desorption rate and the number of molecules desorbed in the time
intervalt,;—t,:

n(t):af:zl(t)dt. )

The quantitya was determined from a calibration experiment, in which the desorption

(in the form of moleculesof a saturated adsorbed atomic layer of hydrogen, containing,
according to Ref. 8;-1.4x 10 atoms/cr or ~0.7x 10* molecules/crh, was detected.

The correctness of such a calibration can in principle be affected by the difference
between the spatial distributions of the particles desorbing from the molecular and atomic
adsorbed layers as well as the difference in the substrate temperatures at which these
adsorbed layers desorb. Control experiments showed that these factors do not greatly
affect the measurement results.

Figure 1 shows the desorption rate as a function of time after a molecular beam with
intensity~ 1x 10" molecules/cr s is shuttered. In accordance with the rate of decrease
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of the desorption rate, the process can be conventionally divided into a fast stage, which
is completed in several seconds, and a slow stage, which lasts for hundreds of seconds.
Very few molecules desorb in the fast stage as compared with the slow stddé (Of

the total number of desorbed molecyled/e believe that the fast stage consists of the
desorption of a very smaltlynamically equilibrium with the flux switched dnumber of
hydrogen molecules, probably in a multilayer condensation state. We do not mean by this
that a continuous multilayer film of condensed hydrogen is formed on the surface, but
rather we mean that the heat of desorption of the molecules is close to the heat of
sublimation of hydrogen.

The inset in Fig. 1 shows the thermal desorption spectrum measured some time after
the onset of the slow stage of desorption. The temperature of the sample increases at a
rate of 0.7 K/s in the interval 50—100 s and7 K/s in the interval 125—-250 s. Thermal
desorption of molecularly adsorbed hydrogen occurs in the first interval and thermal
desorption of atomically adsorbed hydrogen occurs in the second infekeabrding to
our estimate, the temperatures of the first and second peaks due to desorption of molecu-
larly adsorbed hydrogen are close to 6 and 10 K, respectively. In the case of deuterium
similar peaks were observed at 8 and 15 We note that, in contrast to hydrogen, one
does not observe appreciable isothermal desorption of deuteridipr-d K. It is clear
why the desorption characteristics of hydrogen and deuterium are different, since the
levels of the zero-point vibrations of the hydrogen and deuterium molecules in the phy-
sisorption potential well are differeftA similar interpretation of the difference between
the adsorption properties of hydrogen and deuterium on @@y surface is given in
Ref. 9. As one can see from the thermal desorption spectrum in Fig. 1, most hydrogen
molecules desorb from ¢h6 K state. Fewer than 3% of the total number of desorbed
molecules are in the 10 K state.

The Polyani—Wigner equation is usually used to describe thermal desorption:
—dn/dt=wvn? exp(—E4/kTy), (2

where v is a pre-exponential factom is the surface densitya is the order of the
desorption reactionk is the desorption activation energy, akds Boltzmann’s con-
stant. Let us represent E) in logarithmic form:

log(—dn/dt)=log v+a log n—0.4E4/kTs. (3)

The function log-dr/dt) versus logn (Fig. 2) can be approximated by two linear seg-
mentsAB and CD with substantially different slopes and correspondingly different de-
sorption reaction orderst is close to 1 forAB and close to zero foED. These results
attest to the fact that the isothermal desorption of hydrogen molecules occurs from two
different states. We believe that the secti®dB represents isothermal desorption from a
two-dimensional2D) gas state, while the secti@D represents desorption with partici-
pation of islands of a 2D condensed phase. Under conditions when the desorption rate
becomes very low as a result of the depletion of the 2D gas phase, a mechanism whereby
the gas phase is replenished by 2D evaporation of islands of a 2D condensate, stabilizing
for some time the surface concentration in the gas phase, starts to play an important role.
This stabilization causes the order of desorption to approach zero. Apparently, the H
molecules in both states are localized in the same first physisorbed monolayer, since their
total number ¢ 1x 10 molecules/crf) is less than a monolayer. A hypothetical model
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FIG. 2. Rate of desorption of Hnolecules versus the surface density on a logarithmic scale. Inset: Hypotheti-
cal model of an adsorbed hydrogen filth:— hydrogen atom2 — H, molecule in a state of physisorptio8,
— H, molecule in a multilayer condensation state.

of such an adsorbed hydrogen film is shown in the inset in Fig. 2. The first monolayer
from the metal surface is a chemisorbed atomic layer and the second monolayer is a
physisorbed molecular layer. The third layer contains a very small numbey ofid#

ecules in a multilayer condensation state. A two-phase structure of the physisorbed H
layer (2D gas+ condensatewas also invoked in Ref. 9 in an investigation of the system
H,/Ru(001).

We shall now discuss the question of the correspondence between the character of
observed isothermal desorption and the thermal desorption spectrum. A multilayer con-
densation type state does not appear in the thermal desorption spectrum, since the H
molecules desorb very rapidly from this state after the molecular beam is shuttered, and
this state is already empty at the moment when measurements of the thermal desorption
spectrum begin. Té6 K peak represents desorption of molecules from a 2D gas state and
corresponds to the sectidB of the curve in Fig. 2. A rough estimate of the lifetime of
a hydrogen molecule in this adsorption statelat5 K, under the assumption that at
T.~6 K the lifetime equals 1 s, gave 200 s, which is consistent with the experimental
data presented in Fig. 1.

At first glance it is tempting to associate the second pd#kK) in the thermal
desorption spectrum to the secti@D of the curve in Fig. 2, representing desorption
with participation of islands of a 2D condensed phase. However, the temperature of this
peak and the corresponding binding energy of the molecules in this state are too high to
detect desorption afs~5 K. What is the origin of the molecular desorption peall at
~10 K? We believe that this peak corresponds to desorption,ahblecules from the
center of islands of a 2D condensate, where the binding energy should be much greater
than in the 2D gas phase and at the edge of an island. As a result of the dynamic character
of the experiment, when measuring the thermal desorption spectheriemperature of
the sample increases continuously at the rate 0.7 #sre comes a time when the
desorption rate from sections with a high binding energy becomes higher than from
sections with a lower binding energgn account of the steeper dependencelgn In
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FIG. 3. Isothermal desorption of Hmolecules from an adsorbed layer formed with flux intensitp
X 10** molecules/crh s. Inset: Thermal desorption spectrum.

other words, when the temperature rises comparatively rapidly there is not enough time
for 2D evaporation of the islands to occur, and the molecules desorb into the vacuum
from the center of the islands.

Therefore to interpret the observational results on the isothermal desorptiopn of H
molecules af s~ 5 K we invoked the idea of the existence of islands of a 2D condensed
phase. For this reason, we thought it would be useful to perform experiments with an
adsorbed Kl film formed with a substantially higher flux of molecules on the surface. It
is reasonable to expect that as the flux increases, the probability of formation of islands
of a 2D condensate will increase and correspondingly the fraction of the surface covered
by this phase will increase. It is known that the critical size of the nuclei of the condensed
phase decreases as supersaturation increases, i.e., as the flux of molecules on the surface
increases. In addition, a gas—condensate phase transition is more likely to occur during
the experiment.

Let us now examine the results obtained when the flux gfnkblecules was in-
creased to approximatelyX210'* molecules/cra-s. Figure 3 shows a curve of isother-
mal desorption of K molecules after the molecular beam was switched off. Comparing
Figs. 1 and 3 we can see that in the latter case the slow phase of isothermal desorption is
virtually absent and the total humber of desorbed molec(gesportional to the area
under the desorption curvés more than 50 times smaller. The inset in Fig. 3 shows the
low-temperature part of the thermal desorption spectrum, measured 20 s after the mo-
lecular beam was shuttered. The gat K and 10 K states as in the case of a low-
intensity flux are present in the spectrum, but in contrast to the latter case the number of
molecules desorbed fromehs K and 10 K states are comparable. Therefore the main
distinction of the high-flux experimental results are the very small number of isother-
mally desorbed molecules and the large number of molecules in the 10 K state. Accord-
ing to our estimates, the total number of molecules desorbed fred khand 10 K states
as the sample temperature increases corresponds to a complete monolayer.
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We believe that the absence of substantial isothermal desorptidg-é8 K in the
case of a high flux is due to the fact that the overwhelming majority of thenblecules
is adsorbed in a 2D condensed phase, while in the case of a low flux a very small portion
of the adsorbed molecules is contained in islands of the condensed phase. The large
increase in the 10 K peak in the thermal desorption spectrum likewise attests to more
intense formation of a 2D condensed phase as the flux of molecules increases.

Finally, let us discuss one other observation. In the experiment with a high flux we
noticed that after the desorption rate rapidly decreased to virtually zero after the molecu-
lar beam was shuttered, the desorption rate was observed to increase(EligwB. We
made sure that the pressure in the chamber remained stable and this increase of the
detector current is not caused by an increase in the background, but rather it in fact
reflects an increase in the desorption rate of hydrogen molecules. We think that the
increase in the rate of isothermal desorption is due to pitting of the 2D condensed phase,
which is accompanied by lengthening of the “edge line” and fosters the transition of an
increasingly larger number of molecules into the 2D gas phase, whence, as one can see
from Fig. 1, appreciable isothermal desorption occurs.

In conclusion, we shall summarize the main results. Isothermal desorption of phys-
isorbed hydrogen molecules from a(W0 surface aff~5 K was observed. The results
attest to a two-phase structure of the physisorbgdnidnolayer. We presumed that these
phases are states of a 2D gas and a 2D condensate. The relative contemakEblles
in these phases depends on the flux of molecules onto the surface. For a low flux
(~10" molecules/crf- s) the overwhelming majority of the molecules is in a thermally
less stable 2D gas state, while for high fluxesx 10** molecules/crf- s) the majority
of the molecules is in a 2D condensate state. For this reason, in the latter 68temes
fewer H, molecules than in the first case are isothermally desorbed in the time of the
experiment atT,~5 K. In contrast to hydrogen, isothermal desorption of deuterium
molecules affs~5 K was not observed. This is explained by the fact that the zero-point
vibrational level of the deuterium molecules lies deeper in the physisorbed potential well.
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On the observation of a single paramagnetic center in
experiments with a scanning tunneling microscope
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It is shown that exchange splitting is observed in the field emission
resonance spectrum when a paramagnetic center is present in the con-
tact of a scanning tunneling microscope. The effect makes it possible to
detect single electron spins. @998 American Institute of Physics.
[S0021-364(©8)01511-4

PACS numbers: 61.16.Ch, 71.70.Gm, 61.72.Ji

Scanning tunneling microscop€éSTMs) are widely used in modern investigations
of current-conducting materialsThe impressive achievements of STM methods in the
solution of problems of the physics and chemistry of surfaces are well known. The
development of this device has made it possible not only to obtain images of surface
structures, but it has also made it possible to change purposefully the composition, struc-
ture, and location of individual surface compleXel recent years many elementary
events of fundamental heterogeneous processes — adsctpiiesprptiorf, dissoci-
ation? and others — have become accessible to direct observation. At the same time the
deficiencies of the modern STM methods are also known. First and foremost, STM
methods are insensitive to the chemical structure of surface complexes. The problem of
identifying topographic images, especially images of point defects in adsorbed particles,
still remains as one of the central problems in STM physics. This problem is difficult to
solve by theoretical methods. The difficulties are due to both a lack of information about
the structure of the working tip of an STM and the lack of sufficiently accurate methods
for calculating the electronic wave functions of a surface at large distazees A) in
high fields f=10" V/cm). New “dynamic” methods of scanning tunneling spectros-
copy (STS, which are sensitive to the vibrational spectra, spins, and electronic transition
energies of surface complexes, are now required in order to identify single point defects
and adsorbed particles. Such methods have been intensively sought in receAfyears.

One direction of these searches are attempts to repeat directly in experiments with
an STM the spectroscopic measurements that are usually employed in studying macro-
scopic systems. However, this approach is still not successful enough. Attempts to mea-
sure vibrational spectra according to a vibrational tunneling spectroscopy séhigme,
by detecting threshold features of STM currents at voltay¢és A w=<0.5 eV (hw is the
vibrational quantur) have not been successfuhttempts to detect ESR signals from
single paramagnetic centg®C9 of oxidized silicon were made in Refs. 8-10. In these

0021-3640/98/67(11)/7/$15.00 965 © 1998 American Institute of Physics
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works it was reported that weak radio frequency variations of STM tunneling currents
were observed at room temperature at distances 3—6 A from a single point defect. The
mechanism leading to the appearance of “single atom” ESR with equal population of the
Zeeman levels is not known at present. The coordinate dependence of the effects de-
scribed in Refs. 8—10 is anomalous. The question of the possibility of detecting single
PCs by ESR remains open.

The objective of the present letter is to propose a new method for detecting single
PCs in experiments with an STM. The method described below is based on a quantum-
size effect which is unobservable under macroscopic conditions.

It is well known (see, for example, Refs. 11-1hat in experiments with an STM
the quantum-size effect is ordinarily manifested as oscillations of the conductance
o(V) =9/ dV which appear at voltagesv> ¢~5 eV (¢ is the work function of the tip
The periodic growth of the conductance of an STM operating in a field emission mode
can be lucidly explained by the formation of electron standing electron w@&@®4/9 in
a nanoscale resonator formed by the surface and the field barrier bounding on the tip side
the region of the classically allowed motiéwe assume the polarity of the sample to be
positive. Taking account of the interactions of the electrons with the vibrational and
internal degrees of freedom of the surface atoms leads to new effects. The characteristic
features produced in the STM currents by vibrational transitions were predicted and
observed in Refs. 14-17. In these works, specifically, it was shown that for a sufficiently
long delay of an electron in a resonattor w7.=1, 7, is the delay timgthe interaction
of the ESWSs with local surface vibrations is manifested as a series of electronic—
vibrational field emission resonances, which were observed in the current—voltage char-
acteristics of an STM scanning an oxidized titanium surface. The effect observed in
measurements ofi(V) “in air’ 1" were later also observed under high-vacuum
conditionst®18

The surfaces of oxides and oxidized metals contain a small number ofFSdsne
of these centers play the role of “active centers” in catalysis and are being intensively
studied on powders by ESR meth®fdThis approach gives spectroscopic information
averaged over an ensembleM$ 102 particles. Spectroscopic information about single
PCs is accessible only by methods employing an STM. We shall show that in experi-
ments with an STM single PCs can be observed according to a very simple indicator —
exchange splitting of field emission resonances. For this, we note that the ESW spectrum
is determined not only by the field of the forces repelling an electron from the tip but also
by the scattering amplitudéphasey of electrons scattered by surface atoms. For para-
magnetic centers, because of the contributions of the exchange mechanism, the scattering
amplitude depends only on the total sgirs*1/2 (s is the spin of a paramagnetic
particle).?! For oxygen, for example, for electron energies(eV— ¢)~2—5 eV a sev-
eralfold difference in the amplitudes;(e) is possible??

Hence it follows that when a PC is present beneath the STM tip exchange splitting
d€j  (n is the number of the electronic level in the resonastrould be observed in the
ESW spectrum. The magnitude of the splitting can be easily estimated using the Fermi
pseudopotential approximatiéh:

Sej n~2mSA(0)| D (R)|*=275A(0)/Q. D
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Here 5A;(0)=|As; 12— As—12(0)|, @, is the wave function of an electron in the state of
the nth standing waveR is the coordinate of the PC, arid is the volume of the
resonator:

ds. (2

Hered is the distance between the tip and the surfaceSasch characteristic scale of the
scanned surface. Le3~a,a, (ay, are the periods of the surface latticdhen for
8A(0)~(0.5-1) A,v=8V, ¢=5eV, a,~3 A, a,~6.5 A, which corresponds to ti-
tanium oxide”® we have

S€;,=(0.1-0.2) eV, 3)

which is greater thafor comparable tpothe half-widths of the field emission resonances
observed in Refs. 14-1T'&0.05-0.1 eV). The long delay of an electron near the oxide
surface ,~#%/T'~10 % s), which was not observed in experiments with beérasrent
densities~ 10! electrons/&), indicates that the volume charge that accumulates in the
oxide layer beneath the tip and relaxes over a tigge 10~ 11 5 plays a substantial role in
experiments with an STMcurrent density~ 10 electrons/&).

The trapping of an electron by the resonator, i.e., localization of the electron at
distanced ,~d(eV— ¢)/eV~2 A from the sample, changes the force fidltfR), in
which the surface atoms move. Let us estimate the electronic—vibrational coupling pa-
rameters

a=w(sR)? and B=dwlw, (4)

which determine the inelastic-transition probabilities and the accuracy of measurements
of the vibrational spectra performed with an STMR is the displacement of the equi-
librium position of a surface atom, antl is the change in the vibrational frequency in

the presence of an electroriet us take account of the Stark effect mechanism:

SU(R)=Ue(R)~Uo(R)~f D(R). ©)

Here U,(R) is the potential determining the vibrational spectrum in the presence of an
electron, Uy(R) is the potential for the state of an empty resonatdy(R)
=Mw?R?/2), andD(R) is the dipole moment of a surface atom. Then¥6+8V, d

~10 A, D~1a.u.,D’'(D")~1a.u., forhw~0.2 eV we have

a~1, B~0.1. (6)

Hence it follows that in the adiabatic approximatiwmhen the vibrational frequency is

less than the frequency of the electronic transitidhe spectra of the resonance values of
the energies of electrons trapped by the resonator and interacting with the vibrational and
spin degrees of freedom of a surface atom, have the form, to witli@%,

€ mo(V,d)=—eV+e(V,d) +hw(v+1/2) + 5¢ o(V,d), @)

wherej=s*+1/2,n=1,2, ...,v=0,1,2. .., €(V,d)~c(nV/d)?? is the energy of the
nth electronic level in the resonatrand v is the vibrational quantum numbef: &
<aeﬂl&n). According to Eq.(7), the spectrum consists of electronic—vibrational—spin
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series with electronic transition energi@sﬂ/ﬁn~ 1-2 eV, withn-dependent exchange
splitting, d¢; ,~0.1-0.2 eV, and withj- andn-independent vibrational transition ener-
giesiiw~0.1-0.2 eV.

In experiments with an STM operating in the field emission m@de, with eV
>¢~5eV), the spectrum(7) of resonance states can be measured by scanning the
currentJ as a function ofV and (or) d. It is easy to show that in the case of clean
“blunt” **~tips (with structureless electron densitigg(e)~ const) the field emission
resonances$7) are manifested as maxima of the conductarddyV, which appear at
values ofV andd which are roots of the equation

€r=€n,(V,d). ®

Hereeg is the Fermi level of electrons in the tip.

In experiments with pure “single-atom” tips or with tips containing adsorbed par-
ticles the field emission resonand@s can be manifested as maxima of the total currents
J(V.,d). Indeed, the electron densities of such tips have narrow peaks

’}’2

— T e=e, 9
(e—e)?+y? "

pi(€)=pi(€r) + po
with half-widths y<0.1 eV?~%®which result in a growth of the currents for values\bf
andd which are roots of the equation

€= 6_j,n,v(vvd)- (10)

In the resonance approximation the functiag{¥,d) for such tips can be described by
the expression

T} n(V,d)
W :J% (e,-,n,,,<\1/’.d>—1eo>2+<r+ 7)? .
(eg—€p)>(I'+ y). Here
T (V) =y (V,d)Pg,, (12)
3/2
¥ (V)= voexp( -3 Td) (13

are the probabilities of electron transitions from the tip into the resonBtgrare the
Franck—Condon factorghe vibrational degrees of freedom of the PC are assumed not to
be excited, vy van(V,d) are the probabilities of electron transitions from the resonator into
the sample, andl =#/7,. (The derivation of expressiofil) employed Eq(20) of Ref.

27 and took account of the fact that for sufficiently high voltages, wéén aw, thresh-

old effects can be neglected.

According to expressiond 1) and(7) the spectrum of resonance features of the IVC
of an STM operating in the field emission mode can be described by the expression

eV n,=— €0t ex(Vo,d) + 8¢ n +hw(v+1/2), (14)
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FIG. 1. Electronic—spin series of field emission STM resonances of oxidized titanium.

ho<eVy, eVp=¢€g, j=s*1/2,n=12,..., v=1.2,. .., i.e., it has the form of an
electronic—vibrational—-spin series with envelopes determined by the Franck—Condon
factorsPg,~ (a’/v!) exp(—«).

We shall employ the results obtained above to identify the surface complexes of
oxidized titanium, whose field emission spectra have been measured in Ref. 17 with the
aid of an STM. Fragments of two speciigee Figs. 1 and 3 of Ref. 1€ontaining the
effect of interest to us are presented on an enlarged scale in Figs. 1 and 2. In both cases
the spectra contain split peaks; the magnitude of the splittings corresponds to the estimate
(3). It is easy to see the general characteristics of the spectra being compared. The values
of the threshold voltaged/,, and the corresponding curren&V,), for these spectra
are virtually identical7.4 V and 7.3 V, 18 nA and 16 nA, respectivelfhe half-widths
of the peaks are also close. These characteristics refer to electronic states and are deter-
mined by the resonator. Fundamental differences between two spectra measured at dif-
ferent points on the surface, i.e., referring to different surface complexes, can also be
seen. If exchange splitting is neglected, then one can see that the first spectrum is repre-
sented by a sequence of nonequidistant peaks with nondecreasing heights:

J(Vy)=20nA, V,.1—V,#const, n=1234. (15
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FIG. 2. Vibrational—spin series of field emission STM resonances of oxidized titanium.

The distances between the peaks correspond to the frequencies of electron transitions in
the resonatoré(V,,1—V,)~1 eV). In accordance with the estimat® the exchange
splitting of different peaks is different & 4~0.4 eV, J¢ 3~0.3 eV, J¢ ,~d€| |

~0.1 eV). There are no vibrational lines in this spectrum, the parameesmall, i.e.,

the dipole momenbD is small. The smallness of the dipole moment is characteristic for
point defects which are not associated with adsorption. Paramagnetic centers of titanium
oxide which are not associated with adsorption are well knSihese are Fi" ions (O
vacancies

Let us now examine the spectrum presented in Fig. 2. Two series, shifted by
5\/|:Vl/_V1:V2/_V2:V3/_V3~0.07 V, (16)
of equidistant and monotonically decreasing maxima, the distances between which

5\/0:Vv+2_vv+l:VU’+2_Vv’+1:0'15 \ (U,U':0,12- . ) (17)
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correspond to a vibrational quantum of an adsorbed paramagnetic ion radicahéa-
sured by the method of IR spectroscopyu(=1180 cm 1=0.15 eV),(Ref. 19 can be
distinguished in it.

Exchange splitting of the field emission resonances can be used as the basis of
scanning tunneling spin spectroscopy, making it possible to observe single PCs of oxides
and oxidized metals.
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The development of a method for registering quasielastic electronic
light scattering spectra in the near-IR region, which makes it possible to
detect light scattering by a photoexcited electron—hole plasma induced
in a GaAs layer in the presence of a self-organized ensemble of InAs
guantum dots, is reported. A substantial resonance intensification of
such scattering, two orders of magnitude greater than the values estab-
lished for the bulk material, is observed, and the main mechanism of
such scattering is determined. €998 American Institute of Physics.
[S0021-364(98)01611-9

PACS numbers: 71.35.Ee, 73.61.Ey, 78:35.

Semiconductor quantum dot®Ds) in a wide-gap matrix are attracting increasing
interest from investigators. In such structures size quantization in all three directions
results in a substantial modification of the electronic density of states, with substantially
greater charge-carrier localization, which, it seems, can substantially improve the main
characteristics of a number of nanoelectronics devices. We report a further elaboration of
the highly sensitive method presented in Ref. 1 for detecting inelastic electronic light
scattering spectra in the near-IR region of the spectrum and for realizing the possibility of
investigating light-scattering spectra in structures with QDs. As a result, we have been
able to observe quasielastic electronic scattering of light by free charge carriers in an
InAs QD system in a GaAs matrix. It was shown that such scattering is due to electron—
hole plasma induced in the GaAs bulk in the presence of InAs QDs by the incident light.
The ensemble of self-organized QDs was produced on the basis of spontaneous decom-
position of a strongly strained InAs layer, grown on the GaAs surface, into coherent
islands. The observed substantial intensification of the quasielastic electronic scattering
of light is due to the resonance character of such scattering. It made it possible to detect
spectra of quasielastic electron scattering of light in structures with QDs at an intensity
level approximately two orders of magnitude greater than the values established for bulk
material.

We investigated nominally undoped structures obtained by molecular-beam epitaxy

0021-3640/98/67(11)/6/$15.00 972 © 1998 American Institute of Physics
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FIG. 1. Fragments of spectra obtained from a layer for a nominally undoped structure consisting of InAs QDs
in a GaAs matrix grown on a semi-insulatisgGaAs substrate. The spectra were obtainet=a194 K (a) and
T=77 K (b).

on semi-insulatingi—GaAs substrate@vith n-type conductivity with a faceted311)B
surface. The islands were formed by the Strafdkiastanov mechanism. The active
region of the sample consisted of 10 rows of QDs, formed by successive deposition of
InAs layers each with an effective thickness of 1.8 monolayers, separated by GaAs layers
5.1 nm thick. The transition from two-dimensional uniform to three-dimensional nonuni-
form growth of the InAs layers was monitored according to the change in the character-
istic RHEED pattern from the surface of the growing layers. The effective dimensions of
the InAs QDs were~12X6 nm.

The spectra were excited by a highly stable solid-state cw neodymium-doped YAG
laser with wavelength 1064.4 nm. Spectra obtained in the geometry of backscattering
from the (311)B surface with parallel {y) polarizations of the incident and scattered
light were investigated. They axis corresponds to the crystallographic direction
[—233]. The spectral composition of the scattered light was analyzed with a high-
transmission {=1-3) double diffraction monochromator and detected with a cooled
photomultiplier using two-channel photon counting. The spectral resolution was 2 cm
The measurements were performed at exciting radiation densities in the Ringe
=0.2—1.0 kW/cri, which do not give rise to local heating of the samples. The latter was
monitored by registering the grating lines corresponding to scattering of light by trans-
verse TO(') and longitudinal LOT") optical phonons from thei-GaAs substrate.

Figure 1 shows fragments of the inelastic light-scattering spectra obtained directly
from a layer for a structure with InAs QDs in a GaAs matrixTat 194 K (a) and 77 K
(b). These spectra, which lie in the not easily accessible low-frequency range adjacent to
the exciting laser line, convincingly demonstrate observation of the Lorentzian wing of
quasielastic electronic scattering of light. Figure 2 displays a similar spectrum obtained
for a si-GaAs substrate af=300 K under identical experimental conditions. The quite
intense lines in these spectra at 271.3 and 294.3'¢269.7 and 292.8 ci are due to
lattice scattering of light from thei-GaAs substrate by T@() and LO([") phonons at
T=77,194, and 300 K, respectively. In the magnified X3Qpart of the spectrum of the
si-GaAs substrate, the most intense and sharpest line at 159.% against the back-
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FIG. 2. Fragment of a spectrum obtained from a semi-insulaif@aAs substrate on which nominally un-
doped structures consisting of InAs QDs in a GaAs matrix were grown. The spectrum was obtahed at
=300 K.

ground of comparatively weak lines corresponding to overtone scattering corresponds to
overtone scattering with the participation of two acoustic 2{A) GaAs phonons. It is
noteworthy that the intensity of the observed quasielastic electronic scattering of light in
this spectrum is comparable to that of 2X¥A K) phonons. This fact as well as the
character and shape of the scattering line show thatit@As substrate is of thetype

with free charge-carrier density=1.0x 10'° cm2 (Ref. 2. The absolute intensity of
such quasielastic electronic scattering of light drops sharply with decreasing temperature,
and in agreement with the results of Ref. 3 it completely vanishes in the spectrum
obtained afT=77 K.

Investigation of the electronic light scattering process in the spectra of structures
with InAs QDs in the GaAs matrix shows a completely different picture. Such scattering
likewise differs strongly from the process of inelastic scattering of light by free holes in
p-GaAs? It is clearly seen from the spectra in Fig. 1 thaffat 77 K the contribution of
lattice scattering is not dominant. Moreover, these spectra demonstrate an anomalous
increase of the absolute intensity of quasielastic electronic light scattering with decreas-
ing temperature. The observation of an intensification of the absolute intensity of
quasielastic electronic light scattering in structures with InAs QDs in a GaAs matrix is
also new. The intensification is approximately two orders of magnitude greater than the
values established for bulk material. Moreover, an anti-Stokes component of such scat-
tering appears at low temperatures.

It seems to us that such an intensification can arise as a result of the resonance
character of the scattering, due to the selectively photoexcited electron—hole plasma
induced in the GaAs layer in the presence of a self-organized ensemble of InAs QDs.
Since the characteristic geometric sizes of the QDs are small compared to the wavelength
of light (d<\), in principle the electrostatic approximation can be used to find the
characteristic modes of the electromagnetic field in them. The electric field inside QDs in
an effective dielectric medium will be determined by the difference of the permittivities
of InAs and GaAs at the frequency of the exciting light. The luminescence line with a
maximum at 1031.4 nm indicates the presence of quantization of electrons in QDs. Since
a periodic structure consisting of QD rows, whose characteristic geometric dimensions
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are comparable to the periods of the structure in both directions — along and across the
direction of growth, is formed, the electronic states of the discrete spectrum in such
structures are collectivized. The degree of collectivization, i.e., the number of dots par-
ticipating in it, depends on the dot-size variance and, specifically, it decreases sharply in
the presence of coalescence, i.e., with the onset of the stage of large-dot formation as a
result of a simultaneous decrease of the size of the other’ ddtdlectivization of the
quantum states is expressed on the energy scale as a fragmentation of the electronic
bands, appearance of allowed minibands and minigaps in the band gap béfyeen
=0.424 eV(InAs) and E4,=1.519 eV(GaAs. For incidentfiw=1.165 eV photons, a
substantial portion of the volume of the system under study with effective ban& gap

can satisfy the resonance conditibw=E,.

The light scattering cross sectidh is determined by the ratio of the number of
scattered photons emitted per unit volume to the photon flux density incident on the
crystal surface. Let the incident radiation be characterized by the frequgrenyd wave
vectork, and the secondary radiation by the quantiiesandks. The scattering cross
section per unit solid angle and unit frequency can be written in the form

3 o3 1 3r3p 7 axl S
dodQ Py |A'0|2|A§|2 fd rd=r"AF(r)Ar)
X(Sxik(1) Oxmn(1")) At VAR(r"). (1)

Herew= w,— wg is the shift of the frequency of the scattered light(r) andAS(r) are
the vector potentials of the field of the incident and scattered wa\jeand AS are the
amplitudes of the electromagnetic waves outside the crystalggpdr) is the fluctua-
tion part of the polarizability tensor of the crystal.

In accordance with the indicated resonance character of the scattering, photoioniza-
tion of electron—hole pairs, which accumulate near the InAs QDs, occurs as a result of its
excitation. From the classical standpoint, photoinduced excitonic liquid is injected from a
region near dots, producing in the GaAs volume, which is transparent to the incident
light, a nonequilibrium two-component plasma. For such a system, the sum of electron
and hole contributions must be used for the permittivity fluctuatidps

e2
0X, =~ OikReh— (1edNet 1ndNh). 2
Mw;
Here 6n, and ény, are fluctuations of the electron and hole densitiesand u,= 7y, are
the reciprocals of the reduced masses of the electrons and holes, the latter being equal to
the corresponding parameter in the Luttinger Hamiltoniang;, is the Kronecker delta;
and, R}, is a resonance factbdetermined by the band gdp, and is given byRgp
=EZ/[E;—(fiw;)?]. Our estimates show that the main contribution to the observed in-
tensification of quasielastic light scattering is due to this factor, while the contribution
associated with the decreasedhandAS is only a factor of 2—3. Therefore the maximum
resulting gain for the cross sectionRs=3RZ, .

To describe the Lorentzian wing of quasielastic electronic scattering of light we
shall take account of the fact that the nonequilibrium carriers generated by the light have
a zero macroscopic rate of spreading and a low mobility, limited by scattering by
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phonons. For this reason, to describe the kinetics of the fluctuafipricom Eq. (2) we
shall employ, instead of the Navier—Stokes equation conventionally used in the hydro-
dynamic approximation, the continuity and diffusion equations
aon,
ot

o,E
= -D,Vén,+g,. 3

1
+EV'5ja:01 5ja:(_1)a

Here the indexa enumerates the particles= 1 for electrons and=2 for holes;dj, are

the fluctuation currentsD, and o, are the corresponding diffusion coefficients and
conductivities;g, are the random fluxes due to thermal motion and are the sources of the
fluctuations; andE is the intensity of the electric field, limiting the rate of motion during
the diffusion of a charged patrticle in accordance with Poisson’s equation. For the case of
a GaAs matrix with periodically arranged QDs, the Fourier transforms in the coordinates
r and timet can be used to solve the system of equati@)s Solving the algebraic
system obtained we have

Je(h)@n(e) T In(e)De(h)
dedn— bebh

5ne,h: - Iq ) (4)
wherea,=—iw+q?D,+47mo,le, b,=4mo,le, andq is the Fourier-transform wave
vector. According to Eq(2), the spectral composition of the scattered light reflects the
correlation of the electron and hole fluctuations. Such a correlation is always present. For
this reason, on substituting expressidhinto Egs.(2) and(1) it is necessary to examine

all the correlation functions that arise, including those which are nondiagonal in the
symbolse andh. Each correlation function can be expressed by means q#Em terms

of quadratic functionals of. and gy, whose averages are determined by the universal
correlation properties of the random currents. The latter are determined as follows:

na

o

whereF(w) =f w/[1—exp(-fw/T)] andn, and, are, respectively, the stationary non-
equilibrium density and Fermi quasilevels of particles of tgpd-orming by means of
Eq. (4) all possible spectral correlation functions of electrons and holes, from(Egs.

(3) we can find the following expressions for the quasielastic scattering cross section:

(gaigﬁk)qw:5aﬁ( ) F(w) 6ixReD (), 5
T

Ne| (anh) 5
—| oyt Dyl = | o
92 8#VR( )ZqZF(w) e? 2( § 22 lage) " Mok,
N —OT — | ——= T
Jwd) o 2 \me KT T e (2D = w2
(6)
Here ry=e€l[4moe+ oy)] is the Maxwell relaxation time and
UeDh+0'hDe
=TT T )
gt o

is the ambipolar diffusion coefficient. According to E§), the relaxation observed in the
quasielastic light-scattering spectra with a Lorentzian widthg?D, is due to the si-
multaneous diffusion of electrons and holes. It should be noted that the electron mobility
be=er./mg is greater than the heavy-hole mobility; /be=m} 7,/mj; 7.<1. For this
reason]l’ in Fig. 1b is determined by the smallest of the possible diffusion coefficients,
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which belongs to the holes. A new fact is that the experimental valuds &ve found to

be several times smaller than in bulknP andn-GaAs crystals with comparable impu-

rity density>~>"€ It is noteworthy that at lower temperatures a drift character of the
charge-carrier motion develops in the space between quantum dots, which could increase
their average population density compared with the case of ambipolar diffusion.

In conclusion, we note that the realization in practice of the possibility of measuring
the near-IR quasielastic electronic resonance light scattering spectra in structures with
QDs opens up new possibilities for studying the interaction of electromagnetic waves and
diffusion of charge carriers in semiconductor nanostructures.
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An asymmetric ac electric field with amplitude= 10 V/um gives rise

to a matched rotation of the normal to the smectic layers, while a
sinusoidal fieldE=1 V/um is used to study the rotation in the method
of modulation total internal reflection ellipsometry, which makes it pos-
sible to probe the region of a ferroelectric liquid crysalC) next to

the electrodelf~0.7 um). It is shown that the angle of rotation of the
normal to the smectic layers near the surface of the electrode varies
reversibly as a function of the polarity and number of electric pulses
applied, just as in the interior region. The characteristic dynamic prop-
erties of thin layers of nematic liquid crystals, such as an anomalously
long relaxation time and a high-frequency relaxation process, are ob-
served in thin FLC layers. €1998 American Institute of Physics.
[S0021-364(©8)01711-3

PACS numbers: 77.84.Nh, 07.60.Fs, 78.20.Jq

1. INTRODUCTION

Useful electrooptic effects in chiral ferroelectric liquid crystéis Cs) are based on
a change in the orientation of the director of the FLC with respect to figithtionary
smectic planes. The static nature of the layered smectic structure was never questioned
right up to the appearance of Ref. 2, where an irreversible rotation, bounded by the polar
angle 6,, of the normal to the smectic layers under the action of an electric field is
observed in the € phase. These investigations were further elaborated in Refs. 3-7.
Their main result was the discovery of uniform and reversible rotation of smectic layers
that is induced by an electric field with a special shape and a large amplitude. The
rotation was monitored by observing in a polarizing microscope textured defects and the
index ellipsoid averaged over the thickness of the sample. The rotation of the smectic
layers was observed in*Gand A phases of both ferroelectric and antiferroelectric €s.
It has been shown that it is of a threshold charatterd it is critically dependent on the
chemical composition of the orienting coatings and their mechanical treatment.

At present the physical mechanism of this phenomenon is not completely under-
stood, but its dependence on the properties of the surface has stimulated the present work,

0021-3640/98/67(11)/7/$15.00 978 © 1998 American Institute of Physics
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FIG. 1. Experimental apparatué:— He—Ne laser2,6 — A/4 plates,\=632.8 nm;3 — polarizer;4 —
turntable;5 — prism module with FLC;7 — analyzer;8 — filter; 9 — silicon photodiodes10 — personal
computer;11 — generator of special pulses2 — thermocouple, | and Il — inputs of Sound Blaster 16 sound
card.

where the method of modulation total internal reflection ellipsometry, which will be
shown below to be sensitive to the orientation of the normal to the smectic layers, making
it possible to probe thin layers of the LC near the surface and to investigate their dy-
namical propertie?°is used to investigate the FLC next to the LC—electrode interface.

2. EXPERIMENTAL RESULTS AND DISCUSSION

In the case of a normal orientation of the smectic layers with respect to the bounding
surfaces, under total internal reflection conditions the penetration deptithe damped
surface light wave equdfsL =\ (N?sin ¢>—nZ;) ~*2, wherex=0.6328um, N=1.803
is the index of refraction of a prism consisting of TF-10 heavy flint; 80° is the angle
of incidence of the light wave, measured from the normal to the prism—electrode inter-
face,nes= (nfsin 65-+n’ cos 6h)'2 6,=25° is the tilt angle of the director with respect to
the normal to the smectic layersy=1.66, n, =1.49, andng4=1.52. (The refractive
indicesn andn, used to estimate the penetration depth of the damped light wave were
measured at the He—Ne laser wavelength632.8 nm in the smectic A phase at tem-
perature
T=78 °C). Therefore the maximum penetration depth of the light wave was equal to
h~0.7 um, which was much smaller than the thickness of the samipl@0 xm. The
refractive-index modulation due to the motion of the LC director on a cone symmetric
with respect to the normal to the smectic layers results in modulation of the phase of the
reflected light waves polarized in and perpendicular to the plane of incidéRefection
occurs under total internal reflection conditions; the polarization vector of the light wave
makes an angle of 45° with the plane of incidendster conversion by a Sernarmont
compensator, the reflected light is detected with a photodetector connected to a computer
(Fig. 1. A special program package called PhysLab, based on multimedia resources for
a personal computer and implementing a number of virtual devices necessary for modu-
lation ellipsometry, such as a synchronous detector, spectrum analyzer, and plotter, was
used for the signal measurements.

In the general case the periodic ellipsometric signal has a complicated shape and
contains both even and odd harmonics of the frequenoy the exciting electric field, as
shown in Fig. 2. The absence of odd harmonics in the optical response corresponds to,
from symmetry considerations, the particular case when the normal to the smectic layers
lies in the plane of incidence of the light wave.
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FIG. 2. Fourier spectrum of the electrooptic response obtained at tempefatuté °C. A voltage with
amplitude 10 V and frequency 1 Hz was applied to the sample.

Thus, in the present work special attention is devoted to synchronous detection of
the X component of the optical response at the fundamental frequency of the exciting
electric field, whereX=A(w)cos¢, A(w) is the amplitude of the ellipsometric signal,
and ¢ is the phase difference detected by the synchronous detector. The moment when
the X component vanishes corresponds to the moment when the smectic layers pass
through the plane of incidence of the light wave, and a change in sign of twmpo-
nent corresponds to a change in sign of the angle between the normal to the smectic
layers and the plane of incidence.

A chiral FLC (CS-1029 Chisso Cp. containing the following sequence of
phases and phase transition temperatures in degrees celsius, was used:
Cr-18-SmC€-73-SmA-85-N—91-Iso. Orienting coatings based on polyvinyl alcohol
(PVA) were deposited on half-transmitting electrodd%0), deposited on the surface of
the prism and flat glass. After annealing at 120 °€ Ich the initial orientation of the

100

0 100 200 300 400 500 600
Time, ms

FIG. 3. Form and magnitude of the asymmetric voltage giving rise to rotation of the normal to the smectic
layers.
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FIG. 4. Photographs obtained with a polarizing microscepe- after 45-min action of an asymmetric voltage,
b — after 90-min action on the texture shown in the preceding photograph.

FLC was formed by mechanical rubbing of the surface of the PVA with a nylon fabric.
An important aspect was the procedure for obtaining weak azimuthal anchoring energy of
the LC with the substrate. For this, the nylon fabric was put in contact with the substrate
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FIG. 5. Dependence of thé¢(w) component of the optical response on the observation time. The amplitude and
frequency of the sinusoidal voltage and the measurement temperature were edual®V, w=27

X 1000, andT=45 °C, respectively. An asymmetric voltage was applied during the pdtlsesumber of
pulses is shown in the figure

and then deformed to a depth of 0.5 mm. Next, the substrate was displaced with respect
to the stationary fabric. Thirty cycles were sufficient to form a relief on the surface of the
substrate and to induce a weak anisotropy of the anchoring energy with a low field
threshold. The ferroelectric liquid crystal was placed in a prism module, shown in Fig. 1,
at temperaturel =95 °C and then cooled to room temperatdre 20 °C. The initial
arrangement of the smectic layers was perpendicular to the rubbing direction and the
substrate surface. Next, an asymmetric electric field, whose form is shown in Fig. 3, was
applied to the sample for 45 min. As a result, the optical texture rotated by an angle of
20° (Fig. 4a. After the inverted asymmetric voltagenirror-symmetric with respect to

the abscissawas applied for 45 min the angle of inclination was equal to 0° and after 90
min the angle was equal te 20° (Fig. 4b. The asymmetric voltage was switched off
according to a definite protocol, as follows from Fig. 5, and Xi{@) component of the
optical response to a sinusoidal voltddes 10 V with frequencyw = 27X 1000, depend-

ing on the time, as shown in Fig. 5, was measured by modulation total internal reflection
ellipsometry. The relaxation time of the FL£;~10 min was estimated from Fig. 5. This
value is much greater than the response time of the crygtah00 us. It is interesting

to note that such behavior is not specific to FLCs, since, for example, the equilibration
time in the surface layer of 5CB in the case of weak azimuthal anchoring energy with the
substrate was also equal tg~ 10 min?i.e., it was much greater than the relaxation
time of the nematic liquid crystat,~0.1 s, calculated from the well-known expression
7,=0d?y/7?K, whered=10 um, y=1 poise, anck =10~ dyn. At the moment when

the normal to the smectic layers coincided with the plane of incidence of the light wave
the X(w) component of the optical response vanished, while the predominant direction of
the stripe defect structure coincided with the axis of easy orientation. Further action of
the asymmetric voltage on the FLC resulted in a change in sign ofthg component

of optical response and, correspondingly, in a change in sign of the rotation angle of the
normal to the smectic layers, as was confirmed by observation in a polarizing micro-
scope.
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100 1000 10000 100000
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FIG. 6. Frequency dependence of the amplitullew) of the optical responsel — at temperature
T=20 °C, 2 — at temperatur§ =45 °C.

Since under total internal reflection conditions the change in the phase difference
between the perpendicular and parallel components of the field of the light wave does not
depend on the thickness of the LC layer tbxh,!! for > 1/7, a situation whenp(t)
~A(w)e'®, whereg(t) is the azimuthal perturbation of the FLC director akflv) is
the amplitude of the first harmonic of the optical response, is easily realized. Good
agreement with the theoretical predictions of the frequency behavior of the azimuthal
perturbation of the FL& is shown in Fig. 6, where in the intermediate frequency range
A(w)~|e(t)|~w~ 1. The curvel, obtained at room temperatuie=20 °C, demon-
strates additional damping at high frequencies30 kHz. (For the casd =45 °C, de-
scribed by the curv@, this process is apparently shifted in the direction of high frequen-
cies) A similar high-frequency dissipative process, due to the effect of surface viscosity
on the dynamics of a liquid crystal, has been observed in a compensated nematic liquid
crystal MBBA*

3. CONCLUSIONS

The dynamic behavior of a thitthickness of the order of the wavelength of light
near-surface layer of a FLC in the uniform rotation, induced by an asymmetric electric
field, of the normal to the smectic layers was investigated by modulation total internal
reflection ellipsometry. It was shown that the rotation angle of the normal to the smectic
layers near the surface of the electrode, just as in the bulk, varies reversibly as a function
of the polarity and number of applied electric pulses. Measurements of the first harmonic
of the optical response, characterizing the azimuthal disturbance of the FLC, as a function
of the frequency of the sinusoidal voltage were also performed. It was found that the
surface dynamics of the thin layers of the FLC is nonspecific and exhibits features which
are characteristic of nematic liquid crystals.

This work was supported by the grants COPERNICUSL5-CT96-0744, INTAS
95-IN-RU-128, RFFI 98-02-17071 as well as a grant from the Japanese Ministry of
Education, Science, Sports, and Culture. We thank S. P. Palto for the opportunity of using
the PhysLab program package and S. A. Pikin for valuable remarks.
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3In principle, a wavelike instability of flat smectic layers is theoretically possible in smecttd8ua high field
intensities are required in order to obtain an appreciable effect. Evidently, this is why it has not yet been

observed.
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A tight-band model is employed for tteg, orbitals in manganites. It is
shown that a large intra-atomic Hund couplidg and the resulting
double-exchange mechanism lead to antiferromagnetic ordering along
one of the cubic axes, stabilized by the cooperative Jahn—Teller effect,
which further decreases the band energy of the electrons. As a result,
LaMnGO; is a band insulator built of 2D ferromagnetic layers. The
critical concentration X.=0.16) for the onset of ferromagnetic and
metallic behavior at low temperatures in,LagSr,MnO; and the phase
transition are treated in a percolation approach. 1898 American
Institute of Physicg.S0021-364(18)01811-9

PACS numbers: 75.70.Pa, 71.3M, 75.30.Kz, 75.50.Dd

Current efforts in studies of the “colossal magnetoresistan@VIR) in the man-
ganites R_,B,MnO; (usually R=La, B=Ca, Sr; see, e.g., Refs. 1-3 for a review and
referencepare naturally focused on phenomena occurring in the vicinity of the metal—
insulator transition temperatufie®, which forx=0.2—0.3 reaches the room temperature
range. There are no doubts that both the Jahn—TelBrdistortions and Zener double
exchanggDE) mechanisifi® are two key ingredients of CMR.

The transition between the paramagnetic and conducting ferromagnetic phases is
treated in Ref. 6 as a localization—delocalization “crossover” driven by thermal fluctua-
tions of the local JT modes. In this paper we focus on the analysis of phenomena
occurring at lowT. In this region the approach should be different. Indeed, the two end
members of the series, LaMg@nd CaMnQ), are both antiferromagnetidF) insula-
tors. “Doping” of LaMnO; by divalent atoms results in metallic conductivity only above
a critical concentratiox.=0.16.

Low-temperature phases of manganites are usually interpreted in terms of localized
orbitals/® more often than not in the modified Hubbard mo¢gge, e.g., Ref.)9 Al-
though it is widely accepted that electron—electron correlations play the key role in
low-temperature behavior of manganites, we show that their major properties can be
understood within the framework of the band approach as well, or in a percolation
picture.

0021-3640/98/67(11)/6/$15.00 985 © 1998 American Institute of Physics
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The following facts have to be explained) The insulating state of the parent
LaMnQO;; 2) the typeA antiferromagnetic orderin@lternating ferromagnetic planes)
the small value of the N& temperatureTy~150 K, in the lowx range, while the
structural changes occur at about 900 Ktlde localization of “holes” introduced into
the M®* subsystem ak<x.; 5) the threshold concentration,=0.16, above which
metallic conductivity sets in at low.

In the band model properties through 4 are brought about by the DE and JT
mechanisms. We interpret the valMg=0.16 in terms of percolation theory: both the
cluster approach and the phase separation picture, which was first suggested for the
cuprates? seem to give the same criteridh.

Let us start from the fract that the ground state of LaMiitypeA. According to
our picture, the appearance of such a magnetic statoticaused by any exchange
interaction between localized spins on different sites. The mutual arrangement of the
distorted octahedra and of the cétgg spins,S (S=3/2), is stabilized only by benefits in
the kineticbandenergy of thee,4 “conduction” electrons.

The single-electron Hamiltonian is then of the form Ref. 6

H=2§ (Tii+5—InS-0+97-Q+3.QP). (1)

Here fum is the nearestneighbor tunneling matrix, defined on some basis of the
two—dimensional cubic representatieay; Q; are the active local JT modes with the

matrix elements on that electronic basis expressed in terms of a “pseudospin” matrix
(see, e.g., Ref. 7; th@®; are defined as dimensionless parametédrke static JT defor-
mations and the staggered magnetizat{@&),= (— 1)'(S) of the A-type phase are treated
below in the mean field approximation.

To avoid cumbersome expressions, we first discuss the competition between ferro
and antiferromagnetic order for ttmme—band model:

e(p)=tcodap,) +t(p,). ?)

We assume at first that the Ioceﬁtgg) spins are ordered ferromagnetically. At large
Jy>t the low energy band is shifted down, byJ,(S). The main contribution to the
total energy isEy=—Ju(S)n (n is the number of electrons per unit gelihile the

kinetic energy contribution due to the polarized electrons is lineastin

Consider the same problem for AF ordering along zteis (with a period of &).
It is convenient to discuss the more general case

S=(=(S),M,) (SE+M2=83?), (3)

i.e., the canted AF structdtéor the 3tzg spins. Solving the periodic electron spectrum
problem in a manner similar to the solution for the two local sitesie obtains the
following four branches:

£1(p) — t(p,) == JIZS +12(p,) £ 234(t(p,)[[M,]. @)
At JH>t,t_, the low energy spectrum reduces to

e(p)1o— t(pL)=—InS=|t(p)|(IM,]/9). (5)
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The second term restores the familiar expression for tran3pdgt= 2S|cos9/2| (¢
is the angle between the adjacent local spins

For the AF caseNI,=0) the Brillouin zone is reduced by half, but there are now
two branches in5). As the result, the main term; JS, does not change. For a single
band, the antiferromagnetic order may even be energetically favorable, although the
energy benefit would be small, of the order(s€e(4))

t2/J<t. (6)

For two bands there are terms lineartinThe JT band splittings necessary if we wish
to decrease the ground state energy below the energy of the ferromagnetic state.

We have obtained the “bare” band spectrum of a cubic material e4gghelectrons.

For calculating;, and hence, the electronic spectrurtp), use of the normalized basis
functions of the form:

P12+ e+ ey Y=y (7

(e=exp(27i/3)), proves to be more convenient to account for the cubic symmetry of the
initial lattice. The functiong7) are related to the real basig;*d,2 and ¢,*dy2_2:

Ir=(e1+10)/V2, Pr=(p1—i¢2)/\2. (8)

The tight-binding spectrum of the,, electrons consists of two branches, which are
discussed below.

Before proceeding further, we write down explicitly the local, JT part of the Hamil-
tonian(1) in the basiq7):

g 0 expli 0)

—2 exp(—i6) 0 ©

In the standard notatiohQ,=Q, sin 6, Q;=Q, cosé. HereQ, is the magnitude of the
JT distortions, and the “angles®=0, 27/3, —2m/3 correspond to elongations of the
octahedron along the, x, andy axes, respectively.

With the above in mind, consider the options for possible ground states in manga-
nites. In the case of stoichiometric LaMa@ere is exactly one, electron (MA™) per
unit cell. The ferromagnetic fillingup for two bands will produce a metallic spectrum.
AF ordering along one axis results in the same leading contributidn,S (at largeJ,),
while the corresponding kinetic energy contribution becomes of the ord&r hf<t.
The terms of second order inin Eq. (4) imply that the spectrum is much less dispersive
along thez axis (M,=0). Planes with antiparallel core spins become almost isolated.

AF ordering along any other direction would lack electronic transport along this
direction, again shrinking the bands. Thus it is enough to have AF order along one axis
to achieve the major energy benefitlyS. However, to stabilize the AF order alooge
axis, one needs to further reduce the total energy by antiferroelastic JT distortions along
the remaining directions.

Note again that after the AF ordering sets in, say, alongthgis, the communica-
tion between adjacent layers in real space becomes very weak. Therefore, at,l#rige
possible to reduce the problem in leading order to a problem of-tliimensional(2D)
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electrons. For decoupled layers, electrons inside the layer are ferromagnetically polarized
along the3t29 (coreg spins. Again, in this 2D problem there is one electron @&, cell.
The metallic spectrum simplifies to the form:

£55(p) = (A+B)(cosap,+cosap,) = (A—B)
x{(cosapy+cosap,)?+3(cosap,— cosapy) 3}, (10)

wherei,k=(x,y,2);

Axp(Z;X,Y)e1(z+a;X,y), Bxea(z;X,y)@a(z+a;X,y)

are the two overlap integrals between two sites separated by the lattice canstiet

now introduce JT distortions in a layer with the structure vecters) in a plane. If the

JT splitting is strong enough, then instead(®f, the new spectrum will consist of two
pairs of bands separated by energy gaps over the €nts@ Brillouin zone, with the
low-energy bands fully occupied. This completes the band picture for the insulating
A-type ground state in LaMnQ

For this interpretation one needs:

Ju>1, gQp;  gQu=t. (11)

Equation (10) does not impose any severe limitations on the model parameters. The
above physics should be present in any realistic band structure. Usually band calculations
use the experimental lattice parameters, and it is not straightforward to sindle@uiin

Ref. 3 the competition of the effects considered above.

Finding the single-electron spectrum in the presence of the JT distortiong&om
(9), writing the total energy of the filled-up bands, and then minimizing the total energy
is a straightforward but rather tedious task. In the general case, there is no small param-
eter. We will consider numerical aspects elsewhere.

Below we take advantage of the transparent physics of the independent 2D-layer
approximation. First of all, the 2D ferromagnetic ground state in each layer which was
obtained in the mean field approximation will be smeared out by fluctuations: ferromag-
netism does not exist as a stable thermodynamic phase in 2D, unless there is a weak
interlayer couplingt?/J,; (Eq. (6)). This results in a rather low Né temperature in
LaMnO;, Ty=150 K att~0.1 eV,Jy~1eV.

To illustrate the above, let us consider the “symmetric” mot&l=B=t/2 in (9):

e(p)=t(cosap,+cosap,)=t(p). (12)

Equation(11) gives two degenerate bands. For one polarized 2D electron per unit cell,
the two Fermi surfaces run along the linpg*p,=(*n/a). In the presence of JT
distortion (8) the new spectruniin the reduced Brillouin zone, with the structural vector
(w/a,mla)) consists of the four branches(p)==||t(p)| = A|, whereA=|gQy/2|. At
A>2t there are two pairs of energy bands, and the insulating gap, equat-&t, sets

in at py=p,=0. The distortiongQy,=g?/J,, is defined from the on-site problem.

Turning back to the parameterdy(,Je|,9,A,B) of our general model, connections
betweengQ, Jo; and A andB are established by minimization of the totalectronic
and elastig energies with respect @ andM, (see Eq(5)). The deformations@,) of
the octahedra are known from the structural date, e.g., Ref.)30ne may also expect
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thatB<<A: tunneling between Mn sites takes places through the shared oxygen ions, and
the notion that the sizd of the d shell is small compared to the lattice constan{d

<a), is quite helpful in respect to oxides of transition mefai$!® The spin wave
spectrum in LaMn@ is now availablé Although we postpone the study of the spin
wave spectrum for the future, it is worth mentioning that coexistence of the Iocéﬁz@d
spins and itinerang,, electronic stategwhich in the AF environment are not character-
ized by the spin-projection quantum numpenay result in deviations from an anisotro-

pic Heisenberg model.

Finally, let us briefly discuss the concentration dependence. At sntiadire are two
mechanisms that lead to localization of a doped hole. The first one is directly related to
the 2D physics. According to Ed1), interaction of a hole with the JT modes may
decrease the energy of the hole by an amount of the ordg#/df, . If its energy is now
below the band bottom, the hole becomes self-trapped. Two-dimensionality plays a cru-
cial role in that there are no energy barriers for the protes$sthe dimensionless
parameteC~g?/Jo W (W is a bandwidth exceeds a critical value of the order of unity,
no itinerant states are possible in the 2D system. The second mechanism is the Coulomb
binding of holes near dopartts.

At largerx the band approach becomes useless. Instead, we adopt the point of view
of percolation theory. Let us start first with tiusterdescription'! In the so-called site
problem, consider the formation of an infinite cluster of neighboring divalent ions. For
the simple cubic lattice the critical concentratiorxjg(s)=0.31. This value is not uni-
versal.

It is well known'! that correlations between sites rapidly redwgés) to the value
X.=0.16, which is also a threshold concentration for a continuous percolation problem.
Although holes are located near divalent idfarming the skeleton of the clusertthe
hopping of holes takes place along adjacent Mn sites, correlated by the fact that the wave
function of a single hole is spread over a few interatomic distances, tending to suppress
the JT distortions and to align spins ferromagnetically in the vicinity of a hole. Although
the structure of a cluster is complicated,xat x, one may expect that locally its prop-
erties are close to those of the homogeneous metallic ferromagnetic state. The rest of the
sample does not conduct.

Another plausible view is that the material may separate into coexisting insulator
and metallic phase®.In the cluster approach the Coulomb energy plays a crucial role,
confining holes in the vicinity of the skeleton. In the continuous description the Coulomb
energy would limit the sizes of the domains of the phases. In both approaches the
Coulomb energy may be strongly reduced by a sufficiently large dielectric constant of the
insulating phase and due to metallic screening in the ferromagnetic phase.

With increasing temperature the concentration of the metallic phase decreases:
temperature-induced JT distortiénprovide stronger localization of “doped” holes.
From this point of view the metal—insulator transition temperafiife may also be
interpreted as a percolation poifdt fixed x), and this agrees well with the extreme
sensitivity of the CMR to an applied magnetic field.

To summarize, the interpretation of LaMp@s a band insulator is consistent with
the main experimental facts. The large intra-atomic Hund exchapderces the cubic
system to order antiferromagnetically along one direction because the band energy of the
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electrons can then be effectively reduced by the JT instability, resulting in a(teéw
ragona) lattice (v2ax \2ax2a). At Jy>t,9Qp, thee,q electrons form almost discon-
nected 2D layers. This manifests itself in a loweN&emperature. A percolation analysis
can explain the value of the critical concentratiqa=0.16 and the CMR itself, suggest-
ing some interesting new physics.

The work was supported.. P. G) by the National High Magnetic Field Laboratory
through NSF Cooperative Agreement # DMR-9016241 and the State of Floridéyand
Z. K.) by the U. S. Office of Naval research under Contract # N0O0014-97-F0006.

IH. Kawano, R. Kajimoto, M. Kubota, and H. Yoshizawa, Phys. Re63814709(1996.

2J. Coey, M. Vivet, and S. von Molnar, unpublishé®97).

SW. Pickett and S. Singh, Phys. Rev.58, 1146(1996.

4G. Zener, Phys. Re\82, 403(1951).

5P. W. Anderson and H. Hasegawa, Phys. RS0, 675 (1955.

6A. Millis, B. Shraiman, and R. Mueller, Phys. Rev. LetfZ, 175(1996.

7J. Kanamori, J. Appl. PhygSuppl) 31, 145 (1960).

8p. G. de Gennes, Phys. Rel8 141 (1960).

For review, see K. Kugel' and D. KhomskiUsp. Fiz. Naukl36(4), 231 (1982 [Sov. Phys. Usp25, 231
(1982].

101, P. Gor'kov and A. Sokol, JETP Letti6, 420(1987).

11H. Scher and R. Zallen, J. Chem. Ph§8, 3759(1970); for review see B. Shklovskii and A. EfroBJectronic
Properties of Doped Semiconductp8pringer-Verlag, Berlin, 1984; G. Deutcher,@hance and MatterPart
1, edited by J. Souletie, J. Vannimenus, and R. Stora, Elsevier, Amsterdam, 1987.

123, Coodenough, iRrogress in Solid State Chemistiyol. 5, edited by H. Reiss, Pergamon Press, New York,
1971, p. 145.

Bp. W. Anderson, ilMagnetism Vol. 1, edited by G. Rado and H. Suhl, Academic Press, New York, 1963,
p. 75.

14K. Hirota, N. Kaneko, A. Nishizwa, and Y. Endoh, J. Phys. Soc. &#3763(1996.

15E. Rashba, inExcitons edited by. E. Rashba and M. Sturge, North-Holland, Amsterdam, 1982, p.473;
Y. Toyozawa and Y. Shinozuka, J. Phys. Soc. J#).1446(1983.

Published in English in the original Russian journal. Edited by Steve Torstveit.



JETP LETTERS VOLUME 67, NUMBER 11 10 JUNE 1998

Mossbauer investigations of the surface state of
hexagonal ferrites Sr- M near the Curie point

A. S. Kamzin® and V. L. Rozenbaum

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences,
194021 St. Petersburg, Russia

(Submitted 6 May 1998

Pis'ma Zh. Ksp. Teor. Fiz67, No. 11, 940-94410 June 1998

The temperature dependence of the parameters of the hyperfine inter-
action in the surface layers and in the bulk of macroscopic crystals of
hexagonal ferrites of the type 34- (SrFg,0,9) is investigated by the
method of simultaneous gamma-, x-ray, and electrorsddauer spec-
troscopy. It is shown experimentally that the transition ofa200 nm
thick surface layer of macroscopic ferromagnets to the paramagnetic
state occurs at a temperature 3° below the Curie pdig} or the bulk

of the crystal. It was established that the transition temperdaty(e)

of a thin layer localized at a depth from the surface of the crystal
increases away from the surface and reaches the g/ the lower
(away from the surfageboundary of the so-called “critical” surface
layer. A nonuniform state in which the bulk region of the crystal is
magnetically ordered while the surface region is disordered is observed
nearTy. © 1998 American Institute of Physics.
[S0021-364(98)01911-3

PACS numbers: 76.88y, 71.70.Jp, 75.70.Cn

Investigations of the magnetic properties of surfaces are now attracting a great deal
of attention from experimenters. This is due to both the importance of understanding the
properties of surfaces as well as the need to study experimentally the effect of a “defect”
such as the surface on the magnetic properties of surface and subsurface layers of a
crystal, as described in numerous investigatisee, for example, Ref.)10f special
interest are surface processes which accompany fundamental phenomena, such as phase
transitions, occurring in the bulk of a crystal. Investigations of the properties of surfaces
are now important from the applied standpoint because an understanding of the nature of
surface anisotropy, for example, will make it possible to produce magnetic data-storage
media with ultrahigh storage density.

The concept of surface magnetic enérgyas introduced in the first theoretical
investigations of the properties of surfaces in order to describe phenomena on the sur-
faces of massive crystals. It was shown that for negative values of this energy the surface
of a crystal can possess magnetization at temperatures above the Curie point of the bulk
of the sample. The surface magnetization should decrease exponentially in a direction
into the sample. Theoretical investigations of the surfaces of antiferromagnetic crystals

0021-3640/98/67(11)/6/$15.00 991 © 1998 American Institute of Physics
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also showed that there is a possibility of surface magnetism at temperatures above the
Neel point. In the works following after Refs. 2 and 3, virtually all of the methods
developed for studying the properties of bulk crystals were used to describe the properties
of surfaces. As a result of theoretical investigations, a phase diagram of the states of the
surface and the bulk of a semibounded magnet near the Curie point was consseeted

for example, Ref. 1

Although a large number of theoretical works on surface properties are now avail-
able, the volume of experimental data is much smaller. This is due to the lack of experi-
mental methods making it possible to investigate and compare the properties of a thin
surface layer and the bulk of a bulk crystal. For this reason, most experimental studies of
surface properties have been performed either using fine powiderdich the ratio of
the number of ions located at the surface to the number of ions occupying positions in the
interior volume of the crystallites increases substantialyfor the example of ultrathin
films. Experimental investigations of such objects have confirmed the results of theoreti-
cal works on the existence of surface magnetism. For example, it has been shown that
magnetization exists on Cr, Co, Ni, Th, and Gd surfaces at temperatures above the point

references cited thergin

However, to understand surface phenomena and to establish the connections be-

tween effects occurring at the surface and in the bulk of a crystal it is necessary to have
methods that make it possible to investigate the surface of macroscopic crystals and the
profiles of the variation of the properti¢layerwise analysjsof a surface layer in direct
comparison with the bulk of the sample. The method of simultaneous gamma-, x-ray, and
electron M@sbauer spectroscop$GXEMS), proposed in Ref. 5 and developed in Ref.
6, satisfies these conditions. The main advantage of the SGXEMS method is that infor-
mation about the bulk properties of the crystal and a surface layer ranging in thickness
from 0 to 300 nm is extracted simultaneously under the same conditions as the experi-
mental object.

It has been established by SGXMES&that in antiferromagnets with weak ferro-
magnetism the paramagnetic transition temperature of the surface of a macroscopic crys-
tal is lower than the Nal point at which the bulk of the sample passes into the paramag-
netic state. The order—disorder transition temperature decreases continuously within a
surface layer with a “critical” thicknes5:°

In summary, the results of experimental works on the existence of surface magne-
tism at temperatures above the Curie point are in agreement with the results of theoretical
investigations:™ At the same time, the experimental factthat there exists on the
surface of macroscopic weakly ferromagnetic crystals a thin layer in a paramagnetic state
at temperatures below the dlepoint does not agree with theoretical descriptions of
surface magnetism. This discrepancy could be due to the fact that the ferromagnets were
investigated theoretically, while experiments were performed on antiferromagnets with
weak ferromagnetism.

In the present work we posed the problem of studying experimentally processes
occurring on the surface of macroscopic ferromagnetic crystals near the Curie tempera-
ture.

The investigations were performed on hexagonal ferrites ;3¢ (of the type Sr-
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M). The compound SrkgD;4 has the hexagonal crystal structure of magnetoplumbite.
At temperatures below the Curie poinT,.=730 K, the magnetic structure of a
SrFg 0,4 crystal is that of a collinear ferromagnet which has a high anisotropy field and
whose easy axis is the hexagonal axis or the crystallograplagis.

Wafers ranging in thickness from 80 to 1@0n, cut from SrFe,0,4 Single crystals
synthesized in a fluxed solution, were used for the measurements. The crystallographic
axis was directed perpendicular to the plane of the wafers. For the surface investigations
the crystals were subjected to chemical polishing by boiling in orthophosphoric acid at
~90 °C. Previous experimeits and the experiments performed in the present work
showed that the use of the surface preparation method ensures reproducibility of the
results.

The experimental Mssbauer spectra were obtained by the SGXEMS method in the
temperature range from 300 to 750 K. The temperature was maintained to wi¢hir?.
Gamma-ray source was &an a Rh matrix. The law of motion of the gamma-ray source
had a triangular form. The linearity of the motion was corrected in two channels: the first
channel consisted of the standard negative feedback scheme and the second channel
consisted of computer correctidf.

The iron ions in SrFg0; ¢ 0ccupy five nonequivalent positions. For this reason the
Mossbauer spectrum of this compound in the magnetically ordered region consists of five
Zeeman sextuplets. Such a large number of spectral lines substantially degrades their
resolution and therefore the accuracy with which the hyperfine interaction parameters are
determined. The following circumstance was used to improve the resolution of the lines:
A cut of the crystal such that the wave vector of the gamma radiation from tlssibaaer
source was oriented in the direction of the effective magnetic fields in the crystal was
chosen, and the number of lines in the experimental spectrum was decreased, since the
second and fifth lines of the Zeeman sextuplets are absent in this case.

The hyperfine interaction parameters and the intensities and widths of the lines in
the Zeeman sextuplets were calculated from the experimental spectra with the aid of a
computer. The following circumstances were used to increase the accuracy of the math-
ematical processing of the specteside from the above-noted absence of the second and
fifth lines of the Zeeman sextuplets in the spectraThe numbers of iron ions in the
nonequivalent positions are in the ratio 12:4:4:2:2, and therefore the intensities of the
lines in different sextuplets are in the ratio 12:4:4:2:2, apth2 fact that the number of
magnetic bonds of iron ions occupying nonequivalent positions is different has the effect
that the effective magnetic fields at the nuclei of the iron ions are different from one
another, and on account of the quadrupole splittings the lines of the sextuplets are sub-
stantially shifted relative to one another.

The temperature dependences of the effective magnetic fields at the iron nuclei are
shown in Fig. 1, which shows the temperature dependences of the fields at the iron nuclei
occupying nonequivalent kZ?and 4f positions because of the fact that the resolution of
the spectral lines corresponding to these positions is better. The magnitudes of the effec-
tive magnetic fields at the iron nuclei in th@a Z2ndab nonequivalent positions are not
shown so as not to complicate the figure. As one can see from Fig. 1, the effective fields
at the iron nuclei located in a 200 nm thick surface layer of Sfbg decrease with
increasing temperature more rapidly than the fields at the iron nuclei located in the bulk
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FIG. 1. Temperature dependences of the effective magnetic fields in,SfF@n iron nuclei occupying
nonequivalent 12 and 4f positions in the bulk of the crystal{,A) and in a 200 nm thick surface layerl(
A) as well as the intensity of the paramagnetic line of iron ions located in the BJllaqd in the surface layer
(©).

of this crystal. The effective magnetic fields obtained from the gamma-ray spectra, i.e.,
the fields at the iron nuclei located in the bulk of the crystal, vanish at the Curie tem-
perature, equal to 731 K, while the effective magnetic fields calculated from the conver-
sion and Auger electron spectra, i.e., at the iron nuclei located 11280 nm thick
surface layer, decrease to zero, as one can see from Fig. 1, at temperature 728 K, which
is three degrees below the Curie temperature. The spectra were obtained in different
sequences on the temperature scale. Analysis of the data showed that the results obtained
are reproducible.

The experimental Mesbauer spectra obtained at temperature 723 K and presented in
Fig. 2 provide direct confirmation of the fact that the paramagnetic transition in the
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FIG. 2. Mcssbauer spectra obtained for Syfei 4 at a temperature of 723 K by detecting gamma rays, i.e., from
the bulk of the crystafa), and by detecting conversion and Auger electrons fror280 nm thick surface layer

(b).



JETP Lett., Vol. 67, No. 11, 10 June 1998 A. S. Kamzin and V. L. Rozenbaum 995

surface layer occurs at a temperature below the Curie point for the bulk of the crystal. It
should be noted that the spectrum obtained by detecting gammaFigy243 is similar

to the M@ssbauer spectra recorded near the Curie point by other adtf@osnparing the
spectra obtained near the Curie poifig. 29 shows that the Zeeman lines in the
Mossbauer spectrum have a much larger splitting than the Zeeman lines in the spectrum
measured by detecting conversion and Auger electfBigs 2b). Therefore the effective
magnetic fields at the iron nuclei occupying positions in the bulk of the sample are larger
than the effective fields at the iron nuclei located in the surface layer.

The paramagnetic transition temperature was determined by all methods employed
in Mossbauer spectroscopy) the spectrum in which there is no Zeeman splitting and
only quadrupole lines of the paramagnetic phase are observed was determined from the
experimental spectra obtained near a phase transition. The value of the temperature at
which the Zeeman lines vanish was taken as thel lgeint. 2 The temperature scanning
method was also used. In this method the transition point is determined from the tem-
perature dependence of the number of detected photons with a stationary gamma-ray
source(Fig. 1). As the transition point is approached from the side of lower temperatures,
as one can see from Fig. 1, the number of detected photons increases. At the transition
point the curve saturates, and the number of detected photons remains unchanged as the
temperature increases further. The values of the paramagnetic transition temperatures
determined by the methods described above were identical.

Analysis of the experimental spectra showed that the paramagnetic transition in the
bulk of the ferromagnet occurs as follows. When the crystal is heated, a paramagnetic
phases arises on the surface of the crystal; this occurs at temperatures below the Curie
point. The transition temperature in a thin layer localized at a depfifom the surface
[Tc(L)] increases away from the surface, reaching the valgdor the bulk of the
crystal whenL=300 nm. As the temperature increases further, apparently, increasingly
deeper-lying layers pass into the paramagnetic phase. At the Curie point the thermal
energy destroys the magnetic ordering in the entire remaining volume of the crystal.

In summary, we have presented the first experimental data indicating the fact that a
thin surface layer of a macroscopic ferromagnet passes into a paramagnetic state at a
temperature below the Curie point for the bulk of the crystal. At temperatures below the
Curie point a nonuniform state is observed at the surface of the sample: a magnetically
disordered surface layer alongside a magnetically ordered bulk region of the crystal.

This work was supported by the Russian Fund for Fundamental Research under
Grant 98-02-18279.
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A model of an overdamped Kramers oscillator perturbed by strong
multiplicative Gaussian noise and a weak periodic signal is studied
theoretically and experimentally. It is shown that under certain condi-
tions such a system demonstrates on—off intermittency and sensitivity
to very weak periodic signals, making possible many-f@xiperimen-
tally, by two orders of magnitudeamplification of the signal ampli-
tude. © 1998 American Institute of Physics.

[S0021-364(98)02011-9

PACS numbers: 05.46]

After the discovery of the phenomenon of stochastic resonance, where external
additive noise plays a constructive role by increasing the signal/noise ratio, the study of
the effect of noise on the behavior of different dynamical systems has been attracting a
great deal of interest. We have shown theoretically and experimentally that amplification
of weak signals is possible in a nonlinear dynamical system with multiplicative noise.

In the present letter we shall consider the effect of a weak periodic signal on an
overdamped Kramers oscillatdrwith multiplicative noise. Following Stratonovich, we
write the stochastic equation for such a system as

dx
a=)\x—Ux3+,B§(t)x+AR(t)+o¢(t), (1)

where &(t) and ¢(t) are S-correlated statistically independent random processes and
R(t) is a periodic square signal with zero mean and unit amplitude.

An analytical investigation and numerical modeling of Ef). were performed in
Ref. 3, where it was shown that for small values of the paramete2\ /32 the system
exhibits hypersensitivity to weak alternating signals — an extremely weak action of the
order of expf-1/|«|) gives rise to a response of the order of unity.

The Fokker—Planck equation for the stochastic equatlpns written

F 0
at  ox
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In the adiabatic approximation, when the period of the sidR(d@) is much greater than
the time to establish a stationary probability densitk), the solution of Eq(2) in the
case A,0)<<(\,B,U) is

2
g
X2+ —

,82

(@D (OAR(t) . Bx  Ux2 2\
ex tan l——-—{, a=— 3
Bo T B?

F(x)=C

whereC is a normalization constant. Therefaels the main parameter determining the
behavior of the system.

In the case that the weak signal is much stronger than additive neisedj, we
obtain from Eq.(3)

2AR(t) Ux?
(1 x], "

F(x)=C|x|* to(sign AR(t)x))exp — —

x|~ *6(sig PO
where 6 is the Heaviside unit step function. The normalization facocannot be cal-
culated exactly, and its asymptotic representationgdp1 andU/B%~1 are

a a>0,2>1

C 1 ! z<1 I !
= na : z—|a|nK.

la|Al a<0,z>1

A change in the asymptotic behavi@rossover occurs here when the parameter1,
i.e., for signal amplitudeé\,=exp(—1/|«|). Therefore for small values af a very weak
signal is capable of radically changing the distribution density.

Let us point out the characteristic features of the solutinin the casda|<1
which is of practical importance: first, the power-law dependence of the probability
density in a wide range of values &f as is characteristic for on—off intermittency
phenomend&:*® second, “sensitivity” to the sign of the sign&(t) for signal amplitude
A>A,. To estimate the amplitude of the output signal we shall calculate the first moment
of F(X):

1
R(t)g\/gllnx, z<1, |e|<1
B

(x(1))= - -
R(t)E\/;|a|Aa, z>1, a<0, |a|<1

(5

The expression for the gain in the cdsg<1 is
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FIG. 1. Analog electronic circuit modeling E@l). Diodes — D107 silicon type. Operational amplifier —
KR544UD1, field-effect transistor — KP103K.
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Moreover, it can be shown that qualitatively the behavior of the system does not depend
on the type of nonlinearity in Eq1) (quadratic, cubic, exponential, and sog).on

K

(6)

Figure 1 shows an analog circuit which simulates Eg. It consists of parallel-
connected capacitor, a nonlinear component consisting of back-to-back semiconductor
diodes, and a component, consisting of an operational amplifier and a field-effect tran-
sistor, with negative conductan@t) controlled by a voltag®.(t). The control voltage
V(1) =V otuvy(t) is applied to the gate of the field-effect transistor and is the sum of
constant and noise voltages. The noise voltagé.iit) was set by a white-noise genera-
tor with a cutoff frequency of about 30 kHz an¢v,(0)v.(t))=V2exp(Tlt)),
V,~1.5V. Here['~2x10 ° s 1. A square input signaB(t) with zero mean, ampli-
tude A, and periodT=2 s was applied through a resister The static current—voltage
characteristi¢lVC) of the entire circuit as a whole is shown in Fig. 2. One can see that
for |V|<1V the slope of the IVC is close to zero. The IVC contains a slight asymmetry
for V<0 andV=>0. This asymmetry is due to the technological variance in the param-
eters of the semiconductor diodes. From the IVC the cutoff voltage can be determined as
|Vo|~=2 V. For|V|>V, the nonlinearity of the IVQ (V) leads to a cutof¥/(t) at about
25V.

The equation for this circuit is

SOV _ 9V v @)
——=Cgr Th(V)+1x(V),

whereV(t) is the output voltageCdV/dt is the current through the capacitor, dngdV)
is the current through the nonlinear component consisting of back-to-back semiconductor
diodes and has the form

11(V)=ly(expbV)—exp(—bV)), b~1/N,.
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FIG. 2. Static IVC of the electronic circuit shown in Fig. 1. Cutoff voltdyg|~2 V.

The current through the component with negative conductance in our voltage range can
be written in the form

1,(V)=G(1)V, G(t)=—|Ge|—g(t),
whereg(t) = yv,(t) is a fluctuating conductance, and=103/(Q-V) ~1. Then

RC(jj—\t/=)\V—f(V)+g(t)V+S(t), (8)

A=R(|Go|-R™1=G), f(V)=R(I(V)=G.V).

G, is determined so thdt(V) would not contain a term linear M. One can see that the
noise enters Eq8) multiplicatively, i.e., it is multiplied by. SinceG(t) depends on the
control voltageV(t), by adjusting the value d&, with the aid of the dc component of
V(t), the coefficient in Eqg.(8) can be made to be close to zero. From the slope of the
IVC in Fig. 2 it is possible to determine~—0.1 for |V|<1V, RC=3X10 *s.

Let us now switch in Eq(8) to the dimensionless time=t/RC:

dv
E=)\V—f(V)+B§(T)V+S(T), 9)

=1/ 2 0.8 _2 0.3
ﬂ— ﬁ:R’yanv .0, a—Efv— ..

Thus, one can see that H§) is identical to Eq(1), differing from it only by the form of
the nonlinearity, which is not important for our phenomena.



JETP Lett., Vol. 67, No. 11, 10 June 1998 Gerashchenko et al. 1001

20

Output signal V() (V)

20 Lt 1 L L 1 i 1 1

Time (s)

FIG. 3. Output voltagéd/(t) for the case when a square signal with amplitdde 3 mV and perid 2 s is fed
into the input of the circuit. The gaik~90.

Let us underscore the main features of our model: First, the equation is fundamen-
tally nonlinear, since the coefficient of the linear term approaches zero; second, noise is
multiplied by the dynamical variabl¥, i.e., it is multiplicative.

Figure 3 shows the output voltagé(t) when a square signal with amplitude
A=3 mV is fed into the input of the circuit. We note that the asymmetry of the spikes on

10°

10°F

10°* AW R YT]

FIG. 4. Probability density distribution of the length of the laminar phase for a constant input signal
E=—14 mV and laminarity threshold=0.1. The slope of the straight line equats3/2.
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FIG. 5. Gain versus the amplitude of a square input signal with period 2 s. The slope of the straight line equals
approximately—0.8.

the positive and negative sides is due to the asymmetry of the IVC of the circuit in the
voltage range/<0 (see Fig. 2

One can see that the system responds to a weak input signal by producing “spikes”
up to the cutoffl Vy|~2 V, thereby amplifying the signal. Such behavior is characteristic
for on—off intermittency phenomena, when a system in a laminar phase is suddenly
excited to cutoff and returns to the laminar phase. A characteristic indicator of on—off
intermittency is a power-law behavior of the probability density for the length of the
laminar phasé&:8

Piam(n)~n~%?, (10
wheren is the length of the laminar section.

The laminar phase was determined experimentally as follows: The realization of
V(t) contained a maximum spiké,,,~2.5 V, the laminarity threshold was given as a
fraction of V., and the laminar phase of(t) was determined by the conditio(t)
<pPVmax- Figure 4 shows the functio®,(n) for a constant input signab(t)=E
=—14 mV and laminarity thresholgp=0.1, in good agreement with the theoretical
dependencél0). We note that the dependeng®) was also observed fd&>0 and for
other laminarity thresholdspE 0.05, 0.2, and 0.5).

Figure 5 shows the gain as a function of the amplitude of the input sigta)
=ySy(fo)Af/A, whereS,(fg) is the spectral intensity of the first harmonic of the output
signal andA f=0.1 Hz is the frequency step used in measuff). From the slope of
the straight line we obtai~—0.2 in Eq.(3), in good agreement with the estimate in
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Eq. (9). The fact thatw is different from zero is due to the asymmetry of the IVC in the
region of negative values &f (see Fig. 2, which leads to a smaller gain f<0.

Thus, it has been shown experimentally that a weak periodic signal in the analog
model (8) of Eq. (1) can be amplified by strong multiplicative noise.

In conclusion, it should be noted that when the sig@) is fed into the analog
model (8) of Eq. (1) together with external additive white noisep(t) that does not
depend oré(t) and is such that the noise voltage is of the order of the signal amplitude
A in a frequency band of the order of 1 MHz, the circuit operates as a low-pass filter,
cutting off frequencied >f, in the spectrum of the input signal. For this reason, the
high-frequency spectral components of the input noise do not influence the output signal
V(t). Measurements of the spectrusy(f) of the output signal yieled a value of the
cutoff frequencyf .~20 Hz.

In summary, we have demonstrated experimentally that the simple stochastic system
(8) with on—off intermittency, similar to the systeft), exhibits for small absolute values
of the parameterr a noise-induced sensitivity to weak alternating signals, making pos-
sible amplification of the signals and thereby being an example of the constructive role of
noise in nature.
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