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Abstract—A method is proposed for estimating the distances to extragalactic radio sources using spec-
troscopic data on the sizes of the broad-line regions of quasars and radio galaxies (RBL) and VLBI data
on the transverse angular sizes of the radio jets emerging from their nuclei (θj

⊥). This approach is based
on the fact that observational data on the transverse linear sizes of radio jets (lj⊥) associated with the
nearest radio sources and theoretical concepts about the formation of radio jets in the central regions of a
magnetized accretion disk suggest that lj⊥ and RBL should be approximately equal. c© 2004 MAIK “Nau-
ka/Interperiodica”.
1. INTRODUCTION

(1) Several methods have been proposed for the
estimation of the distances to extragalactic objects
whose spectra do not display strong lines that can be
used to derive their redshifts, or for the estimation of
the Hubble expansion of the Metagalaxy. These are
all based on the assumed existence of some stan-
dard quantities (luminosity, surface brightness, ve-
locity, dimensions, etc.)1 or on the time evolution of
these quantities. For example, Faber and Jackson [2]
constructed a relationship between the luminosities
of elliptical galaxies and the velocity dispersions for
the stars in them, σv, which were estimated from the
widths of absorption lines arising in the stellar at-
mospheres: LEG ∼ σ4

v . Tully and Fisher [3] obtained
an analogous relationship for spiral galaxies based
on the width of the 21-cm neutral-hydrogen line,
which characterizes the rotational speed of the gas
in the galaxy and the galaxy’s inclination: LSG ∼
(vmax sin i)2. Relationships between the luminosities
of Seyfert-galaxy nuclei in the X-ray (L0.5–4.5 keV)
and radio (L400 MHz) and the widths of the Balmer
lines in their spectra were obtained in [4]:

LXR ∼ (∆V 0
H(β,α))

2 and L400 MHz ∼ (∆V 0
H(β,α))

2.

It was elucidated that there exists a similar depen-
dence between the luminosities and widths of these

1In [1], it is proposed to estimate the distances to ultralumi-
nous IR galaxies based on observations at 450 and 850 µm,
since the spectra of these galaxies are “standard,” having
their maxima at λ0 ≈ 100 µm. The accuracy of this method
is∼30%.
1063-7729/04/4809-0699$26.00 c©
lines [5]:

LHβ ∼ (∆V 0
Hβ)2.

(2) The quadratic dependence of the line luminosi-
ties on the line widths (i.e., the velocity dispersions)
provides evidence that the broad lines are formed in
disklike circumnuclear structures.2 This conclusion
has recently been supported by data on the masses
of the black holes in the nuclei of nearby galaxies and
quasars (M•). A number of studies (see, for example,
[7–10]) have demonstrated the relations for super-
massive black holes

M• = 108M�(σbul
∗ /200 km/s)4, (1)

where σbul
∗ is the velocity dispersion for stars in the

bulge of the host galaxy and M� is the mass of the
Sun, and

M• = 108M�(∆V1/2(Hβ)/3000 km/s)2 (2)

× (L5100 Å/10
44 erg/s)0.5,

where ∆V1/2(Hβ) is the half-width of the Hβ line and
L5100 Å is the optical luminosity. Relations (1) and (2)
for galaxies with various luminosities (masses) yield
values forM• from 105 to 3 × 109M�.

Since we have from the definition of the Keplerian
velocity V 2 = GM•/R, it follows that M• ∼ V 2R;
comparing this relation with (2), it is easy to see that
R ∼ L0.5. That is, the size of the broad-line region
(BLR) in the circumnuclear disk,RBL, is proportional

2Although there are also other points of view; see, for example,
[6].
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to the square of the luminosity of the ionizing radia-
tion from the nucleus.

(3) Various dependences that can, in principle, be
used to estimate RBL can be found in the literature.
For example, according to [11–13],

RBL(light days) (3a)

= (26.1 ± 3.6)(λL3000 Å/10
37 W)0.5

or
RBL(light days) (3b)

= (35.5 ± 4.9)(λL5100 Å/10
37 W)0.5.

The relation
M• (4)

= 105RBL(light days)(∆V1/2(Hβ)/103 km/s)2M�

is given in [14], which, together with (1), can be used
to obtain the approximate expression

RBL(light days) (5)

= 103(σbul
∗ /200 km/s)4/(∆V1/2(Hβ)/103 km/s)2.

Assuming ∆V1/2(Hβ) = 104 km/s [15] and σbul
∗ =

200 km/s, we obtain
RBL ≈ tens of light days.

This is in good agreement with estimates of RBL

derived from the time delays (∆t) between variations
in the ionizing flux and the onset of variations in the
line profiles: RBL ≈ ∆tc (see, for example, [16–18]).

For nearby galaxies or quasars, the size RBL ≈
10 light days ≈0.01 pc can already be resolved by
current optical interferometers, such as the VLTI.
For example, it should be possible to resolve RBL

for active galactic nuclei (AGN) with z < 0.4 when
∆θ = 0.1 milliarcsecond (mas) and for AGN with
z = 2 when ∆θ = 0.01 mas [19, 20]. This raises the
possibility of estimating the distances to AGN using
the values of RBL derived from observations [formula
(5)] and data on∆θBL obtained using optical interfer-
ometers.

(4) Even more promising possibilities of this sort
are opened if we consider radio observations, since
ground-based VLBI, and all the moreso space VLBI,
can attain angular resolutions of 10−4–10−5 arcsec
at centimeter wavelengths (for example, in the Rus-
sian project “RadioAstron” [21]). With such angular
resolutions, it becomes possible to obtain information
about the angular diameters of the bases of the radio
jets ejected by AGN. Indeed, the transverse angular
sizes of the radio jets (θj

⊥) of the most nearby ra-
dio galaxies (Cygnus A, Perseus A, and Virgo A)
and some Seyfert galaxies (NGC 4151, for example)
have been measured using VLBI and have proven to
be comparable to RBL = tens of light days [22–25].
These small radio sizes provide hope that evolution
will not play an appreciable role in the cosmological
dependence θj

⊥(z), in contrast to the situation with
the angular sizes of the extended radio structures,
which are subject to strong evolutionary effects over
the course of their long lifetime (∼108–109 yrs). This
fact has already been considered in a number of stud-
ies, such as [26, 27], where the dependence θ(z) is
constructed using the smallest components of the
radio jets resolved with VLBI.

In addition, the transverse size of the radio jet
near its base (lj⊥) should not depend strongly on the
angle between the line of sight and the direction of the
jet. This is not true of the sizes of radio components
along the jet, which must be corrected for the effect of
projection.

2. RELATIONSHIP
BETWEEN THE CORE RADIO

PROPERTIES AND THE SPECTRAL
CHARACTERISTICS OF AGN

(1) The existence of certain relationships between
the radio properties of the VLBI core components
and the spectral characteristics of AGN has already
been noted in the literature. In particular, there have
been attempts to identify various types of AGN on
diagrams analogous to the Hertzsprung–Russell di-
agram for stars (see, for example, [28–30]). Indeed,
certain trends are visible when AGN of various types
are plotted in a “Principal Component 2 (PC2)–
Principal Component 1 (PC1)” plane, where PC1
reflects the width of the Hβ line (which, according to
(2), is related to the mass of the central black hole)
and PC2 reflects the ratio of the equivalent widths
(W ) of the Fe 4570 Å and Hβ lines (which is related
to the accretion rate ṁ). The nonthermal radio emis-
sion of the core grows relative to the quasi-thermal
optical emission of the disk as M• increases and as
ṁ/ṁEdd decreases (ṁEdd = 1.38 × 1018M•/M� g/s
and corresponds for an accretion efficiency η = 0.1
to the luminosity LEdd = 1.38 × 1038M•/M� erg/s).
Thus, AGN that are stronger in the radio (for a given
Lopt) should have broader optical lines. This, in turn,
leads to smaller values ofRBL, in accordance with (5).

This raises the question of whether the sizes of
the BLRs in AGN are related to the transverse di-
mensions of the bases of their radio jets. If these two
quantities are related, we can estimate the distances
to strong radio sources by estimatingRBL from spec-
troscopic data and deriving the transverse angular
size of the radio jet from VLBI data.

What do we find in the literature in connection
with this question?
ASTRONOMY REPORTS Vol. 48 No. 9 2004
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Dependence of the core radio luminosity at 15 GHz (Lcore in W/Hz) on the size of the radio core (lcore in pc), constructed
using VLBA data for 160 extragalactic radio sources [33].
(i) It would be of interest to obtain the relation lj⊥–
Lj

r observationally, to try to confirm that the trans-
verse size of the base of the radio jet and the size
of the BLR are approximately equal. Based on this
equality, we could draw certain conclusions about
mechanisms for the nonthermal radio emission of the
jets. Such a relation was constructed for the small-
est radio components of radio-loud quasars resolved
using VLBI in [31]:

lr = l0r(Lr/L
0
r)

β(1 + z)n,

where

β = 0.26, n = 0.3 and

l0r = (4.8 ± 1) pc (see also [32]).

Using data for a large number (N = 160) of ex-
tragalactic radio sources resolved by the VLBA at
15 GHz [33], Yu.Yu. Kovalev (private communica-
tion) constructed the relation shown in the figure:

Lr ∼ l2–3
r ,
ASTRONOMY REPORTS Vol. 48 No. 9 2004
which is consistent with the conclusions of [31]. The
relation lcr–M0.64

• was obtained in [34] using data
on 60 extragalactic radio sources and the model of
Königl for an inhomogeneous (in B and ne) jet; using
the relation M• ∼ L0.5

r ∆V 2
1/2, this can be rewritten

in the form lcr ∼ L0.32
r for objects with equal Hβ line

widths, consistent with the data of [32, 33].

Thus, we can obtain the relation Lr ∼ (lcr)
3 from

observations of the compact radio sources in the cores
of AGN. However, it cannot be ruled out that the
dependence Lj

r–lj⊥ will be found to have another
form when data on the transverse sizes of radio jets
are obtained. Based on certain theoretical arguments
concerning themagnetohydrodynamical nature of the
processes accelerating the radiating particles in the
jets, we may find an inverse relation of the form Lj

r–
(lj⊥)−2 (see, for example, [35]). This is associated
with the fact that narrower jets will form at the in-
ner edge of the magnetized accretion disk, so that
the jet magnetic field will be tightly wound by the
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Radio sources with jets (sample with z ≤ 0, 2; P 5 GHz
c >

1024 W/Hz) from [42]

Coordinates Name Type z

0415 + 379 3C 111 Sy I 0.0485

0430 + 052 3C 120 Sy I 0.0334

0518 – 458 Pic A RG 0.0342

0838 + 325 – RG 0.0694

0917 + 458 3C 219 Sy I 0.1744

0958 + 290 3C 234 Sy I 0.185

1003 + 351 3C 236 Sy I 0.0989

1028 + 313 B2 (OL 347) QSO 0.177

1226 + 023 3C 273 QSO 0.158

1345 + 125 4C 12.50 Sy I 0.121

1441 + 522 3C 303 Sy I 0.141

1638 + 32 B2 RG 0.140

1641 + 173 3C 346 Sy I 0.160

1712 + 638 – RG 0.0829

1845 + 797 3C 390.3 Sy I 0.057

2043 + 749 4C 74.26 Q 0.104

2116 + 818 S5 Sy I 0.086

rotation of the disk. This creates favorable conditions
for reconnection of the magnetic field and enhances
the reprocessing of the gravitational energy into the
energy of the radiating particles (via the magnetic
field).

(ii) Equality of the various types of pressures (due
to the relativistic particles, magnetic field, and accret-
ing gas) is supposed in [36]. In this case, it is possible
to estimate the synchrotron power of the relativistic
electrons (Wj) in the “equilibrium” magnetic field
(B ∼ 102 G). This leads to B2 = Wj/c(R

j
⊥)2 and

Rj
⊥ ≈ (Wj/cB

2)1/2. Adopting Wj ≈ 3 × 1046 erg/s
and B = 100 G, we obtain Rj

⊥ ≈ 1016 cm, which
is close to the value RBL ≈ 10 light days. A similar
result can be obtained using the completely different
reasoning of [37], which focuses attention on the
fact that the stabilization of a narrow directed jet
of relativistic particles requires a strong magnetic
field, which can be generated in the magnetized
accretion disk. This field is supported by currents
flowing in the jet itself (see, for example, [35, 38]).
The poloidal magnetic field that becomes part of the
jet structure is supported by the disk and should be
perpendicular to the disk. However, this condition can
be satisfied only in the corotation region (rc), where
the Keplerian angular rotational velocity of the disk
plasma (ΩK) is comparable to the rotational velocity
of the magnetic-force lines (ΩF) due to the rotation
of the black hole, which has angular velocity ΩBH

and moment of inertia I (the so-called Blandford–
Znajek effect [39]). It follows that ΩK ≈ ΩBH, where
ΩK = vk/rc = r−1

c (GM•/rc)1/2, ΩBH = a(c/Rg) ≈
a(c3/GM•), and a = I/IKerr = Ic/GM2

• is the ratio
of the moment of inertia of the black hole and the
limiting moment of inertia of a Kerr black hole:
IKerr ≈ M•cRg. These relations can be used to obtain
the approximate expression rc = (GM•/c2)a−2/3 =
Rga

−2/3.
The quantity a can be estimated using the approx-

imate empirical formula of [40], which is applicable for
astronomical bodies with a wide range of masses and
momenta:

a = 300(M•/∆maccr)−3/2 = 10−4,

where we have adopted M• = 108M� and a mass for
the giant molecular clouds that are accreting onto the
massive black hole of ∆maccr = 103M� [37].

Thus, rc = 3 × 1013 × 108/3 ≈ 2 × 1016 cm ≈
RBL.

Finally, a model in which rotational energy is ex-
tracted from the disk plasma by “torsional Alfven
waves” in the course of disk accretion onto a ro-
tating black hole is constructed in [41]. The initially
weak magnetic field in the dissipatively dominant disk
plasma is amplified by the dynamo effect and begins
to influence the dynamics of the accretion flows at a
distance of rtr from the black hole (Emag/Etherm ≥ 1).
A poloidal magnetic field is generated, Bp ∼ 1/r2,
which brings about the reprocessing of rotational
energy into the energy of the synchrotron-radiating
charged particles (via the reconnection of magnetic-
force lines). The value of rtr grows when the accretion
rate onto the black hole is low. This leads to an in-
crease in the surface of the disk from which there is an
electromagnetic extraction of angular momentum—
the ejection of relativistic particles is more energetic
and collimated. Hujerrat and Blandford [41] estimate
that, for M• = 3 × 108M� and m = 10−3mEdd, the
size of the transition layer (rtr), which also determines
the size of the jet, is ∼30Rg ≈ 3 × 1015 cm. Again,
this is not very different fromRBL.

3. CONCLUSIONS

Thus, we can see that both theoretical arguments
and the (still relatively few) available observational
data support the hypothesis that the size of the BLRs
in AGN and the transverse sizes of the radio jets in
these objects are approximately equal. This hypoth-
esis can be tested with more certainty by selecting a
ASTRONOMY REPORTS Vol. 48 No. 9 2004
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dozen or so relatively nearby (z < 0.2) radio sources
(radio galaxies, Seyfert galaxies, or quasars) for which
there are good spectroscopic data and conducting
high-resolutionmeasurements of the transverse sizes
of their radio jets via space-VLBI observations. Using
the linear quantity lj⊥ ≈ RBL derived from spectro-

scopic data and the angular quantity Θj
⊥ derived from

the radio observations, it is then straightforward to
estimate the distances for a sample of these objects,
such as the one given in tha table. These objects were
selected using the data collected in [42] for 661 radio
sources with jets. We selected radio sources with
z ≤ 0.2 and P 5 GHz

c > 1024 W/Hz. Since all these
radio sources have redshifts, it is possible to verify the
proposed method directly and obtain an independent
estimate of the Hubble constant.

Unfortunately, it is not possible to estimate the
distances of even nearby, well-studied radio sources
with the currently available data. For example, in
the case of Virgo A (3C 274), the stellar velocity
dispersion measured at an angular distance from the
nucleus of ∼0.3′′ by the Hubble Space Telescope
reaches ∼550 km/s [43]. This corresponds to M• ≈
3 × 109M�. The transverse angular size of the radio
jet at ν = 22 GHz is ∼2 mas [44], which corre-
sponds to 0.2 pc on a linear scale, since the distance
to 3C 274 is ∼16 Mpc. However, we can see from
expression (5) that, in order to have ljet⊥ ≈ RBL, the
widths of the optical lines must be ∼30 000 km/s.
That is, we are restricted not by the angular resolution
of the radio image but by the angular resolution of the
spectrum, since we do not have data on the widths
of lines that are radiated closer than ∼0.3′′ from the
nucleus (which is a factor of 102 worse resolution
than obtained with the VLBI data). There are indirect
data suggesting the presence of very high speeds
of gaseous clouds in circumnuclear disks, based on
the splitting of broad lines in some AGN (see, for
example, [15]). The rotation curve of the central re-
gions of the circumnuclear disk of the nearby Seyfert
galaxy NGC 4258 (0.1 pc) obtained using VLBI ob-
servations of 1.35-cm water masers in the disk also
provides evidence for high rotational speeds [45].
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Abstract—The effect of variations in the rate of ionization of neutral chemical species by cosmic rays, ζ, on
the abundances of some observedmolecules in the dense cores of darkmolecular clouds is studied. Changes
in molecular abundances accompanying an increased (decreased) ionization rate have a single origin: the
acceleration (deceleration) of processes that are affected directly or indirectly by chemical reactions with
charged species. In addition to affecting the gas-phase chemistry, an increased cosmic-ray flux leads to the
more efficient destruction of dust-grain mantles and also accelerates the freezing of some components onto
dust. In particular, in a model with an increased ζ, the destruction of the volatile N2 molecule by ionized
helium leads to the rapid accumulation of nitrogen atoms in dust-phase ammonia, which has a higher
desorption energy thanN2. As a result, the gas-phase abundance of NH3 andN2H+ decreases significantly.
This mechanism can explain the unusual chemical structures of some dense globules, such as B68, where
surprisingly low abundances of nitrogen-bearing molecules are observed together with a central drop in the
NH3 andN2H+ column densities.Observations of clouds inHCNandHNC lines can discriminate between
the two possible origins of the reduced NH3 and N2H+ abundances: an increased cosmic-ray flux or N2

freezing due to the higher desorption energy of this molecule. c© 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The dense cores of dark molecular clouds are be-
lieved to be regions of formation of low-mass stars
in the Galaxy. Studies of these objects enable us
to estimate the initial conditions for star formation
and parameters of the earliest stages of this process.
Many cores host compact infrared sources; however,
there are also cores in which infrared sources are
absent. These cores are frequently called prestellar,
though, as a rule, it is not possible to be sure whether
or not a star will be formed in a particular core.
One of the main sources of information about the
physical characteristics of prestellar cores are spec-
tral lines of a number of chemical species. Owing to
developments in various observational techniques, it
is now possible not only to determine the average
abundances of individual species in a cloud but also
to map its distribution, thereby obtaining the spatial
distributions of various molecular abundances.

Such observations demonstrate that the chemical
structures of most observed prestellar cores are nearly
identical [1]: the column densities of CO, HCO+,
CS, and some other molecules decrease from the core
periphery toward its center. The depletion of these
molecules in the densest part of a cloud is usually
explained by proposing that they have frozen onto
dust particles [2, 3]. On the other hand, in most
1063-7729/04/4809-0705$26.00 c©
objects, the NH3 and N2H+ molecules are concen-
trated in the central part of the core; this is explained,
first, by their being associated with so-called “late-
type chemistry” and, second, by the low desorption
energy of molecular nitrogen, which precludes the
early concentration of nitrogen in dust. In general,
the characteristic “onion-skin” structure of prestellar
cores can be successfully explained using modern
concepts about interstellar chemistry.

This makes the exceptions to this rule all the more
interesting: cores of molecular clouds and isolated
globules in which the NH3 and N2H+ abundances
also decrease toward the densest part of the core.
Examples include the well-known globules B68 and
L183. It is shown in [4, 5] that the NH3 and N2H+

abundances in B68 are appreciably lower than their
abundances in other dense cores; the ring structure
typical of CO and CS is also observed in the N2H+

distribution. There are indications of a similar struc-
ture in the distribution of NH3 [6]. A drop in the abun-
dances of the N2D+ and NH2D isotopomers is found
in the densest part of the core of L183 [7]. The absence
of a central concentration of N2H+ or NH3 is also
observed in L1536, L1512, and L1521 [8–10]. These
observations testify that the region of the depletion of
nitrogen-bearing molecules is fairly compact andmay
not be distinguished in observations with low angular
2004 MAIK “Nauka/Interperiodica”
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resolution. Interferometric observations will probably
reveal other similar objects.

The central depression in the N2H+ distribution
could have a number of origins. The study of the glob-
ule B68 [4] (see also [11]) attributes this depression
to the freezing out of N2 (parent to both N2H+ and
ammonia). However, since the desorption energy of
molecular nitrogen is low (∼750 K) [2], accumulating
a significant amount of solid N2 requires a time that
can exceed the mean lifetime of a prestellar core [12].
On the other hand, Shematovich et al. [13] noted that
a ring-shaped (devoid of a central peak) distribution
of the column densities of NH3 and N2H+ arises
in models for the collapse of a prestellar core if the
cosmic-ray ionization rate ζ appreciably exceeds the
“canonical” value ζ = 1.3 × 10−17 s−1.

The effect of the rate of ionization (by cosmic
rays and X rays) on dark-cloud chemistry has been
considered many times. For example, Farquhar et al.
[14] showed based on a gas-phase chemistry model
(neglecting the freezing of molecules onto dust and
reactions on dust particle surfaces) that the time nec-
essary to reach chemical equilibrium decreases with
increasing ionization rate. Lepp and Dalgarno [15]
studied the equilibrium abundances of a number of
observed molecules as functions of ζ and showed that,
when only gas-phase reactions are taken in account,
an increase of the ionization rate by two to three
orders of magnitude over the standard value does
not lead to considerable changes in the equilibrium
abundances of CO and HCO+. Both these papers
dealt only with effects due to a considerable increase
in ζ that were able to explain the peculiarities of the
molecular structure of active galactic nuclei.

In our Galaxy, as well, the scatter in the estimates
of ζ reaches an order of magnitude. In particular,
estimates of ζ for L183 range from 4 × 10−18 s−1 [14]
to 5 × 10−17 s−1 [16]. In the latter paper, to study
the fractional ionization in a sample of dark cores,
the fixed ζ = 5 × 10−17 s−1 is used, which is slightly
higher than the standard value; it is noted, however,
that the agreement between the results of chemical
simulations and observations is also satisfactory for
ζ = 10−16 s−1. Using a model for the chemical evo-
lution of a collapsing cloud, El-Nawawy et al. [17]
showed that the abundances of most molecules in
TMC-1 can be reproduced with the standard value,
ζ ∼ 10−17 s−1; however, for some species (in par-
ticular, NO), agreement with observations can be
achieved only with ζ ∼ 10−16 s−1. In their analysis
of the degree of ionization xe in the cores of 24 dark
clouds, Caselli et al. [18] concluded that the cosmic-
ray ionization rate in theGalaxy varies from 10−18 s−1

to 10−16 s−1. Van der Tak and vanDishoeck [19] came
to a similar conclusion. Of course, the uncertainty
in ζ is partly due to the use of different approaches
in the chemical modeling of the objects studied and
uncertainties in the constants of some key reactions,
most importantly the dissociative recombination re-
action for the H+

3 ion. However, a comparison of the
available information on chemical simulations with
data on the propagation of gamma rays tells us that
there are also real variations of ζ in the Galaxy, with
this parameter exceeding the standard value [19].

We consider here the effect of a changing ioniza-
tion rate ζ on the chemical structure of prestellar
cores within the limits set by the uncertainties in
the observational estimates of this parameter. Our
main purpose is to determine the reasons behind the
tendency for the abundances of NH3 and N2H+ to
decrease at the centers of molecular-cloud cores as
ζ increases. To find out whether the appearance of
a central depression in the distributions of NH3 and
N2H+ as ζ increases is accompanied by changes in
the abundances of other molecules contained in the
cloud, we analyzed the abundances of CO, HCO+,
HCN, and HNC, which are frequently studied in
observations. We also investigated the possibility
of identifying the most probable origin of the de-
creased N2H+ and NH3 abundances using these
same molecules: the rapid freezing of N2 (because its
desorption energy exceeds the commonly accepted
value) or the effect of an enhanced ionization rate
on the chemistry of N2H+ and NH3. In addition,
we analyzed the effect of ζ on the abundance of
water. Our choice of this molecule is due to the basic
similarity between the chains of reactions that form
water and ammonia; this has enabled us to trace
regularities in the variations of abundances due to the
chemical similarity of H2O and NH3.

In Section 2 of this paper, we describe the model
for the chemical evolution of the interstellar medium
used in our calculations. Section 3 presents our anal-
ysis of the effect of the ionization rate on the main
mechanisms for the formation of NH3, N2H+, HCN,
CO, HCO+, and H2O. These results are discussed in
Section 4, and our main conclusions are formulated
in Section 5.

2. THE CHEMICAL MODEL
AND INITIAL CONDITIONS

We used the model described in detail in [20, 21]
to study the chemical evolution of a molecular cloud.
This model includes chemical reactions in the gas and
dust phases, as well as the accretion of molecules
onto dust and their desorption from dust. The rates of
gas-phase reactions were taken from the UMIST 95
database [22]. Reactions on surfaces of dust particles
were modeled using the technique proposed in [23].
In UMIST 95, the interaction of cosmic rays with
ASTRONOMY REPORTS Vol. 48 No. 9 2004
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molecules in the gas phase is described by the ion-
ization reactions for H, H2, He, C, O, and N

X + CRP −→ X+ + CRP′ + e−,

where CRP is a cosmic-ray proton and CRP′ is a
cosmic-ray proton that has lost part of its energy as
a result of a reaction. Fast electrons formed during
the cosmic-ray ionization of neutral particles colli-
sionally excite H and H2. The excited H atoms and
H2 molecules radiate photons, resulting in a weak
UV radiation field in the cores of molecular clouds
for any value of the extinction [24]. The photoreac-
tions induced by this field are also included in the
UMIST 95 calculations and represent a secondary
channel for the effect of ζ on the gas-phase chemical
compositions of prestellar cores.

Colliding with dust grains, cosmic-ray particles
locally heat the molecular mantle and evaporate some
of the molecules contained in it. We calculated the
rate of this process in accordance with the results
of [21, 25]. In addition to desorption by cosmic rays,
we also took into account thermal desorption and
photodesorption. The desorption energies of chemical
species were taken from [25], except for several up-
dated values from [2]. The mass fraction of the dust
particles is 0.01 of the gas density. The adopted gas
and dust temperatures were both 10 K. The initial
abundances listed in Table 1 were taken from [3].

Calculations were done for atomic hydrogen num-
ber densities of nH = 103, 104, 105, and 106 cm−3.
These different values of nH can be used to compare
the chemical compositions of different regions of the
core and/or to estimate the role of the increase in
the core density during its gravitational contraction.
Neglecting variations of nH considerably simplified
the analysis by enabling us to separate the effects
of chemical and dynamic factors on changes in the
molecular abundances. We chose the calculations
with nH = 106 cm−3 as the primary model.

We present two sets of results as typical exam-
ples: in model SI (standard ionization), we use the
canonical ionization rate ζ = ζ0 = 1.3 × 10−17 s−1,
and in model HI (high ionization), ζ = 10−16 s−1,
corresponding to an increase in the flux of cosmic rays
incident on the cloud by a factor of ζ/ζ0 ≈ 8, due, for
example, to the presence of nearby supernova rem-
nants. This could be happening, in particular, with the
object B68, which is of interest in the context of the
problem studied here [26]. We also calculated several
models with higher and lower values of ζ , which will
be discussed in Section 4.

To estimate the effect of UV radiation, we also
calculated several models with a nonzero UV flux
and AV ≥ 10, which agrees with estimates of the
extinction in the cores of dark clouds. The modeling
ASTRONOMY REPORTS Vol. 48 No. 9 2004
Table 1. Initial abundances of the components of the
chemical model

Component Abundance

He 0.0975

Na 2.1 × 10−6

Mg 1.5 × 10−7

Fe 1.0 × 10−7

C 5.0 × 10−5

N 2.2 × 10−5

O 1.7 × 10−4

S 8.0 × 10−8

Si 8.0 × 10−9

demonstrates that, with such strong absorption, even
an increase in the UV flux incident on the cloud by a
factor of 103 over the mean interstellar background
does not result in any appreciable changes in the
chemical structure in the cloud interior. The role of the
incident UV radiation becomes dominant only at the
periphery of the cloud, where AV ismuch lower. Since
we are interested in the inner regions of a cloud, we
will neglect the effect of the incident UV flux below.

3. RESULTS

One of the main characteristics of dark molecular
clouds that depends directly on ζ is their degree of
ionization, x(e−). The upper panel in Fig. 1 shows the
evolution of the electron abundance in models with
standard and enhanced cosmic-ray ionization rates.
We can see that the curves essentially repeat each
other, but the degree of ionization in model HI is al-
ways approximately an order of magnitude higher. We
will show below that an enhanced electron abundance
is an important but not the sole factor determining the
differences between these two models.

The first peak in both curves is due to the evolution
of the sodium-ion abundance (Fig. 1c). As sodium
atoms stick to dust, the role of the dominant ion is
transferred to H+

3 : the evolution of this ion is con-
nected with the increase of x(e−) at t > 106 years
and with the equilibration of the electron abundance
at later times (Fig. 1d). Figure 1b displays the time
dependence of the N2 abundance, which is impor-
tant in determining the chemistry of nitrogen-bearing
molecules.

Figure 2 shows the abundances of CO, HCO+,
H2O, N2H+, NH3, HCN, and HNC as functions
of time for nH = 106 cm−3 in models SI and HI.
Though the values of ζ in two these models differ
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Fig. 1. Evolution of the abundances of electrons, N2,
Na+, and H+

3 for the standard (SI; solid curve) and en-
hanced (HI; dashed curve) cosmic-ray ionization rates.

by a factor of only a few, the differences between the
abundances are obvious, especially for the nitrogen-
bearing molecules. To find out the origins of these
differences, we analyzed in detail the rates of chemical
reactions taking place in the medium: which ones
change appreciably in the transition from model SI
to model HI and, conversely, which remain almost
unchanged, and whether there are changes in the
priorities of any reactions for each species considered.

The graphs in Fig. 2 showing the evolution of
the abundances of molecules we have chosen can be
divided into three segments. The first corresponds to
an abundance increase on time scales from 104 to
5 × 105 years. The molecular abundances reach their
maxima earlier in model HI than in model SI; further-
more, the maxima of the abundances are higher in HI
(CO is an exception). A sharp drop in the abundances
begins in the second segment, which continues to
approximately t = 5 × 106 years; this is due to the
freezing of gas-phase molecules onto dust. The third
segment, in which the molecular abundances do not
vary appreciably, corresponds to an equilibrium be-
tween the processes of accretion and desorption.With
a kinetic temperature of 10 K andAV ≥ 10, molecules
return to the gas phase almost solely via desorption
induced by cosmic rays (this is especially efficient in
model HI). We can see that the drop in the molecular
abundances in the model with an enhanced ionization
rate begins and ends earlier than in the model with
the standard ζ . The time dependence of the NH3

and N2H+ abundances (Figs. 2a, 2b) on time scales
of the order of 108 years includes only the first two
segments.

We describe the results for each of the above
molecules in detail below, and Table 2 compares the
theoretical and observed abundances of some of these
molecules in B68 and L183. The theoretical abun-
dances are given for t = 106 years. The data for B68
are taken from [4] (N2H+, CO), [5] (HCO+, NH3),
and [27] (H2O). The CO abundance is recalculated
from the C18O abundance assuming an isotope ratio
of 16O/18O = 500. We used the data of [28] for L183
(except for water). The upper limit for the water
abundance in L183 is taken from [29].

The theoretical abundances are in satisifactory
agreement with the observational data for B68, except
for the abundances of CO and CS, for which the
calculations yield considerably lower values due to
the efficient freezing of these components onto dust
particles. Note that we did not aim here to reproduce
the abundances for any particular object in detail.
A detailed comparison with a number of observed
cores will be carried out in a forthcoming paper.

3.1. N2H
+ and NH3

After reaching their maxima, the abundances
of N2H+ and NH3 fall off on time scales of 5 ×
105–106 years, with this decrease occurring much
more rapidly for the enhanced than the standard
ionization rate. For instance, with the standard ζ , the
N2H+ and ammonia abundances at t = 106 years are
7.4 × 10−10 cm−3 and 3.1 × 10−8 cm−3, respectively;
with the enhanced ionization rate, the abundances
of these molecules drop to 1.1 × 10−12 cm−3 and
8.0 × 10−10 cm−3, respectively, by this same time.

In bothmodels, the main channel for the formation
of N2H+ is the addition of a proton to an N2 molecule
in reactions with ions; the most efficient of these is

N2 + H+
3 −→ N2H

+ + H2. (1)

The recombination reaction

N2H
+ + e− −→ N2 + H, (2)

is responsible for the destruction of N2H+ molecules.
The equilibrium between these two reactions leads to
the relatively flat tops of the graphs in Fig. 2a. Since
ASTRONOMY REPORTS Vol. 48 No. 9 2004
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the abundances of H+
3 and electrons both increase

with the enhanced ionization rate, the N2H+ abun-
dance in this short-lived equilibrium is virtually the
same in both models.

The presence of N2 molecules in the gas phase
helps to support the N2H+ abundance at a level of
about 10−9. This equilibrium is disrupted by the de-
struction of molecular nitrogen by He+ ions:

N2 + He+ −→ N+ + N + He. (3)

Reactions (1) and (3) compete with each other;
however, compared to model SI, the ionized-helium
abundance in model HI increases faster than the H+

3
abundance; therefore, reaction (3) is more efficient
when the ionization rate is enhanced. As a result, the
decrease in the N2H+ abundance begins earlier and
proceeds faster in model HI than in model SI.

The formation of ammonia mainly follows the
chain

N,N+ −→ NH+ −→ NH+
2 −→ NH+

3 (4)

−→ NH+
4 −→ NH3.

Since there are neutral and ionized nitrogen atoms
at the beginning of the chain, it is more efficient in
model HI at the expense of reaction (3), and also due
to the accelerated ionization of N atoms by cosmic-
ray particles.

This initially results in a higher gas-phase abun-
dance of ammonia. However, at later stages, nearly
all the nitrogen is bound in ammonia molecules that
are frozen in ice mantles (Fig. 3a shows the NH3

abundance on dust as a function of time), while at
the same time, the gas-phase abundance of ammonia
sharply decreases. Ammonia ice forms on dust parti-
cles via the condensation of gas-phase NH3, as well
as the formation of ammonia from NH and NH2—
products of the recombination of intermediate ions in
the ammonia-formation chain—on the dust particles
themselves. Virtually none of the ammonia that is
formed on dust or accreted from the gas returns, since
the NH3 desorption energy in our model corresponds
to a temperature of 3080 K [2].

The evolution of NH3 and N2H+ can be summa-
rized as follows. In the early stages, nearly all the
nitrogen atoms are bound in N2 molecules and only
a small fraction are contained in NH3 and N2H+.
The desorption energy of N2 is low, so that these
molecules remain predominantly in the gas phase.
However, in model HI, N2 is efficiently destroyed by
helium ions and the released nitrogen atoms fall onto
the surfaces of dust particles (in atomic form or in
the form of NHx hydrides), where they accumulate
as ammonia ice. An increase in the cosmic-ray flux
accelerates the freezing of nitrogen: the abundance
of ammonia on dust, which is approximately equal
ASTRONOMY REPORTS Vol. 48 No. 9 2004
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Table 2. Comparison of theoretical and observed abun-
dances

Component SI HI B68 L183

CO 1.3(−09) 4.0(−09) 2.5(−7) 4(−5)

HCO+ 4.4(−13) 1.4(−12) <7(−11) 4(−9)

N2H+ 7.8(−10) 2.6(−13) 1.5(−11) 2.5(−10)

NH3 4.2(−08) 2.8(−10) 3.5(−10) 1(−7)

H2O 8.9(−10) 5.3(−10) <1.5(−8) <1.5(−7)

CS 4.7(−16) 2.5(−13) 2(−10) 5(−10)

H2CO 4.3(−10) 9.6(−11) 2(−10) 1(−8)

C3H2 3.1(−12) 2.6(−12) 6(−12) 1(−9)

Note: For powers of ten, we use the notation a(b) = a × 10b.

to 2.0 × 10−5 (only slightly lower than the total ni-
trogen abundance), is reached considerably earlier in
model HI than in model SI. This acceleration could be
crucial observationally. With the standard ionization
rate in a medium with a density of 106 cm−3, freezing
of nitrogen-bearing species begins only after several
millions of years, which is comparable to the maxi-
mum estimated life times of dense cores and globules.
Our calculations show that an increase of ζ by a factor
of a few results in a shorter freezing time scale for
the bulk of the NH3 and N2H+, making it possible to
see the effects of nitrogen freezing in much younger
objects. This scenario is qualitatively consistent with
the calculations of Charnley and Rodgers [30], who
studied the evolution of the abundances of nitrogen-
bearing molecules in a model with nH = 107 cm−3

and ζ = 5 × 10−17 s−1 taking into account accretion
and desorption.

3.2. HCN and HNC

The HCN and HNC abundances in molecu-
lar clouds are determined by a vast complex of
neutral–neutral and ion–molecular reactions in-
volving nitrogen-bearing molecules and numerous
hydrocarbons [31]. This considerably complicates
the analysis; nevertheless, general tendencies can be
revealed in this case, as well.

The HCN molecule differs from other nitrogen-
bearing molecules in that it has a secondary abun-
dance maximum in the model with enhanced ζ ; this
considerably extends the time interval in which the
gas phase contains the maximum possible number
of HCN molecules. Whereas x(HCN) already falls
below 10−9 at t ≈ 105 years in model SI, this takes
place at t ≈ 106 years in model HI. The behavior of
x(HCN) is determined by the two main channels for
the formation of this molecule: the neutral–neutral
reaction

N + CH2 −→ HCN + H (5)

and the recombination reaction

HCNH+ + e− −→ HCN + H. (6)

In model HI, reaction (5) is responsible for the first
peak of the HCN abundance, and reaction (6), for
the second peak (Fig. 2c). The relatively slow ion–
molecular chain for the formation of HCNH+

C+ + NH −→ CN+

C+ + NH2,NH3


 −→ HCN+ −→ HCNH+

(7)

is accelerated in model HI due to the higher number
densities of the participating ions and the accelerated
formation of NHx species via the ammonia chain.
As a result, the HCN abundance falls appreciably
at t ∼ 3 × 104 years and then increases again by
t ∼ 105 years. In the time interval from 3 × 104 to
∼3 × 105 years, the HCN abundance in model HI
exceeds the HCN abundance in model SI by more
than an order of magnitude. The early drop in the
HCN abundance in model SI is due to a decreased
number density of atomic nitrogen, which is bound up
in the more complex molecules N2, NHx, and others.
Reaction (5) loses its efficiency due to the low density
of N atoms, and reaction (6) is unable to compensate
for this loss with the low ion density in model SI.

In the case of the HNC molecule, the situation
is simpler. In both models, the main channel for the
formation of this molecule over nearly the entire evo-
lutionary time scale is the recombination reaction

H2NC+ + e− −→ HNC + H. (8)

The rate of the recombination reaction for HCNH+,
which is analogous to reaction (6) but leads to the
formation of HNC, is no greater than 10% of the rate
of reaction (8). In turn, the H2NC+ ion is formed in
the reactions

C+ + NH3 −→ H2NC+ + H (9)

CH+
3 + N −→ H2NC+ + H. (10)

Since the ammonia abundance is enhanced until t ∼
3 × 105 years in model HI compared to model SI,
the HNC abundance in this model is also higher. As
for the other nitrogen-bearing molecules, the sharper
drop in the HCN and HNC abundances in model HI
compared to model SI is due to the accumulation
of ammonia in ice mantles and to the corresponding
decrease in the content of gas-phase nitrogen atoms.
ASTRONOMY REPORTS Vol. 48 No. 9 2004
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Table 3. Abundances of the main observed molecules in models SI and HI and their ratios at t = 106 years

Species x(SI) x(HI) x(SI)/x(HI) Species x(SI) x(HI) x(SI)/x(HI)

N2H+ 7.8(−10) 2.6(−13) 3000 C3O 6.9(−15) 2.8(−15) 2.46

HC9N 9.1(−20) 1.5(−22) 607 H2CO 2.2(−10) 1.2(−10) 1.83

NH3 4.2(−08) 2.8(−10) 150 C3H 2.0(−11) 1.3(−11) 1.54

HC5N 1.4(−14) 1.0(−16) 140 C4H 1.7(−12) 2.2(−12) 7.73(−1)

CH2CO 1.7(−12) 1.3(−14) 131 C3H2 7.8(−12) 1.4(−11) 5.57(−1)

C4H2 3.8(−13) 8.1(−15) 46.9 C2 1.7(−12) 3.5(−12) 4.86(−1)

HCN 7.2(−10) 3.1(−11) 23.2 CO 1.3(−09) 4.0(−09) 3.25(−1)

C5H 3.7(−14) 2.0(−15) 18.5 HCO+ 4.4(−13) 1.4(−12) 3.14(−1)

CH2CN 9.2(−13) 5.0(−14) 18.4 CN 7.4(−11) 2.9(−10) 2.55(−1)

HC7N 7.7(−17) 4.2(−18) 18.3 H2S 1.5(−14) 6.8(−14) 2.21(−1)

CCO 3.7(−14) 2.6(−15) 14.2 CH 6.9(−11) 3.2(−10) 2.16(−1)

C3N 1.5(−12) 1.2(−13) 12.5 CH3OH 6.9(−15) 7.4(−14) 9.32(−2)

C6H 5.4(−15) 5.5(−16) 9.82 OCS 1.7(−19) 2.1(−18) 8.10(−2)

C6H2 1.3(−15) 1.5(−16) 8.67 SO 1.4(−15) 2.0(−14) 7.00(−2)

C3H4 1.0(−13) 1.3(−14) 7.69 OH 2.2(−10) 4.7(−09) 4.68(−2)

CH3CN 1.7(−13) 2.3(−14) 7.39 SO2 8.1(−18) 1.8(−16) 4.50(−2)

HCNH+ 3.0(−12) 4.4(−13) 6.82 H2CS 1.5(−16) 1.6(−14) 9.37(−3)

HNC 3.0(−10) 4.6(−11) 6.52 C2S 6.2(−17) 9.5(−15) 6.53(−3)

C2H 3.2(−11) 5.0(−12) 6.40 C3S 1.5(−18) 2.5(−16) 6.00(−3)

HC3N 1.4(−11) 3.4(−12) 4.12 CS 7.6(−16) 4.8(−13) 1.58(−3)

NO 9.4(−10) 2.3(−10) 4.09 HCS+ 2.3(−18) 2.5(−15) 9.20(−4)

CH3CHO 9.8(−15) 2.9(−15) 3.38
Note: For powers of ten, we use the notation a(b) = a × 10b.
3.3. CO, HCO+, and H2O

The abundances of CO, HCO+, and H2O change
with increasing ζ less strongly than do the NH3

or N2H+ abundances. The enhanced ionization rate
likewise accelerates certain chemical processes in-
volving these molecules; however, this acceleration
is manifest differently than in the case of nitrogen-
bearing molecules.

The peaks of the CO abundance in models SI and
HI coincide (Fig. 2e). This is due to the efficiency of
the main channels for the formation of CO at early
times: neutral–neutral chains of reactions that do
not depend on the ionization rate, in which the final
reactions are

O + CH −→ CO + H (11)

O + CH2 −→ CO + 2H. (12)
ASTRONOMY REPORTS Vol. 48 No. 9 2004
The molecular ion HCO+ (Fig. 2f) is formed in reac-
tions of CO, H2O, and H2CO with C+, H+

3 , N2H+,
CH+

5 , and some other ions. Owing to the increase
in the number of ions in a cloud as ζ increases, the
maximum HCO+ abundance is reached in a shorter
time. However, the drop in the HCO+ abundance in
the second segment also begins earlier in model HI
than in model SI.

Water (Fig. 2g) is formed in a chain similar to the
ammonia-formation chain:

O −→ OH+ −→ H2O
+ −→ H3O

+ −→ H2O.
(13)

The hydroxyl formed from the recombination of in-
termediate ions of this chain can be accreted onto
dust, where it will participate in the formation of water
ice. As for ammonia and HCO+, the beginning of
the decrease in the water abundance is slightly earlier



712 KIRSANOVA, WIEBE

 

10

 

–11

 
x

 
(H

 

2

 
C

O
),

 d
us

t
 

t

 

, years
10

 

4

 

10

 

5

 

10

 

6

 

10

 

7

 

10

 

8

 

10

 

3

 

(‡)

10

 

–10

 

10

 

–9

 

10

 

–8

 

10

 

–7

 

10

 

–6

 

10

 

–5

 

10

 

–4

 

10

 

–8

 

10

 

–7

 

10

 

–6

 

10

 

–5

 

10

 

–4

 

(b)

(c)

10

 

–9

 

10

 

–8

 

10

 

–7

 

10

 

–6

 

10

 

–5

 
10

 
–4

 
x

 
(H

 

2

 
O

),
 d

us
t

 
x

 
(N

H
 

3

 
),

 d
us

t

Fig. 3. Evolution of the abundances of NH3, H2O, and
H2CO in ice mantles for the standard (model SI; solid)
and enhanced (model HI; dashed) cosmic-ray ionization
rates.

in model HI than in the model with the standard
ionization rate.

The acceleration of the drop in the abundances
of CO, HCO+, and H2O is due again to the more
efficient destruction of N2 in model HI: the release of
N atoms speeds up the reaction

N + OH −→ NO + H. (14)

As a result, a considerable fraction of the oxygen
atoms is bound in NO molecules. Note that the max-
imum abundances of nitrogen-bearing molecules in
model HI fall right at the beginning of the drop in
the CO andHCO+ abundances. NOmolecules settle
onto dust and react to form HNO, which, in turn,
reacts with oxygen located on the dust,

O + HNO −→ NO + OH, (15)

thereby converting O atoms into OH molecules. The
desorption energy of hydroxyl is almost a factor of
1.5 higher than that of atomic oxygen (1260 and
800 K, respectively), considerably hindering the re-
turn of oxygen to the gas phase. In the end, the
accelerated destruction of nitrogen molecules pro-
motes the retention of oxygen atoms on the surfaces
of dust particles. An OH molecule settled on a dust
particle will quickly join with a hydrogen atom and
be transformed into water (TD = 4820 K). Oxygen
atoms become depleted in the gas phase; in model HI,
this results in a more rapid drop in the abundances of
CO, HCO+, and H2O.

CO molecules on dust undergo the sequence of
chemical transformations CO −→ HCO −→ H2CO.
After 106 years, most of the carbon atoms are bound
into formaldehyde molecules on the surfaces of dust
particles. The bulk of the oxygen atoms will ultimately
be bound into water molecules, likewise stuck to dust
(Figs. 3b, 3c).

The flatter shape of the third segment of the graphs
(Figs. 2e, 2f) is due to an approximate equilibrium be-
tween the accretion and desorption of carbon-bearing
molecules. Cosmic rays evaporate H2CO and HCO
molecules from dust mantles. In the gas phase, the
following sequence of reactions involving ions (H+,
H+

3 , He+) and electrons is realized:

H2CO,HCO −→ H3CO+,H2CO+ (16)

−→ HCO+,CO.

Since the desorption of H2CO and HCO by cosmic
rays is more efficient in model HI, the equilibrium
abundances of CO and HCO+ are reached more
rapidly than in the case of the standard ionization rate.

At t > 3 × 105 years for the enhanced ionization
rate and at t > 3 × 106 years for the standard ion-
ization rate, the sharp drop in the gas-phase wa-
ter abundance also ceases due to the desorption of
formaldehyde, with the subsequent reaction

H2CO + He+ −→ O + CH+
2 + He, (17)

which returns oxygen to the gas phase.
Thus, the only general regularity in the varia-

tions of the abundances of NH3 and H2O due to
their chemical similarity is the accelerated formation
of molecules in model HI at times before 104 and
105 years, respectively, as a consequence of the in-
creased efficiency of reaction chains (4) and (13).

4. DISCUSSION

For most dense cores of molecular clouds, the
NH3 and N2H+ abundance peaks usually coincide
with the regions of the maximum gas and dust densi-
ties indicated in [1]; however, there are several excep-
tions. The observation of low abundances of nitrogen-
bearing molecules in regions of dense gas is usu-
ally attributed to the chemical youth of the objects
(the maximum abundance of NH3 and/or N2H+ has
not yet been reached [10]) or to their advanced age
(freezing of NH3 and N2 on dust has begun [4]).
We have shown here that regions of depletedNH3 and
N2H+ can also arise in prestellar cores for another
reason: as a result of a local enhancement in the rate
of ionization of neutral components by cosmic rays
ASTRONOMY REPORTS Vol. 48 No. 9 2004
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(or X rays). An increase of ζ within the limits of the
observational data considerably accelerates the des-
orption of molecules from dust mantles (manifest as
a relative increase in the abundances of CO, HCO+,
and H2O on long time scales) and also promotes the
condensation of nitrogen-bearing molecules onto the
surfaces of dust particles. This latter effect comes
about because an increased cosmic-ray flux accel-
erates the conversion of the volatile N2 molecule to
ammonia, whose desorption energy is much higher.

The reactions involving this transformation are
two-particle, so that their efficiency increases with
increasing density. Figure 4 shows the calculated
evolution of the abundances of CO and N2H+ for
gas number densities of 103, 104, 105, and 106 cm−3,
which are representative of different parts of a cloud,
from its outer envelope to the core. We can see that,
as the density increases, the effects of freezing of
molecules begin to appear increasingly earlier. In ob-
servations of a specific object, this would be man-
ifest as a decrease in the molecular abundances at
the cloud center compared to its outer parts, i.e.,
in the spherically-symmetric case, as a ring-shaped
column-density distribution. The radius of the N2H+

ring will always be smaller than the radius of the CO
ring in the same object.

The difference between the behavior of the abun-
dances of CO and N2H+ is associated with the times
of the onset of freezing. The central depression in
the CO distribution appears at nearly the same time
in models SI and HI, whereas the central drop of
the N2H+ abundance emerges much earlier in model
HI than in model SI. For nH = 106 cm−3 and the
standard ionization rate, the abundance of this ion
is decreased by an order of magnitude relative to
ASTRONOMY REPORTS Vol. 48 No. 9 2004
its peak value at t ∼ 3 × 106 years. In model HI, a
similar decrease in this abundance is reached at t ∼
3 × 105 years.

Of the species that are usually observed in regions
where low-mass stars are formed, such behavior is
characteristic only of NH3 and N2H+. Our calcu-
lations show that the difference between the abun-
dances of HCO+, CO, and H2O in models SI and
HI is much less significant and will be much more
difficult to detect in observations, especially in the
relatively early stages of a cloud’s evolution.

Table 3 lists the computed abundances and their
ratios for molecules observed in the molecular clouds
TMC-1 and L183 (the list is taken from [28]).
A depletion of cyanopolyines and some other carbon-
bearing molecules can be noted in model HI at t =
106 years but is later replaced by a higher abun-
dance compared to model SI, similarly to the case
for CO and HCO+. For species at the bottom of
Table 3, the abundances are already determined by
the balance between accretion and desorption by t =
106 years; consequently, they are relatively enhanced
in model HI due to the more efficient cosmic-ray
desorption. For NH3 and N2H+, the balance between
accretion and desorption is achieved much later, at
t > 109 years, due to the large desorption energy of
ammonia, and the decrease in their abundances in
model HI is therefore quite prolonged. On the whole,
from the observational point of view, this means that
a slight enhancement of the cosmic-ray flux over the
standard flux is manifest in “unusual” abundances of
NH3 and N2H+ against the background of “usual”
abundances for other species, as, e.g., in ρ Oph A
[32].
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Further increase of ζ strengthens this effect only if
the gas temperature remains unchanged. If the model
includes heating of the gas by cosmic rays, the situa-
tion becomes somewhat more complicated. Figure 5
shows the calculated evolution of the N2H+ abun-
dance for ionization rates 10−19 < ζ < 10−14 s−1 and
a gas number density of 106 cm−1. We computed the
gas temperature for this case based on the calcula-
tions of [14] [equation (8) of that paper]; according
to [14], the gas temperature is about 50 K for ζ <
10−14 s−1. An enhanced cosmic-ray flux results in the
more efficient destruction of N2; however, due to the
increased thermal desorption, nitrogen atoms return
to the gas phase more actively. As a result, the time
scale for the decrease in the N2H+ number density
with increasing ζ changes in these models much less
than in models that assume a constant temperature.

When ζ = 10−19–10−18 s−3, the small drop in
the N2H+ abundance begins no earlier than at
107 years. If the actual ionization rates in dark clouds
approached these low values, we would detect no
objects with depleted N2H+ (and NH3) in their
cores. Such low fluxes of cosmic rays are probably
unlikely in Galactic molecular clouds but could be
characteristic, e.g., of the Magellanic Clouds and
other dwarf galaxies.

The above relation between the abundances of
nitrogen-bearing molecules and the ionization rate
is closely connected to the parameters of the inter-
action between the gas and dust, in particular, to
the desorption energies of molecules involved either
directly or indirectly in the synthesis of ammonia and
N2H+. Bergin et al. [4] suggest that the depletion
of N2H+ in dark-cloud cores could be due to the
freezing ofmolecular nitrogen onto dust.With the low
N2 desorption energy adopted in [4] (TD = 750 K),
this process is inefficient and cannot compete with the
destruction of N2 by helium ions.

The uncertain value of the N2 desorption energy
hinders us from unambiguously identifying the most
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Fig. 6. Evolution of the HCN and HNC abundances in
models SI (solid), HI (dot–dashed) and SI(N2) (dashed).

probable origin for the central depressions in the
N2H+ and NH3 distributions: whether they are a
consequence of N2 freezing onto dust or of an en-
hanced flux of cosmic rays. Therefore, we investigated
the possibility of estimating the relative roles of these
factors based on observations of other molecules. For
this purpose, we performed calculations for model
SI(N2), which has the standard ionization rate and
a molecular-nitrogen desorption energy equal to that
of C2 and O2 (TD = 1210 K [25]). The abundances
of nitrogen-bearing molecules change appreciably in
this case, primarily due to the fact that most of the
nitrogen atoms are bound in N2 molecules on the
surfaces of dust particles. As a result, the gas-phase
number densities of NH3 and N2H+ remain low
compared to the standard SImodel duringmost of the
calculation time. The behavior of the abundances of
HCN and HNC (Fig. 6) also changes: after reaching
their maxima, x(HCN) and x(HNC) decrease much
more rapidly than in model SI. These molecules
turned out to be most sensitive to the N2 desorption
energy. The difference between the abundances of
HCN and HNC in models HI and SI(N2) exceeds
two orders of magnitude at times of the order of
5 × 105 years. Thus, observations of cloud cores
in HCN and HNC lines provide the possibility of
discriminating between the two possible origins of
the depletion of NH3 and N2H+ in the early stages of
the core evolution.

The NH3 abundance in ice mantles in model
SI(N2) also remains low—0.01% of the water-
ice abundance at t = 106 years, as opposed to 4%
in model SI with the standard N2 desorption
energy. Since observational estimates yield
NH3(ice)/H2O(ice) ratios of about 1% [33], the
efficient freezing of N2 seems unlikely. From this point
ASTRONOMY REPORTS Vol. 48 No. 9 2004
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of view, explanation of the observed distributions of
nitrogen-bearing molecules using a somewhat higher
value of ζ is preferable.

5. CONCLUSIONS

In this paper, we have studied the effect of the
cosmic-ray ionization rate on molecular abundances
in a model for the chemical evolution of a dark cloud
that includes reactions in the gas phase and on dust
particles. All changes in the abundances of molecule
with increasing ζ are due to the direct or indirect
acceleration of chemical reactions involving charged
species. The increase or decrease in the model molec-
ular abundances with enhanced ζ is determined by
the time scale for the establishment of equilibriumbe-
tween accretion and desorption of the parent species
of the given molecule. In particular, an increase in
the ionization rate over its standard value within the
accuracy of the observational data results in a con-
siderable decrease of the NH3 and N2H+ abundances
in the core of the dark cloud. We propose this mech-
anism as the probable origin of the anomalously low
abundances of nitrogen-bearing molecules observed
in the cores of some molecular clouds.
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Abstract—A method for studying the physical conditions in compact components of extragalactic radio
sources displaying variability on time scales of hundreds of days is proposed. The method can be used to
estimate the relative variations of the magnetic-field strength and number density of relativistic electrons
in superluminal jets from the cores of quasars and radio galaxies. Results are presented for the jets of the
quasars 3C 120, 3C 273, 3C 279, and 3C 345. The energies of the magnetic field and relativistic particles in
these objects are not in equipartition. As a rule, the magnetic-field strength decreases appreciably during
the evolution of an expanding jet, while the number of relativistic electrons grows. c© 2004 MAIK “Nau-
ka/Interperiodica”.
1. INTRODUCTION

The radio emission of extragalactic sources is vari-
able on time scales from fractions of a second to
several years. This variability can have both intrin-
sic (occurring in the source itself) and extrinsic (not
associated with the source) origins. Many intensity
variations on time scales from fractions of a second
to several minutes were rapidly recognized as scin-
tillation of the source radiation on fluctuations in the
electron density of the solar plasma or the Earth’s
ionosphere. However, various problems arose in con-
nection with attempts to explain the variability on
longer time scales, some of which remain unresolved
to this day.

There is some debate about the origin of variability
on time scales from several hours to days. There are
arguments in support of both intrinsic and extrinsic
origins. Currently, the hypothesis that such variabil-
ity is due to scintillation in the interstellar plasma
appears to be the most convincing. The origin of
variability on time scales from several months to years
is likewise not fully understood.

Variability with a characteristic time scale of sev-
eral years was first detected in the source CTA 102
in 1965 by Sholomitskiı̆, whose observations were at
900 MHz [1]. Several months later, Dent [2] reported
variability of 3C 273 at 8 GHz.

In 1986, Witzel et al. [3] showed that variability of
extragalactic radio sources on time scales of days or
even fractions of a day is a widespread phenomenon.
The most rapid variability (on time scales of sev-
eral hours) that is not associated with ionospheric
or interplanetary scintillations has been observed in
J1819+3845 [4].
1063-7729/04/4809-0716$26.00 c©
A number of reviews have been devoted to long-
timescale and short-timescale variability, of which
[5, 6] (long-timescale) and [7] (short-timescale) are
most noteworthy. It is currently believed that long-
timescale variability at frequencies above 1 GHz
is associated with processes occurring within the
sources. In this case, the linear size of the variable
region in the source should be related to the char-
acteristic time scale for the variability. For example,
if the emission is variable on a time scale of one year,
the linear dimensions of the variable region should not
exceed about one light year.

Two regions can be distinguished in a variable
source, both located near the galactic nucleus. The
first, contained in the core component in VLBI im-
ages, has an observed flux density that is essentially
constant in time. The second region, which is also
physically close to the core, is the location of flares
associated with the ejection of material from the core.
It is this second region that is the site of the radio vari-
ability. If we know the flux density from the source and
we have an upper limit for its angular size, we can ob-
tain a lower limit for the brightness temperature of the
flare region. It turns out that, in sources with variabil-
ity time scales shorter than a year, this temperature
is close to the inverse-Compton limit; the brightness
temperature can exceed the inverse-Compton limit by
several orders of magnitude in sources with variability
time scales of hours. These high brightness tempera-
tures are explained by supposing that the variable re-
gion is located in a jet that moves toward the observer
with relativistic speed, so that the emission is Doppler
boosted.
2004 MAIK “Nauka/Interperiodica”
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The dimensions of the flare region are fairly small.
Observations that have resolved the features associ-
ated with the long-timescale variability have recently
been obtained for several sources (for example, [8]).
The sizes of these features are of the order of a light
year.

In 1966, van der Laan [9] proposed a model for
a variable extragalactic source in which a compact
component (shock, flare) is formed as a result of some
series of processes (similar to a supernova explo-
sion), then adiabatically expands and gradually de-
cays. This is precisely the component that we have
called the flare component, which is visible in the vari-
able source’s light curves at various radio frequen-
cies. The van der Laan model describes the shape
of the light curve and variations in the amplitude,
flux density, and epoch of the maximum brightness
as a function of frequency. This theory was further
developed in [10–14].

Thus, we have a theory that can explain the evo-
lution of a flare, including its effect on the light curve
and the time variations of the source spectrum. At the
same time, there are no unambiguous answers to a
number of questions related to the physics of active
galactic nuclei. In particular, it is not clear how energy
is transported from the black hole to the radio-core
and flare regions, what physical conditions exist in
these regions, or how they vary with time.

We attempt here to estimate variations in the
physical conditions occurring in the core region dur-
ing a flare based on an analysis of the corresponding
light curves.

2. METHOD AND RESULTS

As a rule, the physical conditions in radio sources
are usually estimated assuming equipartition be-
tween the energies of the magnetic field and rel-
ativistic particles. However, if a turnover due to
synchrotron self-absorption is observed in the radio
spectrum, it is possible to estimate the physical
conditions without assuming energy equipartition.
Formulas showing that it is not essential to assume
energy equipartition when estimating the physical
conditions in a source are presented in [15–17]. The
method described in [15] was applied to a study of the
physical conditions (parameters) in giant radio galax-
ies in [18]. We will now present the main assumptions
underlying this method.

According to Slysh [19], the magnetic-field
strength in the source can be estimated if the syn-
chrotron self-absorption turnover is observed in the
spectrum:

H⊥ = 2 × 10−11K (γ) ν5θ4S−2 (1 + z)−1 , (1)
ASTRONOMY REPORTS Vol. 48 No. 9 2004
where ν is the turnover frequency (where the optical
depth becomes τ > 1) in MHz, S is the flux density
in Jy at this frequency, θ is the angular size of the
source in arc seconds, z is the source’s redshift, and
K(γ) (where γ = 2α+ 1, S ∼ ν−α) is a coefficient
tabulated by Pacholczyk [20].

Thus, the magnetic-field strength can be esti-
mated from the low-frequency radio spectrum. If the
frequency ν is taken near the turnover, not far from the
peak of the spectrum, the resulting value of H⊥ will
characterize the average magnetic field of the source
perpendicular to the line of sight.

It is also possible to estimate the number density
of relativistic electrons using the resulting estimate of
the magnetic-field strength and data derived from the
high-frequency part of the spectrum [15]:

ne =

E2∫

E1

N (E) dE =
N0

1 − γ
(
E1−γ

2 − E1−γ
1

)
, (2)

E1,2 =
(

ν1,2

1.9 × 106H⊥

)1/2

, (3)

where N(E)dE = N0E
−γdE is the energy distri-

bution of the electrons and H⊥ is the estimated
magnetic-field strength obtained from (1). The in-
tegration limits E1 and E2 are taken by assuming
that all the energy is emitted by the relativistic elec-
trons at frequencies between ν1 = 10 MHz and ν2 =
100 GHz. This choice of frequency limits covers the
entire radio range. The value of N0 can be obtained
from the equation [15]

N0 ∼ H− γ+1
2

⊥ ν
γ−1

2 Sθ−3. (4)

The energy density of the magnetic field ωH and
the energy density of the relativistic particles ωe can
also be estimated:

ωH =
H2

⊥
8π
, (5)

ωe =

E2∫

E1

EN (E) dE =
N0

2 − γ
(
E2−γ

2 − E2−γ
1

)
.

(6)

Thus, if the spectrum has a turnover associated
with synchrotron self-absorption, and the angular
size and redshift of the source are known, it is possible
to estimate the magnetic-field strength H⊥, density
of relativistic electrons ne, total number of relativistic
electrons Ne = neV (where V ∼ θ3 is the volume of
the source), and the energies of the relativistic plasma
(Ee = ωeV ) and of the magnetic field (EH = ωHV ).
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The accuracy of estimates obtained using this method
depends primarily on the accuracy of the estimated
angular size of the source. For example, if the size of
the source derived from VLBI observations is known
with an accuracy of 20–30%, the true value of the
magnetic field should differ from the estimated value
by no more than a factor of 1.5–2 (H⊥ ∼ θ4).

The use of this method in studies of sources
with long-timescale variability is hindered by the
lack of good estimates of the angular dimensions
of the sources in most cases due to the lack of
corresponding VLBI data. In addition, it is necessary
to determine a means to extract the spectrum of the
studied component from the light curve. However, the
main reason the method cannot be applied to studies
of variable sources is the presence of superluminal
motions in the radio cores, as is indicated by the
inference of brightness temperatures exceeding the
inverse-Compton limit.

Nevertheless, there exists the possibility of adapt-
ing this approach to make it applicable for studies
of the physical parameters of variable sources. For
example, a modification of the formula of Slysh for
the case of a source with superluminal motions was
obtained by Marscher [16] in 1983:

H⊥ = 2 × 10−11K (γ) ν5θ4S−2

(
δ

1 + z

)
, (7)

where δ =

√
1 − β2

1 − β cosφ
, β =

v

c
is the ratio of the speed

of a clump of relativistic particles (here and below,
a “blob”) v to the speed of light, and φ is the an-
gle between the motion and the direction toward the
observer. This formula cannot be used directly to
estimate the physical parameters in variable sources
because we have no estimates of the speeds of the su-
perluminal components in the vast majority of cases.
However, if we know how the spectrum of the variable
source (blob) evolves with time, we can trace the
relative variations of the physical parameters in this
component.

The spectrum of the varying blob can be obtained
as follows. A region of enhanced brightness is identi-
fied in the light curve at some frequency. The observed
flux density at each time is made up of the flux density
of the region occupied by the variable blob and the
constant flux density of the remainder of the source.
The radiation at the minimum brightness is ascribed
to the constant component, and all the remaining
radiation, to the blob. After subtracting the constant
component from the light curves at several frequen-
cies, the resulting data can be used to construct the
spectrum of the variable blob at various moments in
time.
Such analyses have been carried out in a number
of studies. In particular, a statistical analysis of the
light curves of 27 variable radio sources was con-
ducted in [21]. This work showed that a so-called
“average” flare has a spectrum that resembles that of
a uniform synchrotron source, with spectral indices
of about 0.2 and −2.5 in the optically thin and opti-
cally thick parts of the spectrum (the latter indicates
the presence of synchrotron self-absorption in these
objects).

The light curves can also be used to derive an
upper limit for the linear size of the blob, l = ct, where
t is the time from the birth to the decay of the flare at
the given frequency.

Radio observations show that the evolution of a
flare can be traced beginning at a frequency of about
100 GHz down to frequencies of several hundreds of
MHz. The maximum of the spectrum is shifted from
higher to lower frequencies with time. Let us suppose
that the spectrum of the blob has a turnover due to
synchrotron self-absorption and that the relativistic
motion of the blob is constant as the spectrum’s peak
shifts towards lower frequencies. These are reason-
able assumptions if the frequencies considered are not
too far from each other.

Let H⊥1 be the magnetic field in the variable blob
when the maximum of its spectrum is at frequency
ν1 (which coincides with the maximum flux density
in the light curve at that frequency). Let H⊥2 be the
magnetic field in the blobwhen the spectral maximum
has shifted to the lower frequency ν2. We will now
write expressions for H⊥1 and H⊥2 using (7) and di-
vide one by the other. This trivial procedure eliminates
the unknown relativistic speed of the blob:

H⊥1

H⊥2
=

(
ν1
ν2

)5 (
θ1
θ2

)4 (
S1

S2

)−2

. (8)

Similarly rewriting the corresponding equations
for the number density of the relativistic electrons ne,
the total number of relativistic electrons Ne, and the
energies of the magnetic field EH and the relativistic
particles Ee, we obtain

ne1

ne2
=

(
ν1
ν2

) γ−1
2

(
θ1
θ2

)−3 S1

S2

(
H⊥1

H⊥2

)−1

, (9)

Ne1

Ne2
=
ne1

ne2

(
θ1
θ2

)3

=
(
ν1
ν2

) γ−1
2 S1

S2

(
H⊥1

H⊥2

)−1

,

(10)

EH1

EH2
=
ωH1V1

ωH2V2
=

(
H⊥1

H⊥2

)2 (
θ1
θ2

)3

, (11)
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Ee1

Ee2
=
ωe1V1

ωe2V2
=

(
ν1
ν2

) γ−1
2 S1

S2

(
H⊥1

H⊥2

)−3/2

. (12)

These formulas can be used to analyze data for
variable sources for which good-quality light curves
are available at several frequencies covering a broad
range. It is necessary to have two or three points in the
optically thick regime (to determine the spectral index
at these frequencies), one point near the maximum
(to determine the flux density at the maximum), and
two or three frequencies in the optically thin regime
(to determine the spectral index at these higher fre-
quencies).

In addition, statistical studies of variable sources
enable us to apply our method to estimate the relative
variations of the physical parameters of the blob.

An analysis for a nearly complete sample of 100
active galactic nuclei with flat spectra and flux den-
sities exceeding 2 Jy at 22 GHz was carried out in
[22]. Independent of the redshift and type of source,
the variability timescale (which is related to the linear
dimensions of the blob) and the flux density at the
maximum lie within a fairly narrow range. The typical
flare durations were 0.63 light years at 22 GHz and
0.4 light years at 37 GHz. The mean flux density at
the flare maximum in the plateau stage was ∆S =
1.68 Jy at 22 GHz and ∆S = 1.64 Jy at 37 GHz.
These data are sufficient to apply our method to an
“average flare”:

H⊥1

H⊥2
=

(
37
22

)5 (
0.40
0.63

)4 (
1.64
1.68

)−2

= 2.3 ± 0.3,

(13)

ne1

ne2
=

(
37
22

)0.2 (
0.40
0.63

)−3 1.64
1.68

(2.3)−1 = 1.8 ± 0.3,

(14)

Ne1

Ne2
=

(
37
22

)0.2 1.64
1.68

(2.3)−1 = 0.5 ± 0.2, (15)

EH1

EH2
= (2.3)2

(
0.40
0.63

)3

= 1.4 ± 0.3, (16)

Ee1

Ee2
=

(
37
22

)0.2 1.64
1.68

(2.3)−3/2 = 0.3 ± 0.1. (17)

The uncertainties in these estimates are calculated
assuming that the uncertainties in the flux density at
the maximum of the blob’s spectrum and in the angu-
lar size of the blob are 20%. We expect the properties
of individual flares to have fairly large uncertainties,
while the uncertainties should become appreciably
smaller in statistical analyses such as that carried out
in [22].
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in 1980. The dates and parameters of the spectrum are
presented in Table 3.

For example, according to the conservation of

magnetic flux,
H1

H2
=

(
r1
r2

)−2

, where r is the radius

of the source. We then find for a blob that expands
from 0.4 light years to 0.63 light years in size
H⊥1/H⊥2 = (0.40/0.63)2 = 2.48. This value differs
from the ratio of the perpendicular components of the
magnetic field obtained above by only 8%, providing
indirect evidence for the correctness of this method.

Let us note two especially interesting conclusions.
First, the relations we have obtained show that the
magnetic-field energy decreases and the relativistic-
particle energy grows during the evolution of the blob.
This indicates that we should not expect equipartition
of the energies of themagnetic field and particles. This
is not a new result. Similar conclusions were drawn,
for example, in [18] in connection with studies of
giant radio galaxies. It was concluded in the study of
the physical parameters of compact steep-spectrum
sources [23] that most of these compact sources are
not in equipartition. However, the linear dimensions
of the objects studied earlier ranged from several par-
secs to kiloparsecs, and the turnovers in their spectra
were observed at frequencies below 1 GHz. Here, we
have been able to show an absence of equipartition in
compact features fractions of a light year in size with
spectral turnovers at frequencies above 10 GHz.
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Table 1. Jetlike source

Parameter kH = 102 kH = 104 Uniform field

Law for decrease inH 1/r 1/r2 1/r3 1/r 1/r2 1/r3 const

H01/H02 2.30 2.30 2.30 2.30 2.30 2.30 2.3 ± 0.3

ne1/ne2 1.52 1.54 1.50 1.48 1.51 1.57 1.8 ± 0.3

Ne1/Ne2 0.37 0.36 0.41 0.39 0.40 0.42 0.5 ± 0.2

EH1/EH2 1.28 1.30 1.29 1.28 1.29 1.29 1.4 ± 0.3

Ee1/Ee2 0.30 0.29 0.29 0.29 0.30 0.28 0.3 ± 0.1

Table 2. Spherically symmetrical source

Parameter kH = 102 kH = 104 Uniform field

Law for decrease inH 1/r 1/r2 1/r3 1/r 1/r2 1/r3 const

H01/H02 2.30 2.30 2.30 2.30 2.30 2.30 2.3 ± 0.3

ne1/ne2 1.82 1.85 1.85 1.84 1.86 1.83 1.8 ± 0.3

Ne1/Ne2 0.41 0.37 0.39 0.39 0.39 0.37 0.5 ± 0.2

EH1/EH2 1.29 1.30 1.30 1.29 1.31 1.30 1.4 ± 0.3

Ee1/Ee2 0.33 0.28 0.30 0.30 0.29 0.28 0.3 ± 0.1
Second, the total number of relativistic particles
doubles during the evolution of an “average blob”
(while the total density of relativistic particles de-
creases by a factor of 1.8). This is probably asso-
ciated with the interaction between the relativistic
and thermal plasma. High-energy relativistic parti-
cles can collide with thermal plasma at the boundaries
of shocks, giving rise to additional relativistic elec-
trons.

3. MODELING OF SOURCES
WITH A UNIFORM MAGNETIC FIELD

Strictly speaking, the above conclusions are valid
only for spherically symmetrical sources with uni-
form magnetic fields. However, there are a number
of indirect arguments that suggest a model with a
spherically symmetrical source with a uniform mag-
netic field can be applied to the case of a shock. One
recent work concerned with modeling synchrotron
spectra of nonuniform sources [24] shows that the
nonuniform distribution of the relativistic particles
has virtually no effect on the shape of the observed
spectrum. This means that, to a first approximation,
the nonuniformity of the particles can be neglected.
This work also shows that the spectral index in the
optically thick region reaches −2.5 for the case of an
elongated source (jet) if the field is uniform through-
out the source. According to [21], the spectral index of
a shock is likewise−2.5 in the optically thick region.

In addition, an approach to numerically model-
ing the synchrotron spectra of nonuniform sources is
described in detail in [24]. We decided to model the
spectra of nonuniform sources in order to understand
how much nonuniformity of the magnetic field limits
the applicability of our method.

We selected power-law nonuniformities for the
analysis. If plasma flows from the center of a radio
source, as in the solar wind, the magnetic field be-
comes extended in the radial direction and the mag-
netic field falls off as 1/r2. If the magnetic field is

dipolar, then H ∝ 1
r3
. There is also evidence that

the magnetic fields in a number of sources fall off
as 1/r [25]. Thus, based on physical considerations,
we expect that the distribution of the magnetic field
obeys a power law. Of course, the nonuniformity of
the magnetic-field distributions in real sources can
have some other form, and describing it using a power
law is only a model approximation; however, such an
approximation is certainly closer to the real situation
than using a model with a uniform source.
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Table 3. Parameters of flare spectra

Source Name Date νmax,
GHz

Smax,
Jy

Size,
light
years

3C 120 A March 1985 15 2.5 3.6
B April 1985 8 2.7 3.7
C February 1986 5 2.0 4.0

3C 273 A January 1984 15 21 8.5
B May 1984 8 12 8.7
C January 1986 5 7 9.0

3C 279 A March 15, 1981 37 2.8 3.4
B January 20, 1982 22 4.3 3.7
C September 10, 1982 14 3.1 3.9
D April 20, 1983 8 2.0 4.1

3C 345 A June 1982 15 9 11.4
B January 1984 8 8 12.3
C June 1985 5 6 12.9

We carried out calculations for two classes of
models—with elongated (jetlike) and spherically
symmetrical blobs. In the former case, we assumed
that the axis of symmetry of the jet was directed along
the line of sight and that the magnetic field falls off
along this axis with approach toward the observer
according to the law

H(x) =
H0

1 + kH

(x
L

)m for 0 ≤ x ≤ L, (18)

H(x) = 0 for x < 0 and x > L.

Here,H0 is the maximummagnetic-field strength
at the center of the source, L is the extent of the jet
along the line of sight, kH characterizes the difference
in the magnetic field along the source from the distant
to the near edge, andm can take the values 1, 2, and
3 (details are presented in [24]).

In the case of a spherically symmetrical source, the
distribution of the magnetic field is specified by the
function

H(r) =
H0

1 + kH

( r
R

)m for r ≤ R, (19)

H(r) = 0 for r > R,

where R is the radius of the source and kH character-
izes the difference of themagnetic field from the center
to the edge of the source.

We adopted the parameters of an average flare
from [22] for the source parameters for the modeling.
In all the models, the ratio H01/H02 was set equal to
2.3. As is described above, we obtained this value for
ASTRONOMY REPORTS Vol. 48 No. 9 2004
a uniform source (13). The results of the calculations
are presented in Tables 1 and 2. The results of the
numerical modeling are in good agreement with the
conclusions we drew based on our method. Thus, our
method is not very sensitive to which of the models
actually describes the real source.

4. EVOLUTION OF A BLOB
IN THE QUASAR 3C 279

We attempted to study the dynamics of the varia-
tion of the physical parameters of a flare in the quasar
3C 279. Detailed light curves at various frequencies
are available for this source, and simultaneous spec-
tra have been constructed for various stages in the
evolution of flares. We adopted the flare of 1984–
1986 for our analysis. Light curves of this source are
presented in [26–32]. We selected the most reliable
spectra for the blob from [21], shown in the figure.
We took the spectral index in the optically thin region
of the spectrum to be α = 0.3. Note that this value
differs from the spectral index for an average blob
presented in [22], α = 0.2.

The light curves enabled us to estimate the char-
acteristic size of the blob at the frequencies corre-
sponding to the maxima of the spectra. The param-
eters of the spectra and estimated sizes of the blob are
presented in Table 3, whose first six columns present
(1) the name of the source, (2) designation for the
flare, (3) date, (4) peak frequency of the blob νmax,
(5) maximum flux density of the blob Smax, and (6)
estimated typical linear size of the blob derived from
the light curves. Table 3 shows that the expansion
of the blob is not relativistic and that this expansion
remained nearly constant from 1981 to 1983.

The low-frequency turnover in the spectrum could
be due to thermal absorption in a nonrelativistic
plasma. However, we consider this mechanism to be
improbable for the flare of 3C 279, since the spectral
index in the optically thick region is close to 2.5,
suggesting that the turnover is due to synchrotron
self-absorption.

We were able to estimate the relative variations in
the magnetic-field strength H⊥, number density of
relativistic electrons ne, and energies of the magnetic
field EH and relativistic particles Ee by applying the
method described above. The results are presented
in Table 4. Evidence for constancy of the speed of
the relativistic motion in 3C 279 (and, consequently,
constancy of δ) in the period from 1981–1983 is pre-
sented in [33].

As in the average blob considered above, the mag-
netic field decreases and the number density of rel-
ativistic particles increases as the blob in 3C 279
expands. The energy density of the magnetic field also
decreases, while the energy density of the relativistic
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Table 4. Relative variations of the physical parameters

Source Ratio H ne Ne EH Ee

3C 120 A/B 24.2 0.04 0.04 540 0.01

B/C 4.21 0.42 0.34 14.0 0.16

3C 273 A/B 6.89 0.40 0.37 44.3 0.14

B/C 3.11 0.81 0.73 8.76 0.41

3C 279 A/B 22.6 0.04 0.04 397 0.01

B/C 4.03 0.48 0.41 13.9 0.20

C/D 5.59 0.40 0.35 26.9 0.15

3C 345 A/B 13.5 0.11 0.09 145 0.02

B/C 4.88 0.33 0.29 20.6 0.13

particles grows. The maximum of the 3C 279 flare
spectrum shifted from 37 to 22 GHz over 10 months.
Over this time interval, the magnetic-field strength
decreased by a factor of 20 and the number density
of relativistic particles increased by a factor of 25; the
energy density of the magnetic field fell by a factor of
400, while the energy density of the relativistic plasma
grew by a factor of 100.

We also attempted to study the evolution of flares
in the quasars 3C 120, 3C 273, and 3C 345. The light
curves of these sources are less complete than that of
3C 279, so that our estimates are primarily qualitative
rather than quantitative. The available observations
of these sources [34–36] shows the presence of a
low-frequency turnover in the blob spectrum. The
parameters of the blob derived from the light curves
are presented in Table 3. We estimated the spectral
indices at high frequencies (in the transparency re-
gion of the spectrum) to be α = 0.1 for the blobs
in 3C 120 and 3C 345 and α = 0.6 for the blob in
3C 273. Our estimates of the relative variations in the
physical parameters are presented in Table 4. Overall,
the evolution of the physical conditions in the blobs in
these sources is similar to that for 3C 279.

5. CONCLUSIONS

We have used a simple method to estimate varia-
tions in the physical parameters of a blob of relativistic
particles as it expands. Only observable quantities
are present in our final formulas. The method itself
is not fundamentally new, but the range of appli-
cability of this “modernized” version has been ex-
panded. The method was applied to variable sources
with characteristic variability timescales of the order
of hundreds of days, but this does not represent a
real restriction, since the only serious limitation is the
condition that the speed of the relativistic motion of
the blob be constant. We also carried out numerical
modeling of the relative variations in the physical
parameters in blobs with nonuniform magnetic fields
obeying a power-law distribution. These calculations
show that we are able to use a simple model of a
source with a uniform magnetic-field distribution,
since the modeling results were virtually identical to
those obtained in the first part of this work.

Our most interesting conclusions are the follow-
ing: (1) there is an absence of equipartition between
the energies of the magnetic field and relativistic par-
ticles during the expansion of the blob; (2) new rela-
tivistic particles are generated during the expansion.
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Abstract—The formation of neutron stars in the closest binary systems (Porb < 12 h) gives the young
neutron star/pulsar a high rotational velocity and energy. The presence of a magnetic field of 3 × 1011−3 ×
1013 G, as is observed for radio pulsars, enables the neutron star to transfer ∼1051 erg of its rotational
energy to the envelope over a time scale of less than an hour, leading to a magnetorotational supernova
explosion. Estimates indicate that about 30% of all type-Ib,c supernovae may be the products of mag-
netorotational explosions. Young pulsars produced by such supernovae should exhibit comparatively slow
rotation (Prot > 0.01 s), since a large fraction of their rotational angular momentum is lost during the
explosion. The magnetorotational mechanism for the ejection of the envelope is also reflected by the shape
of the envelope. It is possible that the Crab radio pulsar is an example of a product of a magnetorotational
supernova. A possible scenario for the formation of the close binary radio pulsar discovered recently by Lyne
et al. is considered. c© 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Studies of the physics of supernovae and model-
ing of supernovae represent a well-developed area of
modern astrophysics [1]. In current models, a type-Ia
supernova results from either the explosion of the
core of a degenerate carbon–oxygen dwarf with a
mass equal to the Chandrasekhar mass in a close,
semidetached binary [2] or the merging of degenerate
components in a binary system [3]. Type-II super-
novae result primarily from the collapse of the core
of a red or blue supergiant with an initial mass ex-
ceeding ∼8 M�, accompanied by the formation of a
neutron star (when the initial mass of the star is less
than ∼25 M�) [1]. The energy of these supernovae
is primarily gravitational energy that is released dur-
ing the formation of the neutron star. It is possible
that some type-II supernovae in low-mass, metal-
poor galaxies are associated with the thermonuclear
explosion of the carbon–oxygen core of a red, or
more often blue, supergiant with an initial mass of
6−8 M� that does not leave behind any remnant.
The low heavy-element abundance weakens the stel-
lar wind of the red supergiant, making it easier for
its carbon–oxygen core to attain the Chandrasekhar
limit. Type-Ib,c supernovae exhibit a deficit, or even a
total absence, of hydrogen in their spectra and prob-
ably result from the explosions of helium or carbon–
oxygen stars, primarily the components of massive,
close binary systems that have lost their extended,
1063-7729/04/4809-0724$26.00 c©
hydrogen-rich envelopes in earlier stages of their evo-
lution [4, 5]. It is thought that the mechanism for
these supernovae is the same as that for type-II su-
pernovae, since the core structures of their precursors
are the same. Theoretical estimates of the masses of
the helium precursors to type-Ib,c supernovae are in
the range ∼2−10 M� when a neutron star is formed
and >10 M� when a black hole is formed [6].

The magnetorotational mechanism for a superno-
va explosion and the acceleration and ejection of the
supernova envelope was proposed in 1970 [7, 8]. The
idea behind this scenario is simple. A young neutron
star rotating near the rotational-stability limit has
a rotational energy of ∼3 × 1052 erg. Therefore, the
transfer of even a small fraction of this energy to the
supernova envelope via its rather strong magnetic
field can explain the energetics of the supernova ex-
plosion, even without the participation of the neutri-
nos that carry away most of the released gravitational
energy. Recent two-dimensional computations fully
confirm the efficiency of this mechanism [9]. The nec-
essary magnetic field is initially a relict field that is
rapidly amplified during the collapse and subsequent
differential rotation of the neutron star [7, 10]. It is
important that this mechanism can operate for both
type-II and type-Ib,c supernovae whenever there is a
collapse with the formation of a neutron star as long
as the compact, degenerate cores of the presuper-
novas with radii of ∼108−109 cm rotate sufficiently
rapidly.
2004 MAIK “Nauka/Interperiodica”
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It is obvious that evaluating the perspectives
for the magnetorotational mechansim requires in-
formation about the rotational speeds of the cores
of presupernovas. Unfortunately, this information is
quite limited. Direct observational data are com-
pletely lacking. Some numerical simulations have
led to the conclusion that the the masses of rotating
degenerate presupernova cores may exceed those
of nonrotating cores [11]. Studies of the rotation of
degenerate dwarfs provide indirect evidence about
the rotational speeds of asymptotic-branch stars
and their derivatives, and degenerate dwarfs have
similar masses, sizes, and origins to the cores of
presupernovas with initial masses of about 10 M�.
As a rule, spectroscopic studies of the observed
rotational speeds of degenerate dwarfs yield values
below 10 km/s [12]. More accurate astroseismo-
logical methods give even lower rotational speeds,
down to 0.6 km/s [12]. Converting these speeds to
the equatorial rotational speeds of their precursors,
which had sizes two orders of magnitude larger than
those of the degenerate dwarfs, leads to implausibly
low rotational speeds for the main-sequence stars
that produced them: ∼10−100 m/s. Applying this
procedure to young radio pulsars with rotational pe-
riods of ∼0.01 s leads to estimated rotational speeds
for their O–Bmain-sequence precursors of∼6 km/s,
which is low compared to the characteristic observed
rotational speeds for these stars: 100–500 km/s.
This may indicate the action of efficient braking of
the core rotation of single stars, and probably also
the components of wide binary systems, during the
course of their evolution.

If the transfer of angular momentum is sufficiently
efficient to support rigid-body rotation of the star, it
will rotate so slowly when it becomes a supergiant
that the young neutron star that forms as a result of
the core collapse will rotate too slowly (with a period
of ∼100 s [13]) to become a radio pulsar. Ordinary
radio pulsars may be produced by the evolution of
components in massive close (interacting in the past)
binaries with initial masses of 8−25 M� [14]. This can
also explain the observed bimodal speed distribution
of radio pulsars [15] as an effect of the disruption of
close binary systems during the explosion of the sec-
ondary as a supernova [16]. The observed correlation
between the axial (Pp) and orbital (Porb) rotational
periods of the nine currently known radio pulsars
in close binaries with nonzero eccentricities (Pp =
10−6Porb) confirms the possibility of an orbital origin
for the axial rotation of radio pulsars [14, 16] and
the efficiency of spin–orbital synchronization of the
rotations of the components of close binary systems.

The observed orbital eccentricities of known radio
pulsars paired with neutron stars in binaries can be
ASTRONOMY REPORTS Vol. 48 No. 9 2004
used to estimate theminimummasses of the neutron-
star precursors, based on computations of the evolu-
tion of the components of massive close binary sys-
tems carried out earlier and assuming the absence
of an appreciable “kick” velocity. PSR J1829+24,
with an orbital period of 1.2 d and a rotational period
of 0.04 s, has a neutron-star companion in an orbit
with eccentricity e = 0.14 [17]. Taking the current
total mass of this system to be 2.8 M�, we find
that the mass lost during the supernova explosion
was m = e × 2.8M� = 0.4 M�. This means that the
mass of the helium presupernova at the epoch of the
explosion was ∼1.8 M�, and the initial mass of the
main-sequence star was ∼8 M� [18]. This is thus
an estimate for the minimum initial mass of a single
star or a component in a wide binary that produces
a supernova with a neutron star as its final remnant.
This estimate is also supported by the absence of any
star whose brightness exceeds that of a star with a
mass of more than ∼9 M� in the location of the
type-II SN 1999gi [19].

The maximum initial mass of stars forming neu-
tron stars coincides with the minimum mass of stars
producing black holes. According to estimates based
on the radiation of observed close binaries with black
holes, this latter mass is close to 25 M� [6]. Note that
the position of this boundary is essentially indepen-
dent of whether or not the star is a member of a close
binary, due to the nearly completely isolated evolu-
tion of the helium core of the massive star [18]. One
theoretical estimate of the rate of supernovae forming
neutron stars, based on a semiempirical function for
the formation of binary systems [3], yields the value
∼0.03 per year [20]. This coincides with the observed
rate of supernovae in the Galaxy if its luminosity is
taken to be∼3 × 1010 L� [21].

2. PULSARS IN CLOSE BINARY SYSTEMS

Some neutron stars form in close binary systems.
The observed correlation between the axial and orbital
rotations of neutron stars suggests the formation of
young pulsars with rotational periods of 0.005–5 s
[14, 16]. In another scenario, radio pulsars form with
fairly long periods of 30–100 ms, since a large fraction
of the rotational energy is lost during the magnetoro-
tational supernova explosion [22]. This model is con-
sistent with statistical studies of radio pulsars [23].
Millisecond pulsars represent a special class of spun-
up pulsars, whose orbital rotation has been acceler-
ated due to disk accretion in an X-ray binary stage,
accompanied by a decrease in themagnetic field of the
neutron star due to screening by the accreting matter
[24]. Evidence for this scenario is provided by the facts
that all millisecond pulsars have magnetic fields that
are two to four orders of magnitude lower than the
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Fig. 1. Evolution of the semimajor axis A, orbital period
Pb, and eccentricity e of the binary system due to the
action of gravitational radiation.

mean value and single millisecond pulsars are con-
centrated in globular clusters, where the probability of
losing a companion during collisions with other stars
is most likely [25]. The discovery of a system consist-
ing of two radio pulsars [26], one a spun-up millisec-
ond pulsar (PSR J0737-3039A, P = 22.7 ms, B =
6.3 × 109 G) and the other an ordinary pulsar (PSR
J0737-3039B, P = 2.8 s,B = 1.6× 1012 G), is in full
agreement with this scheme. The millisecond pulsar
formed as a result of the first supernova in the system,
which then passed through an X-ray binary stage
in which the pulsar’s rotational speed was increased
and its magnetic field decreased. The evolution of the
companion also ended in a supernova, which led to
the formation of the second pulsar, which did not
pass through an X-ray binary phase and, therefore,
acquired fairly standard properties. A scenario for the
formation of such a pair of pulsars is considered in
[24].

Knowing the current parameters of a given sys-
tem, we can easily trace its subsequent and previ-
ous evolution, since the only physical process that
changes the parameters of the binary system is the
emission of gravitational radiation. The magnetic
stellar winds and tidal interactions that can act in
ordinary binary systems are not important in systems
with two neutron stars. The variation of the semima-
jor axis A and eccentricity e of a binary with stars of
masses m1 and m2 under the action of gravitational
radiation is determined (after averaging over the
period) by the system of equations [27]
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The current parameters of the binary are [26]

m1 = 1.34M�( millisecond pulsar), (3)

m2 = 1.25M�, e0 = 0.0878,

Pb0 = 0.102 days = 8.83 × 103 s,

A0 = 8.8 × 1010 cm.

The last value in (3) is obtained from Kepler’s law,
taking the masses of the stars and the period of the
binary Pb0 to be known. Integrating system (1)–(2),
we can obtain the dependences A(t), e(t), and Pb(t)
for the future (Fig. 1) and the past (Fig. 2). According
to Fig. 1, the lifetime of the system until it coalesces
is 84 million years, in agreement with the estimate
presented in [26]. Integration into the past shows that
the parameters of the system have changed very little
over the characteristic lifetime of the ordinary (50mil-
lion years) and millisecond (210million years) pulsars
(Fig. 2). At the same time, it is difficult to imagine
that the eccentricity e of the system has not increased
after the collapse and explosion of the secondary, as
takes place in other binary systems containing two
neutron stars, such as PSR 1913+16 (e = 0.617) and
PSR 2127+11C (e = 0.68). Thus, we must suppose
either that ages of the pulsars based on measure-
ments of the deceleration of their rotation are severely
underestimated or that the second core collapse in
the system occurred virtually without any ejection of
ASTRONOMY REPORTS Vol. 48 No. 9 2004
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material, so that the eccentricity was not increased.
If we are dealing with a rather old system with an
age of several billion years, assuming the system’s
parameters have evolved only due to the emission of
gravitational radiation, then seven billion years ago,
the system had A = 3.76A0, P = 0.73 days, and e =
0.5. If we consider the ages of pulsars based on the
deceleration of their rotation to be valid, then we must
suppose that the collapse and formation of the sec-
ond neutron star occurred with virtually no ejection
of material. It is possible that there was a complete
equalization of the periods of the axial and rotational
rotations in this close pair. In this case, the rotational
period of the second neutron star after its formation
would be 10–100 ms, and its energy would not be
sufficient for a magnetorotational explosion. Evidence
for intense tidal relaxation is provided by the fact that
both stars in the system are observed as pulsars,
which is possible only if their beams are oriented in
similar directions.

The rotational energy of a neutron star with a
period of ∼0.001 s exceeds the typical energy of a
supernova explosion by about a factor of 10. If it
has a strong magnetic field, the energy of a such a
young neutron star is sufficient to account for the
supernova, even if the flux of neutrinos preceeding
the collapse were not able to do so. One-dimensional
computations in a cylindrical model have shown that
approximately 10% of the rotational energy is trans-
formed into explosive energy (see, for example, [22]).
Two-dimensioinal computations of a magnetorota-
tional supernova explosion [9] yield an even higher
coefficient for the transformation of rotational into
explosive energy, suggesting it is possible to produce
a fairly strong explosion with an initially relatively
slowly rotating neutron star. One of the goals of the
current paper is to elucidate the relative rate of mag-
netorotational explosions and to obtain a description
of close binaries with compact, helium, nondegener-
ate companions—possible precursors of such super-
novae.

3. HELIUM COMPONENTS
IN CLOSE BINARIES

According to the empirical distribution of orbital
semimajor axes for close binaries, 20–40% of mas-
sive supernovae occur in such systems [3]. The cor-
responding presupernova stars do not have the ex-
tended, hydrogen-rich envelopes that are typical of
type-II supernovae and are compact (∼R�) helium
stars [18, 21]. The explosions of such stars, whose en-
velopes are (virtually) completely devoid of hydrogen
and are enriched in carbon and oxygen, give rise to
type-Ib,c supernovae. Their observed relative rate is
estimated to be∼0.2 [28], consistent with theoretical
ASTRONOMY REPORTS Vol. 48 No. 9 2004
estimates within the uncertainties in the rates of both
types of supernovae. SNIb,c are close to SNII in their
host-galaxy distribution. A statistical study of 177
supernovae demonstrated that both types of super-
novae occur only in spiral galaxies, i.e., in galaxies
with active ongoing star formation [29]. This under-
scores the youngness and similarity of the various su-
pernova precursor stars, which are all massive, short-
lived stars.

Thus, we will assume that all presupernovas in
massive close binary systems are helium stars, pos-
sibly with a relatively low-mass remnant hydrogen
envelope if it has not been swept away by the stellar
wind. If the initial masses of the components on the
main sequence were 8−25 M�, the masses of the
helium stars should be in the range 2−10 M� [18].
Let us now consider what is known about the ob-
servational properties of systems containing helium
stars with masses in this range. Helium stars with
masses exceeding ∼5 M� are well known as Wolf–
Rayet stars, some of which are members of close bi-
naries with known component masses [6]. Due to the
intensity of their stellar winds, the sizes of their pho-
tospheres appreciably exceed the sizes of the relatively
compact Wolf–Rayet stars (∼R�). This significantly
lowers the effective temperature of the radiation and
corresponds to a bolometric correction which, for the
high luminosities of Wolf–Rayet stars (∼105 L�),
makes them detectable in a large volume of our own
Galaxy and in many nearby galaxies. An example of a
helium star with a mass in the relevant interval is the
Wolf–Rayet star B32 [6], which has a mass of∼5 M�
and forms a close pair with a main-sequence star with
a mass of ∼30 M�. The orbital period of the system
is 1.9 days. According to our current understanding
of stellar evolution, the explosion of the Wolf–Rayet
star as a type-Ib,c supernova is inevitable. In several
cases, the intense (1037 erg/s) X-ray emission of
type-Ib,c supernovae has been attributed to the inter-
action between the ejected envelope of the supernova
and material that was blown out by the intense stellar
wind of the Wolf–Rayet precursor [30]. The origin
of this intense stellar wind is probably pulsational
instability of the helium stars [6], possibly combined
with the effect of radiation pressure.

The detection of nondegenerate helium stars with
lower masses that are in the core helium-burning
stage is hindered primarily by the absence of a strong
stellar wind in these stars, which, given their high
surface temperatures, leads to a large bolometric cor-
rection (∼3m−5m) that makes them weak at visible
wavelengths. However, a small group of such stars is
known; these are enriched in helium and have spectra
reminiscent of the spectra of Wolf–Rayet stars, and
they may belong to close binaries with orbital periods
of 5–12 h [31]. One example is the SPH2 system,
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whose helium component has a spectra that resem-
bles the spectrum of a WN4 star [31]. In terms of
numbers of atoms, the helium content of its envelope
is comparable to the hydrogen content. It is possi-
ble that some stars in this family are contained in
semidetached close binaries with degenerate dwarfs
accreting matter at a rate of ∼10−7 M�/yr. This
accretion rate sustains stationary hydrogen burning
in the envelope of the degenerate dwarf. Such systems
are also supersoft X-ray sources. Another way to
explain the periodic variability of the radial velocities
of these stars (apart from the possibility that they are
in binary systems) is to suppose that they are pul-
sating low-mass helium stars. However, the observed
periods for the radial-velocity variability appreciably
exceed the expected values for main-sequence he-
lium stars (∼10 min). It is therefore possible that
this group of stars includes nondegenerate helium
stars with masses of 2–5 M� that are precursors of
type-Ib,c supernovae in close binary systems. The
estimated mass for one of these “dwarf” Wolf–Rayet
stars, HD 45166, is∼3.5 M� [31], so that it is indeed
a member of the group in which we are interested. The
star WR46, whose brightness varies with a period of
2.3 h, may also belong to this group [31, 23]. It is
probable that stars of this group make up the majority
of type-Ib,c precursors.

As a rule, nondegenerate low-mass helium stars
are known as sdB and sdO stars. The majority of
known stars of this type (to ∼70%) are in close
binaries with orbital periods of 0.1–10 days [31–
37]. The formation of such stars during the evolution
of the close binaries has been considered in many
studies [18, 39–41]. These computations have shown
that the mass distribution of the helium remnants is
continuous in the interval 0.5–49 M�. However, it
is usual when estimating the parameters of sdB and
sdO subdwarfs to adopt masses close to 0.5 M�,
similar to the masses of helium stars at the blue
tip of the horizontal branch for globular clusters. In
reality, the observed high rate of binarity of these stars
suggests that their masses may reach 2–3 M� [40].
The absence of a detectable stellar wind and the small
number of such helium stars hinders searches for
additional such stars in our Galaxy. However, several
examples have been found. The observed parameters
of many sdO stars (log g = 4.5 and log Te = 4.8 [35,
42]) agree with the expected parameters for helium
remnants in close binaries with initial masses of 5–
10 M� and current masses of 1–2 M� [39]. In addi-
tion, the parameters of several systems with nonde-
generate helium components of the desired type have
been determined [43]. For example, φ Per contains a
main-sequence star with a mass of ∼21 M� and a
helium star with a mass of ∼3.4 M� with an orbital
period of 127 days. The past evolution of this system
can be described in a picture with conservative mass-
transfer in a system whose components had nearly
equal initial masses of 12–13 M�. The system VSgr,
with an orbital period of 138 days [43], contains a
helium star with a mass of ∼2.5 M� and a main-
sequence star with a mass of ∼4 M�. Judging from
these component masses, the mass transfer during
the previous evolution in this system was clearly non-
conservative. The main conclusion we can draw from
this section is that helium stars with masses in the
range 2−10 M� that are members of close binary sys-
tems, as is predicted by computations of the evolution
of close-binary components, are indeed known. Fur-
ther observations are needed to increase the numbers
of known objects in this class and to refine the main
parameters and the statistics of these stars.

4. MAGNETOROTATIONAL
SUPERNOVA EXPLOSIONS

The formation of radio pulsars is usually consid-
ered a natural and inevitable consequence of a su-
pernova explosion accompanied by the formation of
a neutron star. The strong magnetic field and rapid
rotation are considered to be the result of the collapse
of a degenerate, Chandrasekhar-mass core to the
density of a neutron star with a radius that is a factor
of ∼300−1000 smaller than the core radius. This
speeds up the rotation and amplifies the magnetic
field by factors of ∼105−106. The amplification of the
frozen-in magnetic field during the rapid compression
of the core to values of ∼1012 G observed in young
radio pulsars seems to be inevitable [7, 10, 44, 45].

The situation with the rotation of young neutron
stars is less well defined. To obtain a neutron star with
a rotational period shorter than ∼1 s, the rotational
period of the presupernova core must be shorter than
∼10 days. However, if a single star or component of
a wide binary that is a presupernova supergiant with
a radius of∼1000 R� conserves the angular momen-
tum of the original O,B main-sequence star, its rota-
tional period should be∼30 yrs [14]. Consequently, in
the case of rigid-body rotation of such a presuperno-
va, the rotational period of the young neutron star that
results from the colapse of the supergiant core will be
∼1000 s, which precludes the appearance of a radio
pulsar. Neutron stars with long rotational periods
in wide binaries have been found, but the origin of
their long periods is probably associated with accre-
tion [46]. The X-ray pulsar GX1+4, which forms a
pair with an M supergiant, has a rotational period of
∼140 s [47]. The doubling time for this period is only
∼120 yrs, which makes it unclear what the period
for its rotation was initially. It is possible that long-
period X-ray pulsars, like many pulsars with periods
of about a second, are located in a state of nearly
ASTRONOMY REPORTS Vol. 48 No. 9 2004
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equilibrium rotation and undergo irregular variations
of their periods about their equilibrium values [48].

The rapid rotation of a young neutron star requires
that the presupernova was a component in a close
binary system with an orbital period shorter than
∼10 days. Such supernovae are of type-Ib,c [5]. Ac-
cording to the known semimajor axis distribution for
close binaries [39], events leading to the appearance
of a radio pulsar with a rotational period shorter than
∼6 s make up about ∼30% of the total number of
type-Ib,c supernovae, i.e., about 0.01 such events per
year in our Galaxy. Observational estimates of this
rate are in the range 0.003–0.03/year [48–50] but re-
main uncertain due to uncertainties in the translation
of the observed statistics for pulsars into the rate of
their formation. The absence of a direct, unambigu-
ous relationship between supernovae and pulsars is
also reflected by the following fact: of two hundred
carefully studied supernova remnants, radio pulsars
have been detected in only nine [52]. Of course, some
of this difference should be ascribed to the directional
beams of the pulsar radio emission, but some is likely
a consequence of a lower rate for the formation of
radio pulsars than the rate of supernovae.

The possibility that the axial and orbital rotations
of the presupernova are partially synchronized can
explain the observed correlation between the axial and
orbital rotations of radio pulsars in close binaries with
eccentric orbits (Prot = 10−6Porb) [14]. In addition,
observations of radio pulsars and helium subdwarfs in
close binaries show that both of these types of object
are well represented in the required interval of orbital
periods [14, 53]. Since the radii of helium stars with
masses of 2–6 M� are [18]

RHe/R� = 0.2(MHe/M�)0.65, (4)

the minimum orbital periods of semidetached
systems with such donors should be
∼0.01(MHe/M�)0.5 days. If the axial and orbital ro-
tations of a compact presupernova are synchronized,
the rotational period of the young pulsar that is formed
will be∼0.001(MHe/M�)0.5. The rotational energy of
a neutron star with a uniform density is

Eω =
4π2MR2

5Pp
2 = 2 × 1046Pp

−2 erg. (5)

In this last estimate, we have assumed that the mass
of the neutron star is 1.4 M� and its radius is 106 cm.
It is obvious that, if Pp < 0.0045 s (Porb < 0.05 days),
the rotational energy of the neutron star will exceed
1051 erg—the energy associated with an ordinary
type-Ib,c supernova. This admits the possibility, in
the presence of a sufficiently intense magnetic field,
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that an appreciable, if not the dominant, contribution
to the energy of a supernova of this type is made by
the rotational energy of the young neutron star. We
should note that the observed energies of supernovae
associated with the formation of neutron stars can
range over two orders of magnitude [53–55]. On this
basis, it is not ruled out that there exist weak super-
novae with energies lower than the indicated limit.
This would make it possible to raise the upper limit
for the orbital periods of close binaries capable of pro-
ducing magnetorotational supernova explosions. On
the other hand, the latest stages in the evolution of the
presupernova core are passed through rather rapidly,
and there is not sufficient time for equalization of the
axial and orbital rotations of the core. In this case, the
angular velocity of rotation of the presupernova core
can be much higher than the orbital velocity, and the
requirement on the orbital periods in systems in which
magnetorotational supernova explosions are possible
is weakened.

When estimating the rate of magnetorotational
explosions required for systems containing nonde-
generate helium stars paired with lower-mass com-
pact companions, it is sufficient to determine the
minimum orbital period Pmin that is able to provide
the rotational energy of the young neutron star (more
than 1051 erg). Adopting the radius of the helium
star in accordance with (4), we find for the maximum
orbital period of such systems with synchronous rota-
tion P s

max = 0.0025(MHe/M�) days. Let us suppose
that the rotation of the presupernova core is a factor
of 10 faster than the orbital rotation; this will increase
the maximum orbital period by a factor of 10, to
Pmax = 0.025(MHe/M�) days. Now, comparing the
two limits on the orbital periods of helium stars with
masses of 3 M� indicated above, we find that binaries
with δ log Porb = 1 or δ log(A/R�) = 0.7 (where A is
the semimajor axis of the orbit) produce young neu-
tron stars with rotational energies above ∼1051 erg.
Using the known orbital major-axis distribution for
binaries, dN = 0.2d log AwithinA = 10−106 R� [3],
we find the relative rate of magnetorotational super-
novae to be∼0.14. Since, as is indicated above, anal-
ogous estimates indicate the rate of type-Ib,c super-
novae to be ∼0.4, we conclude that about one-third
of all supernovae of this type can have a magnetoro-
tational nature. Given the uncertainties in these esti-
mates, it is also possible that all type-Ib,c supernovae
are produced by the magnetorotational mechanism.

The computations of a magnetorotational explo-
sion carried out in [9] show that, for the typical mag-
netic fields of young pulsars, Bpsr ∼ 1012−1013 G
[57], the time scale for the development of a mag-
netorotational explosion is 10–100 s if the neutron
star initially has a millisecond period and the initial
field is quadrupolar. The bulk of the time is spent
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amplifying the magnetic field via differential rotation,
which proceeds linearly in time:

B = B0

(
1 +

t

Ps

)
. (6)

We can obtain a simple estimate of the time for the
process to develop using the fact that the rapid stage
of the explosion begins when the local magnetic-field
pressure reaches the pressure of the matter in the
region of the maximum field amplification. The com-
putations of [9] show that the pressure and density
in the region of maximum fied amplification are ρ ∼
1012 g/cm3 and P ∼ 4 × 1030 dyne/cm2. Comparing
with (6), we obtain for the time scale for the develop-
ment of the magnetorotational explosion

tmr ∼ Ps

√
8πP

B0
. (7)

This time scale is 10–100 s for Ps = 10−3 s, B0 =
1011−1012 G, and the matter pressure indicated
above. Since during differential rotation only the
radial field component is amplified and the period
grows with distance from the center of the star, this
estimate corresponds to a pulsar magnetic field that
is approximately an order of magnitude higher than
the observed values.

Estimation of the rotational speed of the core of
a single presupernova is made more difficult by the
absence of data on the angular-velocity distribution
in very nonuniform giants and supergiants with dense
cores and tenuous extended envelopes. If rigid-body
rotation of the entire star is maintained, an isolated
presupernova will rotate very slowly, and the magne-
torotational mechanism will be ineffective. However,
if the growth of the magnetic field due to differential
rotation at the boundary of the core is suppressed by
dissipative processes in the region of strong convec-
tion, and the core becomes “detached” from the enve-
lope, it can continue to rotate rapidly during the pre-
supernova stage. The magnetorotational mechanism
can then operate in this case of single stars collapsing
to produce neutron stars, probably associated with
type-II supernovae.

The efficiency of the braking of the core rotation
for moderate-mass stars that end their evolution in
the production of a white dwarf can be verified em-
pirically by analyzing the observed rotational speeds
of single degenerate dwarfs. The observed rotational
periods of these stars are from several hours to several
days, including dwarfs in star clusters whose main-
sequence turnoff points correspond to masses of 2–
3 M� [58]. In the case of conservation of the local
angular momentum and rigid-body initial rotation,
the expected rotational periods of young degenerate
dwarfs should be only a few minutes, nearly three
orders of magnitude smaller than the observed values.
It follows that the cores of single stars give a large
amount of their angular momentum to the envelope
as they are compressed, probably via their internal
magnetic fields. It seems possible that the magne-
torotational mechanism could lead to the ejection of
the envelope in the form of a planetary nebula, which
carries away the angular momentum of the remaining
degenerate dwarf. However, it is clear that special
studies are required to estimate the core rotational
speeds of red supergiants.

5. CONCLUSIONS

We cannot rule out the possibility that single stars
and the components of noninteracting, wide binaries
that are at the end of their evolution can produce only
slowly rotating degenerate dwarfs, neutron stars, and
black holes due to the efficient braking of the dense
cores of the evolved stars by their magnetic field. It
seems most plausible to obtain rapidly rotating final
end products of stellar evolution from stars in close
binary sytems. The rapid rotation of the cores of pre-
type-Ib,c supernovae, which is forced by the orbital
rotation of the binary, leads in this case to the forma-
tion of rapidly rotating neutron sars—pulsars [14]—
and Kerr black holes [6]. The formation of a Kerr black
hole surrounded by a massive, rapidly accreting disk
is probably a necessary condition for the developmemt
of a gamma-ray burst [59]. Such a system can result
from the collapse of aWolf–Rayet star that is a mem-
ber of a close binary system [6]

This hypothesis is supported by the observational
detection of signs of intense stellar winds surrounding
the sources of prolonged (>2 s) bursts of gamma
radiation. Short (<2 s) bursts could result from the
merging of the components of close neutron-star
binares under the action of the radiation of gravita-
tional waves by these systems [61–63]. Alternative
views of the relationship between short gamma-ray
bursts and soft gamma-ray repeaters are presented in
[64, 65].

Rapidly rotating neutron stars with rotational
energies sufficient to explain supernovae produced
via the magnetorotational mechanism are probably
formed during core collapses in close binaries with
helium presupernovas.

The rotational period of a young neutron star of
this type can reach ∼0.001 s, and the orbital period
of a binary sytem with a helium presupernova com-
ponent with a mass of 2−10 M� is less than several
hours. The transfer of some of the rotational energy
to the supernova envelope via the magnetic field can
explain not only the energetics of supernovae associ-
ated with a core collapse that leads to the formation
of a neutron star but also the morphology of the
ASTRONOMY REPORTS Vol. 48 No. 9 2004
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supernova envelope (supernova remnant). The results
of studies of the expansion of supernova remnants
arising as a result of an anisotropic central explosion
are presented in the review [66]. The formation of jet-
like ejections during the collapse of a rapidly rotating
neutron star with a strong magnetic field was consid-
ered in [67, 68]. It is possible that the Crab Nebula
displays traces of such jets in its expanding envelope.
This question is worthy of further investigation.

ACKNOWLEDGMENTS

G.S.B.-K. thanks A.V. Dorodnitsyn for help with
this work. This work was supported by the program
“Leading Scientific Schools of Russia”
(NSh-162.2003.2), the Russian Foundation for Ba-
sic Research (project nos. 03-02-254 and 02-02-
16700), the INTAS Foundation (grant 00-491), and
the Federal Scientific and Technological Program
“Astronomy.”

REFERENCES
1. D. Arnett, Supernovae and Nucleosynthesis

(Princeton Univ. Press, Princeton, 1996).
2. J. Whelan and I. Iben, Jr., Astrophys. J. 186, 1007

(1973).
3. I. Iben, Jr. and A. Tutukov, Astrophys. J., Suppl. Ser.

54, 335 (1984).
4. T. Shigeyama, K. Nomoto, et al., Astrophys. J. 361,

L23 (1991).
5. A. Tutukov and N. Chugaı̆, Pis’ma Astron. Zh. 18,

605 (1992) [Sov. Astron. Lett. 18, 242 (1992)].
6. A. Tutukov and A. Cherepashchuk, Astron. Zh. 80,

419 (2003) [Astron. Rep. 47, 386 (2003)].
7. G. S. Bisnovatyı̆-Kogan, Astron. Zh. 47, 813 (1970)

[Sov. Astron. 14, 652 (1970)].
8. G. S. Bisnovatyi-Kogan and S. I. Blinnikov, Astron.

Zh. 59, 876 (1982) [Sov. Astron. 26, 530 (1982)].
9. S. G. Moiseenko, G. S. Bisnovatyi-Kogan, and

N. V. Ardeljan, astro-ph/0310142.
10. D. L. Meier, R. I. Epstein, W. D. Arnett, and

D. N. Schramm, Astrophys. J. 204, 869 (1976).
11. R. Hirshi, G. Meynet, and A. Maeder, astro-

ph/0309774.
12. S. Kawaler, astro-ph/0301539.
13. I. Iben, L. Tutukov, and A. Fedorova, Astrophys. J.

486, 955 (1997).
14. A. V. Tutukov and A. V. Fedorova, Astron. Zh. 80

(2004, in press).
15. Z. Arzoumanian, D. Chernov, and J. Cordes, Astro-

phys. J. 568, 289 (2002).
16. I. Iben, Jr. and A. Tutukov, Astrophys. J. 456, 738

(1996).
17. M. McLaughlin, D. Lorimer, D. Champion, et al.,

astro-ph/0310454.
18. A. V. Tutukov, L. R. Yungel’son, and A. Klyaı̆man,

Nauchn. Inform. Astron. Sov. Akad. Nauk SSSR 27,
3 (1973).
ASTRONOMY REPORTS Vol. 48 No. 9 2004
19. S. Smartt, G. Gilmore, N. Trentham, et al., Astro-
phys. J. 556, L29 (2001).

20. A. V. Tutukov and L. R. Yungel’son, Astron. Zh. 79,
738 (2002) [Astron. Rep. 46, 667 (2002)].

21. E. van den Heuvel and J. Heize, Nat. Phys. Sci. 239,
67 (1972).

22. G. S. Bisnovatyi-Kogan, Stellar Physics. Stellar
Evolution and Stability (Springer, Berlin, 2002),
Vol. 2.

23. D. Bhattacharya, Neutron Stars, Ed. by J. Ventura
and D. Pines, NATO ASI Ser. C 344, 103 (1991).

24. G. S. Bisnovatyi-Kogan and B. V. Komberg, Astron.
Zh. 51, 373 (1974) [Sov. Astron. 18, 635 (1974)].

25. G. S. Bisnovatyi-Kogan, Astrofizika 32, 313 (1990).
26. A. G. Lyne, M. Burgay, M. Kramer, et al., astro-

ph/0401086.
27. A. Lightman et al., Problem Book in Relativity and

Gravitation (PrincetonUniv. Press, Princeton, 1975;
Mir, Moscow, 1979).

28. E. Cappellaro et al., Astron. Astrophys. 322, 431
(1997).

29. S. van den Bergh, W. Li, A. Fillipenko, et al., Astro-
phys. J. 556, L29 (2001).

30. S. Immler, A.Wilson, and Y. Terashima, Astrophys. J.
573, L27 (2002).

31. A. Oliveira, J. Steiner, and D. Cieslinski, Mon. Not.
R. Astron. Soc. 346, 963 (2003).

32. P. Maxted, Mon. Not. R. Astron. Soc. 333, 231
(2002).

33. L. Moralez-Rueda, Mon. Not. R. Astron. Soc. 338,
752 (2003).

34. M. Stark and R. Wade, Astron. J. 126, 1455 (2003).
35. T. Williams, J. McGraw, and R. Gravhuis, Publ. As-

tron. Soc. Pac. 113, 944 (2001).
36. D. Kilkenny and S. Kenris, Observatory 120, 48

(2000).
37. L. Morales-Rueda, P. Maxted, and T. Marsh, astro-

ph/0309088.
38. L. Morales-Rueda, P. Maxted, and T. Marsh, Mon.

Not. R. Astron. Soc. 338, 752 (2003).
39. I. Iben and A. V. Tutukov, Astrophys. J., Suppl. Ser.

58, 661 (1985).
40. A. Tutukov and L. Yungel’son, Astron. Zh. 67, 109

(1990) [Sov. Astron. 34, 57 (1990)].
41. Z. Han, P. Maxted, and T. Marsh, Mon. Not. R. As-

tron. Soc. 341, 669 (2003).
42. H. van Horn, in Frontiers of Stellar Evolution, ASP

Conf. Ser. 20, 265 (1991).
43. P. Podsiadlowski, in Advances in Stellar Evolution,

Ed. by T. Rood and A. Renzini (Cambridge University
Press, Cambridge, 1998), p. 261.

44. S. G. Moiseenko, N. V. Ardeljan, and G. S. Bis-
novatyi-Kogan, Rev. Mex. Astron. Astrofis. 15, 231
(2003).

45. D. Proga, A. MacFadyen, P. Armitage, et al., astro-
ph/0312319.

46. G. S. Bisnovatyi-Kogan, Astron. Astrophys. 245, 528
(1991).

47. W. Cui and B. Smith, astro-ph/0310563.
48. R. V. E. Lovelace, M. M. Romanova, and G. S. Bis-

novatyi-Kogan, Astrophys. J. 514, 368 (1999).
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Abstract—The luminosity and mass functions of a group of Galactic open clusters are constructed by
applying a statistical method to photometric data from the USNO-A1 catalog. Despite some limitations,
this catalog can be used for statistical analyses in Galactic astronomy. Pairwise comparisons of the derived
cluster luminosity functions are performed for five age intervals. The differences between the luminosity
functions of the open clusters are not statistically significant in most cases. It is concluded that the
luminosity functions are approximately universal throughout a large volume in the solar neighborhood.
Combined luminosity and mass functions are constructed for six age intervals. The slope of the mass
spectrum may vary somewhat from cluster to cluster, and the mean slope may be somewhat higher than
the Salpeter value. c© 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The luminosity function is among the most im-
portant tools used to analyze the composition and
evolution of stellar systems and is especially effective
in studies of open star clusters, since the absolute
magnitudes and ages of their constituent stars can
be determined fairly accurately. The Galactic sub-
system of open clusters is homogeneous in terms
of the spatial locations, kinematics, and chemical
compositions of the clusters. The large age span of
these objects makes them especially convenient for
analyzing effects due to the evolution of the open-
cluster luminosity function. Of special importance is
the possibility of converting the luminosity function
into the mass function, and the easy incorporation of
evolutionary effects makes it possible to analyze the
corresponding initial mass functions (IMFs), at least
for young clusters that are not affected appreciably by
dynamical evolution.

Many authors have analyzed and compared the
luminosity functions (ϕ(MV )), mass functions, and
IMFs of open clusters. However, it is difficult to com-
pare the luminosity functions constructed in different
studies because they often refer to different volumes
of the same cluster. The luminosity functions have
usually been constructed without including the clus-
ter coronas, thereby introducing uncertainties due to
mass segregation in the clusters. The inhomogeneous
nature of the observational data used to determine the
cluster luminosity functions is a great hindrance to
comparisons of the luminosity functions of different
clusters.
1063-7729/04/4809-0733$26.00 c©
The USNO-A1 catalog enables for the first time
the construction of the luminosity functions of a large
number of open clusters to faint limiting magnitudes
(V ≈ 20m) via the application of a single technique
to fairly homogeneous data. The resulting uniform
series of luminosity functions can be used to address
a number of questions which it had not been possible
to answer unambiguously earlier.
Our principal aim is to compare the luminosity

functions of a fairly extensive sample of open clus-
ters, in order to determine whether the luminosity
functions, and, consequently, the IMFs, of the open
clusters are universal in the volume of the Galaxy
occupied by the sample. Zakharova [1] performed a
similar analysis using the luminosity functions of 26
open clusters determined by applying a single tech-
nique to homogeneous photometric data. She con-
cluded that open clusters have sufficiently similar lu-
minosity functions to justify the hypothesis that there
is a universal IMF.

2. SELECTION OF THE CLUSTERS

The characteristics of the USNO-A1 catalog
impose certain restrictions on the selection of clusters
for luminosity-function determinations. The main
constraint is imposed by the brightness limit of the
catalog magnitudes: the catalog contains virtually
no stars brighter than V = 10m. As a result, clusters
with distance moduli smaller than V0 − MV ≈ 9.0m

are almost indistinguishable in images based on the
USNO catalog data, preventing the conduction of
star counts. For example, we were unable to construct
the luminosity function for the well-known cluster
2004 MAIK “Nauka/Interperiodica”
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Table 1.Coefficients in the transformation formulas for the
V magnitudes

Cluster a σa b σb c σc σV

NGC 188 14.63m 0.08m 1.05 0.01 0.38 0.05 0.17m

NGC 1245 14.80 0.10 1.10 0.04 0.40 0.07 0.21

NGC 1912 14.80 0.17 0.98 0.04 0.48 0.08 0.17

NGC 2099 14.76 0.11 0.92 0.03 0.47 0.04 0.22

NGC 2420 15.10 0.10 0.98 0.02 0.14 0.05 0.12

NGC 6866 14.28 0.15 0.94 0.04 0.39 0.06 0.20

NGC 7160 13.95 0.27 0.86 0.08 0.32 0.09 0.28

NGC 752. Some clusters, primarily the youngest, are
lost against the stellar background in such images,
since visually bright stars with extensive halos in
the initial plates result in gaps in the catalog, and
the presence of a few such stars is sufficient for a
cluster to be replaced by a region of low stellar density.
For example, we were not able to distinguish the
young cluster NGC 2251, which was studied earlier
photographically by Zakharova [2].
The second restriction arises from the need to

verify the correspondence between the USNO mag-
nitudes and the B and V magnitudes of the UBV
system. Our experience shows that the coefficients for
the transformation from the B and V magnitudes of
the USNO catalog to the standard UBV magnitudes
are different for different areas in the sky. Moreover,
the photometric standard—preferably a photoelec-
tric standard—must have a limiting magnitude of
no less than V = 15m. Table 1 lists the coefficients
for the linear transformation Vst = a + b(VUSNO −
15.0) + c(B − V )USNO, their standard errors, and the
dispersions σV for seven rich open clusters. Table 2
lists the corresponding coefficients for the transfor-
mation of the B magnitudes for the same clusters.
It is clear from the tables that the transformation

coefficients deviate significantly from their mean val-
ues in some cases, although the overall behavior of the
transformation remains the same for different areas
of the sky. Note that the mean residual dispersion
is somewhat lower than the catalog-averaged pho-
tometric error of 0.3m given in the description of the
USNO-A1 catalog.
Wide neighborhoods around clusters should be

analyzed when constructing the cluster luminosity
functions. This results in fairly strong fluctuations in
the stellar background at faint limiting magnitudes,
preventing the identification of poorly populated clus-
ters via star counts. In practice, we can construct
luminosity functions for clusters containing no fewer
Table 2.Coefficients of the transformation formulas for the
B magnitudes

Cluster a σa b σb c σc σB

NGC 188 14.70m 0.12m 1.07 0.02 –0.16 0.07 0.25m

NGC 1245 15.09 0.11 1.04 0.04 –0.30 0.11 0.24

NGC 1912 14.83 0.16 0.95 0.04 –0.11 0.11 0.16

NGC 2099 15.16 0.10 0.94 0.03 –0.71 0.09 0.22

NGC 2420 14.75 0.17 0.90 0.04 –0.36 0.08 0.20

NGC 6866 14.24 0.18 0.94 0.05 –0.04 0.13 0.25

NGC 7160 14.01 0.32 0.79 0.10 –0.14 0.17 0.32

than 100–150 members down to the indicated limit-
ing magnitude.
As an additional criterion, we required that the

selected clusters be listed in the latest version of the
homogeneous catalog of open-cluster parameters [3],
which now contains data for 425 clusters. This crite-
rion ensures homogeneity in the scales of the cluster
parameters—the color excesses, ages, and distance
moduli—which is necessary if we wish to derive a
combined luminosity function for clusters located at
different distances from the Sun and with different
interstellar extinctions.
Our initial sample contained 79 clusters whose

parameters meet the above criteria; however, we kept
only 63 of these for our further analysis. We excluded
clusters with estimated populations of fewer than
100 members after the construction of the luminosity
functions.

3. STAR COUNTS
AND THE CONSTRUCTION
OF LUMINOSITY FUNCTIONS

We began our analysis of the selected clusters by
checking the agreement between the USNO magni-
tudes and the B and V magnitudes of the UBV pho-
tometric system. We chose photometric standards
primarily from the Lausanne Institute of Astronomy
WEBDA database, created under the supervision
of Mermilliod (http://obswww.unige.ch/webda). For
each cluster, we used standard stars to construct
linear relations for the transformation of the USNO
magnitudes to the B and V magnitudes of the UBV
system; examples of the transformation coefficients
can be found in Tables 1 and 2. The dispersion
of the USNO magnitudes varied from 0.18m to
0.36m, depending on the area of the sky. These
estimates indicate that (1) the photometric accuracy
of the USNO-A1 catalog is sufficiently high that
ASTRONOMY REPORTS Vol. 48 No. 9 2004
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Fig. 1. Comparison of the luminosity functions of the
open cluster NGC 1912 obtained in this paper (solid) and
by Barkhatova and Zakharova [6] (dashed).

we can analyze the magnitude distributions using
histograms with bins wider than 0.4m and (2) the
photometric accuracy of the catalog is nonuniform
in terms of the random errors. However, this latter
defect is of little importance for analyses of luminosity
functions if the widths of the magnitude bins exceed
the photometric errors.
We constructed the luminosity functions of the

open clusters using the usual technique for this pur-
pose employed at the Astronomical Observatory of
Ural State University. We conducted star counts in
the field of each cluster to determine the coordinates
of the center and radius of the cluster. We determined
the luminosity function by counting stars in magni-
tude bins (with widths of 0.4m in our case) in the area
bounded by the cluster radius and in a comparison
area in the form of a ring surrounding the cluster. We
performed the latter counts to statistically eliminate
nonmembers. We chose the outer (background, or
field-star) ring so that its area would be close to that
of the cluster and its inner boundary would somewhat
exceed the cluster radius, to allow for possible uncer-
tainty in the estimated radius.
Figures 1 and 2 compare the luminosity func-

tions of two clusters derived in this paper with the
results obtained earlier by other authors. Figure 1
compares our luminosity function for NGC 1912 with
the luminosity function constructed by Barkhatova
and Zakharova [6] (shown by the dashed curve). For
convenience, in this and other figures, we draw the
luminosity functions as polygonal functions. We nor-
malized all the luminosity functions to have the same
ASTRONOMY REPORTS Vol. 48 No. 9 2004
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Fig. 2. Comparison of the luminosity functions of the
open cluster NGC 2420 obtained in this paper (solid) and
by Leonard [7] (dashed).

number of stars in the absolute-magnitude interval
0m < MV < 2m. This normalization was necessary
because the luminosity functions cannot contain the
same number of stars in all intervals, e.g., due to
random errors in the estimated cluster radius or a
different choice of comparison area. The vertical axis
plots the number of stars as a fraction of the number
of stars in the above normalization interval. It is clear
from the figure that the two luminosity functions are
in excellent agreement throughout nearly the entire
magnitude interval studied in [6]. Note that both the
luminosity functions in Fig. 1 were obtained using the
same technique. It is also obvious that the USNO
catalog yields a much wider range of magnitudes.

Figure 2 compares our luminosity function for
NGC 2420 with the luminosity function obtained by
Leonard [7]. The luminosity functions are normalized
in the interval−1.0m < MV < +1.5m. The two lumi-
nosity functions agree less well than in the previous
case. However, this discrepancy can be explained by
the fact that Leonard [7] analyzed the region of the
cluster core, so that the deficit of faint stars in his
luminosity function can be accounted for by the lack
of corona stars and the loss of faint stars from the pho-
tometric measurements of the central area the cluster,
which is crowded with bright stars. In addition, the
choice of a different comparison area to account for
field stars can result in substantial random errors.

It follows from the above comparisons of the two
luminosity functions that theUSNO catalog data can
be used to analyze luminosity functions of rich open
clusters that are not too nearby.
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Table 3. Comparison of luminosity functions of clusters
with 6.8 < log t < 7.4∗

No. Cluster 2 3 4 5 6 7 8 9

1 IC1848 – – – + – – + +

2 NGC 884 + + + + + + +

3 NGC 869 + + + + + –

4 NGC 654 + + + + –

5 NGC 663 + + + +

6 NGC 7128 + + +

7 NGC 2439 + +

8 NGC 2489 –

9 NGC 2421
∗ Here and in other table captions, the age t is in years.

4. PAIRWISE COMPARISON
OF LUMINOSITY FUNCTIONS

One of the important questions in studies of the
luminosity function of clusters is whether there is a
universal luminosity function for clusters throughout
observed Galaxy. The answer depends on how dif-
ferent the star-formation parameters are in different
parts of the Galactic disk. To resolve this question,
we must carry out a statistical comparison of different
luminosity functions. If the luminosity functions of
young clusters do not differ in a statistically signif-
icant way, we can conclude that star formation is
governed by the same laws in clusters born in different
regions of the Galaxy out to distances from the Sun
of about 3.5 kpc, i.e., in the volume occupied by the
sample clusters. We should bear in mind that the ef-
fects of dynamical evolution and differences in chem-
ical composition can be important for old clusters.
The luminosity functions of clusters of different ages
differ not only due to possible differences in their initial
luminosity functions but first and foremost due to the
evolution of their stars.We accordingly subdivided the
sample clusters into five age groups and compared
the luminosity functions within these groups (age t
is given in years throughout this paper). We excluded
all clusters with fewer than 150 members due to the
relatively low accuracy of their sample distribution
functions (i.e., their luminosity functions). The final
sample contained 60 clusters.

We performed a pairwise comparison of the lumi-
nosity function using the criteria of Pearson and Kol-
mogorov at the 5% significance level. A description
of the procedure used to apply these criteria can be
found in [1]. The use of two statistical criteria enables
a more trustworthy determination of the statistical
Table 4. Comparison of luminosity functions of clusters
with 7.4 < log t < 8.0

No. Cluster 2 3 4 5 6 7 8 9 10 11 12 13

1 NGC 1960 + + + – – + + + + + + +

2 NGC 659 + + – + + + + + – + +

3 NGC 6649 + – + + + + + + + +

4 NGC 7510 – + + + + + + + +

5 NGC 6755 + – – – – – – –

6 NGC 7790 + + + – + + +

7 NGC 7654 + + + + + +

8 NGC 146 + + + + +

9 NGC 2345 + + + +

10 King 14 – + –

11 NGC 436 – +

12 NGC 2353 –

13 NGC 2168

significance of differences between the two distribu-
tions. Note that Pearson’s χ2 criterion is somewhat
more reliable due to the specific characteristics of
our data. The reason is that the Kolmogorov crite-
rion was developed for the comparison of distribu-
tion functions and not probability densities. In our
case, the distribution function has the form of the
integrated luminosity function; however, despite the
large photometric depth of the USNO catalog, the
USNO data cover a limited interval of magnitudes,
and the resulting luminosity function (the density of
the distribution of apparent magnitudes) is also de-
fined in a limited magnitude interval. This is why we
adopted the Pearson test as ourmain criterion and the
Kolmogorov test as a secondary check.

Tables 3–7 summarize the results of the pairwise
comparison of the luminosity functions of the sample
clusters divided into five age intervals. The first col-
umn in each of these tables, which all have the same
layout, gives the running number of the cluster. The
header row also shows the number of the cluster. The
intersection of the row and column gives the result of
the luminosity-function comparison for the clusters
with the corresponding running numbers. Here“+”
and “−” denote differences between the correspond-
ing luminosity functions that are insignificant and
significant, respectively, at the 5% significance level.
The two statistical criteria used yielded virtually iden-
tical results, and we present only the results based
on Pearson’s criterion. The Kolmogorov criterion is
ASTRONOMY REPORTS Vol. 48 No. 9 2004
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Table 5. Comparison of luminosity functions of clusters
with 8.0 < log t < 8.5

No. Cluster 2 3 4 5 6 7 8 9 10 11 12 13

1 NGC 5168 + – – – – – + – + – + +

2 NGC 2323 + – – + + + + + – + +

3 NGC 6192 – – + – + + – – + –

4 NGC 103 – + – – – – – – –

5 NGC 7086 – – – – – + – +

6 NGC 6709 + + + – – + +

7 NGC 1027 – – – – – –

8 NGC 1039 + + + + +

9 Mel 71 + – + +

10 NGC 1912 – + +

11 NGC 1664 – +

12 NGC 7062 +

13 NGC 6494

slightly “harder” and yields a somewhat higher per-
centage of significant differences.
The luminosity function of only one cluster in Ta-

ble 3, IC 1848, deviates significantly from the other
luminosity functions. The good agreement between
the luminosity functions of young clusters is some-
what surprising, since the clusters in this subsample
span a wide range of ages and the luminosity func-
tions of young clusters are difficult to determine from
the USNO catalog data for the reasons mentioned
above.
In Table 4 as well, the luminosity function of only

one cluster, NGC 6755, deviates from those of the
other clusters. The situation is reversed in Table 5:
of the 78 comparisons, 40 have minus signs (the
Kolmogorov criterion yielded 45 minus signs in this
case), and it is difficult to identify a single cluster that
shows the worst agreement.

Table 6 shows a much better agreement between
the luminosity functions of different clusters than in
the previous case, with only one cluster, NGC 2204,
having a luminosity function that differs significantly
from those of the other clusters of this subsample.

Only one cluster in Table 7, NGC 2506, mars the
picture of almost complete agreement between the
luminosity functions of the clusters of this subsam-
ple. Note that the effects of dynamical evolution and
differences in chemical composition should show up
most strongly in this group, so that the good agree-
ment between the luminosity functions is somewhat
surprising.
ASTRONOMY REPORTS Vol. 48 No. 9 2004
Table 6. Comparison of luminosity functions of clusters
with 8.5 < log t < 9.0

No. Cluster 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

1 IC2714 + – + + + + + + + + + + + – +

2 NGC 2236 + + – + + + + + + + + + – +

3 NGC 2099 – – – + – – + – – – + – +

4 NGC 1528 + – – – – – – – + – – –

5 NGC 1907 + + + + + + + + – – +

6 NGC 6866 – + + – + – + – – –

7 NGC 2818 + + + + + + + – +

8 NGC 2324 + + + + + + – +

9 IC 1369 – + – + – – +

10 NGC 1245 + + + + – +

11 NGC 6811 – + + – +

12 NGC 2477 + + – +

13 NGC 6802 – – +

14 NGC 2533 – +

15 NGC 2204 –

16 NGC 6134

Table 7. Comparison of luminosity functions of clusters
with 9.0 < log t < 9.5

No. Cluster 2 3 4 5 6 7 8 9

1 NGC 2243 + – – + – – – +

2 NGC 2420 + + + + + + +

3 NGC 2506 – – – – – –

4 NGC 2658 + + + + +

5 NGC 6819 + – + +

6 NGC 2243 – + +

7 NGC 7789 + +

8 NGC 7142 +

9 NGC 6939

Of the 348 pairs compared in all the tables, 120
(34%) showed statistically significant differences. If
we discard the few “bad” clusters indicated above
(IC 1848, NGC 6755, NGC 6709, NGC 7086,
NGC 1528, NGC 2204, NGC 2506), only 59 of
the remaining 268 pairs (22%) show statistically
significant differences in their luminosity functions.



738 ZAKHAROVA, LOKTIN

 

0

–4.4 –2.4 –0.4 1.6 3.6 5.6

20

40

60

80

7.6

 

M

 

V

 
LF

Age group log

 

t

 

-8.2–8.6 Nearby

Intermediate

 

Distant

Fig. 3. Examples of combined luminosity functions of
clusters in the same age interval subdivided into three
groups according to distance from the Sun.

Given the considerable widths of the age bins and
various factors hindering the construction of cluster
luminosity functions, we conclude that the luminosity
functions of most of the clusters do not differ signif-
icantly from each other. The star counts cover fairly
large areas of sky, even for the distant open clusters,
and the fluctuations of the density of Galactic field
stars can be quite significant in some cases. Note
that the fraction of coinciding luminosity functions
may be somewhat underestimated due to the effect
of random errors in the distance moduli and color
excesses of the open clusters, which we adopted
from the current version (2.1) of the homogeneous
catalog of open-cluster parameters [3]. In some cases,
the agreement of the luminosity functions may also
be marred by differences between the mean heavy-
element abundances in the atmospheres of the stars.
However, even for the most metal-poor clusters, the
corrections to the absolute magnitudes do not exceed
the width of the binning interval used to construct
the luminosity functions [3]. In any case, the results
of the luminosity-function comparisons presented in
the tables can be taken to represent a lower limit
for the degree of agreement between the luminosity
functions of these open clusters. The fact that, on the
whole, the luminosity functions of the open clusters
agree well with each other, despite the appreciable
random errors in the luminosity functions derived for
both the youngest and oldest open clusters, supports
the possibility that the initial luminosity function is
universal in the volume of the Galaxy considered. The
significant deviations of the luminosity functions of a
few rich clusters could be due to the incompleteness
of the photometric measurements of faint stars in
crowded fields near the cluster cores. This is a
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Fig. 4. Combined luminosity functions for the sample
clusters for six age intervals (the age t is in years).

characteristic shortcoming of all photometric studies,
especially those based on photographic photometry.
Given the large number of factors contributing to

the errors in the constructed luminosity functions,
we conclude that the lack of statistically significant
differences between the luminosity functions of most
of the clusters suggests that the conditions for star
formation in clusters of all the observed ages are uni-
form throughout the volume of theGalaxy considered,
independent of the spatial location of the clusters.

5. COMBINED LUMINOSITY FUNCTIONS
FOR AGE INTERVALS

Experience shows that statistically useful lumi-
nosity functions can be obtained only for a relatively
small number of rich open clusters that are sur-
rounded by uniform star fields. The errors in the con-
structed luminosity functions increase both with the
area of the sky occupied by the cluster (the dis-
persion of the stellar density is proportional to the
area considered [4]) and the limiting magnitude (the
nonuniformity of the stellar field increases with the
limiting magnitude). In addition, the fraction of stars
whose images are suitable for photometry decreases if
the stellar density is high. There is, however, another
way to tackle this problem: analyzing several clusters
and combining their luminosity functions, neglect-
ing the possible differences between the luminosity
functions of different clusters. This last assumption
is reasonable in view of our above conclusion that the
luminosity functions of open clusters have an approx-
imately universal form. In this case, the effect of the
random errors decreases, as is usual when averaging
over samples, although this is achieved at the ex-
pense of losing information about the behavior of the
luminosity functions of individual clusters. However,
ASTRONOMY REPORTS Vol. 48 No. 9 2004
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this approach makes it possible to explore the general
properties of the luminosity functions with greater
certainty.
To construct the combined luminosity function,

we subdivided our sample into six age intervals, ex-
cluding a few youngest and oldest clusters because
of the small number of such objects in our sample.
We subdivided the clusters within each age interval
into two or three groups according to their distance
moduli. This makes it possible to extend the interval
of absolutemagnitudes covered by the averaged lumi-
nosity function: nearby clusters lack the bright end of
the luminosity function due to the bright magnitude
limit of the initial catalog, but such clusters show
the faint end of the luminosity function. The reverse
is true for distant clusters. To illustrate this point,
Fig. 3 shows the combined luminosity functions for
the same age interval but for three different intervals
of distance from theSun. The difference of the limiting
magnitudes and the small scatter of the luminosity
functions over most of the interval considered are
clearly visible.
Figure 4 shows the appropriately normalized com-

bined luminosity functions for six age groups over the
common intervals of absolute magnitudes. We can
see the intervals of absolute magnitudes in which it is
possible to construct the luminosity functions based
on the USNO catalog data. The combined luminosity
functions in Fig. 4 are shifted along the N axis by
20 units for ease of viewing. Note that the slope of
the luminosity functions increases somewhat in the
transition from young clusters to older open clusters.

6. MASS FUNCTIONS
We calculated the mass functions from the lumi-

nosity functions of the individual clusters by trans-
lating the MV values into stellar masses using the
ASTRONOMY REPORTS Vol. 48 No. 9 2004
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theoretical isochrones of Bertelli et al. [5], which are
given inMV —mass coordinates. This is a convenient
way to take into account evolutionary effects, which
is important when constructing the mass functions
of open clusters. We computed the mass function for
each cluster of the sample using the usual procedure
for the transformation of the distribution functions:
transforming the density function into the distribution
function, replacing themagnitude scale with themass
scale, and numerically differentiating with respect to
the new variable to carry out the inverse transfor-
mation to the probability density—the mass function.
We retained clusters whose luminosity functions con-
tained a linear segment for further analysis. For each
of the 51 clusters selected in this way, we estimated
the slope of its mass spectrum α from the relation
dN/d log m ∝ m−α. Figure 5 shows the distribution
of the estimated slopes α for the sample clusters.
For comparison, Fig. 6 shows the distribution of the
slopes of the open-cluster mass functions obtained
by Tarrab [8]. It is evident that our distribution is
somewhat more concentrated toward a specific in-
terval in which the estimated α are located. The dis-
tribution of α values for our clusters has an almost
rectangular shape, implying that the actual slopes for
various open clusters are not exactly equal and are
distributed over some interval. Indeed, if the mass
function of all the clusters had the same slope, the
narrow distribution of α values convolved with the
error distribution would produce a bell-shaped dis-
tribution function. Unfortunately, the small size of
the sample and difficulties with estimating the real
errors of the mass-function slopes prevented us from
correcting the distribution for the effect of random
errors. The mean slope of the cluster mass functions
calulated from the distribution in Fig. 5 is 1.27± 0.12.
Table 8 lists the individual estimates of α for the

sample clusters. The standard errors of the α esti-
mates given in this table are the estimated errors of
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Table 8. Comparison of luminosity functions of clusters with 9.0 < log t < 9.5

Cluster α log t Cluster α log t

NGC 146 0.12 ± 0.12 7.82 NGC 2439 1.49 ± 0.28 7.25

NGC 381 3.72 ± 0.61 8.57 NGC 2658 1.64 ± 0.30 9.15

NGC 436 0.64 ± 0.16 7.93 NGC 2818 0.19 ± 0.14 8.63

NGC 457 1.29 ± 0.32 7.32 NGC 6134 0.22 ± 0.20 8.97

NGC 654 0.63 ± 0.12 7.15 NGC 6192 1.49 ± 0.14 8.13

NGC 659 1.36 ± 0.19 7.55 NGC 6494 3.26 ± 0.70 8.48

NGC 663 0.91 ± 0.04 7.21 NGC 6649 0.92 ± 0.13 7.57

NGC 744 1.82 ± 0.97 8.25 NGC 6709 2.28 ± 0.22 8.18

NGC 869 0.39 ± 0.03 7.07 NGC 6755 2.08 ± 0.14 7.72

NGC 884 0.16 ± 0.06 7.03 NGC 6802 2.28 ± 0.07 8.87

NGC 1027 2.15 ± 0.15 8.20 NGC 6811 0.78 ± 0.44 8.80

NGC 1039 0.86 ± 0.24 8.25 NGC 6834 1.60 ± 0.40 7.88

NGC 1245 2.29 ± 0.67 8.70 NGC 6866 1.56 ± 0.16 8.58

NGC 1528 2.49 ± 0.12 8.57 NGC 7062 0.51 ± 0.14 8.47

NGC 1778 0.69 ± 0.28 8.16 NGC 7086 1.77 ± 0.27 8.14

NGC 1907 1.50 ± 0.22 8.57 NGC 7128 1.68 ± 0.38 7.25

NGC 1912 0.47 ± 0.11 8.46 NGC 7235 1.20 ± 0.68 7.07

NGC 1960 0.20 ± 0.13 7.47 NGC 7510 0.64 ± 0.20 7.58

NGC 2168 0.81 ± 0.13 7.98 NGC 7654 0.95 ± 0.21 7.76

NGC 2236 1.30 ± 0.42 8.54 NGC 7790 2.63 ± 0.18 7.75

NGC 2323 0.33 ± 0.18 8.10 IC 1369 1.42 ± 0.17 8.64

NGC 2324 1.00 ± 0.09 8.63 IC 1848 0.99 ± 0.16 6.84

NGC 2345 0.49 ± 0.13 7.85 IC 2714 1.55 ± 0.24 8.54

NGC 2353 1.67 ± 0.13 7.97 King 14 0.57 ± 0.10 7.92

NGC 2420 0.46 ± 0.11 9.05 Mel 71 0.77 ± 0.08 8.37

NGC 2421 1.89 ± 0.10 7.37
the regression coefficients based on a nearly linear
segment of the mass function. Therefore, the errors
listed in Table 8 are lower limits for the real errors,
which are difficult to estimate.

We constructed the combined mass functions for
six age intervals, shown in Fig. 7, as we did for the
luminosity functions. The mass interval in which we
can use theUSNO catalog data to analyze the cluster
mass functions is visible. It is immediately apparent
from this figure that the slopes of the mass functions
are virtually independent of the mass and age inside
this interval. The mean slope of the mass function de-
rived from the combinedmass functions isα = 1.50±
0.05, which somewhat exceeds the classical Salpeter
value of α = 1.35. The slight discrepancy between
the distribution-averaged slope given above and the
ASTRONOMY REPORTS Vol. 48 No. 9 2004
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mean slope of the combined cluster luminosity func-
tions can be explained by the different procedures
used to identify the linear segments of the mass func-
tions: the linear segments for individual clusters are
chosen in the presence of fluctuations due to random
errors. Since linear segments in the combined mass
functions are easy to identify, we consider the mean
slope of the open-cluster mass spectrum derived from
the combined mass functions to be more trustworthy.
Our estimates of the mean slopes of the cluster mass
functions indicate that this mean slope does not differ
appreciably from the Salpeter value.
We used the slopes of the mass functions derived

for various age groups to determine whether this pa-
rameter depends on the cluster age by estimating the
coefficients of the linear regression model α = a +
b log t. The coefficient b = −0.28 ± 0.19 is formally
not significantly different from zero, but the indicated
possible weak age dependence of the slope could be
due to the well-known fact that the IMF is steeper in
the region of massive stars.

7. CONCLUSIONS

Our results show that the USNO-1A catalog can
be used to determine the luminosity and mass func-
tions of open clusters, provided that the clusters are
carefully selected in accordance with the criteria dis-
cussed above and that photoelectric standards are
used to reduce the catalog magnitudes to the stan-
dard UBV system. The number of such clusters will
increase as a result of further analyses.
ASTRONOMY REPORTS Vol. 48 No. 9 2004
Our technique for the determination of the lu-
minosity functions is essentially unaffected by mass
segregation—the tendency of massive members to
concentrate toward the cluster center—since the
counts include stars both in the core region and in the
cluster coronas. The only factor to somewhat affect
the resulting luminosity functions is the impossibility
of performing photometric measurements for faint
stars in the dense cores of rich clusters, which is al-
ways the case for photographic photometry. Note that
experience shows that the main factors resulting in
the fairly large errors of statistically derived luminosity
functions are (1) the nonuniform distribution of the
density of field stars and (2) errors in the calibration of
the magnitudes in the initial catalog. Further increase
of the accuracy of the luminosity functions of open
clusters can be achieved only via direct identification
of cluster members using kinematical criteria.

In most cases, the luminosity functions of the open
clusters do not differ significantly, possibly indicating
that the process of star formation has the same prop-
erties throughout the observed part of the Galaxy.

The slope of the open-cluster mass spectra may
vary from cluster to cluster, and the mean slope may
somewhat exceed the Salpeter value. The slope of the
open-cluster mass functions at logarithmic masses
from 0.0 to 1.0 is independent of both mass and age.
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Abstract—Optical and infrared photometric observations of the classical symbiotic binary Z And obtained
in quiescent and active phases in 1999–2002 are analyzed.RI photometric data from the literature are used
to estimate the parameters of the binary system’s components. The data as a whole suggest that the hot
compact component expands and the emission measure of the surrounding nebula grows during the flare.
Possible interpretations of the flare based on several mechanisms are considered. c© 2004 MAIK “Nau-
ka/Interperiodica”.
1. INTRODUCTION

Symbiotic stars represent a group of interacting
binary systems whose photometric behavior is char-
acterized by alternating quiescent periods and phases
of eruptive activity. In some cases, the activity is
accompanied by mass loss from the accreting star
in the form of isolated shells, and in other cases,
with high-velocity gas outflows (stellar winds). The
energy distribution in the ejected shells changes; as
a rule, this results in a strong increase in the optical
brightness. The Z And system is considered to be
a prototype of the class of symbiotic stars; its com-
ponents are a normal, cool M4.5 giant [1]; a hot,
compact object with a temperature exceeding 105 K
[2]; and an expanding nebula formed by the wind of
the giant and partly ionized by the hot component.
The orbital period of this binary, 758 days, has been
obtained using photometric [3] and radial-velocity [4]
data.

In the quiescent state, variations with an ampli-
tude of ∼0.5m in B and V and ∼1m in U are visible
in the orbital light curve. In the quiescent phase and
during a small flare of 1997, 28-min pulsations with
an amplitude of 0.002m–0.005m were detected in the
B band; it is thought that they arise from the rotation
of an accreting magnetized white dwarf [5].

In active states (1915, 1939, 1960, 1984, and
2000), increases of the optical brightness of Z And
have reached 2m–3m. During the large flare of 1939,
the visual brightness of the star was nearly 8m; only
P Cygni lines were observed in the spectrum, and the
emission lines corresponded to those of an A star. The
spectra of the M giant and the surrounding nebula
were not visible [6]. The optical spectrum of Z And
after the activity of 1960 was observed by Boyarchuk
[7]; these data testify to a redistribution of the energy
1063-7729/04/4809-0742$26.00 c©
in the continuum due to the expansion and cooling
of the hot component as its brightness rose. In their
analysis of radio spectra and low- and high-resolution
UV spectra of Z And obtained during its active phase
in 1984–1985, Fernández-Castro et al. [8] found
that the increase in the visual brightness is closely
associated with aminimum in theUV and radio. They
explained this anticorrelation between the visual and
UV fluxes as being due to damping of the hot stellar
radiation in a false photosphere formed during the
ejection of a dense envelope.

The last active phase of Z And began at the
end of August 2000 [9]; the star reached its optical
maximum in December, when its V brightness was
8.9m. After some time at brightness maximum, the
28-min pulsations vanished, possibly because the
white dwarf’s flux was blocked by the optically thick
envelope [10]. The radiation of the hot star dominated
over the radiation of the giant and surrounding
nebula.

In this paper, we estimate the main parameters of
the components of the Z And system during its opti-
cal flare of 2000–2002, based on optical and infrared
photometry of the star just before, during, and in the
decline of the optical flare. In the analysis, we also
used spectral data on the symbiotic system Z And in
its quiescent and active phases.

2. OBSERVATIONAL DATA

Infrared photometry of Z And was carried out in
the fall of 1999 (JD 2451453.498), fall and winter of
2000 (JD 2451869.337 and JD 2451903.241), and
winter of 2002 (JD 2452310.197) using an InSb-
photometer mounted on the 125-cm telescope of the
Crimean Laboratory of the Sternberg Astronomical
2004 MAIK “Nauka/Interperiodica”
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Table 1.Multicolor photometry of Z And

Date JD
2451000+

Phase U B V Ra Ia J H K L M

September
15, 1999,
quiescent
state

437.383 0.560 10.81 ±
0.03

11.53 ±
0.02

10.43±
0.03

8.80 ±
0.02

7.20 ±
0.01

6.23 ±
0.02

5.28 ±
0.03

4.97 ±
0.01

4.76 ±
0.03

4.99 ±
0.08

November
22, 2000,
active
phase

871.313 0.131 8.60 ±
0.01

9.41 ±
0.01

8.94 ±
0.01

6.05b 5.22b 4.90b 4.64 ±
0.01

4.91 ±
0.02

December
6, 2000,
active
phase

885.229 0.150 8.40 ±
0.01

9.30 ±
0.01

8.86 ±
0.01

6.02b 5.20b 4.86b 4.61 ±
0.01

4.93 ±
0.02

January
27, 2002,
active
phase

1302.224 0.699 10.01 ±
0.03

10.93±
0.02

10.17±
0.03

6.21 ±
0.02

5.31 ±
0.01

4.98b 4.76 ±
0.01

5.03 ±
0.03

a Data of Belyakina [18].
b The internal error is <0m. 01.
Institute. The star BS8860 (J = 1.46m, H = 0.62m,
K = 0.37m, L = 0.25m, M = 0.67m [11]) served as
the photometric standard; its H magnitude was es-
timated from its spectral type, based on the data of
Koorneef [12].

UBV photometry of Z And was carried out in
the fall of 1999 (JD 2451437.383), winter of 2000
(JD 2451885.229), and winter of 2002
(JD 2452302.224) using a single-channel photo-
electric photometer at the Cassegrain focus of the
60-cm (F/12.5) telescope of the Rozhen National
Astronomical Observatory (Bulgaria). BD+48◦4090
(V = 9.01m, B − V = 0.48m, U −B = −0.06m [13])
was used as a comparison star.

The optical and infrared observations were ob-
tained on nearby dates. Given the insignificant vari-
ability of the infrared brightness of the system, even
during the optical flare, we combined the obtained
infrared photometric data and assigned them to the
date of theUBV observations. Table 1 lists the results
of our photometric observations.

Due to unfavorable atmospheric conditions, our
UBV observations in November 2000 had large er-
rors; however, Skopal et al. [14] observed the star
with a higher accuracy at the same time (Novem-
ber 22), and their UBV magnitudes are also listed in
Table 1. Our UBV data for December agree very well
with the photometry of Skopal et al. [14], and we
present the average of these two sets of magnitudes
ASTRONOMY REPORTS Vol. 48 No. 9 2004
in Table 1. Thus, Table 1 collects UBVJHKLM pho-
tometric data obtained in the quiescent state of 1999
and during the flare.

Figure 1a shows the V brightness variations, and
Fig. 1b, variations of the JL brightnesses and J − K
color index for 1999–2002.

The availability of nearly simultaneous optical and
infrared photometric observations of Z And has en-
abled us to analyze the brightness of the binary sys-
tem over a broad range from 0.36 to 5 µm during
various activity phases of the hot component of the
system.

3. ANALYSIS OF THE SPECTRAL ENERGY
DISTRIBUTION

To analyze the spectral energy distribution (SED)
of Z And at 0.36–5 µm, we converted the observed
magnitudes to fluxes using the calibration of Johnson
[15]. The observed U fluxes (0.36 µm) were cor-
rected taking into account the SED of Z And near
the Balmer jump, which is almost centered on the
U band. In addition, strong emission lines are ob-
served in the optical spectrum of Z And, and their
contribution was taken into account in the observed
UBV fluxes. The correction for interstellar extinction
was performed using the valueE(B −V ) = 0.30. The
technique and results of the correction of the UBV
photometric data for Z And in its quiescent and active
phases are described in detail in [16].
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Fig. 1. (a) Variations of the V brightness of Z And during the flare of 2000–2002. Shown are the data of Skopal et al. [14]
(circles) and our own previously unpublished data (crosses); the epochs at which the JHKLM photometry of the binary system
was carried out are shown by the arrows. (b) Variations of the JL brightnesses and J − K color index in 1999–2002.
The ephemeris of the orbital motion was estimated
using the elements of [3, 4, 17], Min = JD 2442666 +
758.8dE.

The main purpose of our present analysis is to
estimate the parameters of the hot star and the sur-
rounding nebula during the optical flare of Z And
in 2000–2002. These parameters can be determined
from the radiation of the system’s components. The
radiations of each component, e.g., in the quiescent
state, were estimated as follows:

(1) We derived the SED of the cool component
using the infrared photometry in the quiescent state,
when the cool star is the sole source of radiation at
1.25–5 µm.We assumed that the radiation of the cool
star did not change during the optical flares.

(2) We determined the SED of the hot component
using its UV radiation and temperature estimates,
assuming that the hot star radiates as a blackbody.

(3) We then obtained the SED of the nebula by
taking the difference of the observed fluxes and the
total flux from the stellar components.
ASTRONOMY REPORTS Vol. 48 No. 9 2004
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The SEDs Z And in its quiescent state and the
active phase of 2000–2002 are presented in Fig. 2.

3.1. Quiescent State

To analyze the SED in the quiescent state and es-
timate the parameters of the cool component, we sup-
plemented our data with R (0.7 µm) and I (0.8 µm)
observations of Z And [18] obtained near the bright-
ness maximum of JD 2447598. The effective tem-
perature of the cool giant was determined based on
its spectral class [1] and the calibration for normal
giants of van Belle et al. [19], which indicates that
the effective temperature of an M(4.5 ± 0.2) star is
3400 ± 50 K. However, the calibration itself has a
standard error of ±270 K. Therefore, we took the
effective temperature of the cool component to be
3400 ± 270 K.

The SED of the red giant was determined from
its K magnitude (where only the giant contributes)
correcting for the interstellar extinction, assuming
that the giant’s color index was V −K = 5.15m. This
value is given by Fluks et al. [20] for the star HD5316
(M4III), which, according to van Belle et al. [19], has
an effective temperature of 3400 K. The U , B, R, and
I fluxes of the giant were derived from its V flux and
the flux ratios for HD5316, taken from the SIMBAD
database and Kharitonov et al. [21]. The observed
integrated flux of the giant was estimated from its
K flux (Table 2) based on the data of [22]: (2.25 ±
0.05) × 10−8 erg cm−2 s−1, where the uncertainty
corresponds to the observational errors. The radius of
the giant was estimated from the relationship Rcool =
r(Fint/σT 4)0.5, where r = 1.12 kpc is the distance to
the system [2, 8] and Rcool = (85 ± 14)R�.

We determined the UBV fluxes of the hot star in
the quiescent state from the observed flux at λ1270 Å,
where the nebula’s radiation can be neglected. The
flux at λ1270 Å was obtained via a simple average
of the values for the quiescent state of Z And in
1978–1982, which are listed in Table 2 of Fernández-
Castro et al. [8]. The mean flux at λ1270 Å was
corrected for interstellar reddening: Fhot = (1.55 ±
0.11) × 10−12 erg cm−2 s−1, where the uncertainty
is the standard error. The temperature of the hot
component during the quiescent state was deter-
mined using various methods [2, 23, 24]; the spread of
resulting values is in the range (1–2)× 105 K. For our
estimates, we adopted the average value 1.5 × 105 K.
The UBV fluxes of the hot star in the quiescent state
(assuming it radiates as a blackbody) are listed in
Table 2. The adopted temperature and UV flux of the
hot component at λ1270 Å yield a radius for this star
ofRhot = r[Fhot/πB(λ1270, 1.5× 105)]0.5 ≈ 0.06R�
(Table 3), with an uncertainty of less than 0.01R�.
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Fig. 2. SED of Z And in its quiescent state and the active
phase of 2000–2002: (a) quiescent state in September
1999, (b) active phase in November 2000, (c) active phase
in December 2000, (d) active phase in January 2002.
Shown are the observed fluxes (open circles), the SED
of the M4.5 giant (thin solid curves (1), the SEDs of the
hot star and nebula (dashed curves (2) and dotted curves
(3), respectively), and the SED of the total radiation of the
three components (bold solid curves).

The quantity πB(λ1270, 1.5 × 105 K) is the flux
from a blackbody at λ1270 Å for a temperature of
1.5 × 105 K.

The U , B, and V radiation of the nebula was
obtained by subtracting the stellar fluxes from the
observed total fluxes. We then calculated the spectra
of the nebula, varying the electron temperature and
the emission measure and fitting the results to the
observed SED. To calculate the spectrum of the
nebula, we must know the ionization state of helium,
which we estimated using the fluxes in the HeI
λ4471 Å and HeII λ4686 Å lines from our high-
resolution optical spectra, which were obtained at
orbital phase 0.228 in the quiescent state [25]. It
turned out that doubly ionized helium dominates
in the nebula in the quiescent state, so that the
radiation of the nebula is mainly due to the emission
by hydrogen and ionized helium [26]. In addition,
the calculations require the values of γν—the volume
emissivities of these elements, which are determined
by recombinations and free–free transitions. Due



746 TARANOVA et al.
Table 2. Continuum fluxes of the components of Z And in units of 10−12 erg cm−2 s−1 Å−1

Date Component U B V R I J H K L M

September
15, 1999,
quiescent
state

Cool 0.020 0.160 0.376 0.710 1.755 1.343 0.856 0.439 0.113 0.034

Hot 0.030 0.014

Neb 1.012 0.293 0.257 0.195 0.157 0.056 0.032 0.020

TF 1.062 0.467 0.633 0.905 1.912 1.399 0.888 0.459 0.113 0.034

OF 0.988±
0.022

0.497 ±
0.010

0.625±
0.017

1.093±
0.020

1.870 ±
0.017

1.347 ±
0.025

0.877±
0.023

0.432 ±
0.004

0.105 ±
0.003

0.023±
0.001

d 7 –6 1 –17 2 4 1 6 8 48

November
22, 2000,
active
phase

Cool 0.020 0.160 0.376 0.710 1.755 1.343 0.856 0.439 0.113 0.034

Hot 5.537 2.934 1.336 0.730 0.340 0.063 0.022 0.007

Neb 1.983 0.717 0.631 0.547 0.432 0.147 0.081 0.051 0.020

TF 7.540 3.811 2.343 1.987 2.527 1.553 0.959 0.497 0.133 0.034

OF 7.205±
0.054

3.848 ±
0.036

2.492±
0.022

1.591 ±
0.002

0.927±
0.001

0.461 ±
0.001

0.117 ±
0.001

0.024±
0.001

d 5 –1 –6 –2 3 8 14 42

December
6, 2000,
active
phase

Cool 0.020 0.160 0.376 0.710 1.755 1.343 0.856 0.439 0.113 0.034

Hot 6.257 3.315 1.510 0.826 0.384 0.071 0.024 0.008

Neb 2.382 0.861 0.758 0.657 0.519 0.176 0.098 0.061 0.024

TF 8.659 4.336 2.644 2.192 2.658 1.590 0.978 0.508 0.137 0.034

OF 8.662±
0.064

4.257 ±
0.039

2.682±
0.023

1.635 ±
0.001

0.944±
0.001

0.478 ±
0.001

0.120 ±
0.001

0.024±
0.001

D 0 2 –1 –4 4 6 14 42

January
27, 2002,
Active
phase

Cool 0.020 0.160 0.376 0.710 1.755 1.343 0.856 0.439 0.113 0.034

Hot 1.247 0.629 0.274 0.146 0.066 0.012

Neb 0.622 0.140 0.123 0.107 0.084 0.029 0.016 0.010 0.004

TF 1.889 0.929 0.773 0.963 1.905 1.384 0.872 0.449 0.117 0.034

OF 2.067±
0.044

0.863 ±
0.018

0.795±
0.022

1.372 ±
0.025

0.853±
0.007

0.428 ±
0.001

0.105 ±
0.001

0.022±
0.001

D –9 8 –3 1 2 5 11 54

Note: Cool, cool component; Hot, hot component; Neb, the nebula; TF = Cool + Hot + Neb is the total flux; OF, observed flux;
d = (TF – OF)/OF in per cent.
to blending of the high-order Balmer lines, symbi-
otic systems with strong hydrogen-emission spectra
(e.g., AG Peg and AG Dra) have almost identical
continua on both sides of the series limit (see, e.g.,
[27, 28]). This may also be true for Z And, since its
Balmer lines are fairly strong and are visible up to
H32 [24]; therefore, we used the hydrogen-emission
coefficient on the short-wavelength side of the Balmer

jump for the value at λ3650 Å [29]. We first used the
adopted electron temperature to calculate γν for the
ASTRONOMY REPORTS Vol. 48 No. 9 2004
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Table 3. Parameters of the hot stellar and nebular components of Z And derived from the observations

Date Hot component Nebula

Teff, K R, R� Te, K n2
eV , 1059 cm−3

September 15, 1999,
quiescent state

150 000 0.06 20 000± 1000 4.7 ± 0.3

November 22, 2000, active phase 35 000± 1000 2.22± 0.06 20 000± 1000 17.4 ± 0.6

December 6, 2000, active phase 35 000± 1000 2.36 ± 0.07 20 000± 1000 20.9 ± 0.5

January 27, 2002, active phase 58 000 + 2000/–3000 0.72 + 0.04/–0.03 20 000± 2000 3.4 ± 0.4
centers of the photometric bands. We then estimated
the emission measure using these values and the
derived fluxes of the nebula. Finally, the emission
coefficients γν were obtained by fitting the computed
spectrum of the nebula to the observed spectrum.
As a result, we have used the following values of
γν (in units of 10−40 erg cm3 s−1 Hz−1) in the
infrared: γJ(H0) = 5.63, γH(H0) = 5.49, γK(H0) =
6.29, γL(H0) = 6.42, γJ(He+) = 20.7, γH(He+) =
21.7, γK(He+) = 23.0, γL(He+) = 24.3.

We used the relationship between the observed flux
Fλ and the emission measure n2

eV in the form

Fλ = {[1 + 2α(He)]/4πr2}[γν(H0, Te)

+ α(He)γν(He+, Te)]n2
eV (c/λ2) × 10−8.

We assumed the value α = 0.1 for the helium
abundance [26]; the distance to Z And r is 1.12 kpc.
The electron temperature Te = 20000 ± 1000 K and
emission measure n2

eV = 4.7 ± 0.3 × 1059 cm−3

(Table 3) best reproduce the radiation of the circum-
stellar nebula in the quiescent state of Z And at 0.36–
0.8 µm (the UBVRI bands). The uncertainties in Te

and n2
eV are determined by the observational errors.

3.2. Active Phase

Considerable changes took place in the SED of
Z And in the active phase, which can also be noted
in the infrared (Table 1). The radiation of the nebula is
clearly visible in the L band.

As a first approximation, we estimated the emis-
sion measure of the nebula using the L flux observed
in the active phase (after subtracting the giant’s flux)
and the electron temperature derived for the quies-
cent state. The parameters (emission measure and
electron temperature) were then refined based on the
photometric data.

At our last observational epoch (Table 1, last line),
theHKL fluxes of Z And had reached values typical of
the quiescent state, when only the cool giant (Table 2)
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contributes in these bands. However, theUBVJ fluxes
still exceeded their values for the quiescent state.
It is natural to attribute the excess UBVJ radiation
to the radiation of the nebula. Using the estimated
excess J flux, we determined an approximate value for
the emission measure, which was then refined using
the UBV data. The optimal parameters of the nebula
during the active phase are listed in Table 3. The
electron temperature was again 2 × 104 K, though
ionized helium no longer dominated in the nebula.
The ionization state of helium was determined using
the same lines as we had for the quiescent state
[25] but using the observations of November 17 and
December 6, when we obtained our photometric ob-
servations. Singly ionized helium dominated in the
nebula in this phase, and the continuum radiation of
the nebula was most likely formed by hydrogen and
neutral helium.

As is noted above, we used the emission coefficient
of the hydrogen continuum for the short-wavelength
limit of the Balmer jump when calculating the U flux
of the nebula in the quiescent state. The situation
with the U flux of the nebula during the optical max-
imum was different. The Hγ linewidth decreased [30]
at that time, probably indicating that the widths of
the higher-order Balmer lines also decreased. For the
same reason, the blending of lines located near the
Balmer jump also decreased, resulting in a decreased
flux at 3650 Å. Therefore, we took a simple average of
the values for the short- and long-wavelength sides of
the Balmer jump for the hydrogen emission coefficient
in the active phase [29].

Further, we calculated the IR emission coefficients
of neutral hydrogen and helium and of singly ion-
ized helium for the JHKL photometric bands (1.25–
3.5 µm). If the abundance of helium is 0.1 and most
of the helium is doubly ionized, its contribution to the
continuum radiation is comparable to that of hydro-
gen. However, if most of the helium is singly ionized,
its contribution is about 10% of the hydrogen contin-
uum. The free–free continuum radiation dominates
in the infrared [29]. Therefore, for the active phase,
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when singly ionized helium dominates in the nebula
and the main contribution to the continuum radia-
tion comes from neutral helium, we calculated the
IR emission coefficients only for free–free transitions
and used these as the total emission coefficients. This
results in errors in the calculated fluxes of the nebula
of no more than 5%. The IR emission coefficients
were calculated using the formulas from [31, 32]. As a
result, we used the following values for neutral helium
(in units of 10−40 erg cm3 s−1 Hz−1): γJ(He0) =
3.64, γH(He0) = 4.18, γK(He0) = 4.67, γL(He0) =
5.27. The resulting estimate of the emission measure
of the nebula in the active state is almost a factor
of 4.4 greater than in the quiescent state at similar
phases of the orbital motion (Table 3).

We determined theUBVJHK fluxes of the hot com-
ponent during the active phase by subtracting the
radiation of the giant and nebula from the observed
total fluxes. The radiation of the hot component was
then fitted to a blackbody curve for a specified tem-
perature, and the radius of the hot component, esti-
mated from the observed fluxes. The resulting esti-
mates of the temperature and radius of the hot com-
ponent in the active phase are listed in Table 3. The
data in Table 3 testify to a considerable increase
in the radius of the hot component in the active
phase compared to the quiescent state. The param-
eters of the hot component can be refined using the
recently obtained UV fluxes at λλ1059 and 1104 Å
[10], where this component is the only source of radi-
ation. The fluxes at these wavelengths (corrected for
interstellar extinction) were 36.2 × 10−12 and 34.5 ×
10−12 erg cm−2 s−1 Å−1, respectively. These values
are approximately a factor of 3 lower than correspond-
ing blackbody fluxes for a temperature of 3.5 × 104 K
and a radius of 2.36R� (Table 3).

This discrepancy means that the optical and in-
frared data, on the one hand, and the UV data, on the
other hand, cannot be explained using a single set of
parameters for the hot component. At the epoch of the
optical maximum, the phase of the orbital motion of
the binary system was 0.150, so that the hot com-
ponent was behind the giant; it may be possible to
explain the above discrepancy as an effect of Rayleigh
scattering of the hot component’s radiation by neu-
tral hydrogen in the extended atmosphere of the cool
component [8]. However, Z And is a noneclipsing
system [4], and Rayleigh scattering has been detected
only in spectra obtained during the flares of 1984 and
1985. The discrepancy may be a consequence of the
expansion of the hot component during the active
phase (see below), with some of its radiation passing
through denser atmospheric layers of the cool giant.
4. DISCUSSION

Our photometric data obtained before, during, and
in the decline of the optical flare of Z And in 2000–
2002 indicate that a considerable redistribution of
energy took place in the observed spectrum during
the optical maximum; such a redistribution is typical
of systems containing a luminous hot star and no
accretion disk [33].

Mikołajewska and Kenyon [4] concluded that the
hot component of Z And expands by a factor of almost
100 in the active phase, while its effective temperature
drops. The hot-component radius we found for the
epoch of maximum brightness suggests an expansion
by approximately a factor of 40; this may be related to
the ejected envelope with its photospheric character-
istics.

The radius and temperature of the hot compo-
nent at the epoch of the optical maximum yield a
luminosity of ∼ 7500L�. A smaller radius for the
hot component is not consistent with our spectral
data [30], which indicate the presence of absorption
components in the λλ4471 and 4713 Å triplet helium
lines. The residual intensity of the HeI λ4471 Å line
was 0.46 in November and 0.60 in December 2000.
At that time, the contribution of the cool giant to
the total radiation of the system was 0.07–0.08, and
the appearance of these lines could be due to the hot
component. In this case, the depth of theHeI λ4471 Å
line should be smaller than the contribution of the
hot component determining the radius. If we suppose
that the temperature of the hot component during
the active phase was lower than the temperatures
typical for O stars (i.e., ∼3 × 104–4 × 104 K), it is
difficult to explain the presence of a strong λ4686 Å
HeII emission line [30] in the spectrum of Z And. The
blackbody temperature consistent with the observed
SED is indirectly confirmed by the interpretation of
the absorption components of some other lines in the
spectrum of Z And. The presence of only absorp-
tion lines of the helium triplet has been observed in
the spectra of some O stars with Teff > 4 × 104 K
and log g ∼ 3.5–3.8; this is explained as an effect of
blocking of the UV flux at 228–912 Å by lines of
metals and decreased absorption of the flux in the
helium singlet lines [34]. It has been suggested that
the same mechanism could be responsible for the
presence of the triplet absorption lines in the spectrum
of Z And [30].

The fluxes of Z And we observed during the optical
flare prevent us from reducing the inferred radius of
the hot component, since, in turn, this would be in
contradiction with the observed depth of the absorp-
tion lines. On the other hand, the hypothesis that
the hot component has a much lower temperature
ASTRONOMY REPORTS Vol. 48 No. 9 2004
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encounters difficulties in connection with explaining
the presence of certain lines in the spectrum. Because
of the uncertainty in the interstellar reddening, the
luminosity of the hot component of Z And during its
optical flare has an error of about 100%.

The temperature and radius of the hot component
obtained for the quiescent state imply a bolomet-
ric luminosity of 1700L�. Nussbaumer and Vogel
[26] found that estimates of the temperature of the
hot component in this period lie in the range 105–
2 × 105 K. The temperature of the hot component
of Z And in the quiescent state may be higher than
the hot components of some other symbiotic sys-
tems (e.g., AG Peg and AG Dra) and close to the
value 2 × 105 K, since the nebula is dominated by
the He++ rather than He+ radiation (as is the case
in the AG Peg and AG Dra systems). If we use the
temperature 2 × 105 K and take the observed UV flux
at 1270 Å to be ∼1.55 × 10−12 erg cm−2 s−1 Å−1,
the bolometric luminosity of the hot component is
∼3700L�. The inferred luminosities in the quiescent
and active phases admit evolution with an approxi-
mately constant bolometric luminosity. However, we
can resolve the question of whether such evolution is
present only based on UV data obtained in both the
quiescent and active phases.

Our last set of observations (Tables 1 and 2) im-
plies that the radius of the hot component during
the optical flare considerably exceeds its value for
the quiescent state, but the effective temperature is
much lower. These parameters may correspond to a
pseudophotosphere formed during the active phase as
a result of the outflow of material from the flaring star.
This outflow should have an optical depth of about
unity in the continuum at a distance equal to the
obtained radius.

Paczyński and Żytkow [35] and Fujimoto [36] have
suggested that the burning of hydrogen on the sur-
face of an accreting degenerate dwarf proceeds in a
stationary regime within a narrow range of accretion
rates and that small variations in the accretion rate
can result in the expansion of the accretor with the
bolometric luminosity remaining approximately con-
stant [33]. This scenario was adopted by Fernández-
Castro et al. [8] as the most probable one for the
optical flares of Z And.

Bisikalo et al. [37] have modeled the evolution
of the gas flows in the vicinity of the hot compact
component of Z And, which accretes material from
the stellar wind of the cool giant. They calculated the
accretion rate as a function of the wind velocity. One
of their results is that the accretion disk surrounding
the compact source exists as long as the velocity
has certain low values. When the velocity becomes
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slightly higher, the disk ceases to exist, and mate-
rial is accreted directly from the flow. There exists a
range of velocities at which the accretion changes:
the disk decays, and its mass is accreted over a time
covering less than 0.1 of the orbital period of Z And
after the epoch of the velocity increase. As a result,
the accretion rate increases by a factor of 20–30.
It is thought that the increase in the accretion rate
is accompanied by a change in the nuclear-burning
regime and can lead to the ejection of matter by the
accreting component. The correct explanation of our
photometric data should probably be sought for in the
framework of these theoretical considerations.

5. CONCLUSIONS

Let us summarize the main results of this paper.
(1) The effective temperature of the cool compo-

nent (M4.5 giant) of the binary system Z And is
3400 ± 270 K, the observed integrated flux is 2.25 ×
10−8 erg cm−2 s−1, and the radius of the star is
(85 ± 14)R�.

(2) In the quiescent state of Z And, the electron
temperature of the nebula and its emission measure
are 2 × 104 K and 4.7 × 1059 cm−3.

(3) During the flare of 2000–2002, the emission
measure of the nebula increased by approximately a
factor of 4.4, to the value 20.9 × 1059 cm−3; at the
same time, the electron temperature of the nebula
remained virtually unchanged.

(4) During the active phase of Z And, the radius
of the hot stellar component of the system increased
by approximately a factor of 40, reaching 2.36R� at
the epoch of maximum brightness of the star. This
radius probably corresponds to the ejected envelope,
which imitates a photosphere. The temperature of the
hot component in that period was almost 3.5× 104 K.
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Abstract—A long series of observations of the low-mass eclipsing system CM Dra (M1, M2 < 0.25M�,
dM4.5e, V = 12.9m, Porb = 1.27d) was obtained in 1996–1997 as part of the international TEP (Search
for Transits of Extrasolar Planets) project. The observations were obtained on the 70-cm telescope of
the Astronomical Observatory of Ural State University with an automatic two-star photometer. The total
duration of the data series was 155 h. We construct and analyze a master light curve, including calculation
of the photometric and absolute orbital elements. Evidence for surface activity was detected. The light
curve of CM Dra outside eclipses shows low-amplitude (0.024m) brightness variations, suggesting the
presence of a starspot on one of the components. The amplitude of these variations stayed the same over
20 years, but the phase of the brightness maximum shifted by one-third of the orbital period, possibly
reflecting changes in the longitude or asymmetry of a single large polar spot. We detected four flares whose
energies were factors of several hundred higher than those of solar flares. The derived flare rate agrees with
data for CM Dra in the literature but is much lower than is typical for Population I stars in our Galaxy.
c© 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The eclipsing variable CM Dra is a low-mass
spectroscopic binary on the lowest part of the main
sequence. Both its components have masses below
0.25 solar masses; their spectral types are
dM4.5e+ dM4.5e. The system’s apparent magnitude
is 12.9m, and the orbital period is P = 1.27 days [1].
In 1993, Strassmeier et al. [2] included this system
in their catalog of binaries displaying chromospheric
activity, and evidence for solar-type activity in the
system was found. It is currently classified as a
BY Dra star [3]. These are late-type flare stars with
magnetic fields, which show quasi-sinusoidal bright-
ness variations due to the presence of spots on their
surfaces [4, 5]. The CM Dra system was studied in
detail in 1977 [1], when its photometric and absolute
elements were determined and low-amplitude, sinu-
soidal, brightness variations characteristic of starspot
activity were detected. Until recently, there were no
data confirming the presence of these variations. The
photometric and absolute orbital elements of CMDra
were determined only once, in 1977 [1].

Certain parameters of CM Dra, primarily its small
components (their total surface brightness is about
12% of that of the solar surface) and its high orbital
inclination (close to 90◦), make this star a suitable
1063-7729/04/4809-0751$26.00 c©
object for searches for terrestrial-size planets via dif-
ferential photometry. To accumulate a sufficient num-
ber of observations, the international Transits of Ex-
trasolar Planets (TEP) project was started to conduct
photometric searches for transits of extrasolar planets
across the disks of the stars in the CMDra system [6].
Our observations of CM Dra at the Astronomical
Observatory of Ural State University in 1996–1997
were part of this program.

In addition to the primary goal of these studies
(searches for planetary transits), we decided to use
the large amount of accumulated data to improve the
fundamental orbital parameters for this binary sys-
tem. CM Dra by itself is of interest as an extremely-
low-mass red star among studied close binaries on
the main sequence. In this paper, we present the
results of our photometric observations, our studies of
the light curve of CM Dra based on our observations,
an analysis of flare and starspot activity on the star,
and a new determination of the system’s fundamental
parameters.

2. OBSERVATIONS

We observed CM Dra using an automatic two-
star photometer mounted on the 70-cm telescope of
2004 MAIK “Nauka/Interperiodica”
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Fig. 1. The primary minimum of CM Dra from our ob-
servations. Different symbols represent data points for
different nights of observations.

the Astronomical Observatory of Ural State Uni-
versity [7]. We carried out R differential photome-
try, in accordance with the requirements of the TEP
project. CM Dra and the comparison star were kept
in their respective diaphragms by means of offset
guiding. The counts from the photometer were di-
rectly recorded by a computer. Periodically (once each
34 min), the stars were automatically removed from
the diaphragms, and the sky background was mea-
sured for 32 s. The sky background was approximated
with a third-power polynomial and subtracted from
the readings for CM Dra and the comparison star.
We then found the differences in the magnitudes of
CMDra and the comparison star, taking into account
differences in the sensitivities of the two photometer
channels. Since the angular separation of CM Dra
and the comparison star was only a few minutes of
arc, these differential magnitudes are already cor-
rected for first-order atmospheric extinction and the
absorption of light by thin clouds that sometimes ap-
peared during the observations. For our subsequent
analysis, we used differential magnitudes averaged
over 128-s time intervals.
We obtained the observations during 43 nights
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Fig. 2. The secondary minimum of CM Dra. Different
symbols represent data points for different nights of ob-
servations.

(155 observing hours, 68 of them in 1996 and 87 in
1997), yielding 4359 brightness estimates (magni-
tude differences between CMDra and the comparison
star). The rms error of a single measurement was
0.005m.

3. CONSTRUCTION OF THE LIGHT CURVE

It was difficult to construct the mean light curve of
CM Dra using all the observations directly, because
the individual light curves for each night demon-
strated slow variations due to differential extinc-
tion, since CM Dra and the comparison star have
very different colors. The participants of the TEP
project removed these changes by subtracting a
polynomial chosen as the best approximation of the
outside-eclipse parts of individual light curves for one
night [8]. When plotting a master light curve using
our own data at the Astronomical Observatory of Ural
State University, we decided not to exclude these
slow variations in the individual light curves, since
that should average out thanks to the large number
of observations (155 h). Apart from extinction, such
variations can reflect brightness variations due to
ASTRONOMY REPORTS Vol. 48 No. 9 2004
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scale (minima excluded). The solid curve is the approximating sine function.
starspots, if they are present on the binary compo-
nents. Brightness variations of this kind should be
manifest on approximately the same time scale as
extinction; it is believed that the rotational period
for the CM Dra components is synchronized with
the orbital period, 1.27 days. The CM Dra system
is very old, and its components are assumed to
exhibit completely synchronized rotation [9]. Thus,
having retained the trends for the individual light
curves, we were able to detect the outside-eclipse
brightness variations of CM Dra that are discussed
in the following section.
ASTRONOMY REPORTS Vol. 48 No. 9 2004
Unfortunately, our instrumental color system
changed slightly during the almost two-year period of
our observations: at different times, we used different
photomultipliers (FEU-106, FEU-136, FEU-79);
in addition, we used ordinary glass filters as well
as dichroic filters. This could result in the mean
differential magnitude of CM Dra being somewhat
different in different observing seasons. In addition, it
is known that the magnitudes of many BY Dra stars
can vary by about 0.2m between seasons, which is
explained as an effect of the changing pattern of the
spotted regions [10]. In our case, we were not able
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Table 1. Parameters of the outside-eclipse variations of the CM Dra light curves

Time interval Number of nights Duration, h Half-amplitude, mag Phase of maximum

Apr.–Oct. 1996 22 68 0.010 ± 0.002 0.517 ± 0.023

Apr.–Oct. 1997 21 87 0.013 ± 0.001 0.635 ± 0.009

All data 43 155 0.012 ± 0.001 0.597 ± 0.008
to distinguish and separate these two types of varia-
tions. Therefore, we derived averaged light curves for
each observing season (April–May 1996, August–
October 1996, April–May 1997, August–October
1997) and subtracted them from the individual light
curves for each night during the corresponding sea-
son.
The times of minima were computed using the

ephemeris from [6]:

Min I = HJD2449830.756967(01) (1)

+ 1.268389851(10)E,

Min II = HJD 2449831.990019(01) (2)

+ 1.268389851(10)E.

Figures 1 and 2 present the primary and secondary
minima of CM Dra indicated by our observations.
Different symbols are used to plot data points for
different observing nights. The data acquired for the
secondary minimum on August 31, 1996, were ex-
cluded from consideration, since they deviate strongly
from the mean, possibly due to a stellar flare.
The mean light curve of CM Dra obtained by

averaging all our observations is presented in Fig. 3a.

Table 2. Flare parameters of CM Dra

Date Duration,
min

Maximum
amplitude,

∆m

Maximum
energy,

(Estar +
Eflare)/Estar

1996 No flares detected

April 7, 1997 92 0.21 ± 0.01 1.210

August 9, 1997 70 0.10 ± 0.01 1.096

August 29, 1997 21 0.03 ± 0.01 1.028

September 6, 1997 34 0.21 ± 0.01 1.215
Each data point is the result of averaging four to six
brightness estimates for different observing nights.
The two narrow minima with nearly equal depth are
evident: the depth of the primary minimum is 0.74m,
and that of the secondary minimum, 0.63m. Both
minima are of short duration, indicating that the com-
ponents are strongly detached. The shape of the light
curve shows no ellipsoidality effects for the compo-
nents.

4. EVIDENCE FOR ACTIVITY
ON THE COMPONENTS OF CM Dra

4.1. Outside-eclipse Brightness
Modulations of CMDra

Our light curve of CM Dra reveals an interesting
feature: the brightness outside eclipses demonstrates
smooth, low-amplitude variations (Fig. 3a). Fig-
ure 3b presents the outside-eclipse brightness vari-
ations (with minima excluded) on an expanded scale.
We obtained a least-squares fit to these variations
using a sine curve; the best-fit amplitude is 0.024m

and the maximum brightness occurs at orbital phase
0.60.
As is noted above, sinusoidal brightness varia-

tions in the outside-eclipse parts of the light curve of
CM Dra with the same period and almost the same
amplitude (A = 0.022m) were found in 1977 [1]. Such
low-amplitude, sinusoidal variations are character-
istic of BY Dra stars and can be explained by the
presence of dark spots on the surface of the rotating
star [4].
However, there is an interesting difference be-

tween our results and those of 1977. The phase of
maximum brightness derived 20 years before our ob-
servations was 0.28 of the orbital period, whereas
the phase of maximum brightness indicated by our
observations is 0.60. This phase shift is about one-
third of the orbital period.
Since our observations cover almost two years, we

also searched for a change in the phase of maximum
brightness between 1996 and 1997. For this purpose,
we plotted separate light curves for 1996 and 1997,
then determined the phase of maximum brightness
ASTRONOMY REPORTS Vol. 48 No. 9 2004
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Fig. 4. Flares detected in individual light curves of CM Dra over the entire period of the observations; the amplitudes are
between 0.03m and 0.21m and the durations between 21 and 92 minutes.
using individual sine-curve approximations for each
of these light curves.

Unfortunately, as is noted above, the distribution
of the data points around the sine curve is not nor-
mal. To obtain the most realistic estimates of the
rms errors as given by the least-squares technique,
we combined data points in the light curves within
phase bins of 0.02. We then fit the outside-eclipse
parts of these light curves with sine curves; each
part contained 50 data points. The results with the
corresponding rms errors are collected in Table 1.

Though Table 1 shows that the difference between
the phases of maximum brightness for our 1996 and
1997 observations slightly exceeds 3σ, it would be
premature to conclude that there was a real change
in the phase of maximum brightness between 1996
and 1997. We can currently conclude only that this
phase can vary considerably over decades, as follows
from the comparison of our data with those obtained
20 years earlier.
ASTRONOMY REPORTS Vol. 48 No. 9 2004
The similar shapes and amplitudes for the bright-
ness variations of CM Dra in 1977 and in 1996–
1997 may indicate that these variations are due to
the same long-lived starspot feature. The shift of the
maximum-brightness phase is difficult to explain as
a result of asynchronous rotation of the components,
because the system is very old, quite detached, and
believed to be synchronized [9].

Figure 3a shows that the outside-eclipse bright-
ness variations of CM Dra are smooth, without a flat
minimum or maximum. This shape for the variations
may indicate that the spotted area is close to the rota-
tional pole of one of the stars; otherwise, it would have
become invisible at some point in the orbit [1]. The
low amplitude of the brightness variations may pro-
vide further evidence that the spotted area is near the
pole. The catalog of chromospherically active stars [2]
shows that brightness variations due to starspots on
other BY Dra stars usually have large amplitudes, up
to several tenths of a magnitude. If the size of the
spotted area on CM Dra is similar to the sizes of the
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Table 3. Photometric orbital elements of CM Dra

Orbital
elements

Our data (1997) Lacy’s
data [1] (1977)

k 0.899 ± 0.004 0.93 ± 0.02

r1 0.0681 ± 0.0002 0.0669± 0.0005

r2 0.0612 ± 0.0002 0.0624± 0.0005

X1 0.8 ± 0.02 0.5 ± 0.03

X2 0.5 ± 0.03 0.5 ± 0.03

e 0.005 ± 0.003 0.00 ± 0.02

w 183◦ ± 14◦ 0◦

L1 0.557 ± 0.002 0.534 ± 0.002

L2 0.443 ± 0.002 0.466 ± 0.002

i 89◦59′ 89◦49′

spotted areas of most other BY Dra stars, then we
can easily explain the low amplitude of the bright-
ness variations as being due to the spot’s somewhat
asymmetric shape, assuming that the spotted area is
almost exactly at the pole.
The change in the phase of maximum brightness

by one-third of the orbital period over the 20 years
between 1977 and 1996–1997 can be explained as
an effect of changes in the shape or asymmetry of a
large, long-lived polar spot, i.e., by variations in its
longitude distribution.

4.2. Flare Activity of CM Dra

Our analysis revealed four flares in individual
nightly light curves of CM Dra in 1997. No flares
were detected in 1996. Table 2 presents the data for
the detected flares: dates, approximate durations of
the flares in minutes, maximum amplitudes (in mag-
nitudes), and maximum relative energies calculated
using the formula

(Estar + Eflare)/Estar = 2.512−∆m. (3)

We used the following flare-detection criteria,
suggested in [6]: (a) a flare should last for several
minutes and contain more than one data point, since
a peak represented by a single data point could be due
to cosmic rays from the direction of the star; (b) the
amplitude of the intensity peak should be no less than
0.015m—flares can be reliably identified only when
this condition is fulfilled.
Figure 4 presents the photometric profiles of the

detected flares. Their characteristic shape is clear: a
rapid brightness increase (the impulsive phase) fol-
lowed by a gradual decline. This shape is also cha-
rasteristic of solar flares, but the energy of the flares
detected for CM Dra is much larger. The influence of
the flares on the total magnitude of CM Dra was 3–
20%, whereas the highest amplitudes for solar flares
do not exceed several thousandths of a magnitude.
Two flares with different strengths one after another
were apparently observed within a single night on
April 7, 1997. Table 2 shows that the flare duration
and energy are correlated: stronger flares are more
prolonged.
We estimated the flare rate, i.e., the mean number

of flares per hour, which turned out to be 0.026 flares/h
for the entire time interval of our observations. Such
a low flare rate is not typical of Population I stars in
the Galaxy. Low rates of flare activity were likewise
derived for CM Dra in 1977 (0.02 flares/h) [1] and
1994–1996 (0.025 flares/h) [6]. Given the system’s
high spatial velocity of 163 km/s [1] and its old age,
it seems likely that the low flare rate reflects the fact
that CM Dra is a Population II star.
On the other hand, the flare rate we observed may

be low due to the flare-detection criterion we used
(see above); i.e., faint flares could simply have been
undetected according to this criterion.

5. THE PHOTOMETRIC AND ABSOLUTE
ORBITAL ELEMENTS OF CM Dra

To reliably determine the photometric orbital ele-
ments, it is necessary to exclude the outside-eclipse
brightness variations. We applied a procedure for ex-
cluding the sinusoidal variations similar to that used
in the earlier study of CM Dra [1] and the study
of the eclipsing spotted system YY Gem [11]. The
variations were approximated with a least-squares-
fit sine function, and the resulting values, subtracted
from the light curve.
We determined the photometric orbital elements

using the code of Lavrov based on the method of
differential corrections [12, 13]. The derived orbital
elements are presented in Table 3, where r1 and r2 are
the radii of the system’s stars in units of the radius of
the relative orbit, a (a = 1); k = r2/r1 is the ratio of
their relative radii; i is the orbital inclination; w is the
longitude of periastron; e is the orbital eccentricity;
L1 andL2 are the brightnesses of the system’s stars in
units of the total brightness of the system (L1 + L2 =
1); andX1 andX2 are the limb-darkening coefficients
of the stellar disks.
ASTRONOMY REPORTS Vol. 48 No. 9 2004
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Fig. 5. Theoretical light curve of CM Dra based on the calculated photometric orbital elements (solid curve) and the observed
light curve (points). The left panel shows the primary minimum, and the right panel, the secondary minimum.
Figure 5 shows the theoretical light curve (solid)
plotted using the calculated photometric orbital ele-
ments together with the observed light curve (points).
The theoretical and observed light curves are in good
agreement.
We used the derived photometric orbital elements

to construct a model for the system and determined
the degree of filling of the inner critical Roche lobes by
the components of CM Dra. The result is presented
in Fig. 6. Both components of the system are deep
inside their Roche lobes; the degrees of filling are 14.7
and 13.9% for the primary and secondary, respectively,
confirming that the system is fully detached.
We determined the absolute orbital elements us-

ing the spectroscopic observations of [1], the effec-
tive temperatures T1 = T2 = 3150 ± 100 K, and the
radial-velocity amplitudes K1 = 70.0 ± 2 km/s and
K2 = 80.1 ± 2 km/s for the primary and secondary,
respectively. The resulting absolute orbital elements
are given in Table 4, where M1,2, R1,2, L1,2 are the
components’ masses, radii, and luminosities; A is
the semimajor axis of the orbit; and M1,2 bol are the
absolute bolometric magnitudes of the components.
Within the uncertainties, our results are in good
agreement with the 1977 data.
The main results of this study are the following.
(1) We obtained detailed observations of CM Dra

in 1996–1997 (155 h during 43 nights). These ob-
servations were acquired with the 70-cm telescope
of Ural State University equipped with a two-star
photometer. The observations were used to construct
a master light curve for CM Dra.
ASTRONOMY REPORTS Vol. 48 No. 9 2004
(2) We analyzed the light curve of CM Dra to
derive the photometric orbital elements. Within the
observational uncertainties, our results are in good
agreement with the data obtained by Lacy in 1977 [1],
but we find a nonzero orbital eccentricity.

(3) We derived the absolute orbital elements of
CM Dra using the spectroscopic results of [1].

(4) We detected low-amplitude (0.024m) bright-
ness variations of CM Dra in the outside-eclipse part
of its light curve. The parameters of these variations
(period, amplitude, phase) were determined by finding
a least-squares sine-curve fit for the variations. The
shape and amplitude of these brightness variations
agree with data from the literature and can be ex-
plained by the presence of a spot near the pole of one of
the components of CM Dra. However, a comparison
of our observations (1996–1997) with those for 1977
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Table 4. Absolute orbital elements for CM Dra

Orbital
elements

Our data (1997) Lacy’s
data [1] (1977)

M1/M� 0.237 ± 0.017 0.237 ± 0.011

M2/M� 0.207 ± 0.015 0.207 ± 0.008

R1/R� 0.256 ± 0.007 0.252 ± 0.008

R2/R� 0.233 ± 0.007 0.235 ± 0.007

A/R� 3.8 ± 0.1 –

M1 bol 10.29 ± 0.20 10.39 ± 0.11

M2 bol 10.56 ± 0.20 10.54 ± 0.11

L1/L� (5.8 ± 0.9)10−3 (5.5 ± 0.8)10−3

L2/L� (4.8 ± 0.9)10−3 (4.8 ± 0.7)10−3

revealed a phase shift of the maximum brightness rel-
ative to the orbital period. This may provide evidence
for changes in the longitude or shape (asymmetry) of
a single, long-lived, large spot on one of the compo-
nents of CM Dra.
(5) We detected four flares with energies two or-

ders of magnitude higher than the energies of solar
flares. The derived flare rate agrees with literature data
for the CM Dra system but is much lower than is
typical for Population I stars of our Galaxy.
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Abstract—The influence of various types of nonthermal electron and proton distributions and photoion-
ization on the charge state of energetic heavy elements moving in a plasma is investigated. The mean
charges of Mg, Si, and Fe are calculated for a bi-Maxwellian distribution of the background electrons
and for electron and neutral beams with power-law energy distributions. An anomalously high density of
the nonthermal component is required to obtain substantial deviations of the equilibrium mean charges of
these elements (a few charge units) from the case when they interact with a purely Maxwellian plasma. In
this context, the mean charges for O, Ne, Mg, Si, and Fe ions are also calculated for a model with charge-
consistent acceleration. The results indicate that photoionization does not significantly influence the charge
state of solar cosmic rays if the parameters of the plasma are those characteristic of impulsive solar events.
c© 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The numerous available observations of fluxes of
particles in interplanetary space due to solar events
enable us to divide these events into at least two
groups: impulsive and gradual. In impulsive events,
the accompanying soft X-ray radiation has a rel-
atively short duration (tens of minutes), while the
associated flux of particles is observed over several
hours. These events are characterized by an unusual
chemical composition compared to the ordinary solar
wind and corona: the material is enriched in elec-
trons, 3He (the 3He/4He ratio exceeds the coronal
ratio by a factor of 103−104), and heavy elements
(the mean Fe/O ∼ 1 exceeds the coronal value by a
factor of∼10) [1]. The most recent data obtained with
the “Wind” spacecraft show as well an appreciable
enrichment in superheavy elements in nine impulsive
events. For example, the content of particles with nu-
clear charges of 34–40 and 50–56 relative to oxygen
exceeded the coronal values by factors of about 100
and 1000, respectively [2]. The particle fluxes from
gradual events have durations of several days, while
the time scale for the fall of the associated X-ray
radiation is several hours. These particle fluxes typi-
cally have the coronal chemical composition. Data for
several gradual events indicate that the Fe/O ratios in
the initial phase of the events were close to the values
observed in impulsive events, after which this ratio
1063-7729/04/4809-0759$26.00 c©
decreased, until it was even lower than the coronal
value at the end of the event [3, 4]. This has been
explained as an effect of interaction with turbulence
generated by the accelerated protons [5].

The two groups of events are also accompanied
by different microwave radiation. As a rule, impul-
sive events are characterized by type III radio emis-
sion, while type II and IV outbursts accompany pro-
longed flares [6]. Note that type II and IV emission
is associated with the propagation of shocks in the
solar corona and interplanetary space, respectively.
It is usually thought that different mechanisms are
responsible for the acceleration of solar cosmic rays
in impulsive and gradual events. For example, the
particles in impulsive events are generated by second-
order Fermi acceleration, or stochastic acceleration.
In the case of gradual events, which are associated
with the formation of shocks, particles from the so-
lar corona undergo regular acceleration (see, for ex-
ample, [1]). However, observations of high-energy
gamma rays in a number of flares (both impulsive
and gradual) led to the conclusion that the fluxes
of particles interacting with the solar atmosphere in
these events were enriched in heavy elements and 3He
and that the particles were accelerated by a single
(stochastic) mechanism [7–9]. Therefore, first, it can
clearly not be ruled out that the combined action
of two types of acceleration is involved and, second,
there are differences in the chemical compositions
2004 MAIK “Nauka/Interperiodica”
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of the fluxes of particles that are captured and that
escape into interplanetary space. However, we will
leave these questions outside the framework of our
current study, and we will assume that only stochas-
tic acceleration of heavy particles acts in impulsive
events and that these particles immediately leave the
acceleration region.

In addition to the properties noted above, impul-
sive and gradual events differ in the mean charges
of the heavy-ion cosmic rays that are accelerated in
them. For example, the mean charge of Fe in im-
pulsive events is much higher than in gradual events
(∼20 as opposed to ∼11−14) [10–13]. The same is
true of the charges of other elements, such as Si.
Further, it is thought that the type III microwave ra-
diation characteristic of impulsive events is generated
by energetic (nonthermal) electrons propagating in
the solar atmosphere.Miller andVinas [14] suggested
that this nonthermal component of the plasma could
lead to additional collisional ionization of the acceler-
ated ions (over that due to the thermal component),
right to the observed charge QFe ∼ 20. They also
suggested that this could explain the difference in the
mean heavy-ion charges of the two classes of solar
events. Our current study is concerned with a quan-
titative study of this question based on the behavior
shown by several elements (O, Ne, Mg, Si, and Fe).

The mean charge of an energetic ion moving in a
plasma is bounded from above by the so-called equi-
librium charge Qeq, which corresponds to the case
when the particles are confined in the medium for a
fairly extended time [15–17]. A balance is reached
between the ionization and recombination of ionswith
a specified energy Ei. The mean charge of an element
subject to acceleration will be between its injected
(most likely, thermal) and equilibrium values, since,
in reality, such a balance will not be reached due to
the comparably small time that the particles are ac-
celerated and confined. In our previous computations,
we considered only thermal electrons and protons of
the background plasma as the main agents ionizing
energetic ions [16–20]. Here, we will also include the
nonthermal component and consider its influence on
the mean equilibrium charges of Mg and Fe and on
the mean charges of O, Ne, Mg, Si, and Fe in a
charge-consistent model for the stochastic acceler-
ation. As examples of such nonthermal distributions,
we considered a bi-Maxwellian electron distribution
and a power-law energy distribution for the electrons
and protons.

In [20], we analyzed data for the mean charges
of O, Ne, Mg, Si, and Fe for eight impulsive events
obtained by the SEPICA instrument on the ACE
spacecraft in 1998. For five of these events, the mean
charge of O and/or Si could be explained by suggest-
ing that these elements were accelerated in regions
with lower temperatures than the regions in which
Ne, Mg, and Fe were accelerated. Here, we will in-
vestigate whether such temperature differences could
arise due to the presence of nonthermal particles in
the plasma or due to photoionization, since, together
with collisional ionization, the appearance of multiply
charged ions could be due to interactions with X-ray
radiation (see also [21]). X rays are generated during
powerful solar flares, and the hypothesized connec-
tion between this radiation and the mean charges
of various elements assumes that the X rays could
influence the charge states of different elements in
different ways.

2. METHOD FOR COMPUTATIONS
OF THE ION-CHARGE DISTRIBUTIONS.

CASE OF A NONTHERMAL PLASMA

As in our previous studies [16–20, 22], we will
include among the processes that can change the
charge states of ions ionization (stripping) due to
collisions with electrons and heavy particles (protons
and, no less important, helium) of the background
plasma, as well as dielectronic and radiative recombi-
nation. In the general case, the rate of ionization (re-
combination) S(R), which depends on the ion energy
Ei, can be written as

S (Ei) =

∞∫

0

υσionf(v)dve,p, (1)

R (Ei) =

∞∫

0

υσrecf(v)dve,

where v = |vi − ve,p| is the relative speed of the in-
teracting particles, f(v) is the distribution function
for the relative speeds, and σion and σrec are the
corresponding cross sections.

It is traditional to assume that the electrons and
ions in the solar corona obey a Maxwellian distribu-
tion. However, under certain conditions (for exam-
ple, in the presence of density and/or temperature
gradients), appreciable deviations from such a distri-
bution are possible (see [23] and references therein).
Various types of nonthermal (non-Maxwellian) dis-
tributions have also been invoked to explain certain
observations. For example, if a Maxwellian distri-
bution is assumed for electrons in the corona, the
charge composition of the solar wind is not consis-
tent with measurements of coronal temperatures [24].
Therefore, in their computations of the charges of
C, O, Mg, Si, and Fe, Esser and Edgar [24] used a
two-temperature (bi-Maxwellian) distribution for the
coronal electrons, as is often observed in the solar
wind near the Earth’s orbit. This is a superposition
ASTRONOMY REPORTS Vol. 48 No. 9 2004
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Fig. 1. Mean equilibrium charge of energetic Fe ions
for various types of particle distributions for the ambient
plasma: (1) the electrons and protons have Maxwellian
distributions with temperatures T = Tp = Te = 106 K;
(2 and 3) bi-Maxwellian distributions for the background
plasma with Tc = 106 K and Th = 2.3 × 107 K for δ =
0.01 and 0.1, respectively; (4) along with the Maxwellian
particles (T = Tp = Te = 106 K), there are beams of
electronswith a power-law energy distributionwith ξ = 5
and δ = 0.1; (5) same as case (4) but with a neutral
beam (of electrons and protons) with a power-law energy
distribution with ξ = 5 and δ = 0.1.

of two Maxwellian distributions (so-called core and
halo distributions) with different temperatures Tc and
Th and different number densities Nc and Nh, which
probably correspond to the longitudinal and trans-
verse directions relative to the regular magnetic field
in interplanetary space.

Here, we considered an analogous distribution for
the background electrons in the regions where the
heavy particles are accelerated on the Sun, where the
magnetic field is also fairly strong:

f(υ) = Nc

(
me

2πTc

)3/2

exp(−meυ
2
e/2Tc) (2)

+ Nh

(
me

2πTh

)3/2

exp(−meυ
2
e/2Th).

We computed the ionization and recombination rates
for this distribution in the rest frame of the moving
ions. In this case, we can carry out the integration
over the angular variable in (1) explicitly. After this
ASTRONOMY REPORTS Vol. 48 No. 9 2004
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Fig. 2. Same as Fig. 1 for Mg.

procedure, the integrand f(υ) in (1) will have the form
[15]

f(υ) = Nc

√
me

2πTc

υ

υi

{
exp

(
−me

2Tc
(υ − υi)2

)
(3)

− exp
(
−me

2Tc
(υ + υi)2

)}
+ Nh

√
me

2πTh

υ

υi

×
{

exp
(
− me

2Th
(υ − υi)2

)

− exp
(
− me

2Th
(υ + υi)2

)}
.

The subsequent integration over the speed υ was
done numerically. Thus, the parameters of function
(3) are the core and halo temperatures and the ra-
tio of the numbers of electrons in these components
(δ ≡ Nh/Nc). The main parameter influencing the
computations is δ, while the (halo) temperature is
less important. For example, the mean equilibrium
charge of Fe for an energy of 0.01 MeV/nucleon and
Tc = 106 K varies from 14.6 to 15.4 as Th varies from
1.5 to 5 keV and is equal to 14.7 for a halo temperature
of 10 keV. Figures 1 and 2 show the mean equilib-
rium charges for Fe and Mg ions for δ = 0.01 and
δ = 0.1 for the case when the core and halo electron
temperatures are 106 K and 2.3 × 107 K (∼2 keV),
respectively. The case of a purely Maxwellian distri-
bution (δ = 0) is also shown for comparison. We can
see that the variations in Qeq are substantial only if
the number density of halo electrons is rather high
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Equilibrium charge of Fe for an energy of
0.01 MeV/nucleon and δ = 0.2 as a function of the
lower energy limit E0 (for ξ = 4) and the power-law index
ξ (for E0 = 2 keV)

ξ = 4

E0, keV Qeq

1.5 16.9

2.0 17.0

3.0 16.9

E0 = 2 keV

ξ Qeq

3.5 15.1

5.0 17.5

7.0 17.5

(δ ∼ 0.1). As another example of a nonthermal dis-
tribution, we considered a power-law energy distribu-
tion for the electrons in the regions of the solar flares
(see, for example, [25]). It is usually believed that such
electrons generate the type III microwave outbursts
and/or hard X-ray outbursts that are characteristic of
impulsive solar cosmic-ray events. By analogy with
(2), we have

f(υ) = N0

(
me

2πT

)3/2

exp(−meυ
2
e/2T ) (4)

+ Nb
ξ − 3
2πυ3

0

(
υ0

υe

)ξ

F (µ),

where F (µ) is the pitch-angle distribution of the
electrons (

∫
F (µ)dµ = 1) and the power-law index ξ

should be greater than three due to the normalization
condition. It is assumed that the second term in (4) is
present only in the speed interval v0 ≤ ve ≤

√
10v0,

which thereby limits the region of considered ener-
gies for the nonthermal particles to only one order of
magnitude (v0, corresponds to the lower energy limit
E0). With regard to the function F (µ), the charac-
teristic time for the isotropization of the beam elec-
trons is much shorter than the characteristic time
for the acceleration of ions in impulsive events. Con-
sequently, we can assume in a first approximation
that these electrons are distributed isotropically, i.e.,
F (µ) = 0.5. Note also that, in the case of a power-law
distribution for the electrons, the integration over the
relative speed of the colliding particles in (1) was car-
ried out numerically, over both the angular and energy
variables. Thus, the parameters of this distribution
will be the power-law index ξ, the energy limits for the
spectrum of nonthermal electrons, and the number
density of these electrons relative to the Maxwellian
particles δ = Nb/N0.

Since there are quite a few input parameters, it
is necessary to investigate their influence on the re-
sults obtained. First and foremost, we computed the
equilibrium charges of Fe and Mg for various energy
ranges for the electron beam: 1.5–15, 2–20, and 3–
30 keV. In the first and last of these versions, the equi-
librium charge was only slightly lower than when the
electron beam had energies in the range 2–20 keV,
which we chose as our basis case for the subsequent
computations. We also considered the influence of
variations in the power-law index ξ in (4). The results
of these tests are presented in the table. Overall, we
can conclude that the variations in Qeq were not sig-
nificant; they become more appreciable compared to
the Maxwellian case when ξ = 5 or 6. Figures 1 and
2 show the equilibrium Fe and Mg charges obtained
using the above method for several values of δ with
ξ = 5 and energy limits of 2 and 20 keV. We can see
that, as in the case of the bi-Maxwellian distribution,
the influence of the nonthermal electrons becomes
important when their number density is high (δ ∼
0.1−0.2). Note also that the addition of a nonther-
mal power-law beam with fixed δ exerts a stronger
influence on the increase of the equilibrium charge
and, consequently, also on the charges of accelerated
heavy ions.

Porquet et al. [26] present the mean equilibrium
charges for heavy ions at rest for a hybrid distribution
of the thermal electrons, which have a Maxwellian
distribution below a certain threshold energy Eb and
a power-law energy distribution above Eb, f(E) ∝
E−α, where α = (ξ − 1)/2. As a check of our com-
putations, we compared our results for themean equi-
librium Fe charge for energies Ei ∼ 10 keV/nucleon
with the results of [26]. We selected from [26] results
for α = 1.5 (ξ = 4) and xb = Eb/kT = α + 1/2 for
the two temperatures T = 106 K and T = 107 K.
Note that the threshold value xb determines the ratio
of the numbers of nonthermal to thermal electrons
for a specified α (δ ≈ 1.2, α = 1.5, and xb = 2). In
both cases, we obtained good agreement between the
mean iron charges (∼17.2 and ∼23.8 for T = 106 K
and T = 107 K, respectively).

Above, we considered various types of nonthermal
electron distributions and their influence on the mean
charges of heavy elements moving in the plasma.
However, in some solar flares, the contribution of
nonthermal protons to the generation of the hard
(>20 keV) X-ray radiation can be substantial (the
so-called neutral-beam case). For example, protons
contributed ≥60% as much radiative energy as
electrons in two of the 19 flares analyzed in [27].
Since the role of thermal protons in ionizing energetic
ASTRONOMY REPORTS Vol. 48 No. 9 2004
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Fig. 3. Computed mean charges of various ions in the model with charge-consistent acceleration (dashes). The squares
show observational measurements of the mean charges of (a) O, (b) Ne, (c) Mg, (d) Si, and (e) Fe for event 11 using the
ACE/SEPICA instrument (according to the measurements presented in [13]). (f) Energy spectra for O and Fe summed over
charge (see text for the computational parameters). The solid curve in plot (e) shows the behavior of the mean Fe charge in the
absence of a neutral beam in the acceleration region for the same values of the remaining parameters.
(≥1 MeV/nucleon) heavy ions is dominant [16, 17],
the contribution of energetic (nonthermal) protons
should also be included when computing the ion-
ization states of the accelerated particles. Therefore,
we also considered the case when we have a beam
containing both energetic electrons and energetic
protons, specifying δe = δp = δ to ensure electrical
neutrality of the beam. According to [27], the energy
ASTRONOMY REPORTS Vol. 48 No. 9 2004
of monoenergetic electrons in such a beam comprises
∼0.018 of the corresponding energy of the protons.
Consequently, a beam of electrons with energies from
2 to 20 keV will correspond to a beam of protons
with energies from 0.11 to 1.1 MeV. Figures 1 and 2
(curve 5) show the equilibrium charges for energetic
Mg and Fe ions when a neutral plasma beam is
present (δ = 0.1). We can see that the largest vari-
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ations in the mean equilibrium charges of these ele-
ments compared to the case of a pure electron beam
are attained for energies Ei ∼ 0.56 MeV/nucleon
(the difference is about 1–2 charge units for Fe), with
the difference for Ei ∼ 0.3 MeV/nucleon (the mean
energy of iron ions detected by ACE/SEPICA) being
a factor of 2 lower.

To investigate the influence of the nonthermal dis-
tributions on the charges of the accelerated ions, we
chose values of ξ and E0 for the neutral beam that led
to the largest variations in the equilibrium charge (an
“optimistic” evaluation of the effect; see the table).
Namely, we took the beam electrons to have ener-
gies of 2–20 keV, the beam protons to have energies
of 0.11–1.1 MeV, the power-law index to be ξ = 5
for both the electrons and protons, and the relative
number density to be δ = 0.2. Assuming the presence
of nonthermal particles with these parameters in the
plasma, we then computed the charges and energy
characteristics of accelerated O, Ne, Mg, Si, and Fe
ions. We tried to explain the temperature discrepancy
obtained by applying a uniform model to event 11 in
[20] by varying the main parameters of our accelera-
tion model (see below). Note also that this event (like
impulsive events 12–18, probably with the exception
of event 16) was accompanied by type III and/or V ra-
dio emission, which indicates the presence of particle
beams in the flare plasma.

Figure 3 presents the computed mean charges
for the accelerated O, Ne, Mg, Si, and Fe for the
case with T = 106 K and τ0

aN = 1011 s/cm3, and
with a neutral beam with the parameters presented
above present in the plasma. Here, τ0

a is the
characteristic time to accelerate the protons to
energies of 1 MeV/nucleon; for ions, τa(Q,E) =
τ0
a (Q/A)S−2E

(3−S)/2
i , where S = 1.5 is the power-

law index for the Alfven-wave turbulence and A is
the atomic number of the specified element. The
acceleration model corresponded to the charge-
consistent approach for stochastic acceleration de-
veloped by us earlier (see, for example, [17, 20,
22]). The mean charges of the accelerated ions
obtained with our computations were in agreement
with the observational values for energies Ei ∼
0.18−0.75 MeV/nucleon for the ratios τ0

a/τ
0
d = 0.1

for Fe, 0.3 for Mg, 1.0 for Ne, 11.0 for O, and
15.0 for Si. Here, τ0

d is the characteristic time for
diffusion (or confinement) of protons with energies
of 1 MeV/nucleon in the acceleration region; for ions,

τd(Q,E) = τ0
d (Q/A)2−SE

(S−3)/2
i . It is difficult to ex-

plain such differences in the efficiency of accelerating
different elements using only the differences in their
Larmor radii, since the ratio of the Larmor radii for
Fe+9 and O+6 is 2.3, while the ratios τ0

a/τ
0
d for these
ions differ by a factor of 100. Figure 3f presents the
energy spectra of the oxygen and iron ions summed
over all charge states. The resulting hardness of
the Fe spectrum compared to the O spectrum is
in qualitative agreement with ACE/ULEIS spectra
for the impulsive events of March 21, 1999, and
September 27, 2000 [28]. Figure 3e also shows for
comparison the computed mean Fe charges for the
same plasma parameters for the case when there
is no neutral beam in the acceleration region. We
can see that the influence of the beam is stronger
at low plasma energies (<1 MeV/nucleon), which
is where most direct charge measurements obtained
with spacecraft are made. The observed mean Fe
charge (Fig. 3e) can be explained in the case when
only a thermal plasma is present in the acceleration
region only with a much higher temperature [20].

Another way to explain the observedmean charges
of various elements for the case of a fixed temperature
of the acceleration region would be to suppose the
presence of plasma density inhomogeneities (different
values for the parameter τ0

aN ), with the ratio τ0
a/τ

0
d

being the same for different elements (see below).

3. INFLUENCE OF PHOTOIONIZATION
ON THE MEAN CHARGES OF HEAVY IONS

According to the estimates of [21], the photoion-
ization of ions by the soft X-ray radiation generated
in solar flares could also influence the charge com-
position of solar cosmic rays. This additional process
leading to the loss of an electron by an ion should lead
to an increase in the effective temperature in the ac-
celeration region. We investigated this effect, making
use of the more complete data on the photoionization
cross sections of various elements and their ions pre-
sented in [29]. Let uswrite the full cross section for the
loss of an electron due to the interaction of an ion with
a photon with energy ε (in eV) as the sum of partial
cross sections:

σph (ε) =
∑
nl

σnl (ε) , σnl (ε) = 0, (5)

ε < Eth and σnl = σ0F (y), ε > Eth.

Here, Eth is the ionization threshold, below which a
photon’s energy is not sufficient to strip off the corre-
sponding electron; σ0 is a constant; and the function
F (y) can be written as

F (y) =
[
(y − 1)2 + y2

w

]
y−Q(1 +

√
y/ya)−P , (6)

where y = ε/E0 and Q = 5.5 + l − 0.5P , and E0,
yw, ya, and P are parameters [29] (do not confuse
the parameters Q and l with the similarly denoted
ASTRONOMY REPORTS Vol. 48 No. 9 2004
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Fig. 4. Mean charges of accelerated (a) Mg and (b) Si ions computed taking into account photoionization (see text)
for the characteristic acceleration times τ 0

a = 10 and 100 s (dashes and circles, respectively) and T = 106 K, τ 0
aN =

1010 s cm−3, τ 0
a/τ 0

d = 0.5. The solid curves show the results for the computations without photoionization.
parameters described in the main text of the paper).
We can now write the photoionization rate:

Sph =
∫

(I/ε)σph (ε) dε, (7)

where I is the flux of soft X-ray radiation in the region
where the particles are accelerated. Analysis of the
observational data of [30] shows that, for most of the
studied flares, this flux has the power-law form I ∼
ε−γ with γ > 2. Here, we chose γ = 2, although, as
we will see below, even in this most optimistic case,
the influence of photoionization is not very significant.

As a rule, impulsive solar cosmic-ray events are
associated with weak soft X-ray flares, which occur in
very compact regions. In our estimates, we assumed
that the acceleration in a flare of class M1.0 (an X-
ray flux of 10−2 erg cm−2 s−1 at 1–8 Å) occurred
in a region with a size of L ∼ 108 cm. Given the
distance from the Earth to the Sun, this corresponds
to a flux through the surface bounding the active
region of about 2.3 × 108 erg cm−2 s−1. We find from
formula (7) that, in this case, the characteristic time
for the photoionization of heavy elements varies from
thousandths of a second for neutrals and ionswith low
charges to hundreds or even thousands of seconds for
multiply charged ions.

We also checked whether photoionization could
explain the differences in the corresponding plasma
temperatures obtained in [20] based on an analysis of
the mean charges of various elements. In particular,
ASTRONOMY REPORTS Vol. 48 No. 9 2004
the mean charges of O and Si for event 11 provided
evidence for temperatures in the acceleration regions
for these ions of T ∼ (1−2)× 106 K, while the data for
Fe indicated a temperature of T ∼ 6 × 106 K. Let us
suppose that the ions could be subject to ionization
by X-ray radiation during the entire time they are
in the acceleration region. In this case, turning on
photoionization in the acceleration model leads to the
appearance of a new parameter: the ratio of the char-
acteristic photoionization time for a specific ion to the
time for this ion to accumulate energy (or the time it
is confined in the plasma). An important assumption
in this scenario is that the flux of X-ray radiation
remains constant (and equal to its maximum value)
during the entire particle acceleration (and confine-
ment) process.

If there were an increase in the effective temper-
atures for Mg, Ne, and Fe due to photoionization,
we would expect the charges of these ions to be
appreciably higher compared to the charges of O and
Si, other acceleration parameters being the same.
Figure 4 presents the results of computations of the
mean charges for the accelerated Si and Mg ions
for the characteristic acceleration times τ0

a = 10 and
100 s. We can see that it is not possible to obtain a
dominant increase in the Mg charge compared to the
Si charge due to photoionization. For τ0

a = 1 s (which
is close to the properties of impulsive solar cosmic-
ray events), there are essentially no variations in the
mean charges of these elements compared to the
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case without photoionization. Note that increasing
the power of the flare by an order of magnitude (i.e.,
by one magnitude) influences the mean charges of the
accelerated ions to the same extent as does increasing
the acceleration time by the same amount.

4. INTERPRETATION OF THE RESULTS
AND DISCUSSION

As was shown above (Figs. 1 and 2), the equilib-
rium charges of ions moving through a nonthermal
plasma differ appreciably from the purely Maxwellian
case only if a large number of nonthermal particles are
added (δ = 0.1−0.2). With a sufficiently high number
density of nonthermal particles, it is possible to ex-
plain the temperature discrepancy found earlier using
a uniform model for the acceleration of ions in solar
flares if we assume different elements have different
ratios τ0

a/τ
0
d (Fig. 3).

Let us now discuss what conditions could lead
to different values of τ0

a/τ
0
d for different elements,

with τ0
aN fixed. This is equivalent to fixing the value

of τ0
a/τ

0
c , where τ0

c is the characteristic time for
Coulomb energy losses for protons with energies of
1 MeV/nucleon; for ions, τc(Q,E) = τ0

c A/(Q2N) ×
E

3/2
i . According to the analysis of [31], the condition

that τ0
a/τ

0
c be fixed can be rewritten in terms of the

parameters of the acceleration region:

τ0
a

τ0
c

∝ τ0
aN ∝ N2

√
l

B5/2(WT /WB)
(8)

=
N2

√
l

B1/2WT
= const,

where WB = B2/8π and WT are the energy densities
of the regular magnetic field and the turbulence as-
sociated with Alfven waves, B is the magnetic-field
strength, and l is the main scale for the turbulence
(l ∼ 0.1 × L, where L is the geometric size of the
acceleration region). Let us now write τ0

a/τ
0
d in terms

of the physical parameters of the plasma in the ac-
celeration region and separate out the constant ratio
τ0
a/τ

0
c , writing it in the form of a coefficient:

τ0
a/τ

0
d ∝ Nl

L2B2(WT /WB)2
(9)

=
N2

√
l

B5/2(WT /WB)

√
lB1/2

N(WT /WB)L2

=
(

N2
√
l

B1/2WT

) √
lB5/2

NWTL2
.

Variations in τ0
a/τ

0
d are now due only to variations

in the second factor. Let us consider several possible
scenarios leading to variations in τ0
a/τ

0
d . Let us sup-

pose that the turbulent energy density WT grows by a
factor of 9. Then, according to (8), to compensate for
this variation, for example, by increasing the number
density, the value of N must be increased by a factor
of 3. Overall, this leads to a decrease in τ0

a/τ
0
d by

about a factor of 30. Explaining the mean charges
of heavy ions for the ACE/SEPICA data [13] based
on these estimates would suggest that the Fe ions
were accelerated in a denser (by about a factor of 5)
arc with a higher degree of turbulence (by a factor of
20–30) than were the O and Si ions. Alternatively,
the different ions were accelerated in a single arc,
but at different times, with the plasma parameters
varying during the evolution of the solar flare in the
corresponding way. Finally, these data can also be
explained by supposing variations in the strength
of the regular magnetic field (say, an increase by a
factor of 4), which is compensated by variations in
the turbulent energy (a decrease by a factor of 2)
or by a corresponding (factor of 1.4) increase in the
plasma density in the acceleration region. In the first
case, this leads to an increase in τ0

a/τ
0
d by a factor

of ∼60, and in the second case, to an increase by
a factor of ∼20. Applied to the acceleration of the
ions considered, this would mean that O and Si were
accelerated, for example, in regions with a stronger
magnetic field and a lower level of turbulence than
were Fe, Mg, and Ne.

Let us now consider another possible explanation
for the observed ion charges by fitting the parameter
τ0
aN for various elements while fixing the ratio τ0

a/τ
0
d .

According to [31], by analogy with the previous case,
it is not difficult to obtain

τ0
aN ∝

(
B
√
N
√
l

LWT

)
N3/2L

B3/2
, (10)

where the factor in parentheses, which is proportional
to the square root of τ0

a/τ
0
d , remains constant. Then,

if τ0
aN is increased by a factor of 10 (due, for example,

to an increase in the number density N by a factor of
∼4.7), this should be compensated by an increase in
the size of the arc L or the turbulent energy density
by a factor of ∼2.2 (see (10)). In this case, again, the
Fe, Mg, and Ne ions should be accelerated in larger
regions (or in regions with a higher turbulent energy
density) than are the O and Si ions. On the contrary, if
a growth in τ0

aN is due to a decrease in the magnetic-
field strength, then a corresponding decrease in the
size of the arc and/or the turbulent energy density is
required to enable τ0

a/τ
0
d to remain constant. In this

case, the characteristics of the acceleration regions
for the Ne, Mg, and Fe ions, on the one hand, and the
O and Si ions, on the other hand, would show trends
ASTRONOMY REPORTS Vol. 48 No. 9 2004
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opposite to those presented above. This is probably
less likely, given that impulsive events are enriched in
Fe [32].

A joint analysis of the mean charges together with
the energy spectra of elements or the energy depen-
dences of the mean charges could probably shed light
on this situation by decreasing the number of free pa-
rameters in our model in a natural way. However, due
to the weakness of the particle fluxes from impulsive
events, the accumulation of data on the charge states
of heavy ions participating in these events is only
beginning [12, 13], although some results concern-
ing the energy spectra (averaged over several events)
have been known since the beginning of the 1980s
[33].

Let us now discuss the possible presence of a
nonthermal population of particles in the solar-flare
plasma in the required quantities indicated by our
analysis (δ ∼ 0.2). There have been many studies
in which the densities of energetic electrons have
been determined based on observations of microwave
and/or hard X-ray outbursts. For example, in his
analysis of data on type III radio outbursts, Huang
[34] estimated that the ratio of nonthermal to thermal
electrons was of the order of 10−6; an even lower
value was obtained in [35]. Somewhat more “opti-
mistic” conclusions follow from analyses of the hard
X-ray radiation of solar flares. For example, a to-
tal number of energetic electrons of 4 × 1028−1033

was obtained in [36]. If we suppose that impulsive
events occur in regions with characteristic volumes
1026−1027 cm3 [37] and particle densities of 109 cm−3

or higher, we find the ratio of the numbers of energetic
and thermal electrons turns out to be in the range
10−7−10−2. Thus, the maximum value for δ is∼0.01.
The value for this ratio derived from radio data and
Yohkoh soft X-ray data for 44 flares is 0.005–0.127
[38].

Miller and Vinas [14] estimated the number den-
sity of nonthermal electrons based on the observed
fluxes of 3He in solar cosmic rays. They supposed that
the energetic electrons are generated by turbulence,
on which the 3He is also subsequently accelerated.
As in our work, the value of δ they obtained was very
high—of the order of 0.1. This value of δ unavoidably
requires more complex (nonlinear) descriptions of the
acceleration and propagation of particles in the flare
plasma, since the quasi-linear approximations that
are usually used to describe the dynamics of the elec-
trons and the turbulence are evidently no longer valid
in this case.
ASTRONOMY REPORTS Vol. 48 No. 9 2004
5. CONCLUSIONS

Thus, the presence of a nonthermal population of
ionizing particles in the flare region cannot explain
the observed mean charges for various elements if
they are simultaneously accelerated in a homoge-
neous plasma. It is probably more reasonable to sup-
pose that different elements are accelerated in dif-
ferent parts of arcs (or in different arcs), or in an
arc whose parameters (the regular magnetic field,
turbulent energy density, etc.) evolve during the flare
process. Note that a similar tendency was found for
gradual events (in the framework of thermal models
for the formation of the mean charges of various ele-
ments): based on data for Si and O, the characteristic
temperature of these ions was somewhat lower than
the Ne and Mg temperature [10].

Therefore, inhomogeneity and/or nonstationarity
of the regions with regard to the acceleration of dif-
ferent ions is probably a general characteristic of the
generation of heavy particles on the Sun. We hope
that information about the energy dependence of the
mean charges of ions accelerated in impulsive events,
as well as data on the locations of regions of particle
acceleration, will help elucidate these questions. The
data currently being obtained by the HESSI space-
craft are very important [39] in this connection.

Photoionization probably does not significantly
influence the charge states of heavy ions accelerated
in impulsive events. The same conclusion was drawn
in connection with the role of photoionization in most
gradual events [40].
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Abstract—The granulation brightnesses and convective velocities in the solar photosphere between the
levels of formation of the continuum radiation and the temperatureminimum are examined. Spectral images
of the granulation observed in lines of neutral and ionized iron with high spatial (0.5′′) and temporal
(9 s) resolutions were obtained using the German Vacuum Tower Telescope in Izana (Tenerife, Spain).
A correlation analysis shows that the granules and intergranules change their relative brightness at a height
near 250 km, and a general reversal of the velocity occurs near a height of 490 km, where the material
above granules begins to predominantly descend, and the material above intergranules, to ascend. The
maximum correlation coefficient between the velocity and the line brightness does not exceed 0.75. The
properties of the brightness and velocity are analyzed in a sixteen-column model. Four sorts of motions are
most typical and efficient. In the first two, only the sign of the relative contrast of the material changes (an
efficiency of 46%). This occurs, on average, at a height of 270 km. In the last two motions, both the sign of
the contrast and the direction of the motion are reversed near a height of 350 km (an efficiency of 28%).
All the observed dependences are compared with theoretical relations obtained in a three-dimensional
hydrodynamical model, with deviations from local thermodynamic equilibrium included in the calculation
of the spectral-line profiles. This model can satisfactorily reproduce all the basic features of the convective
velocities and intensities. It is concluded that the convective motions maintain their column structure
throughout the photosphere, right to the level of the temperature minimum. This makes a separation of the
photosphere into two regions with different granulation brightnesses and convective motions unjustified.
c© 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In 1908, the Pulkovo Observatory astronomer
Hansky [1] presented the first quantitative studies of
the solar granulation, including the lifetimes, sizes,
and horizontal velocities of the granules. The theoret-
ical work of Unsold [2] suggested that a convective
zone located directly below the photosphere was
the origin of the granulation, and the granulation
pattern has been identified with turbulent convection.
Since 1949, when Richardson and Schwarzschild
[3] obtained the first granulation spectrogram, the
velocities of the granular and intergranular motions
directed along the line of sight have been determined
regularly. The material in granules is predominantly
ascending. However, in their analysis of granula-
tion spectrograms, Krat and Shpital’naya [4] con-
fidently detected granules in which comparatively
hot material was moving downward [4]. This finding
contradicted all commonly accepted theories for the
granulation. Karpinsky [5, 6] was the first to construct
a morphological model for the granulation brightness
using extensive observational data with very high
resolution obtained beyond the Earth’s atmosphere.
He showed that the brightness and velocity structures
1063-7729/04/4809-0769$26.00 c©
coincide only to a height of 100 km above the level
of formation of the continuum (which we will call
the continuum height), while velocities in the form
of vertical cylindrical columns are maintained to a
height H ≈ 250 km. This column structure is sharply
disrupted above these heights.

In subsequent years, numerous researchers have
studied the intensities and velocities of motions in the
photosphere, using various instruments and applying
various data-processing techniques and interpreta-
tions. A summary of studies presented before 1994
can be found in [7]. Following these studies, we could
divide the photosphere into two regions with different
physical properties and assume a boundary between
them at a height H ≈ 170 km above the contin-
uum height. This conclusion was based on the fact
that the fluctuation amplitudes for the intensities and
velocities of the motions first decrease with height,
reaching a minimum at H ≈ 170 km, then increase
again, with the velocities at H < 170 km and H >
170 km being uncorrelated. In the lower photosphere
(H < 170 km), the energy is transported from large to
small scales by the convective vortex-granules. Only
granules exceeding 1.5

′′
in size reach heights of H ≈
2004 MAIK “Nauka/Interperiodica”



770 KOSTYK, SHCHUKINA
Table 1. Line parameters and observing conditions

Wavelength, nm Element EPL, eV d, % Hd, km ∆t, min N Date

532.418 Fe I 3.21 0.861 500 31.3 200 Aug. 10, 1996

523.462 Fe II 3.22 0.722 340 158.1 943 Aug. 26, 2001

639.361 Fe I 2.42 0.745 490 158.1 943 Aug. 26, 2001

Note: The columns present the (1) wavelength, (2) chemical element and ionization state, (3) excitation potential of the lowest level
EPL, (4) central depth d of the line according to the Liège atlas of the solar spectrum [13], (5) height Hd in the solar atmosphere where
the line center is formed calculated allowing for deviations from LTE, (6) duration of the observations ∆t, (7) number of the exposures
N , and (8) date of the observation.
170 km. In the upper photosphere (H > 170 km),
various waves play the dominant role in the energy
transport. On the other hand, Espagnet et al. [7] con-
cluded that the photosphere could be divided into two
regions only in terms of the intensities of the motions,
since the vertical convective velocities penetrate to
heights ofH ≈ 550 km. Salucci [8] arrived at a similar
conclusion.

In all these studies, as well as those published
subsequently [9, 10], the complex intensities and ve-
locities of the motions were analyzed using a very
simple two-column model. Here, we do not restrict
our analysis to two-column models in our study of
the interrelations between the velocities and inten-
sities based on data with high spatial and temporal
resolutions. We compare our results with theoretical
calculations based on a three-dimensional hydrody-
namic model kindly provided by Dr. M. Asplund [11].

2. OBSERVATIONAL DATA

Weused spectrograms with high spatial (0.5
′′
) and

temporal (9 s) resolutions obtained in 1996 and 2001
on the German Vacuum Tower Telescope (VTT) in
Izana (Tenerife, Spain). Information about the tele-
scope and spectrograph are presented in [12]. Spec-
tral observations of the center of the solar disk were
carried out in an unperturbed region, accompanied
by a video recording in the Hα and Ca II K lines.
A CCD camera with 1024 × 1024 pixels connected
in pairs was used. The spatial resolution of a single
pair-connected pixel was 0.174

′′
. The entrance slit of

the spectrograph “cut off” an area of 0.38 × 98
′′
on

the solar disk. The spectra were recorded for a single
point on the solar disk. For the 1996 observations, we
chose the λ532.418 nm neutral iron line, for which we
obtained 31 min of recordings. The 2001 observations
were carried out with two cameras, which recorded
158 min of data for the Fe I λ639.361 nm and Fe II
λ523.462 nm lines. More detailed information on the
line parameters and observing conditions is presented
in Table 1.
After the usual preliminary reduction of the spec-
tral data (corrections for the dark current, fluctua-
tions in the transparency of the Earth’s atmosphere,
and the nonuniform sensitivity of the CCD pixels),
we determined the fluctuations in the intensities and
velocities of all three lines for each position along
the spectrometer slit and for each moment in time
at eleven heights in the solar atmosphere using the
“lambdameter” technique discussed in detail in [14].
The halfwidths of the spectral lines (the width be-
tween the center and the line wing) and heights in
the solar atmosphere calculated allowing for devi-
ations from local thermodynamic equilibrium (so-
called NLTE heights) are presented in Table 2 for the
intensities and velocities detected.

The spatial and temporal variations in the intensi-
ties and velocities are due to convective and wave mo-
tions. To separate these different types of variations,
we constructed a diagnostic diagram that presents
the power as a function of the temporal and spa-
tial frequencies. The procedure used to separate the
intensities and velocities into convective and wave
components has been discussed in more detail pre-
viously [15–17]. Our further analysis deals only with
the convective components. We have taken motions
toward the observer to be positive.

3. RESULTS OF THE OBSERVATIONS

The upper left-hand plot in Fig. 1 shows the corre-
lation 〈VC, VH〉 averaged over space and time between
the velocity VC at the continuum height (H ≈ 10 km)
and the velocities at all other heights VH. This corre-
lation gradually decreases from unity at H ≈ 10 km
to zero at H ≈ 500 km. This observational fact has
already been noted in numerous papers. Note that
the results obtained for the ionized iron are consistent
with the general dependence, although the correlation
coefficient displays a smaller gradient with height.
Note also the reversal in the sign of the correlation
for the Fe I λ639.3 nm line at H ≈ 500 km. Since the
negative correlation is very weak and reversals of the
velocity direction in the upper photosphere have not
ASTRONOMY REPORTS Vol. 48 No. 9 2004
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Table 2.Half-widths ∆λi of the spectral lines and corresponding heights H(∆λi) where the granular and intergranular
intensities and velocities were detected over the entire observational period

Wavelengths, nm Half-widths ∆λi, pm

532.418 0.5 1.5 3.0 4.0 4.9 5.5 6.0 7.2 9.5 14 17

523.462 1.0 1.9 3.3 4.2 4.9 5.5 6.1 7.2 9.3 15 20

639.361 0.5 1.5 3.0 4.0 4.9 5.5 6.0 7.2 9.5 14 18

Wavelengths, nm Heights H(∆λi), km

532.418 15 40 110 160 200 220 250 300 360 460 490

523.462 –25 –23 –8 20 45 60 80 120 180 290 340

639.361 5 20 70 130 190 210 250 320 390 470 490
been discussed earlier, we studied this property of the
convective velocities in more detail.

Figure 2 (left) presents for the same line the ve-
locity at various heights in the solar atmosphere as a
function of the intensity (contrast) IC in the contin-
uum, which is formed at H ≈ 10 km. At heights near
the continuum height, the material ascends above
granules and descends above intergranules. The ab-
solute values of the velocities above granules and in-
tergranules gradually decrease with height, approach
zero at H ≈ 390 km, and then increase again, with
upward motions dominating above intergranules, and
downward motions, above granules. However, this
velocity-sign reversal occurs only above structures
which display contrasts in the continuum higher than
6–7% in absolute value. Note that the classical def-
inition of granules and intergranules is valid only to
the continuum height. This definition loses its original
meaning at any other heights.

Let us return to Fig. 1. The middle left plot shows
the correlation 〈IC, IH〉 between the contrast IC at
H ≈ 10 km and the intensity IH at all other heights
in the solar atmosphere. The absolute value of this
correlation decreases from unity at the continuum
height to zero at H ≈ 250 km, then increases again;
that is, the brightness correlation changes from pos-
itive to negative 240 km below the height where
the velocity correlation reverses. In other words, the
material above granules already becomes cooler than
its environment at heights H > 250 km. The sign
reversal of the intensity with height above granules
and intergranules is illustrated in Fig. 3 (left), which
shows the intensity in the Fe I λ639.3 nm line for
various heights as a function of the contrast in the
continuum. Note that the intensity is the same as the
relative contrast, since it is determined relative to the
average value for each height.

The bottom left plot in Fig. 1 shows the correlation
〈VH, IH〉 between the velocity VH and intensity IH
ASTRONOMY REPORTS Vol. 48 No. 9 2004
at each height. This correlation first decreases with
height, reversing its sign at H ≈ 200 km, after which
its magnitude increases to the height H ≈ 400 km
and then decreases again to zero at H ≈ 500 km.
This complex behavior of the correlation 〈VH, IH〉 re-
sults from the behavior of the correlations 〈IC, IH〉
and 〈VC, VH〉. Note that, if the correlation 〈VC, VH〉 is
positive, the sign change of the correlation 〈VH, IH〉
at height H ≈ 200 km does not contradict the sign
reversal of the correlation 〈IC, IH〉 at height H ≈
250 km, since the correlation 〈VH, IH〉 corresponds
to a single height, whereas the correlations 〈IC, IH〉
and 〈VC, VH〉 correspond to different heights. Note
that the correlation 〈VH, IH〉 does not exceed 0.75,
even at the continuum height. It appears that total
coincidence of the intensity and velocity maxima is
rare for the solar photosphere.

Thus far, we have examined the intensities and
velocities in a two-column model. It is of interest to
study the motions in a model with a larger number of
degrees of freedom. If we assume that relatively hot
or cool material at two heights H ≈ 10 km and H ≈
500 km canmove both upward and downward, we find
16 types of convective motions, shown schematically
at the bottom of Fig. 4. Ascending material is denoted
by a plus sign, and descending material, by a minus
sign. We also used plus and minus signs to denote
material whose temperature is higher than or lower
than the average temperature for a given height. It
turns out that all 16 types of convective motions are
indeed observed in convective columns on the Sun,
even such, at first glance, improbable motions as
motion 13, with cool material ascending and becom-
ing hot at the temperature minimum. The upper plot
in Fig. 4 shows the number of cases (solid curve)
corresponding to each of the 16 convective motions,
while the second and third plots from the top show
the average absolute values of the velocity 〈VC〉 and
contrast 〈IC〉 at H ≈ 10 km. The fourth plot in Fig. 4
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Fig. 1. The correlations 〈VC, VH〉, 〈IC, IH〉, and 〈VH, IH〉 obtained for various heights in the solar atmosphere using the spectral
data for neutral and ionized iron. Shown are the observational data (left) and computations using the three-dimensional
hydrodynamic model (right).
shows a parameter that we have called the “efficiency”
(solid curve), which is the product of five quantities:
(i) the number of cases for each type of convective
motion, (ii) and (iii) their velocity and intensity with
respect to the average values at H ≈ 10 km, and (iv)
and (v) the same two quantities for H ≈ 500 km. This
efficiency varies widely, from nearly zero (motions 3
and 15) to almost 30% (motion 10).

Four types of motions are most efficient. In two
of these, the material changes only the sign of its
relative contrast, while both the sign of the contrast
and the direction of the motion change with height in
the two others. In more detail, these four motions are
the following:

(1) material that is hot at the continuum height
and cool at the temperature minimum ascending at
all heights in the photosphere (motion 14, with an
efficiency of 18%);

(2) material that is hot at H ≈ 500 km and cool
at H ≈ 10 km descending at all heights (motion 10,
28%);

(3) hot material ascending at the continuum
height and cool material descending at the temper-
ature minimum (motion 8, 15%);

(4) cool material at H ≈ 10 km descending and
hot material at H ≈ 500 km ascending (motion 7,
13%).

The total efficiency of these four motions is 74%.
Thus, we can understand that two-column models
ASTRONOMY REPORTS Vol. 48 No. 9 2004
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continuum. Shown are the observational data for the Fe I λ639.3 nm line (left) and computations using the three-dimensional
hydrodynamic model (right).
for the solar photosphere with hot ascending (mo-
tion 1) and cool descending (motion 2) materials
cannot explain the observed asymmetry and shifts of
the Fraunhofer lines, since the total efficiency of these
motions does not exceed 10%. At the same time,
the semiempirical four-column model of [18], which
admits both upward and downward motions of cool
and hot materials, can successfully explain almost all
features of the fine structure of the absorption lines
observed in the solar spectrum and has predicted
some features of the fine structure of the Fraunhofer
lines that have been verified by observations.

Let us consider in detail these four most efficient
motions. Figure 5 (left) presents heights where the
material changes the sign of its relative contrast IH
ASTRONOMY REPORTS Vol. 48 No. 9 2004
in convective columns with motions 14 and 10. We
can see in Figs. 5a and 5b that the height where
ascending (at all heights) material that is hot near the
continuum height becomes cool (motion 14) depends
only slightly on the velocity VC and contrast IC in the
continuum. On average, this height is Ho

14 ≈ 280 ±
105 km. This is also true for descending material;
namely, the height where material that is hot near
the temperature minimum becomes cool is almost
independent of both VC and IC. The contrast sign
reversals occur, on average, at Ho

10 ≈ 260 ± 100 km
(Figs. 5c, 5d).

Figure 6 presents the heights in columns withmo-
tions 8 and 7, in which there is a sign reversal of both
the contrast IH of the material and the velocity VH of
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the convective motions. In contrast to the previous
case, the corresponding heights depend significantly
on the velocity VC at the continuum height and, to
a lesser extent, on the contrast IC in the continuum.
Figure 6a shows that, the higher the velocity of as-
cending hot material, the higher the height of the
sign reversals for the contrast and direction of motion.
This height is Ho

8 ≈ 360 ± 130 km, on average. We
would expect this behavior based on general reason-
ing. However, it is difficult to understand the behav-
ior shown in Fig. 6b: the lower the contrast of the
granule in the continuum, the higher the height for
the sign reversals of both the direction of motion and
the relative contrast of thematerial. Unfortunately, we
have not yet found any satisfactory explanations for
this tendency. Figures 6c and 6d show the heights
of layers separating cool, descending material and
hot, ascending material near the continuum height.
These heights depend on the velocity at the con-
tinuum height and are virtually independent of the
contrast in the continuum. These heights are Ho

7 ≈
350 ± 120 km, on average. Note that the heights Ho

7

and Ho
8 exceed Ho

10 and Ho
14. This is quite reasonable,

since we have taken into account for Ho
7 and Ho

8 both

the sign reversal of the relative contrast IH (as for
Ho

10 and Ho
14) and the sign reversal of the velocity VH.

As we have already noted, the velocity sign reversal
occurs at higher heights than does the reversal of the
relative contrast.
ASTRONOMY REPORTS Vol. 48 No. 9 2004
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4. THEORETICAL COMPUTATIONS

Numerical modeling of the solar granulation has
developed considerably over the last decade. Two-
dimensional [19–21] and three-dimensional [11]
hydrodynamical models that can reproduce spectral
lines and their asymmetry and shifts have recently
been constructed. However, we are not aware of any
detailed comparisons of the calculated fine structure
of the intensities and velocities with observations.
In this section, we compare all the observed depen-
dences presented in Figs. 1–6 with the results of
calculations. We chose the three-dimensional model
of Asplund et al. [11], which recommended itself
highly in our previous studies [17, 22]. Note that we
have data only for a single time.

The modeled region of the solar granulation is
a rectangular solid 6000 × 6000 km in size (50 ×
50 grid points) in the horizontal plane and with a
vertical height of 3800 km. Thus, we have 50 × 50
one-dimensional atmospheric models describing the
height variations of the temperature, density, velocity,
etc., for each point of the horizontal grid. The spectral
line profiles for individual models were calculated al-
lowing for deviations from local thermodynamic equi-
librium (NLTE profiles) using the NATAJA codes,
which employ efficient iterative techniques for solv-
ing the radiation transport equations for multilevel
atomic models in the so-called 1.5D approximation
[23]. We used a realistic model for the iron atom de-
scribed earlier [22, 24], which takes into account the
fine structure of terms and contains about 250 levels
and nearly 500 radiative bound–bound and bound–
free transitions in the ultraviolet, visible, and infrared,
including transitions near the FeI continuum. Thus,
we obtained 2500 theoretical profiles for each spectral
line. We determined the intensity and velocity fluctu-
ations for eleven heights in the solar atmosphere by
applying the lambdameter technique to these profiles,
as we had for the observed profiles (Table 2).

Before we proceed with the analysis of the com-
putations, it is interesting and helpful to compare
the modeled convective velocities with the velocities
reconstructed from the spectral lines. This provides
a verification of all our calculations and a test for
the lambdameter technique. This comparison is pre-
sented in Figs. 7a–7c. We have selected three one-
dimensional models in which the calculated convec-
tive velocities increase with height (Fig. 7a), de-
crease with height (Fig. 7c), and change direction
(Fig. 7b). The calculated quantities are shown by
solid curves, and the quanities reconstructed from the
spectral lines, by asterisks. In all three cases, the re-
constructed velocities are in satisfactory (qualitative
and quantitative) agreement with the model veloci-
ties. Any better agreement can hardly be expected,
ASTRONOMY REPORTS Vol. 48 No. 9 2004
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500 km.

since the discrepancies are associated with the sim-
ple method used to determine the height where the
emission at the line frequency is formed, rather than
with any disadvantages of the lambdameter technique
or with computational errors. The point here is that
the velocities shown by the asterisks in Fig. 7 cor-
responded to the heights at which the optical depths
of the corresponding portions of the line profiles are
unity. In reality, the emission at each frequency is
formed in a fairly extended layer of the photosphere
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(thicker than 100 km), with the convective velocity
varying appreciably within this layer. Therefore, the
reconstructed velocities are weighted in accordance
with their contribution to the emission and, naturally,
differ from the model velocities for a specific height.

We would like to draw your attention to the agree-
ment between the observed [13] and spatially aver-
aged theoretical profiles (Figs. 7d–7f), which pro-
vides further verification of the reliability of our com-
putations using the three-dimensional model of the
solar granulation.
Let us proceed to a comparison of the computa-
tions with the observations. Figure 1d shows the cor-
relation 〈VC, VH〉. All three lines demonstrate similar
behavior and satisfactory agreement with the obser-
vations. However, the Fe I λ639.361 nm line shows
no sign reversal for the correlation at H ≈ 500 km,
in contrast to Fig. 1a, which presents the observa-
tional data. Similar features can be seen in Fig. 2
(right). In addition, the calculated correlation coeffi-
cients systematically exceed the observed coefficients,
especially for the Fe II λ523.462 nm line. For con-
venience, we have reduced the spatial resolution of
ASTRONOMY REPORTS Vol. 48 No. 9 2004
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calculated parameters (the contrast and velocity) to
the observational resolution.

Note that the correlations obtained from the ob-
served (Figs. 1a–1c) and theoretical (Figs. 1d–1f)
spectral-line profiles correspond to somewhat differ-
ent heights, especially near the continuum height.
This is due to the different spatial resolution of the
computations, which results in somewhat broader
height intervals for the theoretical profiles than for
the observed profiles with the same line halfwidths.
Consequently, the minimum height for the calculated
profiles exceeds that for the observed profiles.
ASTRONOMY REPORTS Vol. 48 No. 9 2004
The general behavior of the calculated correlation
〈IC, IH〉 (Fig. 1e) is similar to the observed behavior
(Fig. 1b): there is a height decrease from unity to
zero, a sign reversal, and then a small increase of
the negative correlation. However, clear differences
are also evident. In the three-dimensional model, the
sign reversal occurs, on average, at H t ≈ 340 km,
while the observations give Ho ≈ 250 km (see also
Fig. 3, right); the minimum value for the theoretical
correlation 〈IC, IH〉 is−0.1, while the minimum value
for the observed correlation is−0.4.

The general behaviors of the observed (Fig. 1c)
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and computed (Fig. 1f) 〈VH, IH〉 correlations are also
similar: a decrease in the positive correlation with
height, followed by a sign reversal, an increase in
the negative correlation, a minimum, and a gradual
decrease of the negative correlation to zero. The most
significant differences occur at heights from zero to
200 km; the observed correlation coefficients are al-
most constant for the first 100 km, while the calcu-
lated coefficients decrease to zero, and the theoreti-
cal correlations are negative for heights from 100 to
200 km, while the observed coefficients are positive.
Consequently, the sign reversal for the theoretical
correlation occurs at a lower height (100 km) than
does the observed sign reversal (200 km).

The relations obtained from the calculated spec-
tral-line profiles are shown by the small squares in
Fig. 4. This plot shows that numerous observed fea-
tures of the intensities and velocities are qualitatively
and quantitatively reproduced by themodel, and all 16
types of convective motions are present in the three-
dimensional hydrodynamical model [11].

There is satisfactory agreement between the three-
dimensional model and the observations (within the
ASTRONOMY REPORTS Vol. 48 No. 9 2004
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rms deviations) for the heights at which the ascending
material (motion 14) reverses the sign of its contrast
with respect to the environment, H t

14 ≈ 210± 130 km
(Figs. 5e, 5f). Note that we have obtained Ho

14 ≈
280 ± 105 km from the observations. Analyzing the
relations in Figs. 5e, 5f, we conclude that the height at
which the ascending granules change their contrast is
virtually independent of both the velocity and contrast
in the continuum, in satisfactory agreement with the
observations (Figs. 5a, 5b).

Figures 5g and 5h show the heights of the sign
reversal for the contrast calculated for the descending
material in the three-dimensional model (motion 10).
In contrast to the observations presented in Fig. 5c,
these heights (Fig. 5g) depend on the velocity in the
continuum: the higher the descent velocity in the
continuum, the lower the height at which the contrast
sign changes from positive to negative. On average,
the theory yields H t

10 ≈ 140 ± 120 km, whereas the
observations indicate an appreciably higher height,
Ho

10 ≈ 260 ± 100 km. We can see a similar difference
for the dependence of the height H t

10 on the contrast
in the continuum (Fig. 5h).

Figures 6e and 6f present the heights at which the
ascending granules become comparatively cool and
begin to descend calculated in the three-dimensional
model (motion 8). The higher the granule velocity
in the continuum, the higher the height of the sign
reversal. On average, this sign reversal occurs at
H t

8 ≈ 380 ± 110 km, in good agreement with ob-
servations, which yield Ho

8 ≈ 360 ± 130 km. On the
other hand, the heights H t

8 do not depend on the con-
trast in the continuum, whereas the observed heights
do (Fig. 6b).

Comparing Figs. 6g and 6h (motion 7) with the
observations presented in Figs. 6c and 6d, we see that
the dependences of the theoretical H t

7 and observed
Ho

7 heights on the contrast and velocity of the in-
tergranules in the continuum are rather different, al-
though the modeled and observed heights separating
the cool, descending material from the hot, ascending
material are quite similar (H t

7 ≈ 360 ± 100 km and
Ho

7 ≈ 350 ± 120 km, respectively). The heights H t
7

are virtually independent of the velocity in the contin-
uum, whereas the observed heights Ho

7 increase with
increasing descent velocity of the intergranules in the
continuum. In turn, the observed heights Ho

7 do not
depend on the contrast in the continuum, whereas
the calculated heights H t

7 appreciably increase with
decreasing contrast IC in the continuum.
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5. DISCUSSION AND CONCLUSIONS

We have studied the convective velocities and in-
tensities in the solar photosphere at heights from the
level of formation of the continuum to the height
of the temperature minimum using spectral obser-
vations of ionized and neutral iron lines. Our cor-
relation analysis has shown that the granules and
intergranules change their relative brightnesses at an
average height of H ≈ 250 km. This height is in good
agreement with the results presented in [25], which
summarizes the data of numerous observations and
publications. Note that Evans and Catalano [26], as
well as Holweger and Kneer [27], were apparently
the first to identify the sign reversal of the correlation
〈IC, IH〉 in the solar atmosphere.

A general reversal in the direction ofmotion occurs
at H ≈ 500 km; namely, the material above granules
begins to predominantly descend, and the material
above intergranules, to ascend. This behavior has
apparently not been discussed earlier. However, this
result must be verified, since it has been found for
only a single spectral line. On the other hand, the data
presented in Figs. 4 and 6 show that about 20% of the
objects in the solar atmosphere reverse their motion
at heights of H ≈ 350 km.

The maximum magnitude of the correlation coef-
ficient 〈VH, IH〉 does not exceed 0.75, in good agree-
ment with the recent findings of [9]. The topologies
of the intensities and velocities are apparently already
different at the continuum formation height.

There are various combinations of the direction
of motion and relative brightness of materials in the
solar photosphere. We have analyzed 16 cases and
shown that four motions are most typical and “effi-
cient” (for spectral lines). In the first two cases, the
material reverses only the sign of its relative contrast:
hot, ascending material becomes relatively cool at a
mean height of H ≈ 260 km, while cool, descending
material becomes relatively hot at a mean height of
H ≈ 280 km. In the last two cases, hot, ascending
material atH = 0–350 km; cool, descending material
at H = 500–350 km; cool, descending material at
H = 360–0 km; and hot, ascending material at H =
360–500 km reverse both the sign of their contrast
and their direction of motion.

We have compared all observed relations with
theoretical dependences calculated using the three-
dimensional hydrodynamical model of [11], taking
into account deviations from local thermodynamic
equilibrium when calculating the profiles of spec-
tral lines. In our opinion, this model satisfactorily
reproduces all the main features of the convective
velocities and intensities. We have found all 16 types
of motion considered in this model and have obtained
a satisfactory agreement with the observations.
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Note also the agreement of our observational data
shown in Figs. 1b and 1c with the calculations pre-
sented in [28] and performed for the two-dimensional
model of [20, 21].

Thus, our study shows that the convective mo-
tions maintain their column structure in the lower
photosphere right to the height of the temperature
minimum. Therefore, it seems unjustified to divide
the photosphere into two regions with different in-
tensities and velocities. The correlations 〈IC, IH〉 and
〈VC, VH〉 gradually vary in the solar atmosphere and
reverse their signs at different heights—250 km for
the intensity and 500 km for the velocity. We suggest
that the zero value for the correlation 〈VH, IH〉 at
H ≈ 200–300 km does not imply that the convective
brightness fields are disrupted above this level.
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Abstract—Variations in the positions of the intersection points of tangents to ray structures in the polar
corona of the Sun during the solar cycle are considered. At first glance, the decrease in the distance q
between the tangent intersection point and the center of the solar disk during activity maximum contradicts
harmonic analyses that indicate that the relative weight of higher harmonics in the global field increases
during this period. Indeed, the higher the harmonic number in an axisymmetric field, the closer the
intersection point of the field-line tangents (the magnetic focus) to the solar surface. It is shown that q
for a field composed of two harmonics with opposite polarities at the poles can be smaller than q for either
of them taken alone. A simple model representing the global field using the third and seventh harmonics is
analyzed; this model can reproduce quite satisfactorily the observed dynamics of magnetic foci of the polar
field. c© 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The magnetic field of the polar regions of the Sun
is of considerable interest from the standpoint of in-
vestigations of the nature of solar activity, cyclic laws,
and dynamo theory. Polar zones can be regarded
as relatively quiescent regions of the solar surface:
sunspots and flares are never observed there, and
prominences and filaments penetrate into these re-
gions only during epochs of activity maximum, before
the polarity reversals of the global magnetic field; no
differential rotation is present in the polar regions;
the angular momentum of the polar zones is very
small. On the other hand, large-scale and long-period
variations are clearly pronounced against the back-
ground of this quiescence. They seem to reflect pro-
cesses occurring in the convection zone—a region of
magnetic-field generation.
Since the rotational axis of the Sun is almost

normal to the plane of the ecliptic, polar regions
cannot face the Earth and are always located near
the limb, where Zeeman magnetography is virtually
impossible. For this reason, indirect techniques for
estimating the polar magnetic fields are important.
For example, the position of the polar crown promi-
nence ring outlines the polarity-inversion line of the
radial magnetic-field component and provides the
most adequate information about the epoch of the
polarity reversal [1–5]. Important information can
also be gained from the geometry of the magnetic
1063-7729/04/4809-0781$26.00 c©
field lines. Coronal ray structures follow the shape
of the field lines quite closely, since, in the case of
strong magnetic fields (small plasma parameters β),
the coefficients for transport along the field are much
larger than those for transport across the field, and
any density inhomogeneities are stretched along the
magnetic field lines. It is the similarity between the
ray structures observed near the solar poles during
eclipses and the pattern of field lines near the poles of
a magnet that first raised suspicions that there were
magnetic fields on the Sun [6]. The shapes of the polar
rays and dipolar field lines have subsequently been
compared many times and found to be in satisfactory
agreement [7, 8].

Analysis of the geometry of the distribution of
magnetic-field lines can give us some information
about the field without the need to invoke other data.
For example, a denser pattern of field lines implies an
increased field strength. The shape of the envelope of
the family of tangents to the field lines (penumbral
filaments) on a circle concentric to a sunspot was
used to find the relationship between the potential
and vortical parts of the field, its moments [9]. As
a rule, the tangents to polar rays (Fig. 1) intersect
at a single point [10–18]. This property is shared
by all axisymmetric spherical harmonics when their
angular coordinates ϑ are small. In other words, this
fact indicates that the global solar magnetic field is
nearly potential. The position of the tangent intersec-
2004 MAIK “Nauka/Interperiodica”
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Fig. 1.Negative UV image of the Sun in 171-Å FeIX/X emission lines obtained on December 23, 1997 (13:54 UT), using the
SOHOEIT, with tangents to the polar ray structures drawn. Regions of tangent intersections (magnetic foci) are marked with
circles. Half the distance between the foci, q, is 0.52 R�. (SOHO is a joint ESA–NASA project.)
tion point—magnetic focus—varies with the activity
cycle [14, 18]. At activity minimum, the distance q
between the center of the solar disk and the mag-
netic focus is maximum and is equal to approximately
0.65 R�. At activity maximum, it reaches a mini-
mum value of about q = 0.45 R�. There has been
no satisfactory explanation for this behavior of the
magnetic foci. Moreover, according to our current
understanding of the evolution of the global field, the
variations in the positions of the foci should follow the
opposite pattern. The relative weight of higher spher-
ical harmonics increases during activity maximum,
and the higher the harmonic number, the closer the
magnetic focus to the surface. We will show here that
the behavior of the magnetic foci reflects the complex
evolution of the global magnetic field in the course of
the cycle, with the polarity reversal occurring when
the field structure is most complex.We will attempt to
relate the motion of the foci to the dynamics of spheri-
cal harmonics known both from direct measurements
and from analyses of synoptic maps. Allowing for in-
teractions between the harmonics that can tentatively
be associated with the preceding and the following
cycles make it possible to obtain a cycle-phase de-
pendence for the depths of the foci that is close to the
observed pattern.

2. MAGNETIC FOCI OF SPHERICAL
HARMONICS

We can see in Fig. 2 that the distance q between
the intersection point of the tangents to the surface
magnetic field and the rotational axis of the Sun at the
latitude ϕ = 90◦ − ϑ, where ϑ is a coordinate in the
regular spherical coordinate system, is determined by
the inclination of the field line to the radius:

tan α =
Bϑ

Br
. (1)

According to the law of sines,

R�
sin(π − α − ϑ)

=
q

sinα
, (2)

so that

q =
R�

sin ϑ cot α + cos ϑ
, (3)
ASTRONOMY REPORTS Vol. 48 No. 9 2004
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or, in view of (1),

q =
R�

Br

Bϑ
sin ϑ + cos ϑ

. (4)

An axisymmetric potential field can be represented
as a set of zonal spherical harmonics:

B(n)
r = gn(n + 1)

(
R�
r

)n+2

Pn(cos ϑ), (5)

B
(n)
ϑ = −gn

(
R�
r

)n+2 dPn(cos ϑ)
dϑ

(6)

= gn

(
R�
r

)n+2

P 1
n(cos ϑ),

where gn is the weight of the corresponding harmonic
and P l

n are the associated Legendre polynomials [19,
20]. Substitution of these expressions into (4) yields

q(n) =
R�

(n + 1)Pn

P 1
n

sin ϑ + cos ϑ

. (7)

Using the behavior of the Legendre functions in
the vicinity of the singular point cos ϑ = 1 [21],

Pn ≈ 1, (8)

P 1
n ≈ 1

2
n(n + 1) sin ϑ,

we find for the (northern) polar region, ϑ ∼ 0, that

q(n) = R�
n

n + 2
. (9)

Formula (9) was apparently first derived in [22],
where it was considered additional evidence for
nondipolar structure of the global solar magnetic field
at the photospheric level near both activity maximum
and activity minimum and for the predominance of
the higher harmonics of this global field. Indeed, for
a dipole (n = 1), formula (9) yields q(1) = 0.33 R�,
which is lower than the values observed during any
part of the cycle. A harmonic analysis of the photo-
spheric field [23] demonstrates that the third, octupole
harmonic dominates at activity minimum. The value
q(3) = 0.6 R� is consistent with the observed value.
However, as the activity grows, even higher harmon-
ics begin to acquire larger weights (n = 6, n = 9);
their q(n) values increase further, while the magnetic
foci determined using the tangents method descend
to lower depths. This contradiction has remained
unaccounted for until the present.
ASTRONOMY REPORTS Vol. 48 No. 9 2004
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Fig. 2. Schematic showing the definition of q—the dis-
tance from a magnetic focus to the center of the solar
disk.

3. MAGNETIC FOCI
AND THE RELATIONSHIP
BETWEEN HARMONICS

DURING A POLARITY REVERSAL

The analogue to (9) for a field represented by only
two harmonics is

q(n+m) = R�
n

n + 2


1 +

m(n + 2)
n(m + 2)

− 1

(n + 1)(n + 2)
C(m + 1)(m + 2)

+ 1


 ,

(10)

where C is the ratio of the harmonic coefficients
gm and gn. When C is positive, q(n+m) varies from
q(n) to q(m), depending on the relative weight of the
corresponding harmonic. When C is negative, a C2

singularity is present, where the denominator in (10)
vanishes and

C2 = − (n + 1)(n + 2)
(m + 1)(m + 2)

; (11)

i.e., q approaches −∞ on the right and +∞ on the
left of C2. Let us note two other C values, viz., the C1

value for which q(n+m) = 0 and theC3 value for which
Br = 0:

C1 = − n(n + 1)
m(m + 1)

, (12)

C3 = − (n + 1)
(m + 1)

. (13)

It is obvious that C1 > C2 > C3 when m > n. It is
important that, in the interval C1 < C < 0, the values
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Fig. 3. Time dependence of q in a field composed upper
panel of two zonal harmonics, n = 3 and m = 7, which
vary according to cosine laws with a phase difference of
ϕ = π/2 and an amplitude ratio of A = 0.2. An interval
corresponding to a full magnetic cycle, or two 11-yr cy-
cles, is shown. The variation of the radial magnetic field
at the poles is shown at the bottom. The values of the field
amplitudes are reached at activity minimum. The lower
panel shows a plot of variations in the radial magnetic
field at the pole. The amplitude field values are reached
at minimum activity.

of q(n+m) are smaller than q for each harmonic indi-
vidually. Thus, as the relative weight of the harmonic
m with the opposite polarity increases, the magnetic
focus of the total field is lowered compared to the
focus of any individual harmonic until a time slightly
preceding the change of the field sign at the poles
(the polarity reversal). This could be the origin of the
observed lowering of the magnetic foci during activity
maxima to levels below those corresponding to the
harmonics that dominate in the global field at activity
maximum.
The solar magnetic cycle is a complex process

that is far from the simple oscillation of a dipolar
field coaxial with the solar rotation. The field at low
latitudes does not vanish, nor does it decrease dur-
ing the polarity reversal, instead being enhanced and
becoming more complex. The most general features
of the magnetic cycle can be modeled to some extent
by a dipole rotating in a meridional plane [24]. If we
consider axisymmetric models, we conclude that the
harmonics have the same period in time but differ
in phase. This can clearly be seen, for example, in
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Fig. 4. Same as Fig. 3 but for the negative phase differ-
ence ϕ = −π/2.

Fig. 1a in [23]: the first and third harmonics reach
their maxima near the solar minimum, while the sixth
and ninth harmonics reach their maxima near the
solar maximum.
We will now try to construct a simple model for the

dynamics of the global axisymmetric solar magnetic
field that represents this field with only two odd zonal
harmonics, n = 3 and n = 7, in order to describe the
behavior of the parameter q in the cycle. We assume
that

g3(t) = cos ωt, (14)

g7(t) = A cos(ωt + ϕ),

where A is the ratio of the harmonic amplitudes,
ϕ is the phase difference between the harmonics,
and ω is the frequency of the full magnetic cycle,
which corresponds to a period of 22 years. It follows
from (11)–(13) that C1 = −0.21, C2 = −0.28, and
C3 = −0.5.
According to [23], the phase difference should be

close to π/2 and, in general, either positive or neg-
ative. The modeled polarity-reversal pattern seems
to agree better with the observed evolution of the
global field if this phase difference is positive, i.e., the
larger-scale part of the field leads: the region of old
field shrinks and disappears at the pole rather than
being pushed toward lower latitudes by the new field
emerging at the pole. We chose the ratio of harmonic
amplitudesA so that q values smaller than the q of any
ASTRONOMY REPORTS Vol. 48 No. 9 2004
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harmonic were present during a substantial portion of
the period.

The time dependences of q(3+7) for both positive
and negative phase differences ϕ are shown in Figs. 3
and 4. In the lower part of each graph, the variation
of the magnetic field at the pole is shown in relative
units. The amplitude values of the field should be
reached at the activity minimum, with the field value
being zero at the maximum. The interval represented
by the graphs corresponds to a full magnetic cycle,
i.e., two 11-year sunspot cycles. The q values de-
crease and increase monotonically between polarity
reversals for positive and negative phase differences,
respectively. Near the reversal time, q approaches
positive or negative infinity; we should bear in mind,
however, that it is difficult to observe ray structures
during such periods, if they exist at all. It is important
that q changes in a jumplike fashion in our simple
model, from small to large values if the phase differ-
ence is positive and from large to small values if it is
negative. Thus, the values before and after the maxi-
mum should be very different. The available data [14]
obtained from observations of total solar eclipses do
not unambiguously demonstrate whether this effect
is present. The information is most fragmentary near
maxima, either due to the difficulties noted above or
simply by coincidence.
Studies of the ray-structure geometry at the polar

caps can now be done using solar images obtained
daily in UV lines with the SOHO EIT. We plan on
carrying out such work; the need for further improve-
ments in the model will be evaluated after obtaining a
more detailed picture of the q variations in the course
of the cycle.

4. CONCLUSIONS

The position of the intersection point of the tan-
gents to ray structures in the polar regions of the
Sun characterizes certain general properties of the
global magnetic field. For zonal spherical harmonics,
the tangents to field lines on the spherical surface
near a pole converge to a single point. Thus, the
existence of such points indicates that the polar mag-
netic field is nearly potential. The distance q from
the solar disk to this point (magnetic focus) varies
during the solar-activity cycle; the largest q values
are reached at activity minimum, and the smallest, at
activity maximum. The larger the harmonic number,
the larger the corresponding q; thus, the behavior of
the magnetic foci is in contradiction with the dom-
inance of lower harmonics at activity minimum and
higher harmonics at activity maximum. We should
bear inmind, however, that the solar magnetic cycle is
not a simple synchronous variation of various spatial
frequencies. The fact that the polar field vanishes and
ASTRONOMY REPORTS Vol. 48 No. 9 2004
changes sign at the epoch of maximum demonstrates
the existence of complex variations in the relative
weights of the harmonics. For a field composed of
harmonics that have opposite signs at the pole, q can
be smaller than the q values for each harmonic taken
alone. Thus, although the relative weight of higher
harmonics grows near the maximum, the decrease
in q at this time could be related to the emergence
of harmonics with an oppositely directed polar field,
which can tentatively be attributed to the field of the
new cycle.
By way of illustration, we have described a simple

model for the global field consisting of the third and
seventh harmonics. Their amplitude ratio and phase
difference were chosen so that the model reflects the
observed dynamics of the magnetic foci of the po-
lar field. Further development of the model requires,
above all, more detailed knowledge of the behavior of
q during the cycle. It is now possible to derive this
information, since continuous observations of the so-
lar corona with space-based telescopes have already
been carried out over an entire cycle.
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