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A new form of the nuclear energy-density functional for describing the
ground-state properties of finite nuclei up to the drip lines and beyond
is proposed. The volume part in this functional is fit to the Friedman—
Pandharipande and Wiringa—Fiks—Fabrocini equation of state for the
UV14 plus TNI model up to densities~1 fm~3 by a fractional ex-
pression inp which can be extended to higher densities while preserv-
ing causality. For inhomogeneous systems, a surface energy-density
term is added, with two free parameters, which also has a fractional
form like the Padeapproximant containing¥p)? in both the numera-

tor and denominator. In addition to the Coulomb direct and exchange
interaction energy, an effectiy@dependent Coulomb-nuclear correla-
tion term is included with one more free parameter. A three-parameter
fit to the masses and radii of real nuclei shows that the latter term gives
a contribution to the Coulomb displacement energy of the same order
of magnitude as the Nolen—Schiffer anomaly. The first self-consistent
run with the proposed functional, performed for about 100 spherical
nuclei, gives rms deviations from experiment sf1.2 MeV in the
masses and=0.01fm in the radii, which are about a factor of two
better than those obtained with the Skyrme functionals or with the
Gogny force. The extrapolation to the drip lines lies in between the
ETFSI and the macroscopic—microscopic model predictions.1998
American Institute of Physic§S0021-364(18)00115-7

PACS numbers: 21.66n, 21.10-k

Recent progress in measuring basic nuclear properties such as nuclear masses and
radii and in accumulating nuclear data is very impressive. Physics with radioactive beams
has opened up a new era in experimental studies of nuclei not too far from the beta
stability valley and of nuclear exotica at extreéZ ratios up to the drip lines and
beyond. From the theoretical side, unfortunately, the present-day microscopic approaches
are not able either to describe the properties of already known nuclei with sufficient
accuracy to meet modern experiments or to give reliable predictions for nuelear
incognitg specifically, the data needed in astrophysical applications but which are not
expected to be measured in the immediate future. Among the existing approaches, the
most successful are the self-consistent mean-field microscopic models based on effective
energy-density functional€EDF9 incorporating forces of the Skyrme type with zero
range or of the Gogny type with finite range, and also the relativistic mean(R&tF)
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model with classical meson fields. These models can give the masses and radii of mea-
sured nuclei with rms deviations from experiment no better than about 2 MeV and 0.02
fm, respectively While they may differ in the extrapolation behavfomost importantly,

all their predictions, even for nuclei not too far from stability, are in striking deviation
from those of the macroscopic—microscoffiéM ) models or of the extended Thomas—
Fermi model with Strutinsky integrdETFS).* These latter models are able to reproduce
the measured nuclear masses and charge radii with the rms error dewth@dleV and
~0.02fm, respectively, and their predictions are currently considered to be the most
reliable. Such a large disagreement between the two approaches may indicate that some
important physical ingredients are missing in the EDF construction, and perhaps the form
of the EDF used so far in the microscopic calculations is not flexible enough to incorpo-
rate them effectively. Searches for a better parameter set for these “old” functionals are
still continuing(see, e.g., a very recent papemhere the Skyrme functionals are revisited
with respect to the isovector (N—Z)? component, but it is hard to believe that this
revision would cure the above disagreement

In suggesting a new EDF, two issues should be kept in mind. Firstly, in changing the
conventional EDF form in an attempt to improve the description of nuclear masses and
radii, it is highly desirable to reach a mutually consistent result: the relative error for both
these quantities should be of the same order. As one may notice, this is not the case with
all available calculations, since they yield relative rms deviations for radii that are a
factor of 4 worse than those for the binding energies. Secondly, it would be of great
advantage if a new EDF could be used not only for nuclei throughout the nuclear chart
but also for describing such objects as neutron stars, with the crystal structure in their
crust. The present paper is an attempt towards such a universal nuclear density functional.

The total energy density of a nuclear system is represented as
e=gynte, Testecout €sit €anom 1)

whereg,, is the kinetic energy term which, since we are constructing a Kohn—Sham type
functional, is taken with the free operator p?/2m, i.e., with the effective mass
m* =m; all the other terms are discussed below.

The volume term in1) is chosen to be in the form

2 1-hi.x? , 1-hi X, ,
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Here and in the following. = (pn = pp)/2pg, pn(p) IS the neutror(proton density, and

2po is the equilibrium density of symmetric nuclear matter with Fermi ener&y

= (97/8)?%h2/2mr3 and radius parameteg= (37p,/8)*°. Fractional expressions of the

type in Eq.(2) were introduced in Ref. 6 for the EDF with application to finite systems
with pairing correlations. Such expressions allow an extrapolation of the nuclear equation
of state(EOS to very high densities while preserving causal behavior. This might be of
advantage, since the available microscopic nuclear-matter equations of state often violate
causality ap>1 fm~3. Thus, in deriving the parameters of Ef), we shall use the EOS

of Refs. 7 and 8 only in a region of up to about six times the saturation density.

The four parameters in the isoscalar volume energy density are fixed by fitting
to the EOS of symmetric infinite nuclear maftBfor the UV14 plus TNI model. The
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FIG. 1. Binding energy per nucleon in symmetric nuclear matter and in neutron matter. The open circles and
crosses are the calculations of Ref. 7 and Ref. 8, respectively. The solid lines show the fit by fractional
expressions of the type in E@).

result shown in Fig. 1 by the lower solid curve is obtained for values of the exponent
o=1/3, compression modulu§,=220 MeV, equilibrium density 2,=0.16fm 3 (r,
=1.143fm), and chemical potential= — 16.0 MeV (the energy per nucleon at the satu-
ration poin). The dimensionless parameters ate= —9.559,h], =0.633,h5, =0.131.
Keeping them fixed, a fit to the neutron matter EOS from the same p&eiserformed

to determine the three parameters of the isovectoropaftin Eq. (1). The good descrip-

tion presented by the upper solid curve in Fig. 1 is obtained veth=4.428,
hy_=0.250h5_=1.300. This corresponds to an asymmetry energy coefficient
Bo=30.0 MeV. Note that, according to our fit, the asymmetry energy decreasep with
changing sign at four times saturation density. Such behavior might lead to the neutron—
proton separation instability in dense matfter.

The surface part in Eq1) is meant to describe the finite-range and nonlocal in-
medium effects which may presumably be incorporated phenomenologically within the
EDF framework in a localized form by introducing a dependence on density gradients. It
is taken as follows:

2, asrg(vx,)?
3 P O S X7 +hir2(Vx, )2’

3

E5—

with h$ =h}, , a5 andhg the two free parameters. Such a form is obtained by adding
the termse(Vx,)? in both the numerator and denominator of the isoscalar volume
energy density of Eq2). Alternatively, this peculiar surface term may be regarded as the
Padeapproximant for thelunknown expansion in ¥p)?/(1+h3x7) where the form
factor 1/(1+hS x7) imitates a transformation to Migdal quasiparticleé Ref. 10. In

fact, h% is also a free parameter, but here we prefer to keep it fixed by the above
condition.

The Coulomb part in Eq(1) is approximated by
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FIG. 2. Representative diagrams that can contribute to the Coulomb-induced binding energy. Diagrams a and b
correspond to the direct and exchange Coulomb terms, respectively, whereas diagram ¢ shows the Coulomb—
nuclear correlation term. The solid lines represent the nudlpmton Green’s function, the dashed lines the
Coulomb interaction, and the black square the total amplitudé Mf(proton—protoh interaction.

2 1 2 ” 3(3 1 2 _4/3 o
&cou= 2T per(T) Ffopch(r)r dr+Jr pen(r)rdr T4\ €°pp (1=hcouX?) ,
(4)

where the first term, the diagram in Fig. 2a, is the direct Coulomb contrib(giqpressed
through charge density., and written, for simplicity, for the case of spherical symme-
try), while the second term is the exchange part, Fig. 2b, taken in the Slater approxima-
tion and combined with the Coulomb—nuclear correlation tetm,, Fig. 2c. The latter

is believed to account for the correlated motion of protons in nuclei beyond the direct
(Hartreg and exchangéFock) Coulomb interactiort!?

The spin—orbit ternz, in Eg. (1) comes from the two-body spin—orbit interaction
(k+ k"7 79)[V10(r1—ry) X(p1—p2) |- (o1 + 03). For spherical nuclei one gets

o k
T PsIK T ®)
n,p

where pg, is the spin—orbit densitypgiP(r)==\ny(o1),| @2 P(r)|% heren, is the oc-
cupation number of the single-particle leve] ¢, is its wave function,{o- 1), =] (]
+1)—1(1+1)—3/4, k"= kPP=k+ k', K"P=kP"=k— k', andCy=2s2/3p, is the in-
verse density of states on the Fermi surfaGg=307.2 MeV:-fm~3). It is known from

the RMF theory that the isovector spin—orbit force is very small compared to the isos-
calar one® Thus we set«’=0 and derive the isoscalar strengi+0.19 from the
average description of the splitting of the single-particle stateSRb.

The last term in Eq(1), the anomalous energy density, is represented as

sanom=i§np CorM(n) Fé(x (1) i(r), (6)

where »(r) is the anomalous density ar@,f¢ is the effective force in the particle—
particle channel with the dimensionless form fattor ff(x+)=fgx+ héx.
+fEr2(Vx, )2 The strength parametef§,= —2.8, h{=2.8 andf{=2.2 are extracted
from a fit to the neutron separation energies and charge radii of lead isdfopes.

The three parametews; , hy and hg,y remain to be determined. This was done
through ay? fit to the masses and radii of about 100 spherical nuclei fifé@a to2?°Th,
with the resulta =0.600, hy=0.440 andhc,,=0.941, the rms deviations being 1.2
MeV and 0.01 fm for the masses and radii, respectively. We shall call the EDF in the
proposed form, with the just parameters just determined, the nuclear density functional



JETP Lett., Vol. 68, No. 3, 10 August 1998 S. A. Fayans 173

14 LA LA ¥ T T T T T T T
13F -]
12[ oo @XPH ]
1E Pb *-- Gogny :‘ 4
w0l 4 - MM 4 E
< of ’ —o—FaNDF® | .
® 8F , i B
g T B 7
- 6F J
B s -' :
= 4 i .
: 3l ’ ﬁj ]
= ot cen AN ]
1 Suge "?f,l/;“"*:;}&r‘f d e
0 s s o 1
.""‘ <
ab N h
_2 Lassal ] aslsiaal Aaasal 1 al 1 Las

220 230 240 250 260 270
A

170 180 180 200 210

FIG. 3. Deviations of various theoretical masses from the ETFSI‘hfiasa long chain of lead isotopes. Black
triangles correspond to the MM modesolid dots to the Gogny forcéirom Ref. 2. The results obtained with
FaNDF are shown by open squares. The experimentally known masses including those derived from
systematic® are presented by crosses.

FaNDF (the superscript 0 means a “zeroth” approximation in the sense that other
parameter sets FaNOQR =2, 3,... might be found which lead to a better)fit

Typical results of the spherical HFBCS calculations with FaND¥Fare shown in
Fig. 3 for even Pb isotopes, from the proton drip line to the neutron drip (dTe
nuclides, in comparison with experimental data and other model predictions. The ETFSI
model is chosen as a reference. The nuclei inARe222 to 248 region might have a
static deformatiori;* so one expects that, with a deformed code, the results for FANDF
in this region will be shifted down closer to the MM or ETFSI results. Analogous
calculations for tin isotopes are presented in Fig. 4. It is seen that the predictions obtained
with the Gogny force just outside the measured regions are in strong disagreement with
other models. Approaching the neutron drip line, the masses obtained with B&BIDF
in between the MM and ETFSI predictions.
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FIG. 4. The same as in Fig. 3 but for the chain of tin isotopes.
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Finally, the mass differences for the mirror nuciéi—’0 and*'Sc—*'Ca calculated
with FaNDF in the uniform filling approximation are 3.546 MeV and 7.174 MeV,
respectively, whereas the corresponding experimental values are 3.543 MeV and 7.278
MeV. In all calculations the nucleon charge form factors in the direct Coulomb term and
neutron—proton mass difference in the free kinetic energy operator are always taken into
account. If the Coulomb—nuclear correlation term were omitted by sefttigg= 0, the
calculated mass differences for these mirror pairs would be 3.300 MeV and 6.872 MeV,
respectively, leading to a 6—7% discrepancy; this kind of discrepancy is known as the
Nolen—Schiffer anomaly. It follows that Coulomb—nuclear correlations play an important
role in finite nuclei. Incorporating the corresponding term in the EDF improves the
description of the nuclear ground-state properties and greatly reduces the severity of the
Nolen—Schiffer anomaly.

To summarize, we have shown that the agreement between the microscopic self-
consistent theory and experiment is significantly improved with the proposed EDF, in
which the volume part fits the microscopic EOS for infinite uniform matter, the surface
term has the peculiar form given by E), and for finite systems the Coulomb part
contains an additional Coulomb—nuclear correlation term. The first results obtained with
the FaNDE parametrization are encouraging. The proposed construction of the EDF
seems to be an important step towards a universal nuclear density functional.

The author thanks J. Wambach for helpful discussions concerning the microscopic
nuclear matter EOS during the early stage of this work and expresses his gratitude to
V. Shaginyan, S. Tolokonnikov and D. Zawischa for their continuous interest and helpful
comments. This work was supported by the Russian Fund for Fundamental Research
through Grant 98-02-16979. The computations were performed on a computer provided
by the Deutsche Forschungsgemeinschaft.
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The results of an experiment measuring the differekke= \ ;,— \,, of

the beta-decay constants of atomic and molecular tritium are reported.
The differenceA is determined by comparing the rates of growth of
the relative content of radiogenic helium-3 in samples containing
atomic and molecular tritium. The resul\ =(4.6+0.8)x 10 251
corresponds to a relative change of the decay constant ®®6%.

© 1998 American Institute of Physids$S0021-364(08)00215-1

PACS numbers: 23.46s, 33.15—¢, 32.10-f

According to the Fermi theory of beta decay, the probability of electron emission by
nuclei and the spectrum of the electrons depend on the structure of the electronic phase
space accessible to the beta electron in the atomic—molecular system including the beta-
active nucleus. The experimentally determined values of the fundamental parameters of a
beta transition — the decay constanand the maximum energy of the beta spectrum —
are sensitive to the state of the electronic environment of the nucleus — the so-called
chemical shift of nuclear characteristics. Since the energy released in the beta decay of

tritium is relatively low CH—3He+e™ +7+18.6keV), an appreciable fraction of the
virtual beta electrons is generated with wavelengths characteristic for atomic electronic
systems. This leads to considerable changes in the real beta spectrum and makes the
chemical shifts of the decay constant measurable. According to preliminary theoretical
estimates;? the chemical shifts of the decay constant for different configurations of the
electronic environment of the triton lie in the ran@®1-0.7%%. In the present letter we

report the results of an experiment measuring the difference of the decay constants for
atomic (\,) and molecular X)) tritium: AN=N3—\p,.

The helium differential isotopic mass-spectrometric method was used to determine
AX.2 The crux of the method consists in the fact that the rates of growth of the ratios of
the content of radiogenic helium-3 to the content of helium-4 are compared for two
samples, each of which contains helium-4 and some chemical compound of tritium. An
important advantage of this approach is that absolute measurements are completely elimi-
nated and the helium losses are much easier to take into account — the basic sources of
the systematic error are thereby eliminated. In the case studied the experimental arrange-
ment presupposed that two identical samples of a gas mixture containing helium-4 and
molecular tritium are produced at a momegand that subsequently an action is exerted

0021-3640/98/68(3)/4/$15.00 175 © 1998 American Institute of Physics
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on one of the samples so as to convert the tritium into an atomic state. Time is measured
from the moment at which the pressure of molecular tritium is switched on at the en-
trance surface of a 0.01-cm-thick palladium membrane with an active area offJghcin

a temperature-530 °C. The tritium which is passed through the membrane was mixed
with helium-4, after which the mixture was distributed over 350-mm-long molybdenum
glass ampoules with an inner diameter of 8 mm. The tritium partial pressure in the
ampoules was equal to 93 Pa, and the helium-4 partial pressure was equal to 6 Pa.
Dissociation of*H, molecules was accomplished by an rf discharge produced in the
ampoule ly a 1 MHz sinusoidal field with intensity-100 V/cm, produced by ring-
shaped outer electrodes. The resonance dissociation mechanism was used to obtain ther-
malized free tritium atoms. In this method the energy required to break the interatomic
bond in3H, molecules is supplied by superelastic collisighsollisions of the second
kind) in interactions with mercury atoms which are excited in the discharge up to levels
6P, and 6P,. The mercury atoms are introduced into the ampoule beforehand and the
mercury is evaporated by the discharge itself. The effective current in the discharge was
maintained at the leve-40mA. The power released in the discharge was equal to
140-145 W.

The procedure for obtaining atomic tritium was simulated in special experiments
with molecular protium. Mass-spectrometric and optical methods were developed to de-
termine the degree of dissociation of the molecules. In the mass-spectrometric measure-
ments, free hydrogen atoms flowed from the discharge cell along a fluoroplastic antire-
combination channel in a free molecular flow regime into the ionization chamber of the
mass spectrometer. The degree of dissociatioras determined from the dependence of
the currentl of atomic hydrogen ions on the powerabsorbed in the discharge cell. For
the above-indicated values of the current and field intensity in the discharge, a horizontal
plateau corresponding to nearly 100% dissociation of hydrogen was achieved on a plot of
the function! (P).* The optical method of determining was based on comparing the
intensities of the monochromator-identified spectral lines of the Balmer segiesijl,

H,, and H; and bands with wavelengths 652 nm, ~580 nm, and~410 nm from the
spectrum of molecular hydrogen for two regimes of the rf discharge — flow-through, in
which the gas is pumped continuously through the discharge tube, and static. The resi-
dence time of a molecule in the interelectrode space was equal to 0.003-0.01 s in the
flow-through regime. In this case, there is virtually no time for the hydrogen to dissociate
and molecular bands predominate in the spectrum of the discharge. In the static regime
(i.e., no gas flow, however, for the same pressures and power dissipated in the discharge,
the intensity of the Balmer lines is 10—15 times higher, while the intensity of the mo-
lecular bands is 25 or more times lower. Comparing the coefficients of the relative
change in the intensities, it can be shown that in the static discharge the degree of
dissociation of hydrogen exceeds 93%. The static weights of the ionized and excited
states of hydrogen in the discharge, calculated using estimates of the current, density, and
energy of the electrons, did not exceed i%. Therefore the experimental conditions
made it possible to observe the beta decay of tritium in the ground atomic and ground
molecular states.

The measurement equation in the helium differential method of determininfpr
the pair®H atom plus®H, molecule has the forfn
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(3He/4He)a_ra( AN
(®Hel*He),, Tm

Here (3He/4He)m'a are the mass-spectrometrically measured values of the helium isoto-
pic ratios in samples with molecular and atomic tritium, and =, are the effective
exposure times of the samples, and the residence time of part of the tritium in an atomic
state(i.e., the discharge lifetimds 7,k, wherek<1 is a dimensionless factor. The time
intervals r,, and 7, were calculated from the relations, ;= (tma—t0) + Sma”ma:

where the time readings, andt, correspond to the moments when tritium is separated
from the samplesy,, and 5, are the time intervals between the readibhgsndt, and

the moment when helium isotopic ratios in the samples are measured,aadd 5, are

the relative residual specific activities of tritium, determining the rate of accumulation of
helium-3 in the “molecular” and "“atomic” samples during the time intervajg, and

1, - The tritium was separated from the samples during the interaction of the gas mixture
with the palladium membrane, similar to membrane used when the ampoules were filled.
The uncertainty in the reference tig just as in the values df, andt,, did not exceed

8 s. The relative residual activity due to incomplete removal of tritium through the
membrane was measured with an internal-fill proportional counter with sensitiity

tritium atoms and was equal t@5,,=0.00115 ands,=0.00095 of the initial specific
activity of the mixture. The permeability of palladium membranes for helium and other
factors determining the nonradiogenic variation in the rki@/*He in mixtures were
monitored with a mass spectrometer with a sensitivity with respeteof ~3x 10*
atoms® The amount of helium-3 formed in samples during their exposure time exceeded
2x 10 atoms. Therefore the possible systematic errors due to helium leaks were de-
tected at the levet-10 %%.

The ratios of the helium isotopes in the samples, close to 0.001 in absolute value,
were measured with a modified MI-1201 two-beam isotopic mass spectrofriBier.
3He" and“He" ion currents were measured with continuous evacuation of the mass
spectrometer chamber by a titanium getter pump, which stabilized the background con-
tent in the apparatus of hydrogen molecules with mass numbig42H( *H,) at the level
103 of the ®He content in a single admission. Five series of measurements were per-
formed. In each series, samples of a helium mixture from “molecular” and “atomic”
samples were successively admitted into the chamber. As a result, the value 0.90257 with
a standard deviation of 0.00021 was obtained for the ratie{*He),/(*He/*He),, from
the left-hand side of the measurement equation. The effective exposure times were
Tm=271.80 min andr,=244.90 min; the coefficienk=0.70, i.e., the discharge was
maintained for 171 min. The degree of dissociatiowas taken to be 0.9% 5.

The ratio AN/N, determined from the measurement equation with the above-
indicated values of the parameters entering in the equation, equals 0:00Z®0D45.
The error in the result, corresponding to one standard deviation, was determined by a
quadratic form which included the variances of all parameters of the measurement equa-
tion. The variance of the ratie,/ 7, was calculated taking account of the 95% positive
correlation of the random quantitiég, andt,, which is due to the fact that identical
procedures were used to remove tritium from both samples. To calculate, on the basis of
the measured relative shift of the decay constant, the absolute value of the difference
AT, of the half-lives of molecular and atomic tritium, it is best to use the valyg,
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=(12.296-0.017) yr — the weighted-mean of the latest two published estimates of the
half-life for molecular tritium, which also agree well with one another. One of these
estimates was obtained by the isotopic-helium mettamdi the other was obtained from
the decay curve obtained by the bremsstrahlung detection m&tBatte AT,/ Ty
=—AN\ for AN/A<1, we find Tyjom— T124=(0.0316= 0.0055) yr=(11.5+2.0) days.

We obtain for the absolute value of the difference of the decay constgraad

In2

AN=NamAm=g—

(0.00257-0.00045=(4.6+0.8)x 10”2571,

Methods of fast tritiation of different hydrogen-containing compounds are being
developed on the basis of the method developed for obtaining, stabilizing, and perform-
ing diagnostics on atomic hydrogen. This will make it possible to measure the chemical
shifts of the decay constant for a wide class of atomic—molecular systems. The experi-
ment determiningAN in molecular—atomic tritum vapor showed that the accuracy
achievable in measurements of the chemical shifts of the decay constant by the helium
differential isotopic mass-spectrometric method is sufficient for determining the role of
diverse through which the electronic cloud surrounding the beta-active nucleus influences
the beta electron, and therefore separate beta-electron production channels can be studied
theoretically: decay in bound states, screening of the nuclear charge by atomic electrons,
excitation of atomic electrons, exchange effect. The goal of the development of precision
measurement methods and an adequate technique for calculating the chemical shifts of
the decay constant is to construct on the basis of the chemical shift a new method for
determining the energy and spatial characteristics of electronic states in atomic—
molecular and other quantum-size systems.
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The mass shift and broadening of the isoB41232) formed in the
reaction’?C(p,n)A** 1B* are explained by taking into account the
elastic and inelastic rescattering of the isobar decay products by the
residual nuclear system. The computational results for the mass de-
crease and broadening of the peak are in good agreement with the
experimental data. Predictions are given for a process of the same type
on the deuterompd—nnA**. © 1998 American Institute of Physics.
[S0021-364(©8)00315-9

PACS numbers: 25.40.Ep, 27.2(

Recent investigations of the production of wide resonances in nuclear interactions
conducted in an exclusive or semiexclusive arrangetn&have shown that in a number
of cases the observed parameters of the resondmegosition of the maximum and the
shape and width of the linaiffer appreciably from the parameters of a free resonance.
It seems likely that the simplest and most universal reason is that a resonance with a
width greater than several tens of MeV decays predominantly within the range of the
nuclear forces, and the products of its decay are highly likely to interact with the residual
nuclear system, transferring part of the energy and momentum to it; this decreases the
observed mass and broadens the peak.

The problem of the properties of hadronic resonances formed in nuclear reactions
has attracted in recent years the attention of theorists, and there are a large number of
publications concerning this questiésee Refs. 5 and 6 and the references cited there
Even a brief review of the corresponding theoretical models and results falls outside the
scope of the present letter. We note only that most of them are based on the idea of a
change in the effective mass of the hadron, propagdbefpre decayingin the nuclear
medium, on account of the interaction with the surrounding matter. We shall employ a
completely different approach. Since the transit time of a wide hadronic resonance in a
nucleus is of the same order of magnitude as the lifetime, to a first approximation we
neglect the change in its properties as a result of collisions with the nucleons in the
nucleus. The only, and seemingly the most important, dynamical effect that will be taken
into account is the interaction of the decay products of a resonance with the residual
nuclear system. In other words, we proceed from the fact that the physical nature of the
observed shift does not signify a change in the position of the pole in the production
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amplitude as a result of hadron-nuclear interaction and that it is a simple consequence of
the interaction of the decay particles with the spectator nucleus.

The effect mentioned above has been observed in the reaction whereby the stopped

antiprotons are captured by deutercp_ntb—> p27+37~ (Ref. 3, where a peak is present
in the mass distribution of the system+#22#~) (the so-called resonandg1480) or

X(1500), possibly n bound state The surprise was that the position of the peak was
substantially different for smallp<200 MeVk) and large ps>200 MeVk) momenta

of the spectator proton. The shift was equal to about 120 MeV. Both the appreciable
high-momentum “tail” in the momentum distribution of the spectator and the shift and
broadening of the peak in the mass spectrum of the systemi 2z ~) in different
regions of the momentum of the final proton were successfully explained in Ref. 7 in a

model of a quasifre@n capture and rescattering of one of the pions from the decay of
X(1500) by the proton. The idea was that the pion gives up a portion of its energy and
momentum to the spectator proton, as a result of which the invariant mass of the system
(2727 7) becomes smaller by an amount of the order of 120—-140 MeV. This inter-

pretation was later confirmed by new dataﬁm capture® where aA-isobar peak was
observed in the mass distribution ofr{p), in agreement with the theoretical
predictions obtained in the same model.

There arises the conjecture that this is a universal effect for all wide resonances
produced in nuclear interactions. It is natural to raise the question of whether or not the
effect appears for the best known of these resonances A thebar. To find the answer
to this question was the main goal of our investigation. There exists a large quantity of
data on the inclusive spectra of tritons and neutrons from the reactibtes ) and
(p,n) in the region ofA excitation of nuclef® For our purposes, we require data on
exclusive or semiexclusive investigations with simultaneous detection of both products of
the decayA(p+ #"). There are few such data, and the best data are apparently for the
procesp+ °C —n+p+x"... at 1.5 GeW,* where it was found that the distribution
over the invariant mass of the system(p) differs substantially from the case of the
reaction on hydrogen. In what follows we shall examine the reactio®©nwe shall
compare the theoretical results with the data of Ref. 1, and we shall give theoretical
predictions for the case of the deuteron.

We underscore that the question investigated ldigtribution over the invariant
mass of the system ™ p) is considerably different from the question investigated in Refs.
6 (distribution of the missing triton or neutron mas3hese are completely different
distributions, entailing different physics. This is especially well illustrated by the radical
change in the form of the spectrum of neutrons and tritons accompanying the transition
from one channel of the reactioAHe, t) or (p,n) to other channels? We note that the
distribution over the invariant mass of the system has not been previously investi-
gated either at the quantitative or semiquantitative levels.

We begin by presenting the formulas for the most transparemt -€as deuteron,
examining the contribution of the pole diagrdfig. 18 and the diagram with rescatter-
ing of the pion(Fig. 1b. (The rescattering of the pion is the most important process,
since the pion is located in the resonance region, where the pion—nucleon cross section is
several times greater than the nucleon—nucleon cross segcliba. amplitudeM y,
corresponding to Fig. 1a, can be represented in the form
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FIG. 1. Diagrams of the processegp,n)A™"n (a,b and*?C(p,n)B*A* " (c,d).

MpoI: ®d(ps) My, (1)

where M; is the amplitude of the procegsp—nA™*™", p, is the momentum of the
spectator, anagy(p) is the wave function of the deuteron in momentum space. Using the
expressions from Ref. 7 and the method of Ref. 11 to transform the integral of a trian-
gular diagram and using the form of the pion—nucleon amplitude inAthresonance
region, we can represent the squared amplitiidg. 1b) in the form

7 (et epi)? Trin(1+3cog 0
|MA|2=5( : p.)2 Ll > UIYRETNE 2)
(my+&p) k
where 6 andk are, respectively, the angle between the initial deuteron and the final pion
and the momentum of the pion in the center-of-mass system af tmesystem,o .+, is
the total cross section of the interactiafin, ande,; are the energies of the spectator
and final pion,m, is the nucleon mass, and

|A:f @d(f)jl(%)[(l—ikr)eikr—

¢q4(r) is the wave function of the deuteron, normalized toj4,s a spherical Bessel
function, anda is a parameter appearing in the parametrization of the widibf the
Breit—WignerA-resonance amplitude:

(ka)®
Y1+ (ka)?)?

r
1+ e‘”a] dr; ®)

4
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Fitting free " n scattering givey =195 MeV,a=5.7x10 3 MeV ! and 1225 MeV for
the mass of thé& resonance. Using also the parametrization of the Paris wave function of
the deuteron in the fortA

e~ M
¢a(r) =2 Co—— 5
the integration in Eq(3) can be performed explicitly:
2 2,02
m{—1/a“+Q</4 ’E m,+ 1/a
I,=22, C)} ————arctan 2———
s=2% [ Q? Q
mi+k2+Q%/4 my— ik
—Qarctaréz n ) . (6)
Q? Q

We have now obtained expressions for the squared amplit@le&3), and (6) and we
can calculated any distribution in the phase space of the reaction by the Monte Carlo
procedurée?

In the case of the formation of & isobar on*?C nucleus, the diagrams in Figs. 1c
and 1d must be taken into account. In contrast to the deuteron case, in Fig. 1d the pion
can be rescattered by the residual nuclear system not only elastically but also inelastically
with excitation of discrete levels or the continuous spectfum, with breakup of the
residual nucleys Such inelastic processes are very important. To perform a strict calcu-
lation it is necessary to know the angular distributions of the inelastic scattering of pions
by the!B nucleus(or closed nuclgifor different excitation energies. Unfortunately, data
on these processes are incomplétee, for example, Ref. 13As a result, our results
must be viewed as preliminary estimates. We took account of three compofignts:
quasifree production of A* " plus elastic scattering of the piofii) inelastic rescattering
of a pion by the residual nucleus with excitation of discrete levels with average excitation
energy of about 15 MeV; andjii) inelastic scattering with excitation of states of the
continuous spectrum with average excitation energy of about 65 MeV. The relative
contributions of these components were treated as free parameters. We employed an
oscillator wave function of thé?C nucleus with the parametgr,=120 MeVk. The
amplitude of the elementary process p—n+A*" was assumed to be constant, i.e.,
the amplitude of the entire proceps- p—n+p+ 7" contains only a pole responsible
for A and the corresponding form factor. Despite its simplicity, such an amplitude gives
a good description of the data on the invariant-mass distribution of the systenfor
the reaction on hydrogefsee Fig. 2a

The computational results for the invariant-mass distribution for the pion and proton
for the case of carbon are presented in Fig. 2b. The contributions of three components are
shown: quasifree production of the isobar plus elastic scattering of the (dwited
curve; same with rescattering of the pion by the residual nucleus with excitation of
discrete level§dashed curve same for inelastic scattering in the continuous spectrum
(dot-dashed curyeThe ratio of the areas under the dotted, dashed, and dot-dashed curves
are consistent with existing data on inelastic pion—nuclear scattétifige solid curve
shows the total theoretical result and describes the experimental data very well. Therefore
the proposed interpretation is entirely plausible. We note that the SATURN data for the
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FIG. 2. Mass distribution of the system" p for the reactiondd(p,n)A* " (a) and**C(p,n)B*A"* (b). Data
from Ref. 1. The solid curve for case b is the total theoretical curve. The meaning of the other curves is
explained in the text.

process’C(®He,t)A* " ... also show an appreciable shift of the positiom\df* in the
direction of smaller mass&<f course, it would be interesting to study in the future the
additional influence of the nuclear medium on the mass distributionr6f{, though it

is unlikely to be large because of the short lifetime of the isobar.

In the case of reactions leading to the formation & #&obar, many questions can
be solved more easily by investigating the charge-exchange reaptiop¢n a deuteron,
for example, the reactiod(p,n)npm™, since here the theoretical estimates are more
transparentsee diagrams in Figs. la and 1b and E@3$-(6)). The inclusive neutron
spectrum from such a process was studied earlier in Refazjbriass distribution was
not investigated It was shown there that therf) channel makes the dominant contri-
bution to the cross section, which confirms once again the dominant role of the processes
in Fig. 1a and 1b. Our theoretical predictions are presented in Fig. 3. Figure 3a shows the
momentum distribution of the spectator on a logarithmic scale. The dotted curve repre-
sents the contribution of the pole graph in Fig. 1a, while the continuous curve represents

T T T ]
100 anam, 490
dN/dp,, O\ XT0
10 300 - 7
H "\.\" b
! 200 1
0.1 ‘ A
1w00f [ / R .
0.01 | y A
1.10_3 1 1 1 ‘.' 1 1 o ’ll 1 1
0 100 200 300 400 500 600 1100 1200 1300 1400
ps,MeVi/c Myp , MeV

FIG. 3. Theoretical predictions for the procgss—nnA™*: a) spectator momentum distribution on a loga-
rithmic scale. The dotted curve shows the contribution of the pole diagram in Fig. 1a; the solid curve is the total
contribution of the diagrams in Figs. 1a and 1B.#"p mass distribution. The meaning of the curves is
explained in the text.
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the total contribution of the diagrams in Figs. 1a and 1b. One can see that the tail in the
momentum distribution, containing about 2% of all events, is determined completely by
the contribution of the pion rescattering process, which predominates for spectator mo-
menta greater than 230 Med//It is obvious that a clear shift of the maximum and
change in the shape of the mass distribution of the systém can be observed only for
ps>230 MeVk. Figure 3b shows the mass distribution»f p. The dotted curve cor-
responds to the pole diagram of Fig. 1a, the dot-and-dash curve corresponds to the
diagram of Fig. 2b for events with spectator momenjoyr 230 MeVL, while the solid

curve corresponds to the total contribution of the diagrams in Figs. 1a and 1b with the
same limit on the spectator momentum. We note that the total curve for mompgnta
>300 MeVk will be virtually identical to the dot-and-dash curve in Fig. 3b. We note
that the downward shift of the maximum by 50 MeV agrees with simple semiquantitative
estimates of the average energy transfer from the pion to the specEgtmates show

that under the kinematic conditions of Ref. 1 the total cross section corresponding to the
dot-and-dash curve in Fig. 3b will be of the order of several tengof

In closing, we note that the proposed simple interpretation enabled us to obtain a
good description of the exclusive formation Afin the reaction p,n) on '%C nucleus.
This shows that we are dealing here with a universal physical phenomenon, which can
provide new possibilities for studying nuclear structure and reaction mechanisms. The
same effect is most likely observed gnmeson productichand in the suppression near
the threshold production ab-mesong®
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The separation of positive and negative muons in a giant shower by the
geomagnetic field is observed at a very high level of significance
0.03%. This result is obtained by interpreting in terms of the quark—
gluon string model the indications of all detector stations that were
triggered in this showefwhich was detected at the Yakutsk arran

the basis of calculations of the responses of these stations both with and
without taking the Earth’s magnetic field into account. 1998
American Institute of Physic§S0021-364(18)00415-0

PACS numbers: 13.85.Tp, 96.40.Tv

1. INTRODUCTION

The observation of giant atmospheric showdfSASs with energies above
~10%° eV!3 is extremely interesting for elementary particle physics and astrophysics.
This energy range lies beyond the threshold for the “cutoff’ of the cosmic ray energy
spectrum on account of the interaction of protdas nucle) with the relic microwave
photons(according to the Greisen—Zatsepin—Kuz'min idea, see Refs. 4 and 5

Estimates of the energy of particles in the primary cosmic radiaR@R that
generate GASs provide evidence for the possible existence of either unusually efficient
mechanisms of acceleration of charged particles all the way up to energBes
x 10?° eV or new, unknown generation processes, for example, decays of hypothetical
superheavy particles and topological defdstgperconducting cosmic strings, and s9 on
or annihilation processdsnagnetic monopol@$ The arrival directions of GASs indicate
possible sources of generation of superhigh-energy particles, since for such particles the
deviations from rectilinear propagation in the known intergalactic magnetic fields are
small.

Investigations of the nature of the particles with giant energies are extremely inter-
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esting. Possible candidates are protons, iron nuclei, cosmic neutsin@s;s (one pri-
mary y ray splits in the geomagnetic field outside the atmosphere into a broad spectrum
of secondaryy rays and electrons with energies10'® eV). These primary particles
generate in the atmosphere cascades of secondary particles with different positions of the
maximum and different widths of the cascade curve, with different angular distributions
of the shower axes relative to the vertical direction, and so on. Investigations of the
interactions of the particles in the PCR with the atomic nuclei in air at such extreme
energies could yield unique information for elementary-particle physics.

The experimental data on extensive atmospheric showers can be interpreted on the
basis of a definite model of the interaction of hadrons at superhigh energies and various
assumptions about external factors influencing the dynamics of shower development. It
has been shown in many worksee, for example, Ref.) that the quark—gluon string
modef makes it possible to give a good description of the experimental data. Specifi-
cally, it was demonstrated in Refs. 9 and 10 that the quark—gluon string model gives
agreement between the calculations and experimental data on the muon component of
showers detected at the Yakutsk extensive atmospheric shower array in a wide range of
PCR particle energies.

An important aspect of the detailing of the model of shower development is the
calculation of the distributions of the transit times of particles through a detEctdre
average delay time and the width of the shower front at different distances from the axis
depend on the position of the shower maximum and the nature of the primary particle.
For this reason, the correlation between the computed and experimental values of the
temporal parameters of a shower provides an additional test of the computational model
for hadronic interactions and conjectures about the nature of the primary particle. More-
over, the interpretation of the experimental data in the time channel on the basis of the
computed spatiotemporal structure of the shower front by the minippfiand minimax
method$?*3makes it possible to decrease severalfold the error in determining the shower
arrival direction.

At the same time, improvements in experimental techniques and the accumulation of
statistical data on the showers detected place increasingly higher demands on the accu-
racy of calculations of the shower parameters, the degree of detailing of the dynamics of
the development of secondary-particle cascades, and taking account of external factors
(for example, the Earth’'s magnetic and electric figlthat influence the distribution of
the detected charged particles in the plane of the array. Deflections in the magnetic field
destroy the azimuthal symmetry of the spatial distribution of the charged particles and
change the dependence of their density on the distance from the showérnwhiish
directly influences estimates of the energy of the primary particle. It is certainly of
practical interest to correlate an improved model of shower development with the experi-
mental data. However, it should be kept in mind that a large increase in computational
time is required in order to take account of the geomagnetic field. For this reason, many
years have passed from the time when the possible influence of the geomagnetic field on
the spatial distribution of muons was first mentioe implementation in practice.

In the present letter the data for the most intense shower detected on the Yakutsk
array are interpreted taking account of the measured geomagnetic field and the spa-
tiotemporal structure of the shower front, calculated in the quark—gluon strong model,
from a primary proton. It is demonstrated that muons are separated according to the sign
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of their charge by the earth’s magnetic field in extensive atmospheric showers.

2. COMPUTATIONAL METHODS AND INTERPRETATION

In the quark—gluon string modela matrix of 80< 80 elements was calculated by a
hybrid method® for muons which enter a 5050 m cells in the array plane. Thus the
total area for whose cells the muon density was known equalé Km. The calculation
was performed by the method of grodms a grid of directions of motion of the muons
relative to the shower axis (8080 elements energies of the muon80 elements and
depths (50 elements The average values for each group — an element of a four-
dimensional array — determine the eneifgy of a muon, the altitudén at which the
muon was generated, and the direction of fliggetnith angled and azimuthal angle)
relative to the shower axis. The number of muons with such parameters in each group
was determined by solving cascade equations. Therefore all muons produced in a shower
were divided into groups in accordance with the parameters determined above. The
direction of the GAS axiswas refined as a result of interpretation of the experimental
data by the minimumy?® and minimax method4'3 on the basis of the computed spa-
tiotemporal structure of the shower front. For each group of muons from the four-
dimensional array, the relativistic Newton’s equation

dv
Moy~ =e(VXB), M

wherem, is the muon masgy is the Lorentz factoreg is the chargeV is the velocity, and
B is the magnetic field, was solved. The equatidhwas solved taking account of the
ionization losses, i.e., the Lorentz factgrand the velocityV decreased as the muons
propagated in the atmosphere.

At the location of the Yakutsk array the modulus of the magnetic fieldiBis
=0.6 G and the field has a declination of 19° westward from the northward direction and
an inclination of 76°. Control calculations were performed for the case when the geo-
magnetic field is neglectedB=0). The indications of the detector stations were inter-
preted by the minimumy? method in two model$with and without the magnetic field

3. COMPUTATIONAL RESULTS AND CONCLUSIONS

Figure 1 illustrates the separation of the positively and negatively charged muons in
the GAS by the Earth’s magnetic fieldThe solid curves show the lines of constant
density for positive muons, while the dashed lines correspond to negative muons. The
arrows indicate the projection of the magnetic fi@daind the shower axis on the array
plane. The separation of the positively and negatively charged muons is obvious. One can
see that, in the first place, the centers of the distributions are displaced relative to one
another by 125 m and, in the second place, more importantly, the curves at large dis-
tances from the shower axis, for example, for dengjty- 10 m 2, are shifted leftward
and upward for negative muons and rightward and downward for positive muons by
600—-700 m. Quantitatively, the separation of positively and negatively charged muons at
different points on the array plane can be characterized by a qukléfned as the ratio
of the difference and sum of the densities of muons with different signs at a prescribed
point:

k:(p,uf_pp,f)/(p,u*—i_p,uf)' (2)
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FIG. 1. Constant density contours for positiiglid curve$ and negativéddashed curvesmuons in a GAS.

Curves of constant valués= const are displayed in Fig. 2. In the cakE=0.33 the
density of muons of one sign is at least two times higher than that of the other sign, while
for |k|=0.82 the fraction of muons of the one sign is less than 10%. One can see from
Fig. 2 that at distances=300 m from the projection of the shower axis on the array
planelk|=0.3, i.e., the separation of positively and negatively charged muons is already
considerable. This muon separation effect would have been discovered a long time ago,
if measurements of the sign of the charge of the particles had been performed. However,
such measurements are not made at the modern arrays. For this reason, at the present time
the separation effect can be observed only according to changes in the distribution of the
density of all particles in the detector plane as compared with the symmetric pattern that
is expected in the case when the geomagnetic field is neglected.
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FIG. 2. k= const contourgsee Eq(2)) in a GAS.
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FIG. 3. Constant muon density contours calculated taking accoufgotiti curveg and neglectingdashed
curves the geomagnetic field in a GAS.

Figure 3 shows the contours of constant muon density, calculated taking account of
(solid curveg and neglectingdashed curvedhe Earth’s magnetic field. The numbers on
the curves are the values of the muon density. One can see that near the shower axis the
density maximum is greatly “smeared” by the magnetic field — the smallest continuous
ring (i.e., of maximum densitylies inside the closest dashed ellipse. At large distances
from the axis the eccentricity of the “continuous” ellipses is much smaller than for the
“dashed” ellipses — the spatial distribution of the muons in a direction perpendicular to
the projection of the axis on the array plane becomes wider. It is obvious that at the
observation level chosen for comparison, the GAS should consist of essentially muons of
the same sign and many detectors must be triggered in order to have the most complete
information about the spatial distribution of muons in the array plane. Moreover, the
shower axis should be approximately perpendicular to the direction of the magnetic field.
The inclined GAS detected at the Yakutsk array satisfies all these conditions.

The results of the quantitative comparison of the two distributions, presented in Fig.
3, with the experimentldata are given in Table I, which gives the number of triggered
detector stationgthe number of degrees of freedom is less by 3, since three parameters

TABLE I.

with field without field
n x° X, m Y, m X° X, m Y, m
42 48.9 1143 -452 86.5 1147 -417
39 33.6 1112 -452 73.1 1147 -417
24 26.1 1012 -417 22.9 1147 -417
24 41.7 1055 -406

(experiment of Ref. 1L
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were determinexl the values of the minimum of?, and the coordinateX¥ andY of the
shower axis in the array plane. One can see from this table that when the indications of
all triggered detectors are consideret=42) Xf for one degree of freedom equals 2.22,

if the magnetic field is neglected. The probability of such a model agreeing with experi-
ment is less than I0. In the case when the field is taken into accoufi= 1.25, which

is entirely acceptable. Our analysis revealed that the indications of the three detectors
contradict the data from neighboring stations. If these detectors are excluded from the
analysis, ther)(1 2.03 in the model without a field. The probability of agreement equals
~0.03%. For a model that takes account of the field we hege0.93 — excellent
confirmation of the separation of muons according to the sign of their charge by the
geomagnetic field. We note that the very first interpretation was made on the basis of a
symmetric distribution of muons in a plane perpendicular to the shower axis. According
to this criterion, 24 detector stations were selediegl, the indications of 18 stations
were discarded!and the valuey;=2 was obtained in a model without the field. The
likelihood of this value is no more than 0.5%. The interpretation of the indications of
these stations on the basis of our calculations did not favor any particular n’p@iiel (
=1.1 neglecting the field an;\jr1 1.24 taking the field into accountThis is natural,

since stations whose indications would be symmetric in a plane perpendicular to the
shower axis were specially selected.

In summary, as a result of interpreting in terms of the quark—gluon string model the
indications of all triggered detector stations, the separation of positively and negatively
charged muons by the geomagnetic field in the largest shower detected at the Yakutsk
array was observed at a very high level of significance 0.03%.

In closing, we thank G. T. Zatsepin for a fruitful discussion of the results, for
suggestions, and for support.
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We report a simple analytical solution for the velocityof the trans-
verse flow of quark—gluon plasma at a hadronization front in Bjorken'’s
scenario. We establish scaling properties of the transverse flow as a
function of the expansion time. We present simple scaling formula for
the expansion velocity distribution. @998 American Institute of
Physics[S0021-364(08)00515-5

PACS numbers: 12.38.Mh, 25.75q

Landau’s hydrodynamic stafjes a part of all scenarios for the evolution of the hot
and dense mattgiquark—gluon plasma — QGQHormed in ultrarelativistic heavy ion
collisions? It is now well understood that Landau’s complete stopping of Lorentz-
contracted colliding nuclei is not feasible because of the Landau—Pomeranchuck—Migdal
(LPM) effect, i.e., the finite proper formation timeg (Ref. 3; for the modern quantum
chromodynamic$QCD) approach to the LPM effect see Ref. 4; the early works on LPM
phenomenology of nuclear collisions are reviewed in RgfaBhough evaluations of,
and of the initial energy densit,,, remain controversidl A corollary of the LPM effect
in conjunction with the approximate central rapidity plateau is the rapidity-boost invari-
ance of initial conditions. The corresponding solution for a longitudinal expansion in an
1+ 1-dimensional approximation, neglecting the transverse flow, was found by Bjorken
(Ref. 6; see also Ref.)7There is some experimental evideficalthough disputed®**
for a transverse flow which must develop if the lifetime of the hydrodynamic stage is
sufficiently long.

In this communication we present a simple solution of the Euler—Landau equation
for the velocity of transverse expansiam, gained in the hydrodynamic expansion of
QGP before the hadronization phase transition. Our solution shows that for the usually
considered lifetimerg of QGP the transverse flow is nonrelativistic. It is only marginally
sensitive to properties of the hot stage and offers a reliable determinatieg ibthe
radial profile of the initial energy density is known. We find that thdistribution is a
scaling function ofu/u,,, whereu,, is a maximal velocity of expansion. We also com-

0021-3640/98/68(3)/7/$15.00 191 © 1998 American Institute of Physics



192 JETP Lett., Vol. 68, No. 3, 10 August 1998 Milyutin et al.

ment on the impact of the LPM effect on the buildup of the initial energy/matter density.
We start with the familiar Landau relativistic hydrodynamics equations

9,T,=0, )

for the energy—momentum tensar,,=(e+p)u,u,—pd,,, wheree and p are the
energy density and pressure in the comoving frame, @hds the 4-velocity of the
element of fluid-*? The initial state is formed from subcollisions of constituefmscle-
ons, constituent quarks and/or partpascolliding nuclei and is glue dominated at early
stages. The LPM effect implies that for a subcollision at the origia(t,z,r)=0, the
secondary particle formation vertices lie on a hyperbola of constant properrtime
=t2—7?~172, ande, p do not depend on the space—time rapidity 3In(t+zt—2) of
the comoving reference franié.In the 1+ 1-dimensional approximation, this leads to
the celebrated Bjorken equation

Je €+
L TP

T

0. (2

According to the lattice QCD studies, the familiar expres%%mﬁz £ holds for the sound
velocity ¢ in the QGP except in a negligible narrow region of the hadronization transi-
tion temperaturd,~ 160 MeV and energy densisf,~ 1.5 GeV/fnt (Refs. 13,14 With

the equation of statp=c§e, the Bjorken equation has a solution

2
eor g (14e0), 3)

Widely varying estimates fo¢,,,, and the proper time, are found in the literaturé!4-1¢
However, as Bjorken has argula,,,,1/7, and the actual dependence of the Bjorken

lifetime 75 0N €, IS rather weak:
2 2
c/(1+cl)
€max| ° s €h
) - J : 4

€h €ma;

2
Tmax 4/(1+ cg)
Th

7o Emax{

€h

TB= To

For central PB-Pb collisions, for which there is some experimental evidence for the QGP
formation? the typical estimates argy;~3 f/c at SP$*1"and 7z~ 6 f/c at RHIC? which
are much larger than the standard estimate 0.5 f/c.

Let us first comment briefly on two sources of substantial dilution of the initial
energy density: the LPM effect and the finite Lorentz-contracted thickness of colliding
nuclei. Because of the LPM effect, the density of produced matter vanishesttind
builds up on the time scale~ 7y. The buildup of energy densit(7) from a superpo-
sition of elementary subcollisions in an absence of expansion can be modeled by the
inclusion of a source term(7) =dE(7)/d7 on the right-hand side. of the Bjorken equa-
tion (2), which then has the solution

T dE
6(7')=7'_(1+°§)f dtt(“cg)a. (5)
0

For the plausible parametrizatidg(7)=Ey1—exp(—7 )] such an interplay of the
formation and expansion of the hadronic matter dilutes the energy density substantially at
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short times7~ 7¢. Furthermore, at finite energies the Lorentz-contracted thickdess
=4Ra(m, /W) of the colliding nuclei cannot be neglected and leads to a further dilution
of the attainable energy density:

d
(e(7))= fo dtw(t)e(7—1t), (6)

where the temporal distribution of subcollision vertices for central collisions can be
estimated asv(t)~(1/d)(1—|2t—d|/d)#(d—1t)6(t). The result of temporal smearing

(6) only depends ory=d/ 7. For instance, in central lead-on-lead fixed target collision

at SPS energ¥/A=160 GeV we haval~1.3fm, which is not small compared to the
standard estimate,=0.5fm. The both dilution(5) and smearing6) are short-time
effects and have only a marginal impact on the dynamics of expansiomn at
=max 7y,d} and are negligible at RHIC energies. Their impact at energy densities close
to the threshold for QGP formation can be substantial, though, which may be the case for
the SPS.

Now we turn to the major theme of collective transverse expansion, which is driven
by radial gradient of pressure. As we shall see, the radial flow is nonrelativistic. Then, to
the first order in radial velocity, , the radial projection ofl) gives the Euler—Landau
equation

d(etp) (erp)) b _

aT T ar 0. @)

N (3’U,—+
(e+p) o7 Uy

in which we can use the Bjorken solution ferand p=c§e. Then the Euler—Landau
eqguation can be cast in the simple form

au, i ¢z dlogp o
Fr e TS i ®

The important point is that the transverse expansion of the QGP fireball can be neglected,
an assumption which we can justiéyposteriori For this reason the time dependence of
the logarithmic derivativeD(r,7)=dlogp/or can be neglected: it is completely deter-
mined by the initial density profile and depends neither on the temperature nor fugacities
of quarks and gluons, which substantially reduces the model-dependence of the trans-
verse velocity. Then the solution ¢f) subject to the boundary conditian(79) =0 is

2 1-¢2
T ci7D(r,0) T s
J dtt‘ciD(r,t)%S—‘l[ —(—O) .

s¥ 70 Cs

2
7%

2
CS

(€)

uy(r,7)=

T

Model-independent estimates for the initial density/pressure profile are as yet lack-
ing. At RHIC and higher energies of the initial state it is expected to be formed by
semihard parton—parton interactions for which nuclear shadowing effects can be
neglected®® Then for central collisionse(r,7,)>TX(r), where k=2 and Ta(r)
=fdzm(JZ?+r?) is the density of constituentsT(r)~exp(—r¥Rz), where Ry
~1.1A"Y3fm is the nuclear radius. In another extreme scenario of strong shadowing and
of strong LPM effect the soft particle production is not proportional to the multiplicity of
collisions of fast partorfs andk=1 is more appropriate. Hereafter we tdke 2. In any
case, the logarithmic pressure gradient is approximately lirf2ér,t)~2kr/R4, and
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according to the solutiof®) the displacement of the fluid elemeft is proportional to
the radiusAro«r 2. Consequently, we have the Hubble-type radial rescaling

Ar 7?2
ANr)~1l+—=1+|—]| , (10
r T
where
T~ RA/\/ECS (11)

has the meaning of the lifetime against transverse expansion. For centr&bPimlli-

sions Eq.(11) gives =10k~ %°f/c, which is larger than the above-cited estimates of
g, and at SPS and RHIC energies the transverse expansion of the fireball can be
neglected.

In a quasi-uniform plasma the hydrodynamic expansion lasts &ntdy, . For long-
lived QGP andr> 7y we can use the Bjorken solution

[ TA) | re| e
E(I',T)—Gh m 7 s (12)

which gives the position of the hadronization front

1+c
Sin 8 (13)
k T

and the radial velocity at the hadronization front

U(T)—Ur(rh(T),T)—RA(l—_Cg) 4k(1+CS)|I”I7 1— 7 . (14)

For the values ofrg and 7 usually discussed we havg> 7y. For such a long-lived
QGP, 75> 7, the radial velocity takes the maximal valug, att~1/\/e,

2
c2rg 2k(1+c2) Tove |17
Un= 2 o 1- .
Ra(1—c%) Tg

It is remarkable that the average radial acceleratighrg is approximately constant. The
solid line in Fig. 1 shows the maximal velocity,, evaluated from(14). The largesg
approximation(15), shown by the dashed line, reproduces these results to better than
~4% atTg=3 f/c and better than-1% atrz=28 f/c. For the above-cited estimates for
7g in central PB-Pb collisions we findu,,(SPS)0.13 andu,,(RHIC)~0.28; conse-
quently, the nonrelativistic expansion approximation is justified very well. Now notice
that for a long-lived QGP the hadronization frofit3), shown in Fig. 2, andi(7)/u,
depend only on the scaling varialiles 7/ 75, with the obvious exception of the short-
time regionT~ 7. This scaling property is clearly seen in Fig. 3, where we showy,

as a function oft=7/7g5. Notice the convergence to a universal curve with increasing
T8 -

r(7)=Ra

(15

The most interesting quantity is the radial velocity distribution, which can be evalu-
ated experimentally from the Doppler modifications of the thermal spectrum. In order to
test our results one needs particles which are radiated from the hadronization front. The
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0.5 e ——
—-——- Approx. eq.(14)

FIG. 1. The maximal velocity of radial expansiar, for for central Pb-Pb collisions as a function of the
expansion timerg . Shown by the dotted line is the largg-formula (17).

standard scenario is that the hadronization transition is followed by an expanding mixed
phase which, however, does not contribute to the transverse velocity because in the
mixed phasec§=0. The mixed phase is followed by a hydrodynamic expansion and
post-acceleration of strongly interacting pions and baryons until the hadronic freeze-out
temperaturel ;< T, is reached® Because this post-acceleration is negligible for weakly
interactingK* and ¢ mesons, one obtains the desired access to the radial flow at the
hadronization transition. In evaluating the modification of the thermal spectrum one
needs to know the distribution weighted with the particle multiplicity. For a constant
hadronization temperature the contribution of the hadronization surfgeg to the
particle multiplicity is

dwoerp(7)d7. (16)

With the use of the solution€l3) and (14), it can readily be transformed intbw/du
«ry(du/dr) 1. The important point is that because of the above-discussed scaling prop-
erties of the transverse flow, the velocity distribution is a scaling functiox=ati/u,,

10.0 T T T u

80 | .
—
£
5 60 | .
a0 | .
20t {
00 . : P
0.0 02 04 06 08 1.0

/1

FIG. 2. The time dependence of the hadronization front for centralF®bcollisions.
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FIG. 3. The convergence to the scaling behavior of the time dependence of the relative radial uélpciyr
central Pb-Pb collisions.

dw_ 1 f(x,78)
m_U_m 1-x

17

where for a long-lived QGR(x, 7g) does not depend or . The square-root singularity
atx=1 is a trivial consequence of the vanishing derivatiug 7)/dr at 7~ 75/ \/e. In
Fig. 4 we show the scaling functidi(x, rg) for 7z="6 f/c. We don't showf(x,rg) for
other values ofrg, because the variations fromg=6 f/c to 3 f/c and 9 fc do not
exceed several percent and are confined to a narrow regidh2. The approximation
f(x)=0.5 is good for all practical purposes.

In conclusion, we would like to argue that the shape of the velocity distribution is to
a large extent model-independent. The generic origin of the square-root singularity at
=1 has already been emphasized, the fact f@)+0 is due to a radiation from the
surfacer,,~R, in the early stages of expansion. Above we assumed that hydrodynamic
expansion continues until the hadronization transition. Following Pomerattobig can
argue that in the nonuniform plasma the hydrodynamic expansion stops when the mean
free path

Scaling function f(x)

04 L—u s " M-
0.0 0.2 0.4 0.6 0.8 1.0

X=U/Um

FIG. 4. The scaling functiofi(x,7g) of Eq. (17), shown forrg=6.
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|int: l/l’](l’c,T)O't (18)

defined in terms of the transport cross sectignis larger that the GQP density variation
lengthD(r,0)"L. In the partially equilibrated QGR<T 1. Then for the temperature

Tp at which the hydrodynamic expansion stops, the Pomeranchuk condition ives
ocr/R,i. The possibility remains open that in the early stages T,,, in which case
dweer (1) (Tp/T,)3d 7. This enhanced radiation at early stages at slow radial expansion
but at higher temperaturds would mimic radiation at a lower temperature and higher
radial velocity. This may result in the apparent depletiori(@f); in order to explore this
possibility one needs a better understandindj,pinear the hadronization transition.

The NAA49 fits to the proton, kaon, and pion transverse nmasglistributions in
central Pb-Pb collisions at SPS assume an identical freeze-out temperature for all par-
ticle specie$. For positive particles NA49 find§;=140+7 MeV and the transverse
velocity (uy=0.41+0.11. However, for the™ one must take the higher freeze-out
temperaturd ;= T~ 160 MeV given by the lattice QCD. Because of the anti-correlation
between the local temperatufe and(ut) (see Fig. 7 in Ref. @ such a fit with largefl;
to the samen; distribution would yield a smallefu).

This work was supported in part by INTAS Grant 96-597 and by Grant 94-02-05203
from the Russian Fund for Fundamental Research.
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A new representation is found for the interaction of intense circularly
polarized light with an atom. A stationary centrosymmetric part, which
depends on the field parameia§=F/w?, is separated out from the
atom-field interaction. The time-dependent part of the interaction is
represented in the form of a multipole expansion vathtaken into
account. The application of this representation for calculating the non-
linear dynamic polarizability of a complicated atom in the random-
phase approximation with exchange is studied. 1898 American In-
stitute of Physicg.S0021-364(18)00615-X

PACS numbers: 32.86t, 02.70—-c

In recent years a great deal of attention has been devoted to problems concerning the
dynamics of atomic electrons in ultrahigh laser fieldavo problems are encountered in
the study of the properties of a complicated atom interacting with an intense electromag-
netic field. First, it is impossible to use the standard nonstationary perturbation theory
because there is no small perturbation paranfefacond, the single-particle approxima-
tion for an electron in the atom — the Hartree—FaélF) approximation — is inad-
equate. Nor, however, can the random-phase approximation with exckRRgd) be
used in its standard form to take into account the multiparticle interactions in the atom,
since this approximation is applicable only for a weak external fiedd. intense elec-
tromagnetic field acts not only directly on a definite electron but also on all the other
electrons in the atom, giving rise to virtual excitations that depend on the frequency and
strength of the field. There arises a nonlinear dynamic polarizability of the atomic shells
that cannot be calculated in the standard RPAE method, since it must be taken into
account both in the HF basis functions of the atenfield system and in the expression
for the strong, transition-initiating field.

In the present letter a new expression that is suitable even for ultrahigh electromag-
netic fields is obtained for the interaction of an atom with a circularly polarized field. It
is shown how the HF equations for a “field-dressed” atom and the RPAE equations are
modified in a strong field.

HAMILTONIAN OF A HYDROGENLIKE ATOM IN AN INTENSE ELECTRO-
MAGNETIC FIELD

Let the solution of the Schdinger equatior{the atomic system of unit=e=m
=1 is used

0021-3640/98/68(3)/6/$15.00 198 © 1998 American Institute of Physics
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v
i—-=HOV &)

be represented in the forfir’ =0, whereUT=U"1 is a unitary operator. Then we
obtain for’ an equation of the forngl) with the operator

OT+UA0T. 2)

Let us consider first a hydrogenlike atom with nuclear ch&rgea field described by the
vector potentialA(t) (dipole approximation

-~ 1 2z
p+ EA(t)) -Z. )

o1
T2 r

In a circularly polarized field

A(t) = —Ag(& sinwt+ ng, coswt), 4

where Ap=Fc/w, c is the velocity of light,==1 for left- (right-) hand polarized
waves,F is the intensity of the field, ana is the frequency of the field.

Using Eq.(2), let us transform the Hamiltonia(8) by means of two successive
unitary operators

A i .t

UKH=exp{EpJ A(t’)dt’}. (5)
We obtain

Hyip=Ux-uHOE 4 (6)

(Kramers—Henneberger transformafipand
Uro=exp(—inotl,), (7)

whereLl,= —id/(d¢) is the angular momentum projection operator in a spherical coor-

dinate system. The operatbr,, effects a transformation into a rotating coordinate sys-
tem

H o= U oHyinU :-ot' ®)
As a result of two transformations we hdve

N 1 Z
H,ot(r,a0)=—§V2——+7;sz, 9)

[T —ay|
wherea,=agg, anda,=F/w?. The operatot9) does not depend on the time, and Ex).
with the operatoH,, (9) becomes a stationary Schiinger equation with exact quasien-

ergyE. It is important to note thal’f-lrot (9) has the same asymptotic behavior in the limit
r—o as the Hamiltonian3) without a field. The field parametex, determines the
dynamics of an electron and the quasienergy speciumthe atom+ field system.
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In Eq. (9) the potentialz|r —a| ! is a generating function for the Legendre poly-
nomials. It can be represented in the form of the series expansion in terms of the spherical
harmonicsY|,(6,¢) andY |, (ay/ag)

Z|r—aq|~ 1—2 2 2| fl(r 20) Yim(6,) Yin(2o/20), (10

where§(r, ao)—r /r'+1, r -=min(r,aq), andr~.=max,ap).
We now use the inverse unitary transformatiof,l=U (2) to return into the
vibrating coordinate system. We obtain

[

. 1, < 4w
Huin(r,20;)= = 5 V2= 2 2|+1§.<r 20)Yi0(6.9) Y{3(3/a0)

o0 |

_ —ipgmot

2 2 5 +1§|<r a0) Yim(6,¢) Yin(ao/ag) e~ (11)
(m#0)

The second term in Eq11) does not depend on the time, but for0 it is noncentral.

We extract from it the centrosymmetric part, multiply P/, and integrate over the

solid angled(). We obtain
2l

| 12
Vi(r.ag) = zJ_(2|+1)E &lr,ag) Yio(ag/ag) (2k+1) 71 0 0 0). (12)

The difference between the time-independent potential teriin and \A/'S is not cen-
trosymmetric, and in the case of super-intense fields it can be taken into account by the
coupled-channels methddr by stationary perturbation thegryn what follows we shall

neglect it. TherA,,(r,ay:t) can be represented in the form

n 1 R R
Huin(r.80:t) = = 5 V2= V4(r,a0) = Vin(r.a0:1), (13)
where
Vin(r,80;t) = E 2 &(r,80) Yim(0,¢) Yin(ag/ag) e~ 7met, (14)
1 m=-—I 2|+1
(m#0)

Let us compareV.+V,,, given by Egs.(12) and (14), with the Fourier series
expansion ofr —a(t)| "1, ordinarily used in calculations with super-intense electromag-
netic field$ in the quasienergy meth&dn this case

0

)|71_1 2 ifneinwtfv COina) da (15)

T o |r—agcosal’

[r—a(t

wherea, can be used for both linear and circular polarization of light. The stationary part
in the expansior{15) can be extracted by setting=0:

o 1 (m da
V°=—f _ de (16
0 |r—agcosal
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\70 is not centrosymmetri¢it can be expressed in terms of a complete elliptic integral
with argumentsr,ay), so that in Eq.(16) it is impossible to separate the radial and
angular variables. Circularly polarized radiation has no advantages over linear polariza-
tion. The Fourier coefficientél5) for n>0 also have a very complicated form. For this
reason, expressiofl5) cannot be expanded in multipoles. The advantagéé'saf\?im,
Egs.(12) and(14), over the representatidi5) for circularly polarized light are obvious.

HF EQUATIONS FOR THE ATOM +FIELD SYSTEM AND THE RPAE METHOD

The Coulomb interacti0|11rk—rq|‘l between the electrons in a complicated atom
does not change under unitary transformations by the operéiprand (7). For this
reason, theN-electron HamiltoniarH2" in the field (4) for a “dressed” atom has the
form

N 1

+ = —_—
2kfg=1 |rk_rq|

N
. 1
=3, | - 37E-Vidr a0 ar
k=1
Since the potentia‘v'sk(r,ao) (12) replacing the Coulomb interaction between the elec-
trons and the nucleus is centrosymmetric, the system of HF equations for the Hamiltonian
(17) can be derived by the standard variational procedure. Representing the trial function
in the form ¥ =det| ¢, (r,ay)| we obtain
N
1 - dr’
- _Vz_vsl @i(r,ag)+ >, f —— @y (r',a9)
2 k=1 —r'|

r

X[ek(r’,a0) ¢i(r,ap) — @i(r',aq0) ei(r,ag) |=&¢i(r,ap). (18

The angular parts in EqéL8) can be extracted and, integrating the equations for arbitrary
field parametera,=F/w? (except, of course, for the static limib—0), &;(a,) and
¢i(r,ay) can be found for a “field-dressed” atom.

The RPAE equations can be easily found similarly to the HF method. Actually, the
entire RPAE theory derived for a weak initiating external electromagnetic field in a
stationary coordinate system can be applied in the case of a strong field in a coordinate
system oscillating with the frequency of the field. For this, the dipole vertex, which is
independent of the fiel&,

8

172
V(r)== ?) rYiz1(n)

must be replaced by the,(m)th component of the verte{d4) in a strong field

m B 477 .
\ (r,ao)—ma(r,ao) Yim(6,¢)Yin(ag/ag), (19

wherel, m>0. For multiphoton absorptionl ¥ 1, m~1) an asymptotic representation
can be used for th¥,,,(6,¢) and Y}, (a,/a,) appearing in Eq(19):’

0 T
elme cos(21+1) §+(2m—l)z

Jsing '

Ylm( 0!(10)%
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(_1)(I+m)/2

21+1 v

—d(,m)| , [+m even,
Yim(ao/ag) = 4m
0, [+m odd.

Here

(I—=m=1)11 (I+m—1)!!
Cm = =T T

The zero-field HF wave functions must be replaced by the nonzero-field functions
ok(r,a9), and w—mw. The well-known integral equation for the RPAE matrix
element3 will become in the RPAE in a strong field:

kol V(ma,a0) Ky} = (ol VM)
(i = M, ) (K| V(Ma,80) [Kkg)(Kaks Ul Kiky)

+ -
Kok Eky(80) — £k, (B0) T Mo +i8(1-2ny)

: (20

where
1, AsF,
|0, A>F,

F is the Fermi level andl = |rk—rq|*1. In EqQ. (20), the first term on the right-hand side
describes the direct action of an external field on an electron, which is transferred from
|ky) into |ky) in the “dressed” atom. The second term is a correlation term. It describes
the excitation of another electron by an external field with formation of an electron—
hole pair, calculated using the HF functions of the “dressed” atom. The electron—
electron interactiotJ in the last term in Eq20) leads to transfer of excitation from other
atomic electrongsum overk; andk,) to the electron under study. Physically, the second
term represents the polarization of an atom in a strong igldmw, i.e., the nonlinear
dynamic polarizability of the atom. To calculate it, the integral equat@® must be
solved for the effective vertex. The solution of this equation is simplified considerably by
performing the integration over the angular variables analytically. As a result;2Bq.

for V(mw;ao) will become one-dimensional. The matrix elements will be expressed in
terms of the reduced and 3and 6 -symbols.

ny

In conclusion, we note that all known refinements of the RPAE method in a weak
field can also be used for the RPAE in a strong field with the substitution indicated
earlier.
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Parametrization and universal properties of turbulence
of an incompressible fluid
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A relation is established between the properties of turbulent flow, the
force f setting the fluid in motion, and the spatigl and temporalr,
turbulence scales. It is established that thdatdyanski integral di-
verges for such turbulence. It is shown that the spectral properties of
turbulence depend on the quantipy- forglro. The spectrum of turbu-
lent pulsations consists of several universal segments, whose appear-
ance and arrangement dependqanit is shown that the parametér

= y*®Re determines the specific dissipation power. The cases of large
and small parametery and I' are studied in detail. The physical
mechanism leading to “switching off” of dissipation in the limit

>1 is determined. ©1998 American Institute of Physics.
[S0021-364(98)00715-4

PACS numbers:; 47.27.Ak

The Kolmogorov spectrum and the associated ideas of universality, constant energy
flux along the spectrum, and inertial range are the foundation of our current understand-
ing of the nature of homogeneous turbulence of an incompressible fluid. At the same
time, the Kolmogorov spectrum is not the only experimentally observed spectrum of
turbulent pulsations in a turbulent incompressible fluid. For example, besides the 5/3
Kolmogorov spectrum, there is the well-known 7/3 spectrum associated with the flow of
helicity.! Thus there arises the question of the conditions under which one or another
spectrum is formed, i.e., the question of finding the parameters that determine the spectral
composition of turbulent pulsations in one or another range of wave numbers. The
present letter is devoted to the problem of determining the segments of the spectrum with
universal behavior and the parameters responsible for the appearance of these segments.

1. Since we are interested only in fluid flows with large Reynolds numbers, as a first
step we shall examine the Euler equation €Rex) with an external forcd(r,t):

%+(v~V)v=—Vp+f(l’,t), (f(r,1))=0, @)

0021-3640/98/68(3)/6/$15.00 204 © 1998 American Institute of Physics
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(2)

ti—ty ri—rp
(f(rl,t1)~f(r2,t2)>=f(2)K( ; )
To )
whereK describes the correlation properties of the fofdhat sets the fluid in motion,
and by definition off}

f k[ L) ardt=r2

T—O, E r =Ig70-
For what follows, it is important that the last integral converges and is nonzero, i.e., the
restrictions imposed on the force that sets the fluid in motion reduce to these. To avoid
confusion, we emphasize that the equalifyr,t))=0 does not imply that the above
integral of the functiorK vanishes. Without loss of generality the foffcean be assumed
to be purely solenoidal, the potential part being included in the pressure gradient.

2. To study the spectral properties of the probl€nand(2), we shall employ the
kinetic equation obtained in Ref. 2 in the limit Ret+« (see explanations belgwor
Lagrangian particles of an incompressible fluid:

Jd . . ~
—i tLitLa|Fa(t1,2)=P(1,1,2)+ P(1,2,1) + Q(1.2)F5, 3)

whereF,(t,1,2)=F,(t,r1,v1,a1,r,V2,a) is the “expanded”(i.e., depending not only
on the velocities but also the accelerations arising as a result of the interaction of the
Lagrangian particlestwo-particle distribution function,

. P P
Li:Vi ~E+(a1-+f(ri,t))~w, i=1,2,
I I

P(t,l,2)=f+wer':1(f fQ(l,3)Q(2,4)F2(t—7,1,3)F2(t,2,4) d3d4) dr,
0

& 1 (9 d
IX1) X1 m,IX1p |r1_r2|\¢9al,p dayp

Q(1,2=2(az—ay)(vam—v1m)

a* 1
9X1),0X1m,OX1n,IXep [F1— T2

_(Uz,m_Ul,m)(Uz,l_Ul,l)(Uz,n_Ul,n)

J J

X —
day, dagp

where in the last formula summation over repeated indices is assumed; arab, and
vy, a1, are thelth components of the vectows, a, andv,, a;, respectively.

Let us clarify the point of introducing distribution functions containing accelerations
as additional arguments. Ordinarily, in constructing kinetic equations one endeavors to
describe, on the basis of distribution functions, the processes associated with the inter-
particle interaction. In Ref. 3 it was suggested that a kinetic equation be constructed by
solving the inverse problem: Given the spatial distribution of the fofrethe case of a
fluid — the pressure gradientcalculate multiparticle distribution functions which are
consistent with the prescribed distribution of the “force” vectors. This leads to distribu-
tion functions that depend on the accelerations. Since no restrictions are imposed on the
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initial spatial distributions of the “forces,” aside from the restrictions following from
Newton’s laws, such an approach makes it possible to describe fluctuations correctly on
the basis of a kinetic equatidrivhat's more, any “expanded” distribution function also
contains the information that is contained only in the entire infinite set of conventional
distribution functiongfor example, any “expanded” distribution function makes it pos-
sible to calculate(a2“> for arbitrary n). This explains why in a number of problems
where it is impossible to truncate the standard BBGKY chain a closed equation can be
obtained for the “expanded” two-particle distribution functiéWe note that kinetic
equations of this type have been used successfully to solve a number of problems of
plasma physics.

3. If the functionF,(t,1,2) is the solution of Eq.3), then the function

FAM(,1,2) =N TR (NTFA hr N2V A28y Ao A2, 0 P2ay) (4)
is also the solution of Eq.3) but with a different external force

AN (r,H) =N (hr A4, (5)
whereA>0 andA are arbitrary numbers.

To study the large-scale structure of the flow we choose the nutnliea manner
so that as\ — + the functionF(zA"‘)(t,l,Z) approaches a finite limit. This requires that
the correlation function of the ford®) have a finite limit as\— + o, i.e., in connection
with the equality

lim (F&N(ry ) fEN(ry, b)) = Forgmo(ry—ra) o(ty —tp) lim 3472 ®)

A— -+ A— -+

we must seh =A_=2/3. We call attention to the fact that the analysis of the limit
— o0 on the right-hand side of Eq6) made it possible to replace the correlation
functionK of the external force by a product of delta functions.

Therefore we arrive at the conclusion that liF$?*") is a homogeneous function
AN—+x

(to prove the homogeneity of the function lil{*3*) it is sufficient to note that by
At oo

definition of the limit lim F$&#®V = |im F&*)  where)’ is an arbitrary positive

numbej and the relat?(;]+w HW

farsmo

<V(r,t)~V(0,t)>:C]_ r2

2/3
) for r>maxrg,fo73), 7)

whereC; is a universal constant, holds. Actually, expressing the left-hand side ¢¥Eq.

as an integral of the function Iian(22/3)‘) and using the homogeneity of this function, it
AN—+

can be shown that the correlation function under study is a power-law functioarad
the exponent can be determined. We note that the power-law behavior of the right-hand

side of Eq.(7) follows from the homogeneity of the function lifg{?*») | while the
AN—+o

power ofr on the right-hand side of Eq7) is determined uniquely by the numbar,
=2/3. Of course, the functional dependence in E&gis consistent with the dimension of
the parameter appearing in H&). We emphasize that we have not postulated but rather
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we have proved the power-law character of the right-hand side offEqThe expression
(7) describes the creation of large vorticésverse cascadeand the long-wavelength
correlations associated with these vortices.

The correlation functior{7) enters in the so-called kisyanski integraf

A=— %f r2(v(r,t)-v(0;)) dr.

According to Eq.(7), the Latsyanski integral diverges, A =c. Therefore a correct
description of the inverse cascade for the method of turbulence excitation under study
leads to the conclusion that theitsyanski integral diverges. Curiously, the question of

the convergence of the ktsyanski integral has been studied only for isotropic turbulent
motion with the correlation functiof) initially decaying exponentially rapidly at large
distances, i.e., under the assumption that it is possible to produce isotropic turbulence
with negligible long-wavelength correlations. Under this assumption it can be shown that
the Laitsyanski integral remains finite during further free evolutidhe expressioii7)

shows that the assumption that large-scale vortigegerse cascadeplay a negligible

role is not always valid for isotropic turbulence.

Analysis of the small-scale structure of the floy and(2) reduces to taking in Eq.
(4 A=Ay=-1/2, which ensures the existence of a finite homogeneous function

lim F$ V2N Hence follows
A—+0

((V(r,) =v(0))?)=Cyfor for r<min(rq,forp), 8
whereC, is a universal constant.

To study flow on scales from, to forg, we shall consider two limiting casey.
=foralro<1 andy="fy73/ro>1.

4. Let y<1. Let us examind=, for |r;—r,|<r,. For this region of distances the
correlation function(2) of the force can be set equal to
-t

’
70

0].

<f(r1,t1)'f(r2,tz)>:fSK( 9
Let us apply to the correlation functidf) the arguments leading to E(). We note that
the use of Eq(9) guarantees that distances in the rapge-r,|<r, are studied, while
the limit A — + o ensures thar; —r,|> yr,. Thus we find that foryr g<|r,—r,|<rg the

flow can be described by a homogeneous function i **» and
AN—+o

((v(r,t)=v(0,1))?)=C4(f2rr)?3 for yro<r<ro, (10)
holds, i.e., the Kolmogorov—Obukhov law holds in this range of scales. The questions of

the inviscid(but with finite dissipationlimit in the Euler equation and the formation of
the Kolmogorov spectrum in this case were examined in Ref. 1.

5. Let y >1. Let us studyF, for |r;—r,|<fq75. In this region of scales the
correlation function(2) of the force can be rewritten as

ri—rs

, (11)

(f(ry,ty)-f(ra,tp))= fSK(O, o
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since according to Eq(8) the characteristic value of the velocity of the Lagrangian
particles of the fluid is not less thafqf o) /> and a Lagrangian particle traverses in a time
of the order ofry a distance of the order of*r,,.

Arguments similar to those presented in the preceding section show tha for
<|ry—r,|<yro the homogeneous function ik, *» can be used to describe tur-

A—+»
bulent fluid flow, and in addition
%rg 1/2
(v(r,t)-v(O,t)):C4(T) and ro<<r<<yry. (12

Therefore the structure of turbulent flow in the region of spatial scales rffplmforg is
determined by the value of the parameje#forglro.

6. We shall now take account of the existence of a finite viscasity the problem,
i.e., the existence of another characteristic scale — the viscous length. We shall show that
the energy dissipated per unit time and per unit mi#ss specific dissipation rate) is
determined by a new dimensionless parameter

I'=y""Re, (13

where Re=ro(f3ro7o) ¥ v for y<1 and Re=rq(foro)*% v for y>1. We shall examine
in detail three different cases that can arise in turbulent flowsRe

7. According to Egs(8) and (10), for y<1 andI'<1 the viscous length exceeds
fo’]’(z), i.e., the Kolmogorov spectrum adjoins the viscous range. The specific dissipation
rate e in this case, estimated as the viscous losses on scales of the order of the viscous
length, is

e~f2r, (14)

i.e., it does not depend on the viscosigpmpare with Eq(10)).

8. Once again lety<1 but nowI'>1. Then it follows from Eqgs(8) and(10) that
fOTS is substantially greater than the viscous length, i.e., the Kolmogorov spectrum is
separated from the viscous range by the spect{@mThe specific dissipation rate can
then be estimated as

e~ Vl/?’fé/g, (15)

i.e., it is approximately Ré& times smaller than the energy flux along the Kolmogorov
segment of the spectrum.

To understand the physical meaning of expressit®), we note that the external
force f(r,t) interacts most effectively with fluid pulsations which either have a *reso-
nant” wave numbek~ 1/r, or a “resonant” frequencyo~ 1/7o (k~ 1/fo75). According
to Egs.(14) and(15), the pulsations which are in “spatial resonance” with an external
force are excited efficientlythey are “in phase” with the external force and the latter
“pumps” them efficiently). On the Kolmogorov segment of the spectrum energy flows to
modes which are in “temporal resonance” and “oscillate” in “antiphase” with the
external force, i.e., the external force “quenches” oscillations \kifhl/forg and “takes
energy” from these modes. Therefore the external force can be said to act simultaneously
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as a source of energy and a “sink” for energy. Thereforeyferl andl'>1 dissipation
is “switched off” in the fluid. This could be important in the theory of flapping flight and
critical Reynolds numbers.

From the practical standpoint it is important that the decrease of resisttree
critical Reynolds numbérassociated with the “switching off” of viscous dissipation
according to Eq.(15), even arises as the source intensity increases, i.e., without any
additional requirements on the change of the structure of the boundary.

9. For y>1 the quantityl’ always satisfies the inequality>1. It is easy to show
that in this case the specific dissipation rate is determined by expred$pn

10. Taking account of the scalin(B) in the “switching off” of dissipation in a
turbulent fluid, we shall now determine the integral of motion with which this scaling can
be associated, i.e., we shall indicate for an ideal fluid the conserved quantity whose
density has the same unitsfas This quantity is the helicitgs= [v- curlv d°r. Therefore
the formation of Eq.(8) and the switching off of dissipation could be due to helicity
fluctuations near the viscous ran@be so-called invariant).
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Polariton excitations associated with magnetoplasma and cyclotron os-
cillations in a two-dimensiona{2D) electron plasma are studied. In
contrast to previous works by other authors, it is concluded that there
exists a low-frequency nontransmission band in the spectrum of 2D
surface magnetoplasma polaritons. Radiative polariton excitations as-
sociated with nonuniform cyclotron oscillations of electrons in a 2D
system are investigated. @998 American Institute of Physics.
[S0021-364(98)00815-9

PACS numbers: 73.50.Jt, 52.40.Db

The term “polariton” ordinarily refers to an electromagnetic wave whose spectrum
is due to the interaction of an electromagnetic field with a characteristic elementary
excitation of the systerhin the present letter we study polaritons associated with plasma
and cyclotron oscillations in a uniform two-dimensiok@D) electron layer in an external
magnetic fieldH, perpendicular to the plane of the layer. The spectrum of characteristic
oscillations of such a system if one does not take into account the interaction of the
oscillations with transverse electromagnetic figlelectrodynamic retardation effetts
well known (see, for example, Ref.)2and consists of a uniform cyclotron motion of
electrons with frequency

o=w.=|e|Hy/m*c (1

and nonuniform 2D magnetoplasma oscillations at frequency

w=(w5+w))? ¥
where
4meNk |
wp= *—
m*(e1+e3)

is the frequency of plasma oscillations in a zero magnetic fleld,the modulus of the
two-dimensional wave vector in the plane of the 2D systermmdm™* are, respectively,
the electron charge and effective mass, apénde, are the permittivities of the media
at whose flat interface the 2D electron layer is located. It follows from Egsand (2)

0021-3640/98/68(3)/6/$15.00 210 © 1998 American Institute of Physics



JETP Lett., Vol. 68, No. 3, 10 August 1998 Popov et al. 211

that characteristic oscillations with frequencies below the cyclotron frequepacio not
exist in a 2D plasma. In other words, The spectrum of magnetoplasma oscillé@ons
contains a gap at low frequenciesx@ < w;.

In Refs. 3 and 4 it was shown that in the system under study magnetoplasma
polariton excitations arise at frequencies below the cyclotron frequency when electrody-
namic retardation effects are taken into account. The dispersion curves of 2D magneto-
plasma polaritons lie to the right of the straight liee=ck/\/s; (¢,=¢,). This signifies
that 2D magnetoplasma polaritons are essentially nonradiating surface electromagnetic
waves. In the region of large values of the wave numbers the dispersion of 2D magne-
toplasma polaritons can be described to a high degree of accuracy ) Faptained in
the electrostatic approximation. The dispersion curves presented in Réfs.tBe case
g,=¢&5) and 4(for e,#¢,) arrive at the pointw=0 ask—0. At the same time, the
results of the calculations performed in Ref. 5 attest to the presence of a low-frequency
gap in the spectrum of magnetoplasma oscillations at the surface of an ionic crystal with
a 2D electron layer. Unfortunately, the final formulas obtained in Ref. 5 do not permit
passing to the limiting case of frequency-independent permittivity. This creates the im-
pression that the low-frequency gap in the spectrum of 2D magnetoplasma polaritons
arises only as a result of the fact that in Ref. 5 the frequency dependence of the dynamic
permittivity of the ionic crystal is taken into account. Actually, as will be shown below,

a low-frequency gap is also present in the spectrumefoy=const, ife;#¢, and w,
#0.

In contrast to magnetoplasma oscillations, uniform cyclotron motion of electrons in
the plane of a 2D system must be accompanied by electromagnetic radiation from the
cyclotron currents into the surrounding media. The complex frequency of a uniform (
=0) cyclotron oscillation, taking account of radiation damping was calculated in Ref. 6.
In the present letter we investigate nonuniform radiating cyclotron oscillatradating
polaritons. These oscillations can be described only on the basis of an electrodynamic
approach.

We shall assume that the 2D electron layer lies in the pian@ at the interface of
two media with permittivitiess; ande,. The z axis is directed along the external mag-
netic field into the medium 2. We choose the spatiotemporal dependence of the fields in
the media to be of the form exp{wt+ikx*a; ,z), where the upper and lower signs in
front of the transverse wave numbersg, refer, respectively, to media 1 and 2. The fields
are assumed to be uniform in tigedirection.

The dispersion relation describing polariton excitations in our structure is obtained
by solving Maxwell's equations in the media 1 and 2 with boundary conditions in the
planez= 0, which take account of the response of the magnetoactive 2D electron plasma.
Since the procedure for obtaining the dispersion relation is quite standard, we immedi-
ately give the final result:

a

a3 182 €2 2
a_(l_zl(fl)+ c (1"’220'1)"' 8—[(1+220'1)(1—Zlo'1)—21220'2]+1=O,
1 1 1

ap
©)

where
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, (@ 2 Arw Arma,
a1'2=i k - E 812, le|_c, 22:| we, .
a3

4

The componentsr; , of the conductivity tensor of an electron plasma in a magnetic
field are determined in the local approximatitthe Drude modelby the expressions

_eZNS (1-iwn)T _ezNS T

o= o= ,
! 2 m (wer)?+(1—iwT)?

m* (a)cT)z-i-(l—in)z;

where 7 is the phenomenological momentum relaxation time of electrons in the 2D
electron layer. We note that the dispersion relations obtained in Refs. 3—5 can be put into
the form (3). However, to investigate the solutiomgk) of the system(3) and (4) the
choice of the signs in front of the radicals in the expressions for the transverse wave
numbersa, ,, which is made on the basis of physical considerations, is important. At the
same time, this question was essentially not discussed in Refs. 3-5.

Neglecting electron scattering-{ ), the dispersion relatio(8) can be put into the
form

a1
02— &) 1+L2 —w2=0, (5)
a1€xF aze, (ay+ ay)c

where o=47Ne2/m*.

Let us consider first the surface magnetoplasma polaritons by investigating4gs.
and(5). In this case the real solutiors(k) are sought. The transverse wave numbers
must be real and positive, which corresponds to the field of the wave decaying away from
the 2D electron layer in both media and absence of electromagnetic radiation in a direc-
tion transverse to the plane of the 2D electron layer. It is obvious that these conditions
hold only if k>w/e;/c and if the positive signs are chosen in front of the radicals in
Egs. (4) (for definiteness, we take;=¢,). Hence it follows that for any positive wave
numberk the frequency of the surface wave, determined as the root ofgEdies in the
segment &= w<w,, Where w;=ck/\/e,. If this root exists(and is uniqug then the
left-hand side of Eq(5), (which we denote byf (k,w)) should have different signs for
w=0 andw= w4. From Eq.(5) it follows, taking account of the expressions chosen for
alyz, that

70K /1+ 7o ,

f(k,0)=—
(k0 erten| T 2k

wg-i- <0

for any k=0. At the same time,

k202 Mo €1 2
- 1+T - _(,UC
€1 ck Yei— e

only in the regionky<k<, where

f(K,wq)= >0

1

40)(2:81
kOZE

€
—al, a=@ - (6)

c2 Vei—¢&;

a’+

c
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FIG. 1. Dispersion curves of 2D magnetoplasma and cyclotron polarifors: Surface magnetoplasma po-
laritons; 2 — “pseudosurface” polaritons3,4 — cyclotron polaritons;Ng, cm 2:10'2 (1,2,3; 10 (4).
m* =0.07m,, wherem, — mass of a free electron. Thin solid lines=kc/\e;, (e;=12.8,8,=1).

For k=kg the root of Eq.(5) w=we=ck,/\e; and, as follows from expressio@),
1= O

Figure 1 displays a plot of the dispersion curve obtained for 2D surface magneto-
plasma polaritongcurve 1) by solving Eq.(5) numerically by the method of dividing the
segment 0,w,] in half. We note that the systematic application of the procedure of
halving the segment makes it possible to conclude that the root dbEwith a4 >0 is
unigue. The dispersion curdeterminates at the poink{, ), touching the straight line
w=kc/\e;. It follows from Eq. (6) thatk,=0 (and therefore als@,=0) only if w,
=0ore;=g;, ( lim ky=0). The conditionwy< w, holds for any values ob. ande ».

€1—7€2

Curves ofwg versus the magnetic field for different valuesegfande,=1 are presented
in Fig. 2.

We note that a real solution of the dispersion relaiidncan be formally obtained
also in the region of wave numbersi&<k, (curve2 in Fig. 1). However, this solution
is obtained only if the minus sign is chosen in front of the radical in(Epfor «;. It is
obvious that such a solution is physically meaningless, since it corresponds to “pseudo-
surface” waves whose field grows exponentially in the medium 1 away from the 2D
electron layer. It is possible that in Ref. 4 this solution was also adopted as a continuation
of the dispersion branch of surface waves, which led the author to the erroneous conclu-
sion that there is no low-frequency gap in the spectrum of 2D magnetoplasma polaritons.

Let us now study radiating polaritons, associated with cyclotron oscillations of elec-
trons in the 2D system. The dispersion curves for these polaritemges3 and4 in Fig.
1) are obtained by switching to complex frequenaies w, wherew= w+iy in Egs.(4)
and (5) and taking the minus signs in front of the radicals in E¢. The dispersion
curves w(k) of the cyclotron polaritons lie essentially completely in the region
>kc/\Je,. The imaginary part of the frequengyis the radiation damping constant of the
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FIG. 2. Limiting frequencyw, versus the magnetic field.(Hy) with e,=1 ande;: 3.8 (curve 1) and 12.8
(curve 2). Dashed linewy= w, .

oscillations. For radiating polaritons,; , are complex quantities. Here Rg,<0, which
corresponds to the amplitudes of the electromagnetic field in both media increasing away
from the 2D electron layer, while the signs of the imaginary partsagpfand a,

(Im a4 ,<0) correspond to outgoing electromagnetic waves from the 2D electron layer in
media 1 and 2. Such an amplitude—phase pattern of the field is characteristic for charac-
teristic radiating oscillations in open electrodynamic systéffise high amplitude of the
electromagnetic field at points located farther away from a plasma layer arises because of
the fact that the radiation field arriving at these points at a given moment in time is due
to radiative decay of oscillations in the 2D system at earlier times, when the amplitude of
these oscillations was larger.

One can see from Fig. 1 that radiation damping of the cyclotron polaritons increases
practically as the surface electron density. As the density increases, the dispersion curve
w(K) of cyclotron polaritons penetrates farther into the regionw/e,/c. For small
values ofNg a minimum of the radiation damping arises for a value of the wave number
corresponding to the point of intersection of the dispersion cur{l€) of a cyclotron
polariton and the straight line=ck/\/e, characterizing the dispersion of an uniform
plane wave in the medium 2. The lower the surface electron density, the deeper the
minimum is. The physical reason for the appearance of a minimum of the radiation
damping is as follows. At low electron density the radiation damping is much lower than
the characteristic frequency of the oscillations. It follows from expresgipthat in this
case Rex,<<Im ay, i.e., the field in medium 2 is an almost uniform plane wave, emitted
at an angle—tan *(Ima,/k) with respect to the plane of the 2D system. For
=ck/+/e, we obtain, taking account of the relatio4), tan *(Im a,/k)=0, which cor-
responds to the emission of a wave along the axis of dipoles which are formed as a result
of the nonuniform oscillations of electrons in the plane of the 2D system. It is obvious
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that in this case the intensity of the electromagnetic radiation decré@amegroportional
to the radiation damping of the characteristic oscillatjons

In the terminology introduced in Ref. 8, the radiating cyclotron oscillations can be
classified as virtual polaritons. These excitations cannot exist in the system for a suffi-
ciently long time, since they are subjected to radiative decay, but they can be observed in
the form of absorption resonances in the transmission spectrum of an external electro-
magnetic wave passing through a 2D electron layer. In this case, oblique incidence of a
wave must be used in order to excite nonuniform cyclotron oscillations.
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The temperature dependence of the resistance and the current—voltage
characteristics are measured foL8,CaCyO, whiskers of different
width, including whiskers possessing a width step. As the width de-
creases, the resistivity of the whiskers below the Berezinski
Kosterlitz—Thouless transition temperature increases, while above the
transition it decreases. This effect is explained by two-dimensional vor-
tices leaving the sample through its edge and confirms the existence of
vortex pairs in layered highz superconductors. €998 American
Institute of Physicg.S0021-364(18)00915-3

PACS numbers: 74.72.Hs, 74.25.Fy

A Berezinski—Kosterlitz—Thoules$BKT) type of transition is observed in the most
highly anisotropic highF. superconducting compoun@dTSC9 — Bi,Sr,CaCy0O, and
TI,SrL,CaCyO, (see Ref. L The transition occurs at a temperatdrg which is 2—3 K
lower than the Ginzburg—Landau superconducting transition temperagyé> For
To<T<Tcq free two-dimensional magnetic vortices arise in the superconducting layers,
which causes the samples to have a finite resistance. BEfowortex—antivortex pairs
arise in fluctuation processes. A nonzero electric curreran result in breaking of the
pairs and the appearance of free vortices. If a pair reaches a critical izehich
depends on the current and temperature, as a result of a thermal fluctuation, then disso-
ciation of the vortices occurs. At zero current the binding energy of a pair in the BKT
model is proportional to the logarithm of the distance between the vortices, i.e., thermal
pair breaking is impossible, and &s>0 the resistance also tends to zero. However, the
situation changes if the finite dimensions of the sample are taken into account. If the size
of a vortex—antivortex pair reaches the width of the sample, one vortex will leave the

0021-3640/98/68(3)/7/$15.00 216 © 1998 American Institute of Physics
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sample, while the other will become free, and its dissipative motion under the influence
of the current gives rise to a resistance. Such a process was studied theoretically in Ref.
4, where it was shown that the finite resistance

R=47R,[T'(1+a/2)/T (1/2+al2)](mw&lw)?, )

wherew is the width of the sample&R, is the normal-state resistanc¥T) is the coher-

ence length, and=2(Tco—T)/(Tco—T¢), is observed in sufficiently narrow samples
below T . At the same time, additional barriers at the boundaries of the sample, which
prevent the vortices from escapingan lead to the opposite effectals- a sharper drop

of the resistance and a finite critical current in narrow samples. We note that an increase
in the critical current with a decrease of the cross section s#8BCaCy0O, whiskers has

been observed at liquid-helium temperatiftes.

Our work is devoted to searching for and investigating the dependence of the con-
ducting properties of BBr,CaCyO, crystals near the superconducting transition on their
width. We chose filamentary single crystélghiskers as the object of investigation. The
whiskers were grown, by the method described in Ref. 6, from a quenched charge at
temperature 855 °C in an oxygen flow in powders of ultrapure oxide®4(99.999%,

SrCG; (99.999%, CaCQ (99.999%, and Cu0(99.99%), mixed in the ratio Bi:Sr:Ca:Cu

= 1.5:1:1:2. The width of the whiskers grown varies over wide limits, while the narrow-
est whiskers have a width of aboutwm, which, according to relatiofil), could be
sufficient for observing excess resistance.

We investigated the temperature dependences of the resistance of 14 single-phase
whiskers of width 1-1Qum. Comparing the forms of the transitions in these samples
showed that, as a rule, the resistance belqwy drops more slowly in the narrowest
whiskers (w<<3 um). However, the variance ificy and the small variations in the form
of the dependencle(T) aboveT, as well as individual structural defects in the samples
did not permit reaching an unequivocal conclusion. To determine the effect of the whis-
ker width on the form of the superconducting transition it was necessary to compare
whiskers having identical compositions and structure but different widths. We noted that
some of the whiskers grown have a width step of constant thickiffégs1). Investiga-
tion of four such samples in a transmission electron microscope showed that they are
single crystals, and the crystallographic orientation is identical on both sides of a step
(Fig. 1b). A defect is usually observed near a staplislocation in the sample presented
in Fig. 1b), but the defect structure does not differ much in the wide and narrow parts of
a sample. For this reason, as will become clear below, comparing the conducting prop-
erties of such samples on different sides of a step made it possible to observe the differ-
ences due to the whisker width.

We investigated three samples with a width step. All dimensions of these samples
were determined after measurements with a scanning electron micro&sapg. All
three samples were about 0.18n thick. Five silver contacts were deposited on each
sample. Four-probe measurements of the conducting properties of sectors 2—3 and 3—4
on different sides of the step were performed on these sartg#esFig. 1a Contact No.
3 covered the region of the step. The sectors were 70u1200ong. To measurR(T) an
ac current was passed through the contacts 1-5, and the voltages between the contact
pairs 2—3 and 3—4 were measured simultaneously with two synchronous detectors. Vir-
tually identical temperature dependences of the resistR{ty) were observed above
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FIG. 1. @ SEM photograph of the arrangement of sample No. 1 with a width step. The numbers 1-5 designate
contact strips. pLight-field photomicrograph of one of the samples near a width step in the refl¢6@oh
The diffraction patterns of the corresponding parts of the sample are presented on the left- and right-hand sides.

Tco, but belowT ¢ the resistivity was observed to drop off more slowly in narrow sectors.
Figure 2a displays the temperature dependences of the resistance for two sectors of
sample No. 1R,;=Ry andR;,=Ry . The resistanc®,y of the wide sector is multiplied

by 2.65, which corresponds to the width ratio of the samplegws,:w,3=4.3um and
w3,=1.6um. As one can see from the figure, the dependences are identical in the
interval from room temperature almost upTgy. The temperatur&-,~77 K for both
sectors can be estimated from the maximund Bfd T. However, below the transition in

a narrow part of the sample the resistance is observed to drop off more slowly. This is
clearly seen in Fig. 2b, where the same dependeR¢&} are presented on a semiloga-
rithmic scale in the region of the dropoff of the resistances. One can see that the depen-
dences are qualitatively different: In the wide sector a critical dropoff of the resistance
Ry exd —C/(T—Tg)Y3], characteristic for a BKT transitiofwith Tc~73.4 K, dashed
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FIG. 2. Temperature dependences of the resistance of the wide and narrow sectors of sample N.al: a
linear scale, pon a semilogarithmic scale nedr=T.,. The dashed curve represents the depend&yge
=1.2xX10° Q-exd—6.2(T—73.4 K)"*?]. The solid line represent Eql) with £(0)=85 A, T¢,=76.5 K,
Tc=73.4 K, £(T)=0.74£(0)/(1— T/ T¢o) Y2

curve in Fig. 2B is observed, whereas in the narrow sector the resistance drops off more
slowly. The solid line in Fig. 2b shows the approximationRy(T) by expression(1).

The quantityR, in Eg. (1) was obtained by using an approximate Bardeen—Stefan rela-
tion R~Ryé?n;, whereny is the density of free vortices. In order of magnitudiy,
equals the normal-state resistance.

The temperature dependend®§Tl) in the wide and narrow sectors of the samples
No. 2 (Wy3=4.4um, wy,=2.6um) and No. 3 W,3=14um, wa,=3.9um) showed a
similar correspondence. The coherence lengtB) can be estimated by comparing
Rn(T) with relation (1) varying T¢g, Tc, and Ry over reasonable limits. In all three
samples the values d@f(0) agree in an order of magnitude with the data available for
BSCCO ¢(0)~50 A). ThereforeR(T) in narrow samples deviates from the dependence
characteristic for a BKT transition, and the dropoffRfT) is described well by relation
1.

We note that abové . the screening of vortex pairs by free vortices must be taken
into account. Indeed, at=T it follows from Eq. (1), taking account of the Bardeen—
Stefan ratio, that/n¢~ 1/, i.e., the distance between the vortices is of the order of the
width of the sample, and relatidft) is no longer applicable. As one can see from Fig. 2b,
somewhat abové - the curvesR(T) Xw for the narrow and wide sectors intersect, and
subsequently the resistance of the narrow sector is less than that of the wide sector. The
same thing is observed in samples Nos. 2 and 3. We note that re(atierplains only
the growth of the resistivity with decreasing. We assume that the decreaseRror
Tco<T<Tc can be explained qualitatively by the fact that the sample edges provide an
additional possibility not only for breaking of vortex pairs but also for escape of free
vortices. The equilibrium value ofi;, which for To<T<T. is established by pair
generation and recombination processes, can decrease as a result of an outflow through
the edges, and in consequence the resistivity of the narrow sample is lower than that of
the wide sample.

The ratio ofRy andRyy, also remains the same at temperatures several degrees above
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FIG. 3. IVCs of whiskers: pof width 10 um at temperaturest — 82.51 K,2 — 79.75 K,3 — 76.77 K,4 —
75.94 K,5 — 75.84 K,6 — 75.69 K,7 — 75.6 K,8 — 75.5 K,9 — 75.4 K,10 — 75.31 K,11 — 75.23 K,12 —
75.03 K,13 — 74.87 K,14 — 74.85 K,15 - 74.71 K,16 — 745 K,17 — 74.34 K,18 — 72.16 K,19 - 71.71
K, 20 - 71.2 K,21 - 70.36 K,22 — 70.05 K; B of width 1.5 um at temperaturest — 84.95 K,2 — 78.5 K,
3-752K,4-74.1K5-735K,6-727K,7-71.8K,8 -71.2K9-70.6 K,10- 70.34 K,11 - 70.33
K, 12 - 70.25 K,13 - 70.18 K,14 — 70.15 K,15 — 71.06 K,16 — 70.01 K,17 — 69.8 K,18 — 69.67 K,19
- 69.44 K.

Tco- A similar effect(lower excess conductivity in wide samplegas noted in Ref. 6,

but it was shown latérthat it is due predominately to the presence of defects: twins or
polycrystalline layer on the surface. In our case the effect is an order of magnitude
weaker than in Ref. 6, and it is observed in a narrower temperature rangendseases
above 90 K,R3, andR,3 are virtually identical, in contrast to the results of Ref. 6.

A characteristic feature of the BKT transition beldw is the power-law character
of the current—voltage characteristi¢¥Cs), Rx1?2, and the dependence of the exponent
a(T) with a jump froma=2 toa=0 atT=T (Nelson—Kosterlitz jump? The existence
of a resistance tail in narrow samples signifies that in these samples, for sufficiently low
currents, the IVCs are of an Ohmic character, i.e., the derivdtiog(R)/dlog(l) remains
equal to zero beloWw ¢ also. As current increases, the critical pair sizél) decreases.
When the current density reaches

jo"" WCkT/(DodW (2)

(d is the thickness of the two-dimensional layerjs the speed of light®, is the
magnetic flux quantum, arklis Boltzmann’s constajtr, becomes equal tw. As the
current increases further, the sample width no longer influences pair bréakiog.
samples Nos. 1 and 2, E(R) givesj,=10> and 6x 10* A/lcm?, respectively. Indeed, at
these currents we observed a deviation of the IVC from Ohm’s law. We were not able to
perform measurements of the IVCs on these samples at sufficiently high currents, but
among the experimental samples we were able to find a pair of whiskers, wide and
narrow, where the IVCs have a power-law character and the influence of the width on the
character of the IVCs is evident.

Figure 3 shows the IVCs of two samples — &én wide (Fig. 39 and 1.5um wide
(Fig. 3b — at different temperatures. From the maximumd®¥/d T, the values off ¢
equal 79 K and 78 K, respectively. The dropoff R{T) in the narrow sample can be
described by relatiofil) with £(0)~50 A. In both samples the IVCs are described well
by a power-law function. In the narrow sample, the transition to linear IVCs occurs at
currents~10 % A in the rangeT~70.2-70.6 K, which is 7—8 K lower tharT g,
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FIG. 4. Average value ofl log(R)/dlog(l) as a function ofT for the samples presented in Figs. 3a,b: *w—
=10 um (averaged withV=10"%-10"7 V); O — w=1.5 um (averaged witiv=10"5-10"8 V).

i.e., in the temperature range obviously beldw, which in BSCCO should be 2-3 K
below T¢o.2 The corresponding quantify,~10°~* A/lcm? is close to the estimate®).

The curved log(R)/d log(l) versusT, obtained from the IVC¢Fig. 3), are displayed
in Fig. 4. In the wide sample, the dependence is characteristic for a BKT transition with
a somewhat broadened Nelson—Kosterlitz jump@at 75.7 K. In the narrow sample, the
exponent grows much more sharply, and at low temperatures its value approaches the
value obtained in the wide sample. This indicates that at low temperatures and high
currents the width of the sample does not influence pair breaking.

In summary, the dependen&qT), just as the character of the IVCs in the most
perfect samples, agrees with the theory of Ref. 4.

We note that the columnar defedS8Ds) produced in BSCCO whiskers by irradia-
tion with heavy ion8 also lead to changes in the dependerRéE) that are similar to
those described above: In the irradiated sectors a smog@Rkponentiagl dropoff of the
resistance was observed beldw, while aboveT., conversely, the resistance was
lower than in the unirradiated samples. The sample with CDs can be represented as a
network of narrow samples which are interconnected with one another in a complicated
manner. The characteristic width of such samples equals approximately the average dis-
tances between the CDs — about Q&2 Substitutingw=0.2,m into Eq. (1) satis-
factorily describes the dependenRéT) observed in Ref. 8 below . Therefore the
effect of CDs probably reduces to the size effect, to which the present paper is devoted.

The observation of a size effect in samples of the order of several microns wide
attests to the presence of vortex—antivortex pairs in them, since the characteristic radius
of other possible excitations in high: superconductors is incomparably shorter.
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The wave-function envelope method is used to describe the electronic
states of the cuprate highs superconductorHTSCS. In this method

the 2D electronic states of the Cu@yers of a unit cell play the role of
guantum wells, while the 2D states of the reservoir play the role of
guantum barriers. Because of the different anisotropy of the 2D effec-
tive masses of the wells and barriers, some states on the Fermi surface
(line) belong to Cu@ layers and some states belong to the reservoir
layers. This behavior of the electronic states explains characteristic fea-
tures of HTSCs, such as the existence of regions on the Fermi surface
with strongly different relaxation times, the weak suppressiot-tyfe
superconducting pairing by nonmagnetic scattering, and the coinci-
dence of the angular dependence of the superconducting order param-
eter and the angular dependence of the electronic density of states
(forward scattering predominatingThe change in the signs of the
components of the effective masses along the Fermi surface can result
in the formation of hole pairgiholes or electron pairgbielectron$ on
account of the Coulomb interaction in the case of a negative reduced
mass of the pairs. €1998 American Institute of Physics.
[S0021-364(98)01015-9

PACS numbers: 74.76.Bz, 74.25.Jb

The wave-function envelope method is widely used to describe the electronic states
of semiconductor heterostructures, e.g., quantum wells and systems consisting of quan-
tum wells. In this method the wave function in each layer of a heterostructure is expanded
in the electron wave functions of the corresponding layer, and the @iclger equation,
with the the effective mass of the corresponding layer appearing in the kinetic energy
operator and the role of the potential energy being played by the difference in the dis-
persion relations of the longitudinghlong the layens motion of the electrons in the
materials of the neighboring layers, is solved for the expansion coeffidigrgsenve-
lope), which depend on the coordinate along the direction normal to the layers. This
method gives good quantitative agreement with experiment, even in the case of very thin
(several atomic layeygjuantum wells and barriers.

This is certainly the main method for describing artificial heterostructures based on
high-temperature superconductOrsTSCs.! However, a HTSC itself can be treated as a
heterostructuré.The point is that according to the generally held point of view concern-
ing cuprate HTSCs the conductivity and superconductivity in these materials are deter-

0021-3640/98/68(3)/7/$15.00 223 © 1998 American Institute of Physics
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mined by the properties of the individual Cuyers(LaSrCuQ, CuQ, bilayers sepa-
rated by a layer of Y atomérBaCuO), and triple CuQ@ layers separated by layers of Ca
atoms(BiSrCaCuQ. Thus these layers play the role of quantum wells. The correspond-
ing LaO, BaO, and BiO layers, however, play the role of reserbiasriers, on doping
which, for example, with strontium atoms in LaSrCuO and oxygen atoms in YBaCuO or
BiSrCaCuO, the carrier¢holeg enter the Cu@ layers. A similar situation occurs in
semiconductor heterostructures when the barriers are doped.

The envelope method is quite well substantiated for HTSCs with three or more
CuG, layers(five or more atomic layejger unit cell, though qualitativelgand possibly
guantitatively alspthe main results of the present work will also hold for one and two
CuG, layers. If instead of the envelope method one employs band caluclations to take
into account the carrier hops between the ga@d reservoir layers, not only do techni-
cal difficulties arise on account of the large unit cell but there are also questions raised by
the fact that the coherence length in the direction of ¢haxis, perpendicular to the
layers, is less than the size of the unit cell in this direction. A more serious objection to
such an approach is that electron—electron correlations, leading to antiferromagnetic or-
dering, play the main role in the CyQayers. In the envelope method these correlated
states can be chosen instead of Bloch band states done beloy As a first approxi-
mation to the envelope method, we call attention to Ref. 2, where hybridization of the
dispersion relations obtained for isolated layers is taken into account in the tunneling-
Hamiltonian method.

In what follows, the dispersion relation for systems with two and three Qagrs
per unit cell is chosen to be the same as for systems with one, Gu@r. This is
justified, first, by the fact that the hopping integral between Cla@ers separated by a
layer of Y or Ca atoms, for example, is itself less than the hopping integrals between the
nearest neighbors in a Cyayer; second, taking account of the electron—electron cor-
relations in a Cu@ layer results in sharp suppression of the hopping integral between
neighboring layers, and the spectrum of renormalized quasiparticles of a multiple
Cuozélayer structure reduces to the analogous spectrum of Bloch carriers for an isolated
layer:

A distinguishing feature of the crystal structure of cuprate HTSCs is that the hop-
ping integrals between the nearest neighbors in the,Ga&rs occur along the edges of
a square, while in the reservoir layers they occur along the diagonals. For this reason, the
constant-energy contours near the corresponding half-fillings are squares turned relative
to one another by 45 degrees. The dispersion relations in the Gyér (s,,) and in a
reservoir layer £,) can be represented in the nearest-neighbor approximation as

ew(k)= %[2— cogk,a)—cogkya)],

A
ep(K)=Ug+ 7b[1—cos(kxa)cos(kya)],

wherek= (k, k) is the wave vector in the plane of the layeAs, , are the widths of the
bands in a Cu@layer(well) and in a reservoir laydbarriep, respectively, antl, is the
barrier height ak=0. There is thus a large difference in the anisotropic effective masses
for the CuQ and reservoir layers. For this reason, for a small differedgein the
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FIG. 1. Constant-energy contous-7) and contours of a change in sign of the effective mass+- 8, m, —
9) for the incoherent case neglecting electron—electron correlatioms, foh,=5.8 A,U,=0.5eV,A,,=2 eV,
A,=1 eV; curvesl-7 are forE/A,,=0.10, 0.30, 0.50, 0.52, 0.55, 0.58, and 0.62.

positions of the corresponding bandskat O (which is treated below as an adjustable
parameter whose magnitude depends strongly not only on the difference of the atomic
levels of the layers but also on the difference of the electron—electron correlations in
these layers the potential energy, which is proportional to the difference in the kinetic
energies along the layers, can change sign along a constant-energy contour. As a result,
near half-filling some states at the Fermi surface will correspond to states predominantly
localized in a Cu® layer, while some states will be localized in the reservoir region
(transformation of statesThis qualitative result does not depend on the method used to
describe such states. The difference in the anisotropy of the effective masses of different
layers also remains when the hops to non-nearest neighbors are taken into account. For
semiconductor heterostructures this result was obtained in Ref. 4. Since for cuprate
HTSCs the possibility of both coherent and incoherent motion along thés is being
discussed,we shall examine both cases separately.

For the incoherent case, when electron—electron correlations are neglastésd
valid for overdoped systemsfor finding the constant-energy contours it is sufficient to
solve the problem of the spatial quantization levels in an individual well of widt®n
account of the difference of the anisotropiessqfande,, the reservoir layer starts to
play the role of a well at certain values kof The thick lines in Fig. 1 show the contours
of such a transformation: At the corners of the Brillouin zone, which are bounded by
these contours, the states belong to the reservoir layer and away from the corners they
belong to the Cu@layer. Curvesl—7 are constant-energy lines. As one can see from the
figure, in the region near half-filingg~0.5A,,), part of the constant-energy contour
corresponds to states localized in the Gu&yer and part corresponds to states localized
in the reservoir. The form of the contours is virtually independerigf A,,, andAy,
i.e., the conclusions drawn are of a quite general character. The dotted lines in Fig. 1
represent the contours of a change in the sign of the effective-mass componeand
m, (lines 8 and 9, respectively. 1/mxyy=ﬁ*262E/akiy. Thus, the effective-mass com-
ponents can have different signs on different sections of a constant-energy contour. For
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FIG. 2. Angular dependence of the density of states. The parameters are the same as inukig. 1,
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this reason, hole pair®ihole) in the case of hole doping or electron paipselectron in

the case of electron doping can form as a result of the Coulomb interaction. For this, the
effective mass of a pair consisting of states with different signs of the masses should be
negative. The observed inverse hydrogenlike series in the optical spectrg OREfl 6

can be interpreted as a manifestation of such pairs formed from particles with different
energies. In our case, however, the pairs are formed from states on the Fermi surface and
can belong to different layers. There exists a quite wide interval of values of the param-
eters of the system where as the temperature decreases, Bose condensation of such pairs
occurs, leading to superconductivity.

The angular dependences of the quantity(&y=7/|VE|, proportional to the den-
sity of states, are shown in Fig. 2. As one can see from the figure, together with the
characteristic feature a&t=0 and 90° of the Cu®layers at half-filling(van Hove sin-
gularitieg, there appear additional maxima near the points of a transformation of the
states. Such features lead to the formation of two maxima in the curve of the total density
of states versus the energy.

If the coherence length along theaxis is much longer than the period of the
structure, then minibands which characterize the motion alongcthgis arise as a
function of the wave vectok, . In this case, it is natural to choose as the criterion for
finding carriers predominantly in a CyQayer or in the reservoir, the ratio of the prob-
abilities in the well and barriery=W,,/W, . The calculations show that the qualitative
form of the constant-energy contours in this case is the same as in the incoherent case.

Figure 3 shows the contolt=0.52A, for k,=0 (the solid lines correspond tg
>1, the dashed lines correspond #6<1). The curves3 and 4 are constant-energy
contours of the higher size-quantization subbands. We note that similar cooars
shown in Fig. }, corresponding to resonances in the continuous spectrum, are present in
the incoherent case considered above. On account of this, the electronic states on them
have much shorter lifetimes than localized states.

The picture remains qualitatively the same if antiferromagnetic ordering in thg CuO
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FIG. 3. Constant-energy contours of a superlatticefer0.52A, for k,=0, curvesl,2 — first subband3,4 —
second and third size-quantization subbands. The parameters of the structure are the same as in Fig. 1.

layers, which occurs with underdoping, is switched on. In this case the wave functions
and the dispersion relation of the correlated state in a da@er can be written in the
form

y=utvihiq,

g= %{8w(k)+sw(k+ Q)= V[ew(k) —en(k+ Q)]2+45},

where § is the dielectric gap an@ is the nesting vector. Figure 4 shows a family of

FIG. 4. Constant-energy contours taking account of the dielectric gapy$00.1 eV, A,=0.5 eV, Q
=m/a(1.1); curvesl-7 are forE/A,,=0.10, 0.20, 0.30, 0.40, 0.42, 0.44, and 0.46; all other parameters are the
same as in Fig. 1.
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constant-energy contours for the incoherent case and the bottom sulpiand sign in

¢). Just as in the absence of antiferromagnetic ordering, in a certain energy range a
transformation of the states on the constant-energy contour ogtbersolid lines corre-
spond to localization in a CuQayer, and the dotted lines correspond to localization in
the reservoir layer

In the case of optimal doping, the long-range antiferromagnetic order is absent, but
short-range order remains considerable, and the behavior of carriers on the Fermi surface
is qualitatively identical to the case of light dopicigig. 4).

The above-described character of hole states, where on a part of the Fermi surface
carriers belong to one layer, while on the remaining part of the Fermi surface carriers
belong to a different layer, makes it possible to understand a number of characteristic
features of HTSCs. Specifically, to explain the characteristic features of the frequency
and temperature dependences of the conductivity and Hall effect, two substantially dif-
ferent relaxation times are introduced phenomenologically on different sections of the
Fermi surfac€. If these sections of the Fermi surface belong to different layers, the
difference in the scattering intensities is natural.

Angle-resolved photoemission experiments in the normal and superconducting
phases show that the angular dependence ofiype superconducting gap is identical
to that of the density of states in the normal phase. This is explained by the fact that the
electron—electron interaction becomes weaker as the scattering angle increases — for-
ward scattering predominates. Then the value of the gap at some point on the Fermi
surface will be determined only by states in some interval of angles near a given state
(momentum decoupling In our opinion, this interval of angles is determined by the
region of the Fermi surface, belonging to a definite layer, since leaving this interval
corresponds to scattering from one layer into another, and scattering is small to the extent
that the overlap integrals of the wave functions between the,Gui@ reservoir states is
small.

The same effect explains the experimentally observed order-of-magnitude weaker
suppression ofl-type pairing by scattering by nonmagnetic impurities than expected
theoretically. If the zeros ofl-type superconducting gap lie on the part of the Fermi
surface corresponding to the reservoir layer, then scattering from regions belonging to
CuG, layers and having a large gap into the region of the zeros of the gap, which results
in depairing, will be strongly suppressed.
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Russian Interdisciplinary Science and Technology Program “Physics of Solid-State
Nanostructures.”

de-mail: kopaev@sci.lebedev.ru

11. Bozovic and J. N. Eckstein, iRhysical Properties of High Temperature Supercondudtfat, V, edited by
D. M. Ginsberg, World Scientific, Singapore 1996.

2R. Combescot, Phys. Rev. &, 8632(1998.

3M. Sugihara, M. A. lkeda, and P. Entel, Phys. Rev5B 11760(1998.

4V. V. Kapaev and Yu. V. Kopaev, JETP Le@5, 202 (1997.

SA. A. Abrikosov, Phys. Rev. B57, 7488(1998.



JETP Lett., Vol. 68, No. 3, 10 August 1998 V. V. Kapaev and Yu. V. Kopaev 229

8E. F. Gross, I. N. Ural'tsev, and R. I. Shekhmamet'ev, JETP 1&t357 (1971).
"A. Zheleznyak, V. Yakovenko, H. Drew, and I. Mazin, Phys. Re\56B 3089 (1998.
8G. Varelogiannis, Phys. Rev. 87, R732(1998.

Translated by M. E. Alferieff



JETP LETTERS VOLUME 68, NUMBER 3 10 AUGUST 1998

Tunneling investigations of single crystals of the single-
layer cuprate Bi ,Sr,CuQO, in high magnetic fields

S. |. Vedeneev
P. N. Lebedev Physics Institute, Russian Academy of Sciences, 117924 Moscow, Russia

(Submitted 1 July 1998
Pis’'ma Zh. Kksp. Teor. Fiz68, No. 3, 217-22210 August 1998

The coexistence of a superconducting gap and a normal-state gap
(pseudogapis observed in tunneling experiments with high-quality
single crystals of the single-layer cuprate 8, CuQ,. At temperatures
T<T, the normal-state gap, whose width is close to that of the super-
conducting gap, does not vanish in magnetic fi¢idsH,. The large
smearing of the gap structure in the tunneling spectra and the high
conductance of tunnel junctions at zero bias voltage are due to the
strong angular dependence of the superconducting- and normal-state
gaps. The results of the investigations are in good agreement with re-
cently published angle-resolved photoemission data.

© 1998 American Institute of Physids0021-364(108)01115-3

PACS numbers: 74.76.Bz, 74.72.Hs, 74.25.Fy

The successful use of tunneling spectroscopy for studying the superconducting state
of ordinary superconductors is now familiar. However, in application to Aiglsuper-
conductorgHTSC9 this method has encountered great difficulties due to the extremely
short coherence length and high nonuniformity of the experimental samples. To date,
well-reproducible results have been obtained only for the layered cuprate
Bi,Sr,CaCyOg, s (Bi2212). Earlier, we performed tunneling investigations of Bi2212
single crystals by the break-junction methiotihe experiments showed that good-quality
tunnel junctiongTJ9 — junctions with very low leakage currents and well-resolved gap
structure — in theab plane can be prepared from Bi2212 crystals. Photoemission experi-
ments with high angular resolutichPRES?~* confirmed the magnitude of the energy
gap found by the tunneling methddut at the same time they revealed a strong angular
dependence of the gap which correspondsl,to ,» symmetry of the order parameter.
Moreover, a pseudogajgap in the quasiparticle spectrinvas observed in photoemis-
sion experiments on underdoped Bi2212 at temperatlirabove the superconducting
transition temperatur@.. This gap is attributed to the formation of superconducting
pairs without phase coherence.

The single-layer cuprate Br,CuQ, (Bi2201) with a low value of T, is a very
promising material for studying the superconducting and normal properties of HTSCs at
low temperatures. But the situation with its tunneling investigations turned out to be more
complicated. The first measurements of the energy gap in Bi2201 in experiments with
point tunnel contacts based on imperfect Bi2201 crystals were performed a long time

0021-3640/98/68(3)/6/$15.00 230 © 1998 American Institute of Physics
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FIG. 1. Differential conductancedl/dV(V) of four tunnel junctions at temperatures 2.6 and 1.6 K. The
junctions were prepared from two single crystdi®s. 1 and 2 For clarity, in both cases the upper curves are
shifted relative to the bottom curves .

ago?® but despite numerous attempts it has proved impossible so far to produce tunnel
junctions of satisfactory quality, even using the break-junction method. Siggcen
Bi2201 is larger than in Bi2212 and reaches 40 A, on account of the proximity effect it
is very difficult to prepare a good tunneling barrier in liquid helium. Two strongly
anisotropic superconducting energy gaps of width-20and 7+ 3 MeV, respectively,

have been observed recently in APRES experinféntsptimally doped and underdoped
Bi,Sr,_,La,CuG;, 5. The authors of Ref. 6 also discovered a pseudogap abpand
proposed that the pseudogap and the superconducting gap have a pair interaction of the
same nature. In the present letter we report tunneling investigations of high-quality
Bi2201 single crystals in magnetic fields up to 23 T. The results confirm the existence of
superconducting and normal gaps.

Bi(2+xSh- (x+y)CWU1+y)O, single crystals with Bi/S+1.4—1.5(the excess Bi oc-
cupied Sr positionswere grown in closed cavities in a KCI fluxed mélbn account of
the prolonged growth process, the crystals had a high degree of cationic ordering. The
dimensions of the crystals wef®.7-1.5 mm X (0.4-0.7 mm X (1.5-5 um. The
half-width of the main reflections of the rocking curves in the x-ray investigations of the
crystals did not exceed 0.3—0.1°. The lattice parameters were eqaat 5360 A and
c=24.615 A and the superlattice period was equahte4.75. The superconducting
transition widthsA T, between the points of 10% and 90% resistance were equal to 0.5-1
K. The values obtained fok T, and T in dc resistance measurements and in magnetic
susceptibility measurements were virtually identical. The temperature dependence of the
resistance of the crystals in theb plane was linear with slop&p,,/AT=0.5-1.5
n ) -cm/K at high temperatures and below 20—40 K it saturated to the residual resistance.
The residual resistivity,,(0) lay between 80 and 180Q)-cm. Break-junction type TJs
were prepared directly in liquid helium by the method described earfigre current—
voltage (—V) characteristics and their derivativé¥/d| were measured by the standard
phase sensitive modulation method. On the basis of a special thitecén be assumed
that in TJs with this geometry the tunneling current in #ieplane was measured.

The typical differential conductanced/dV(V) of the four TJs, fabricated from two
single crystal§Nos. 1 and 2, at temperatures 2.6 K and 1.6 K are shown in Fig. 1. For
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clarity, in both cases the upper curves are shifted relative to the lower curves. Although
the TJs had lowa) and high(b) resistance, they showed very high conductance at zero
bias voltage, the gap structure in the tunneling spectra was strongly “smeared,” and the
conductance itseldll/dV(V) in the case of the low-resistance Ti@ had aV shape.
Nothing like this was observed in our tunneling experiments with Bi2212 single crystals.
In a recent work having analyzed different current-leakage channels in TJ-based HTSCs
and their influence on the spectra obtained, the authors proposed a procedure for extract-
ing the real tunneling density of states. However, in this case the conductance of the TJ
atV=0 mV is too high(it equals 80—90% of the conductance at large valuég)ab be
explained by leakage currents. Despite many attempts, the same tunneling spectra with
gap structure and low conductanceVat 0 mV as in the case of Bi2212 single crystals
could not be obtainetl.Taking this into consideration, it is likely that the anomalies
observed in the tunneling spectra in Fig. 1 are due to a strong anisotropy of the super-
conducting gap recently found in Bi2201 in APRES experiménis. underdoped
Bi,Sr,_,La,CuG;, s crystals the authors observed a smeared, but reproducible, 7
+3 meV superconducting gap along the,0) symmetric line irk space and a zero gap

45° away from this line. For the SIS TJs studied here the distance between the two main
maxima on thedl/dV(V) curves equals 4, , and, as one can see in Fig. 1, the
superconducting gap&,_, lies in the region 13.5-15 meV ard, ,~6.5—7 meV. In

TJs of this geometry, the spectra obtained reflect the tunneling density of states, inte-
grated over the polar angle ky, space’ The strong angular dependence of the energy
gap with zero values in certain directions should result in a high density of states inside
the gap(and therefore in a high conductance of the TJs at zero bias vplagestrong
smearing of the gap structure with the maximum valué pf ,. This agrees completely

with the APRES datf.Both our and the APRES spectra have a smeared gap structure,
which is difficult to describe by a simple BCS model. To determine the valuk ok
employed the phenomenological paramdtethat takes account of pair breakifigand
obtainedA =3.5—-4 meV. This is very close to the value Afwhich we found in earlier
experiments with Bi2201-based point TJs.

To determine the relation betweeh and T., we measured the conductance
di/dV(V) of TJs at different temperatures. The results are shown in Fig. 2. For clarity,
the curves are shifted relative to the upper curve. One can see that as temperature in-
creases, the gap-associated featunearked by arrowsbecome broadened even more
strongly and vanish. Sincg; for this sample was equal to 3.5 K, and the gap features
vanished at a temperature clos€ltg it is natural to infer that the observed gap structure
is related with the superconducting gap in Bi2201. It is also seen in Fig. 2 that 4
decreased somewhat as temperature increased, but because of the smeared nature of the
structure we could not determine the temperature dependente of

It is well known' that tunneling spectra obtained for ordinary superconductors when
studying high-resistance TJs with good tunneling barriers should be flat with bias volt-
ages exceeding/e, as follows from the Fermi liquid model. TheV"” shape of the
conductancall/dV(V) of low-resistance TJs is due to the decrease in the height of the
tunneling barrier under the action of an increasing bias voltage. However, as follows
from Fig. 2, as temperature increases, the caWeV(V) changes from flat t&/-shaped
asdl/dV(V) increases. Once again this could be due to a decrease in the height of the
tunneling barrier in the TJ or an increaseéiin Bi2201 as a result of an increase in the
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FIG. 2. Tunneling conductanad/dV(V) of a junction at different temperatures for sample No. 2. The curves
are shifted relative to the top curve. The gap structure is marked by arrows.

temperature. To rule out this possibility, we measured the tunneling spectra of our break-
junction TJs in constant magnetic fields above the upper critical fieldin Bi2201 at
the given temperature. The experiments were performed in the geoBjtry| ab.

The effect of a magnetic field on the conductanddédV(V) at 1.4 K is shown in
Fig. 3a. The behavior of the break-junction TJs based on Bi2201 and Bizfifférs
sharply. In the first place, as the magnetic field increased, the conduaafité(V)
decreased and the curvd$/dV(V) shifted in the direction of high tunneling with a
decrease of the conductancevat 0 mV. In the second place, the gap feature associated
with the superconducting state practically vanished emen5 Tfield, while according to
the results of magnetotransport measurements, which we performed on this crystal, at 1.4
K H.,=14T. In the case of Bi2212 in magnetic fields, we observed only a weak smear-
ing of the tunneling spectra with no change in shape, as expectdd<di,. In tun-
neling experiments, a region £ near the tunneling barrier is investigated. For break-
junction TJs in a mixed state the conductarttdédV(V) reflects the total tunneling
density of states of vortices with a normal core and a density of states of the supercon-
ductor near the vortices which is broadened by the local magnetic field. Therefore the gap
structure can be smeared even whéEH,. It can be expected that at constant tem-
perature the transmittance of the tunneling barrier does not change and the general form
of the tunneling conductance should remain unchanged. Figure 3b shows the differential
resistancadV/dI(V) at two extreme point¥ =0 mV andV=40 mV, determined from
Fig. 3a, as a function of the squared magnetic field. The dependences are quadratic in the
field with no saturation in a large range of fields, just as for the magnetoresistance of
compensated metals in the transverse geom@&lg,(J|ab). This can serve as an indi-
cation that the normal electrons make a determining contribution to the tunneling spectra
obtained.

In tunneling investigations of ordinary superconductors in magnetic fiéletdd .,
the differential conductancel/dV(V) near the gap is constant. In this case the curves
dI/dV(V) in Fig. 3a retained their shape with a strongly smeared gap feature even in the
normal state of the TJ in fieldd >H_,. In addition, the position of this feature on the
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FIG. 3. (a) Effect of a magnetic field on the tunneling conductadta V(V) at 1.4 K.(b) Dependence on the
squared magnetic field of the differential conductad&&d|(V) of a tunnel junction at two extreme points
V=0 mV andV=40 mV, determined from Fig. 3dc) Difference of the differential conductancd&/dV(V)

at two extreme point¥ =40 mV andV=0 mV, determined from Fig. 3a, as a function of the magnetic field.

voltage axis was close toM, ,. Once again this agrees well with the APRES data.
Although forH>H_, we cannot determine from Fig. 3 the magnitude of the gap accu-
rately, we can say that the normal-state gap remains right ug f6 2- the maximum

field in our experiments. Figure 3c shows the difference of the values of the differential
conductancel/dV(V) at two extreme point¥ =40 mV andV=0 mV, determined from

Fig. 3a as a function of the magnetic field. One can see that the magnitude of the zero
“dip” in the curves d1/dV(V) increases linearly with the magnetic field. The effect of a
magnetic field on the gap structure of the superconducting and normal states can be
clearly seen in Fig. 4, where the second derivatiy&$d V?(V) of the tunneling current

in different magnetic fields are displayed. Fér=0 T the zeros ofi?l/dV2(V) at|eV|
=2A,_, (marked by arrowscorrespond to the superconducting gap. As the magnetic
field increases, the superconducting gap vanishes and the normal-state gap remains. But
the gap structure in the curvedl/dV2(V) is not washed out in a field, as happened for
Bi2212? but rather it becomes sharper. The normal-state gap could be due to the anti-
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FIG. 4. Effect of a magnetic field on the gap structures of superconducting and normal states in the second
derivativesd?l/dV?(V) of the tunneling current in different magnetic fields.

ferromagnetic interaction, which could be important in underdoped HTSC materials. The
decrease of this interaction with increasing magnetic field results in sharpening of the gap
structuret! But it is more likely that the normal-state gap is a pseudogap. This is being
widely discussed in the literature. Since in our Bi2201 crystals the paramagnetic limit
equals 24 T even fak ;= 3.5 meV, the pseudogap could be related with superconducting
pairs without phase coherence, which could exist both afiguéig. 2 and aboveH .,
atT<T. (Fig. 3. Then the smearing of the gap structure and the high conductance of TJs
with V=0 mV are due to the strong angular dependence and to the normal-stdte gap.
Impurity scattering, which plays an important role in the smearing of the normal-state
gap, decreases in a magnetic field, sharpening the tunneling spectra.
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The recombination emission spectra of an excitonic compl3X]
localized on a neutral acceptor, which have previously been attributed
to a positively charged excitorX("), are investigated. Satellites arising
around the main luminescence line as a result of recoil processes during
recombination of the complex which leave the surviving hole in an
excited state are observed and investigated. It is shown in a computa-
tional model based on the Luttinger Hamiltonian that the energy split-
tings between the main line and the satellites correspond to an in-
barrier impurity center located a definite distance from the well. It is
shown that as the magnetic field increases, a transition is observed from
the singlet ground state of the complex to a multiplet state.1998
American Institute of Physic§S0021-364(18)01215-8

PACS numbers: 78.55.Cr, 78.66.Fd, 71.35.Ji

1. Despite the fact that GaAs/AlGaAs — single quantum weBQWsg — have
been studied quite well experimentally, a number of photoluminescence lines which are
observed in these structures are still a subject of debate. This is due both to the complex-
ity of quantum systems consisting of more than two particles and to the lack of detailed
information about the structure itself, specifically, about the impurities present in it and
their spatial distribution. Some of the most interesting objects active in photolumines-
cence are positively and negatively charged excitonic compléxiess) X* and X,
arising in quantum wells when the density of the main carriers is'lo#s was shown in
Refs. 3 and 4, these formations are not free, but rather they are localized in the Coulomb
potential of charged impurities present in the barrier and fAﬁX and Dgx complexes.
However, the question of the specific arrangement of these impurities has remained open.

A distinguishing feature of quantum electron—hole systems consisting of more than
two particles is the possibility of recombination, as a result of which the remaining
particle can be found in not only the ground but also an excited state. Here, replicas of the
main luminescence line which are shifted to lower energies by the amount of the splitting
between the ground and excited states of the system after the recombination event in the
emission spectrum. In the case oD&X complex in GaAs such replicaslielectronic

0021-3640/98/68(3)/7/$15.00 236 © 1998 American Institute of Physics
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satellite$ were studied in detail in Ref. 5. Size quantization and the possibility of spatial
separation of impurity centergn a barriej and charge carrierén a well) modify the
energy spectrum of neutral impurities in SQWs. As a result, fbrgzt complex(exciton

bound on a neutral donor in the barjighe satellites associated with transitions to an
excited stateDg have a virtually linear cyclotron shift relative to the main line. This
experimental fact was used to prove the two-particle nature of the recombination line
corresponding to ng complex? Satellites of a recombination line of an excitonic
complex have not been previously observed in a hole system, and the relation of such a
line to positively charged excitons* was established by analogy with the electronic
systen? We have observed and investigated such satellites in a series of quantum wells
ranging in width from 150 to 300 A. Analysis of the energy splitting between the main
recombination line of an excitonic complex and its satellites made it possible to deter-
mine the characteristic arrangement of the acceptors on which localization of positively
charged excitons with the formation of aﬂx complex occurs. A transition from the
singlet ground state of an excitonic complex to a multiplet state was observed as the
magnetic field increased. This transition is manifested as a change in the intensities of the
components of the emission spectrum.

2. We investigated undoped GaAs quantum wells 150, 200, 250, and 300 A wide,
with Aly:Ga 7As barriers. The structures were grown an undoped GaAs substrate by
molecular-beam epitax§MBE). The sample with the 150 A wide well contained a series
of quantum wells separated by a superlattice with AlIGaAs/GaAs layer thicknesses of
50 A/30 A. All other samples contained a single quantum well. In the samples with the
200 and 250 A wells, the well was grown on a superlattice with layer thicknesses of
100 A/30 A; in the sample with the 300 A well the AlGaAs layer located closest to the
well on the superlattice side was 500 A thick. The characteristic width of the lumines-
cence lines in the experimental structures was equal to 0.1-0.2 meV in a magnetic field
~10 T, indicating that the structures were of high quality. Optical excitation of the
system was performed with a Ti/Sp laser with photon energy 1.65 eV or He/Ne laser with
photon energy 1.96 eV. Despite the fact that we investigated undoped quantum wells, all
structures contained a low-density two-dimensional chatwith charge carrier density
10°-10'° cm™?), where the sign of the charge carriers could be changed by varying the
photoexcitation energyIn the present work we investigated mainly quantum wells with
a low-densityp-channel. The spectral instrumentation consisted of a Ramanor U-1000
double monochromator, which combined with a semiconductor detector with charge
coupling (CCD) gave a resolution of 0.03 meV. The measurements were performed at a
temperature of 1.5 K in the range of magnetic fields 0-11 T.

3. Figure 1a shows the photoluminescence spectrum measured for a 200 A SQW in
a zero magnetic field. The spectrum consists of two spectra lrea free exciton line
(X) and the line of an excitonic complex, which in the case of a two-dimensi@@l
low-density hole channel consists of an exciton localized on a neutral acceptor in the
barrier @SX) 4 The presence of two equivalent holes in/kﬁ)( complex(just as inX™)
allows recombination of the complex with a transition of the remaining hole to an excited
state. In the process, satellites of the main recombination line, which reflect the spectrum
of the excited states of amg center(or a free hole in the cas¢™), should appear in the
emission spectrum. We actually observed such satellites in the emission spectra of all
experimental samples in a perpendicular magnetic field.
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FIG. 1. (a) Photoluminescence spectra, measured in a 200 A SQW in a zero magneticfiedPhotolumi-
nescence spectra measured in 2a8)%and 250 A(c) SQWs in a 9.5 T magnetic field ior polarization.(d)
Energy of optical transitions versus the magnetic field, measured for a 200 A SQW in two circular polarizations.

The luminescence spectra, measured for 200 A and 250 A SQWslarization
in a 9.5 T magnetic field are displayed in Figs. 1b and 1c. Two lines, designatd,as
andSU,, are clearly seen in the spectra. The experiments performed on samples where
the carrier type in the well could be changed by photoexcitatiowed that th& U,
andSU, lines are associated exclusively with thehannel and vanish completely from
the spectra in the case of inversion of carrier type. Figure 1d shows the magnetic field
dependences of the optical transition energies measured in two circular polarizations for
a 200 A SQW. It should be noted that the spectral properties, which we measured, of the
A2X line are identical to the results which were obtained earlier for similar structures by
other authord’ and which were attributed to radiation of a free triofi"(). However, the
satellite line which we observed makes it possible to rule out unequivocally such an
interpretation, since the observed splittings between the main line and the r&liggs
do not tend to zero in a zero magnetic field, which is characteristic of excited #gtes
and not of a free hole. Since the spectral position of the replldg, in SQWs of
different width is related to the emission lines of the SQWkse Fig. 3a belowand in
sufficiently narrow wells the radiation energy exceeds the band gap in GaAs, it must be
concluded that th&U, ,, lines are associated with recombination processes in SQWs. As
one can see from Fig. 3a, the characteristic cyclotron mass correspondingsto.ttiee
(~0.4m,) is much greatefby a factor of 5 than the electron mass, indicating a hole
Auger process. Therefore it must be inferred that$ié, ,, line arises as a result of the
recombination of &AX complex, for which the remaining hole is in an excited state of
the impurity center. The magnitude of the splitting in the zero magnetic field limit serves
as a measure of localization of the complex and makes it possible to determine the
specific arrangement of the impurity center. To solve this problem, we developed a
computational method which is based on &4 Luttinger Hamiltoniaf and takes ac-
count of both the real geometry of the well and the finite height of the potential barriers.
The matrix elements of the Hamiltonian were calculated in a cylindrical gauge similarly
to Ref. 9, but in contrast to this and other calculations we expressed the three-dimensional
basis functions as a product of solutions, which are known in a numerical form and were
obtained by the relaxation method, of one-dimensional differential equafiarse cal-
culations gave an accuracy of not less than 0.1 meV. As the band parameters of the
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FIG. 2. (a) Magnetic field dependence, calculated for a 200 A SQW with the distance to the acceptor equal to
100 A, of the energies of the three lowest states oA%uttenter with total angular momentudy= + 3/2 (solid

lines). The dotted line shows the energy of the ground state dyith— 3/2. The dashed lines show the energy

of the corresponding quantum states of a free hideMagnetic field dependence of the splitting between the
lines ongX andSU,(O), SU,(O) in o polarization, as measured for a 200 ASQW. The solid lines show the
computational results for aAY center(a); the dashed line shows the computational results for the splitting
between the b+ and th+ levels of a free hole.

materials, we employed one of the generally accepted sets employed in Ref. 9.

The calculations showed that the presence of an acceptor on the boundary of a SQW
does not correspond to the experimentally observed splittings, since it gives a much
larger splitting between the ground and first excited states ofaoenter in the case
B=0. At the same time, we obtain good agreement with experiment by setting the
distanceL between the SQW boundary and the acceptor equal to the distance to the
nearest AlGaAs/GaAs interface near the superlattice adjoining the quantum well. This
assumption is fully justified, since the breaking of chemical bonds at the boundary of two
materials in itself creates charged centers, and moreover the local stress fields produce
conditions for diffusion of impurities out of the interior. Figure 2a displays the compu-
tational results for the three lowest energy Iev,egswith the total angular momentum
projectionJ,= M ,+ S,= + 3/2 (the ground state of a center belongs to this gyowhich
were obtained for a 200 A SQW arnd=100 A. The same figure showdashed lines
free-hole energy levels into which the levélsB, andC pass in the limil. —. As one
can see from Fig. 2b, the enerd\E of splitting off of the replicaSU, from the main line
of Agx matches well the difference of the energies of the levetnd C. The spectral
shift of the replicaSU, and the splitting between the levefsand B agree somewhat
more poorly, but the magnitude of this splitting was found to depend strongly on the
specific choice of the Luttinger parameters, which are not known with adequate accuracy.
At the same time, the free-hole splittilgE (L—c<°) shown in Fig. 2b(dashed ling
differs radically from the dependence observed in our experiment. The measured and
computed magnetic-field dependences, obtained for wells of different width, of the split-
ting off energy of the replic& U, are compared in Fig. 3a and show good agreement.

The model presented above touches upon a number of interesting questions, which
have not been completely investigated. It is obvious that if acceptors are concentrated on
an AlGaAs/GaAs interface far from the SQW, then they should also exist on the bound-
ary of the well itself. There arises the question: Why is the exciton complex localized
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FIG. 3. (@) Magnetic field dependence, measured for 15004) (200 A (O), 250 A (A), and 300 A©)

SQWs, of the splitting between tm@x andSU;, lines in o polarization. The lines show the dependence of the
splitting calculated for the same quantum wells with distances to the acceptor 50, 100, 100, and 500 A,
respectively.(b) Magnetic field dependence of the intensity, measured in a 200 A SQW, of the spectral
components of the emission line of &pX complex of the singlet typgs) in two circular polarizations
(symbolg and of a multiplet (dashed lingas well as the replicaSU, j, (solid lineg in o polarization.

mainly on distant acceptors? The most likely explanation is that in charged quantum
wells, where the free-hole density is much higher than the exciton density, virtually all
acceptors in and close to the well it each trap two holes and fsfntenters. Exciton
localization on such a center is energetically unfavorable because of the Pauli principle.
At the same time, it is well known that as the acceptor center moves away from the well
boundary into the barrier, the binding energy of the second hole iA*amenter de-
creases rapidly and vanishes wHer 2.5a5 . For this reason, at a certain distance of
the acceptor from the well, localization of an exciton should become energetically more
favorable.

Another question concerns the nature of the ground state oﬁﬁ)(ecomplex(and
X*) and its variation with increasing magnetic field. It is well known that in a zero field
the ground state of such a complex is a singiet, a wave function witll=Me—M"
—3"=0) 2 This means that when a complex with electron s§im + 1/2 recombines, a
o-polarized photon should be emitted, and in the final stateAﬂleenter should have
total angular momenturd,= — 3/2. However, this set of levels has no splittings corre-
sponding to the experimental results, for all possible value&.ofhis circumstance
forces us to infer that the replic&l, , arise in the process of recombination of AgX
complex of a multiplet type. Indeed, in the caseXof the triplet state becomes bound in
magnetic fields greater than2 T, but the singlet state remains a ground state in the
entire experimentally studied range of magnetic fiélés the same time, it is known that
in the strong-field limit the ground state of a two-electron system should be a triplet
state!? In the case of a complex containing two holes, aside from a singlet wit8,
several multiplets with)=1, 2, and 3 are possible. The spectra which we obtained do
indeed contain two additional lines, denoted in Fig. 1d by the symbdsd 8. They
appear ino polarization above the singles). Previous authors have attributed {Bidine
to the triplet state&X ™% though in the present case the valueld$ not obviousa priori.
A much larger spin splitting of a hole compared with the electron can radically change
the ratio of the energies of the singlet and multiplet states in a magnetic field. The change
in the type of ground statéfrom singlet to multiplet may not be accompanied by



JETP Lett., Vol. 68, No. 3, 10 August 1998 Volkov et al. 241

crossing of the spectral luminescence lines, since they have different final states in re-
combination. The singlet has a final state witk= — 3/2 (shown by the dotted line in Fig.

2a), while multiplets can recombine in a state with= +3/2 (the lineA in Fig. 23. The
energy difference of these two states plus the electron Zeeman splitifigequals the
difference of the energies of the+ and oc— components of the recombination line of

the singlet. For this reason, the multiplet state lies at a lower energy than the singlet state,
where the corresponding line im polarization is more thahE® lower than theo +
component of the singlet. Changes should also be expected to occur in the magnetic field
dependences of the intensity of the spectral lines, shown in Fig. 3b for a 200 A SQW. As
one can see from the figure, the intensity of the singlet components has a pronounced
maximum neaB=4.8 T. The above-indicated condition for anmultiplet holds here

(Fig. 1d. The intensity of the replicaSU, j, starts to increase in the same field. This
confirms the assumption that they are related with recombination of not a singlet but
rather anae multiplet. The second special point ndé&8.1 T is related with the equality

of the energies of the singlet aggdmultiplet. A resonance transfer of energy gives rise to

a maximum of the intensity of thg multiplet, while a sharp drop is observed in the
intensity of the singlet. We observed a similar behavior for the other samples investi-
gated, and in addition the dependence of the critical fields on the well width was found to
be quite weak. It should be noted that a multiplet state is optically inactive in the strong-
field limit.? This could be the reason why the intensity of the luminescence af an
multiplet is relatively low(Fig. 1b and 1§ despite the fact that the multiplet corresponds

to the ground state of the system. At the same time, the smallness of the matrix element
of the transition to the ground state of A:ﬁ center produces conditions for observing
replicas associated with transitions to excited states.

4. In summary, we observed and studied in the emission spectrum of an excitonic
complex localized on a neutral acceptor satellites of the main recombination line which
are associated with transitions to an excited state of an impurity center after a recombi-
nation event. It was shown that the observed energy splittings between the replicas and
the main line correspond to the arrangement of an acceptor in the barrier at a definite
distance from the well. It was demonstrated that the replicas are due to radiation from the
multiplet state that becomes the ground state of the exciton complex as the magnetic field
increases.

This work was supported by the Russian Fund for Fundamental Research and the
program “Physics of Solid-State Nanostructures.”
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We have performed experiments in which self-generation of dark en-
velope solitons for spin waves at microwave frequencies were obtained.
Stable self-generation of dark solitons was observed in a ring consisting
of tangentially magnetized yttrium iron garnet film and a microwave
signal amplifier. ©1998 American Institute of Physics.
[S0021-364(98)01315-2

PACS numbers: 75.30.Ds, 75.70.Ak

It is well known that two types of envelope solitons can propagate in nonlinear
waveguiding dispersive media — bright solitons and dark solitees, for example,
Ref. 1. Most experimental works concern bright solitons. Here bright solitons in
optical fibers as well as solitons for spin waves in ferromagnetic filisee, for example,
Refs. 3—6 and the literature cited theare in the leading position. At the same time,
the generation and propagation of dark optical solit@®tailed information about which
can be found in the recent review Rej.ahd spin-wave solitoneve know of only one
work, Ref. § have clearly not been adequately investigated.

In the present letter we report the experimental observation of the generation of dark
envelope solitons for spin waves at microwave frequencies. Just as in Ref. 6, where
generation of bright solitons was obtained, a ring consisting of an yttrium iron garnet film
(YIG) and a microwave signal amplifier was used for the experiment. We underscore that
an external microwave signal was not introduced into the circuit. In other words, self-
generation of dark microwave solitons was observed.

Previous experiments devoted to the investigation of bright envelope solitons of
both weakly and strongly dispersive spin waves have found a good explanation in the
nonlinear Schrdinger equationNES) model. For this reason, this model was used to
formulate the experiment described. According to the NES model,

i(9ul gt+Vgaul 9x) + (D12) 3?ul #*x— N|u[?u=0, )
dark envelope solitons can be observed in waveguiding media if the dispersion and
nonlinear coefficients of the carrying wave have the same signs. A quasisurface spin

wave propagating in tangentially magnetized ferromagnetic films in a direction perpen-

0021-3640/98/68(3)/5/$15.00 243 © 1998 American Institute of Physics
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dicular to the bias magnetization field satisfies this requirement. In the case of single-
crystal YIG films, which have free surface spins, such a wave has monotonic dispersion
w(k) in the long-wavelength region of the spectrith<1° Its dispersion coefficient

D = d?w/ 9’k and nonlinear coefficier = dw/J|u|? are negative.

The experiments were performed on samples in the form of narrow, 1.5 mm wide,
strips of YIG films (spin-wave “waveguides). The waveguides were cut from single-
crystal YIG films of thicknesd =5.2um grown on a(111) gadolinium-gallium garnet
substrate. The spin waves were excited and detected with the standard “delay line”
arrangemenit* with short-circuited exciting and detecting microstrip antennas, each of
width 50 um and length equal to the width of the film waveguide. The distance between
the antennas, formed photolithographically on mobile ceramic substrates, could be regu-
lated. The spin-wave waveguides were placed on top of the antennas.

The spin-wave delay line described above was connected with a wideband micro-
wave signal amplifietthe working frequency band of the amplifier was greater than 300
MHz) and a microwave signal modulator into a closed ciredia ring. We underscore
that for all microwave signal levels employed the amplifier always operated in a clearly
linear regime. Therefore the nonlinear properties of the ring were determined by the
nonlinearity of the spin system of the ferromagnetic film. The modulator was used for
periodic “interruption” of the ring for short time intervals several to ten nanoseconds in
duration. Having in mind a comparison with theory, it is important to note that the
modulator employed could not give complete interruption of the ring. The attenuation
introduced by the modulator relative to the constanaximumn level of the circulating
microwave signal was equal to 41 dB. In other words, in the existing termindldbg
modulator supported a generation regime for gray solitons.

An apparatus similar to that described in Ref. 6 was used for measurements. The
experiments can be conventionally divided into two stages. At the first stage the
waveguiding properties of the ring were investigated. Specifically, the spectrum of the
resonance frequencies of the ring was measured with different gains of the circulating
microwave signal. These measurements were performed without modulation of the ring.
At the second stage generation processes, where the modulator provided modulation of
the signal in the ring, were investigated.

Figure 1a shows the amplitude—frequency characteristic of the ring, measured with
a gain slightly below the threshold for the appearance of microwave generation in the
ring. This characteristic reflects the resonance properties of the ring in a regime with
almost complete compensation of losses in it. The wave nunkyesEthe resonant spin
waves can be found from the conditi@pd+ ¢=2mn, whered is the distance between
the spin-wave antennag, is the phase shift of the signal due to the part of the circuit
outside the ferromagnetic film, andis an integer. This resonance condition makes it
possible to determine the dispersion relatio(k) of the spin waves according to the
experimental peaks in Fig. 1a. Such an equation was found in the course of the work as
the dispersion relation of the lowest quasisurface wave Mddealculation using the
obtained dispersion relation gave the following spin-wave parameters: group velocity
Vg=2.9% 10° cm/s, dispersion coefficier = —3310 cm/rads, and nonlinear coeffi-
cientN=—9.2x 10° rad/s.(The values of the parametevg, D, andN are given for the
central carrying frequency, which is determined bejow.
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FIG. 1. Amplitude—frequency characteristic of the experimental (@gand frequency spectrum of the self-
generated train of dark solitorib).

At the second stage, experiments on self-generation of envelope solitons for spin
waves were performed. The experiments were performed in a regime of periodic modu-
lation of the ring by square “dark” pulses. In the experiments the envelope of the
generated signal and its phase characteristic as well as the frequency spectrum of gen-
eration were measured simultaneously. To obtain stable self-generation several adjust-
ments were made: 1. The distartbetween the input and output antennas was adjusted
to ensure that the circulation tinbg of the microwave spin-wave pulses in the ring equals
the external modulation peridtiereto=d/Vy+te, wheret, is the propagation time of a
microwave pulse outside the ferromagnetic fili®. The ring gain was adjusted to com-
pensate losses and achieve stable self-generation of dark microwave solitons. 3. The
durationt;, of the external pulses fed into the modulator was adjusted to obtain temporal
profiles of the amplitude and phase of the envelope of the microwave signal that corre-
spond to dark solitons.

It is important to note that in terms of frequencies the first condition corresponds to
the condition that the spectral frequencies of the generated train of nonlinear pulses equal
the characteristic frequencies of the ring. Satisfaction of this condition for a nonlinear
propagation regime of spin-wave pulses was one of the main ideas of this experiment.

The results illustrating the regime of self-generation of dark solitons are presented in
Fig. 2. The oscillograms shown in this figure were recorded with a periodic sequence of
dark square pulses with duratien,=22 ns and clock rate 10 MHz fed to the modulator.
The measurements were performed for the following parameters: distance between the
input and output antenna=2.3 mm, total circulation time of the microwave pulses
along the ringty=100 ns, and pulse propagation time outside the ferromagnetic film
te=20 ns. The power of the spin waves at the exit of the delay line was equal to 0.9 mW.
Figure 2a shows a self-generated sequence of microwave pulses — dark spin-wave en-
velope solitons, while Fig. 2b shows its phase characteri€fite measurements were
performed with an HP70820A microwave transition analyz&he frequency spectrum
of this sequence is displayed in Fig. 1b; the spectrum was obtained with a HP859E
spectrum analyzer. As follows from the measurement results, in the case described self-
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FIG. 2. Temporal profile of the envelope of a train of dark solité@sand its phase characteristio).

generation of dark solitons was observed with nonlinear self-synchronization of more
than 10 ring modes.

We note that the phase characteristic was recorded with a 5146.6 MHz reference
signal fed into the HP70820A. This frequency was set exactly equal to the central car-
rying frequency of the self-generating train of dark solitdqeee Fig. 1h The phase
characteristic in Fig. 2b demonstrates two sharp changes in the phase of the carrying
microwave signalby 180° each which occur “inside” the dark pulses; this is direct
evidence of their soliton character. The propagation velocity of the dark solitons in a YIG
film, within the limits of the measurement error which we estimate to be 10%, equals the
group velocity of spin waves at the central frequency.

We shall now give a more detailed description of the data in Fig. 2. We note that
each pulse of the self-generated sequence is always obtained with two minima in its
profile (at the “bottom” of the pulse¢ (see Fig. 2a Rapid changes in phase correspond
to a change in the signal amplitude near these minima: on¢ B§0° and the other by
—180°. This behavior of the signal phase indicates that the observed nonlinear dark
pulses can be interpreted as pairs of dark solit& note that the abrupt 360° phase
kicks, which correspond to the vertical lines in Fig. 2b, are purely instrumentation effects:
They are due to a characteristic operational feature of the HP70820A and should be
ignored) On the whole, the two fast 180-degree phase changes occurring during a dark
pulse compensate one another and the resulting phase of the carrying microwave signal
does not change. This experimental fact corresponds to the theory of the generation of a
pair of dark solitons from a square puls¥:!!

We note in passing that the above-described behavior of the phase of a pair of dark
solitons is fundamentally different from the case of bright solitons, where the phase of the
carrying signal remains constant over the duration of the spin-wave sbliton.

In conclusion, we note that the obtained nonlinear pulsed spin-wave self-generation
confirms theoretical ideas about dark envelope solitons. We believe that both the above-
described experiments on self-generation of dark spin-wave solitons and the experiments
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presented in Ref. 6 on self-generation of bright spin-wave solitons can be extended to
diverse continuous and discrete waveguiding media.

This work was supported by the Russian Fund for Fundamental Research, Project
96-02-19515, and the NATO Linkage Grant Program, Grant HTECH.LG 970538.
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Free and localized excitons in the luminescence
spectrum of C g, crystals at high pressure
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The luminescence spectra ofgdCsingle crystals are studied &t

=10 K and pressure up to 4.0 GPa. It is observed that as the pressure
increases, one fine-structure band in the spectrum intensifies sharply
and dominates at pressuiés= 1.7 GPa. The pressure shift of this band

is much larger than the shift of other bands in the spectrum, and its
magnitude correlates with the pressure dependence of the band gap. It
is shown that this band could be due to radiative recombination of free
Frenkel excitons. ©1998 American Institute of Physics.
[S0021-364(98)01415-7

PACS numbers: 78.55.Kz, 71.35.Aa, 62.50, 81.05.Tp

According to the quantum-chemical calculations of the structure and electronic spec-
trum of Gy, the first excited singlet state of the molecule posse%‘épgssymmetry and
optical dipole transitions are forbidden for'if. The allowed transitions correspond to
states with'T,,, symmetry and lie appreciably higher in energy. This explains the quite
low fluorescence quantum yield ofs¢ ~10 ° and ~7x 10 # for solutions and crys-
tals, respectively:* The fluorescence of ¢ solutions is due to electronic-vibrational
transitions involving non-fully symmetric intramolecular vibrations, allowed in the
Herzberg—Teller approximatiohThe increase of the luminescence quantum yield gf C
in the condensed state is due to the formation of defects of a various kinds, which results
in partial lifting of the symmetry forbiddenness of optical transitions. The low-
temperature luminescence spectrum g@f €ingle crystals of high purity and perfection
has a line structure, separate bands of which are due to radiative recombination of exci-
tons localized on traps of various depfiBhe structure and intensity of the luminescence
spectrum depends strongly on the defect density of the crystals, irradiation by light in a
definite wavelength range, and thermobaric treatment of the saffplegeriments on
second-harmonic generation near 'ﬂﬁ'e_g molecular electronic transition, specifically,
data on its spectral and temperature dependences, attest to the presence of Frenkel exci-
tons in the spectrum of collective excitations of thg, €rystal’ Some bands in the
luminescence spectrum ofggcrystals could be due to radiative recombination of free
Frenkel excitons, and their classification requires special experiments. As is well known,
the pressure shift of levels in molecular crystals is substantially different for localized and
extended excitonic states, which makes it possible to distinguish them in experiments at
high pressuré®!!

0021-3640/98/68(3)/5/$15.00 248 © 1998 American Institute of Physics
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FIG. 1. Luminescence spectra of3ingle crystals al=10 K and pressures up to 3.0 GPa.

In this connection, in the present work we measured the low-temperature lumines-
cence spectrum of perfectggcrystals at high pressure. The pressure shift of different
fine-structure bands in the luminescence spectrum was determined, and the contribution
of free and localized excitons in the secondary-emission spectrum was determined on the
basis of these data.

High-quality single crystals, grown in an evacuated quartz tube from vaporgyof C
powder of purity not worse than 99.99%, were used to measure the luminescence
spectrunt. The measurements of the spectra were performed on a DFS-12 monochroma-
tor with a cooled FE-62 and a 5S1 photon-counting system. The automated system
included a TV camera to obtain a monochomatic image of the sample with magnification
~150, employed for precise monitoring of the position of the laser spot on the sample.
The luminescence was excited with a helium—neon laser, whose power was limited in
order to exclude photochemical procesSesligh-pressure measurements in liquid-
helium vapors were performed using a miniature chamber with diamond anvils of the
Merrill-Bassett type, placed in a helium optical thermostat. A 4:1 methanol-ethanol
mixture was used to transmit the presstir@he magnitude of the pressure was deter-
mined from the position of thR; luminescence line of ruby to withir0.05 GPat* The
measurements were performed on crystals with a mirror-smooth surface and dimensions
~100x 100X 40 um, close to those of the working volume of the high-pressure cham-
ber.

The luminescence spectra ofd3ingle crystals alf =10 K and pressure up to 3.0

GPa are presented in Fig. 1. The initial luminescence spectrum under normal pressure has
a characteristic fine structure, identical to that observed earlier in Refs. 6 and 7. It starts
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FIG. 2. Pressure dependence of the spectral position of the bands in the low-temperature luminescence spec-
trum of Gy crystals.

with the bands corresponding to radiative recombination of excitons localized on impu-
rity or defect centers, collectively referred to Ref. 6Xasraps. In accordance with the
designations of this work, the initial bands of the spectrum correspoXgd amd X5 traps,

as well as the so-called “bulk-emissiorC band. As the pressure increases, the spectrum
shifts in the direction of lower energies, and intensity is gradually redistributed in favor
of the C band. At pressureB=1.7 GPa theC band becomes appreciably more intense
than all other bands in the spectrum, and as the pressure increases further, this band
dominates the spectrum. At the same time, the bands correspondiigydps become
weaker, the weakening being especially appreciabléfotraps even at the initial pres-
sure. All changes are reversible, and the initial pattern of the spectrum is restored when
the pressure is removed.

The pressure dependence of the spectral position of the main luminescence band is
displayed in Fig. 2. The open circles and squares show the daXa teaps, and the same
symbols with crosses show the data ¥y traps. The filled circles correspond to te
band, while the filled squares show the pressure dependence of the band gap, obtained
earlier from the absorption spectraThe filled diamonds in Fig. 2 show the spectral
position shifted with respect to th€ band in the direction of higher energies by the
frequency) = 1183 cm ! of the F;, phonon. All bands in the luminescence spectrum of
Cqo are shifted in the direction of lower energies. On the whole this is characteristic for
crystals with van der Waals interactibh®® The rate of the pressure shift of the bands
corresponding tX traps is approximately three times lower than for @éand. At the
same time, the pressure dependence of the position df thend is close to that of the
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band gap of the crystal. It should also be noted that the pressure dependence of the
position of theX; traps changes at 0.5 GPa from a weakly increasing dependence to a
decreasing one. This feature is due to a phase transition of orientational orderigg in C
crystals at high pressure. A phase transition at this pressure was observed in calorimetric
investigations of g,'® and then in Raman scattering experiments at high pred5tite.

The activation character of the temperature dependence of-trep bands in the
luminescence spectrfmundoubtedly indicates that they are centers of localization of
excitons. The data obtained in the present work on the pressure dependence of the
luminescence spectrum attest to the different nature o€tband and theX-trap bands.

The sharp intensification of thé band with increasing pressure and the high rate of the
pressure shift and its correlation with the pressure dependence of the band gap attest to
the fact that this band could be due to radiative recombination of free Frenkel excitons.
Experiments on second-harmonic generation p c@ystals show that the energy of the
lowest state, corresponding to free excitons V\}iih_g symmetry, equals-1.827 eV.
Zero-phonon optical transitions corresponding to radiative recombination of free excitons
from the statelTlg into the ground StatéAlg are forbidden by the symmetry selection
rules. At the same time, the electronic—vibrational transitions between these states are
possible: The symmetry selection rules allow participation of non-fully symmetric
phononsA,, H,, andF, in them in the Herzberg—Teller approximatidithe spectral
position and pressure dependence of the intensity ofthand show that this band could

be due to such a transition. Indeed, since its energy at normal pressure eduésseV

(data of Ref. 7 and the present wirkhe frequency of an intramolecular phonon partici-
pating in this transition must equal1185 cm *. This value is virtually identical to the
frequency~1183 cm ! obtained for the;,, phonon from measurements of the infrared
absorption spectra of g films.2® The increase in the intensity of th@ band with in-
creasing pressure could be due to a change in the population bT;_Qstate, occurring

as a result of a substantial restructuring of the energy spectrum of the crystal at high
pressure. At the same time, the Herzberg—Teller transitions in molecular crystals can
intensify with increasing pressure. According to Ref. 5, the matrix element of the tran-
sition between electronic—vibrational states 00 amdin the Herzberg—Teller approxi-
mation has the form

Monk= Mg, J ‘Poo<R>\Pnk<R)dR+§ M3 J W oo RI{W,o(R)/(ES—EQ W (R)dR.
&)

Herengn and ngS are zeroth-order matrix elements for transitions between the ground
and excited electronic states 0 amd. . s; ¥ o(R) and¥,(R) are wave functions of the

00 andnk vibrations; W,«(R) is the matrix element of the linear term in the series
expansion of the energy of the molecule in small displacements of the nE&Ia'nd Eg

are the eigenenergies in zeroth order; and, the prime on the sum signifies that the sum-
mation extends over a#l electronic states except=n. The first term in Eq(1) equals
zero, since the electronic transitiéﬁilg: lAlg is dipole-forbidden. In the second term,
the terms in the summation which contain matrix elements of the dipole-allowed transi-
tions 1quz>1Alg are different from zero, while the expressions in the integrand contain
wave functions ofA,, H,, or F;, phonons. The term corresponding to the lowest
electronic state of symmetiT,,, for which the energy denominatoEg— Eﬂ)*1 is
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maximum, makes the dominant contribution in this sum. Since the energgyag?
between thelTlg and 'T,, states decreases with increasing pressure, the Herzberg—
Teller matrix element should increase and the transition should intensify. This effect in
pure form can be manifested in the absorption spectrum, where the influence of the
population of the electronic states on the transition intensities is excluded.

In summary, the pressure dependence of the spectral position and intensityCof the
band in the low-temperature luminescence spectrumggtystals attests to the fact that
this band could be due to radiative recombination of frﬁfg excitons with the creation
of a 0=1183 cm ! phonon withF, symmetry.
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It is shown that deuteration ofggfullerite followed by thermal decom-
position of the resulting deuterides(D,, leads to the formation of an
fcc lattice withay=14.52 A in the final product, which according to
the IR spectra consists mainly ofgCfullerene molecules. €1998
American Institute of Physic§S0021-364(®8)01515-1]

PACS numbers: 61.48c, 81.05.Tp

It is widely known that for the compounds;84,, Where A is an alkali metal, the
superconducting transition temperatdrgincreases together with the lattice constant of
the fcc lattice of this compountf The structure-forming element iny84, compounds
are fullerene molecules, while the alkali metal atoms “dope” the material with electrons.

Molecular hydrogen cannot be considered as a donor, since as temperature in-
creases, it can enter into a chemical reaction with a fullerene molecule to form a hydride.
Moreover, it has been establisfigtat the hydride gHs¢ crystallizes in a bce structure
with a;=11.715 A. However, hydrogenation of solidgullerene (fullerite) with hy-
drogen gas at low pressure and temperature preserves the fcc lattice of ffilieistalso
known from the literature that on being heated in vacuum, the fullerene hydride is
converted to the initial fullereng®

In the present letter we describe data from a study of fullerite subjected to deutera-
tion followed by degassing at 823 K, as a result of which the lattice parameter of the
fullerite increased from 14.17 to 14.52 A.

We employed crystalline & fullerite with 99.8 mass% purity. Deuteration was
conducted at pressure 2.5 MPa and temperature 673 K. Preliminary degassing of the
fullerite was performed by heating up to 500 K in vacuum1(Pa). To improve the
efficiency, the deuteration process was conducted in a cyclic thermal regime, i.e., the
sample under pressure by deuterium was heated up to 673 K and held at this temperature
for 1 h, after which the reaction mixture was cooled to room temperature and the cycle
was repeated at least five times. Degassing of the deuteride was conducted in the regime
of thermogravimetric analysis: The sampi® mg was heated in an inert atmosphere at
a rate of 10 deg/min from room temperature up to 823 K.

The diffraction patterns were recorded on an ADP-1 diffractometeK(uadia-
tion). The IR spectra were recorded with a Perkin EImer 1720X Fourier spectrometer.
The samples for investigating the IR spectra were prepared in the form of tablets with

0021-3640/98/68(3)/4/$15.00 253 © 1998 American Institute of Physics
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FIG. 1. Powder diffraction patterns of the initial fullerene, fullerene deuteriggd£, and the product
of the thermal decomposition of the deuteride. Inset: Superposition of the diffraction patterns of (RT&l
CooDas (2).

KBr. The x-ray photoelectrofiXPE) spectra, carrying information about the state of a
thin (10—40 A near-surface layer of the solid, were excited byKAl radiation (v
=1486.6 eV). The preparation of the samples for investigating the XPE spectra is de-
scribed in detail in Ref. 7. The deuterium content was determined by the standard method
of burning the sample in an oxygen stream and performing quantitative analysis of the
water formed.

As one can see from Fig. 1, the fcc lattice of the initial fullerite is preserved in the
deuteride GyD,,. However, the diffraction pattern of the deuteride differs from that of
the fullerite by both a shift and asymmetric broadening of the main pé&lgs 2). The
fcc lattice constant in GD,, equals 14.55 A. Degassing this deuteride at 823 K leads to
a slight increase in the intensity and a decrease in the asymmetry of the peaks in its
diffraction pattern and to a shift of the centroids of the lines in the direction of shorter
interplanar distance@-ig. 1). Nonetheless, the diffraction pattern of the product of ther-
mal decomposition of deuterid®TDD) differs considerably from the diffraction pattern
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FIG. 2. Superposition of the diffraction patterns of the initial fullerene and fullerene deutegifg,C
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FIG. 3. IR spectrum of the product of thermal decomposition of the deuteggl®, F,, denotes IR-active
modes of the g molecule.

of the initial fullerite. An estimate of the effective size of the crystallites according to the
half-widths of the three strongest lines gives values in the range 300-1200 A for PTDD.
The estimate was made under the assumption that for the initial fullerite this quantity
exceeds the limit at which the physical broadening of the lines designated is virtually
identical to zero. The value d, for PTDD is still quite large(14.52 A). It may be
inferred that doping such a sample with alkali metals can be quite successful. Specifi-
cally, one can attempt to obtain by this method the supercondug@g,Avith high T,

and an alkali metal with a low atomic number.

The strongest absorption ban@Bs) in the IR spectrum of PTDDFig. 3) have the
same position and shape as the IR-active modgg)(of the high-symmetry I{,) Cgq
molecule. This means that under the treatment described above the deuteride is converted
into fullerene. The wide AB at-1630 cm ! and the weak ABs at 2845 and 2920 ¢in
are due to, respectively, water and hydrocarbon molecules adsorbed by the KBr tablet.
The IR spectrum of PTDD also contains a quite intense AB with a maximum at
766 cm ! that is absent in the IR spectrum of the initial fullerite. The presence of a series
of bands in the region 700—800 crhis often attributetito the formation of fullerene
polymers, for example, polymers obtained both by photopolymerization and by the action
of high pressures and temperatures @p.n this range there are a number of ABs, some
of which lie close to the AB at 766 cnt and to other weaker ABs present in the
designated region in the PTDD spectrum. The existence of polymer formations in the
experimental sample cannot be an obstacle to doping the sample for the purpose of
obtaining a superconductor, since it has been shown thaE g, polymerizes at pres-
sure 300 MPa, and the superconducting properties are preserved in the process.

The XPE spectra of £D-,, the product of its thermal decomposition, and pugg C
are displayed in Fig. 4. One can see that the position of the maximum of the main peak
in the case of the deuteride is shifted to lower binding energies compared with gure C
The half-width of the G peak in the deuteride is larger than in purg Cn the process
of thermal decomposition of the deuteride, this peak becomes narrower and its centroid
shifts in the direction of higher binding energies. A satellite is present in the spectra of all
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FIG. 4. XPE spectra of g fullerene, GD,, deuteride, and the product of thermal decomposition of the
deuteride.

compounds on the higher binding energy side of the mainp@ak. In the case of {
fullerite this satellite is ordinarily attributed to the excitation of plasma oscillations of
electrons {r plasmong Deuteration decreases the intensity of the satellite peak and
shifts the peak in the direction of the main photoelectron peak. The decrease in intensity
correlates with a decrease in the numbernoglectrons per carbon atom. Thermal de-
composition of the deuteride increases the intensity of the satellite to practically the
initial state, but the shape of the satellite in PTDD differs somewhat from thagjn C

In summary, our investigations established that the product of thermal decomposi-
tion of CsgD,4 at 823 K consists primarily of fullerene, and the distance between ghe C
balls in it is much greater than in the initial fullerite. Similar results, but with a somewhat
weaker effect, were obtained with thermal decomposition of the hydriggs, Cwhich
form during gas-phase hydrogenation of crystalline fullerite.

This work was supported by the Russian State Program “Surface Atomic Struc-
tures” (Project No. 95-2.¥. We thank A. P. Moravskifor providing the initial fullerite
and V. N. Vasil'ets and V. P. Fokin for assisting in the experiments.
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Recently, a free-field construction for correlation functions of tlEeinvariand
eight-vertex modél® has been propos&dvithin the algebraic approach to integrable
models of statistical mechanit$-’ The free-field representation provides explicit for-
mulas for multipoint correlation functions on the infinite lattice. However, the resulting
expressions given in terms of a certain series of multiple integrals turn out to be rather
cumbersome. In this letter we give an explicit expression for the nearest-neighbor two-
point correlation function in terms of a single twofold integral, and perform some checks.
We also discuss the independence of the integral representations of the free pangmeter
of the vertex—face correspondence entering into the free-field constrdction.

Let us briefly recall the notations used in Refisge Ref. 1 for a complete definition
of the eight-vertex modgl The fluctuating variables=*+1 are situated at edges of the

R(u—v)3s = v

n
-+
I
+
!
+
|

a b

FIG. 1. a: Definition of the weight matrix; b: two degenerate ground states.
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square lattice. To each configuration of variabdgse,, €3, €4 ordered around a vertex
a local Boltzmann weigthiZ‘z‘ is associated, as is shown in Fig. 1a. The nonzero

Boltzmann weights can be parametrized as folldws:

2o5r‘9 € Zerg(_el 2er
4I—UI— 1'7_7 u)|7

R(U)" E =RW)~=a(u)=—ip(u) f{i i )
_ 3 € 2 € 2er € 2er
R(U)IZ=RU)-=b(u)=—ip(u) 04(i >0l(|—U|—>04(|— 1—-u); |—)

€

_ _ . € 2er 2er
R(u)+f=R(u)f+=c(u)=—|p(u)01< I—)6‘4(I—UI )04(|—(1 U)I—)

_ i . _6 26!’ € 2e 2er

R(u);=Ru)_Z=—d(u)=—ip(u) 6, | 01 I—UI 61 |—(1 u);i |—

1)

where 6;(u;7) is the standardith theta function with the basic periods 1 and
(Im 7>0). The normalization factaos(u) is irrelevant for correlation functions.

For definiteness, let us consider the model in the antiferroelectric phase, restricting
values of the parameteks r, u to be real numbers in the regiat0, r>1, —1<u
<1. For fixedr the parametee measures the deviation from criticality. In the linat
—0 the model has a second-order phase transition. In the “low temperature” dimit
—oo the system falls into one of two ground stat€sy. 1b indexed byi =0,1.

Let PS) be the probability in the thermodynamic limit that the spin in the “central”
edge is fixed to be. The label(i) indicates that spins at the edges situated “far away”
from the origin are the same as in thia ground state, so that in the low-temperature
limit e—o the probability is nonvanishing fos=(—)'. It has been showhnthat the
one-point correlation function

)= opl)

&

is recovered from the bosonization procedure. The resulting integral representation

gy'=(-)""*2

(0
1( )fc dv hy(v) @

94(0) Jc, 2 hy(v)

can be reduced to the Baxter—Kelland formula for the spontaneous staggered
polarization® Here we used the notationsh;(u) = 6;(u/r;im/er) and 9;(u)

= 0;(u;im/e). The integration contou€, goes over the imaginary period of the theta
functions(from some complex to vy+im/€), so that— 1<Rev <O0.

Consider now the inhomogeneous eight-vertex model on the lattice where the spec-
tral parameters in two adjacent rows argand u,, respectively, whilee andr are the
same for all site$.Let P(') (ul ,U,) denote the probability of the configuration with two
fixed variables, as is shown in Fig. 2a. Herefixes the conditions at infinity, so that
P(gil)82—>0 unlesse,= —¢e,=(—)" ase—. The main statement of this letter is that the

free-field constructiohallows one to express the nearest-neighbor two-point correlation
function
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FIG. 2. ProbabilityP!)

&€

2(u1,u2). a — Definition b — equivalent form obtained by rotating the ling.

9(2i)('~'1_U2)E Z 8182P(i) (ug,uy)
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in terms of a twofold contour integral as follows:

0 (91007  hy(u) doy [ oz _duuitosy)
C

0 Wm0 W Je, 24 e, 21 9i0s- woi0- W

h4(Ul_1)2+ 1
hi(vi—vy+1

)5 1 hy(v))
)H

XP1(v1—v2) =1 91(v)) ha(v))”

()

The integration contour€, , go over the same imaginary period &g, so that—1
<Rev;<u<Rev,<1, Rev,—Rev;<1.

Briefly, to get this formula we applied the standard procedure of computing traces of
bosonic operators over Fock spatasd then proceeded as in the one-point function case
(see Appendix D of Ref.)3by applying various identities for theta functions to provide
summation over the variables of the related solid-on-solid model, including infinite sum-
mation over Fock spaces. We will not go into the technical details of this procedure, since
they are more cumbersome than instructive.

Let us only make a remark on the free parametgin the free-field representation.
Although the explicit formulas for the correlation functions in terms of traces of bosonic
fields do contairuy, it is evident on physical grounds that the correlation functions must
be independent ai,. Since the free-field representation is based on certian assumptions,
it is important to prove this statement for the resulting integral representations for the
correlation functions. It can be easily checked that these expressions are nonvanishing
doubly periodic meromorphic functions af, with two generically incommensurate real
periods 2 and 2, which proves their independence wf. We used the fact thq;g) is
independent ofiy to fix uy=u,+im/2e in Eqg. (3). In addition, to make sure, we also
obtained the formula fog(z') with generalugy (which turns out to be more cumbersome
and checked numerically that it does not dependign

To support the validity of the integral representati@ we compared it with the
known results.
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+ The partition function differentiation methogRef. 2.2 The probabilitiesP(),

X(uq,uU,) are equal to those shown in Fig. 2b because of Zhimvariance. So the
correlation functiong$’(u) can be calculated as

gy (u)= i—bi—ci log x(a,b,c,d)| (4)
dga b ~ac ad wer:

Here « is the partition function per site as a function of the Boltzmann weibhts,

o0

3m_ m/2 1— m/2X—m XMy~ M_zm_5—m
log x(a,b,c,d)=log(c+d)+ 2 pTMI(1-p )( )
" m(1—p™)(1+x2™)

with x=e"¢, p=x?", z=e“*~2Y and the derivatives are taken at the point characterized
by the parameters, ¢, r according to Eq(1).

We checked numerically that the resultg®fand(4) coincide at least up to the fifth
decimal place over a wide range of valueseadndr.

 The limiting case —«. In this limit the Boltzmann weight§l) become those of
the six-vertex model in the antiferroelectric regime. The integral representation for the
correlation functions of the antiferroelectric six-vertex model is knéwrnalytically
formula (3) gives another integral representation in this limit, but numerically the results
of integration according to the two formulas coincide up to the sixth decimal digit.

« The limiting casee— 0. This is the critical region of the eight-vertex model. Using
the Baxter duality transformation for the Boltzmann weidhise can map the model in
this region onto the six-vertex model in the gapless regime, whose correlation functions
were found in Ref. 1@see also Ref. D1 Performing the duality transform at the level of
correlation functiond? one has to compare our answer with the following correlation
function:

(B~ Ba)=—2(EY.E? )(B1.82)

in the notation of Ref. 10 with the identification=1/r, 8j=imu;. The integral repre-
sentation for this quantity can be written'as

M 2Sinh,B dvlf dv, 1 sinhv;—v»)
2 (B)= sinhvg Jc_2mi Jc,2mi sinh(v,— B)sinh(v,— B) sinhv(v,—v,+im)

2 sinhvu;
<[ =—— . (5)

j=1 sinhy;

Here the contour. are from —o to +o. They are chosen in such a way that
B+ i (resp. B) is above (resp. below C,. and B (resp. B— i) is above (resp.
below) C_. By checking it directly one shows that the limét-0 of Eq.(3) coincides
with Eq. (5).

* Ther=2 case. With this specification the eight-vertex model is equivalent to two
noninteracting Ising modefsin this case—g$’ coincides with the nearest-neighbor
diagonal correlator of the inhomogeneoWsifivarian) Ising model in the ferromagnetic
regimé? (see also Refs. 2, 14, and)15



JETP Lett., Vol. 68, No. 3, 10 August 1998 M. Lashkevich and Ya. Pugai 261

0 0__26 o (€ 2€
1 4 ,I? 2 IEU,I?
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whereo,  is the spin variable at the siten(n) of the square lattice. As we show in the
Appendix, Eq.(3) reduces to this formula at=2.

We hope that a similar integral representation can be obtained starting from the
free-field representation for other multipoint correlation functions, in particular, for two-
point functions with a separation of 2 lattice sites or more. It would be also very inter-
esting to understand whether the elliptic algebra approach proposed in Refs. 16 would
lead to another bosonization prescription and give a direct procedure for obtaining the
integral representations of the correlation functions of the eight-vertex model.
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APPENDIX A:

Let us obtain(6) from (3) in the Ising model case=2. The integrand of3) is
antisymmetric with respect to the permutationvgfandv,. This allows one to perform
the second integration simply by taking the residues at theypotau. Using the identity

94(u) hy(u)  94(0) h1(0) hy(1) hy(u+1)

B1(u) ha(u)  97(0) Na(0) hy(1) hy(u+1)
which is valid forr =2, the resulting expression can be represented in the following form

h1(0) hy(1) dv hs(v+21)hy(v—u+1)
(U)=2—~ ——J(u), J(u)=f — — .
h4(0) hy(1) c, 2mi hy(v+1)hy(v—u+1)

(forr=2),

gy’

(A1)

The functionJ(u) has the following defining properties:

i i 1
J u+? =J(u), J(—u)y=J(u), J(Z):Z’
h h,(0

and regularity ofJ(u) on the strip—2<Reu< 2, which fix it completely to be
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Passing to the conjugate module in the coefficient(ad in Eq. (A1), one gety6).

J(u)=

awe would like to thank Prof. J. H. H. Perk for pointing out to us the possibility of this check.
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Quantum mechanics forbids the clonifgppying of an unknown quantum state
(the no cloning theoref Is it possible to transmit to a distant user an a priori unknown
quantum state without transmitting the state itself? Any measurement performed to obtain
classical information about the state for subsequent transmission of this information,
generally speaking, changes the state itself without giving complete information about it.
The preparation of multiple copies followed by measurements on the copies to obtain
exhaustive information is forbidden by the no cloning theorem. Therefore it is impossible
to transmit information about an unknown quantum state using only transmission of
information along a classical communication channel.

Quantum teleportation removes this restriction, if a quantum communication chan-
nel is used in addition to a classical channel. The idea of quantum teleportation for the
case of quantum states described by a discrete variable, specifically, for a spin-1/2 par-
ticle in an unknown state, was advanced in Ref. 3. Nonlocal®&Rrelations are used
as the quantum chanrfef. The EPR pair is a pair of particles in an entangled state.
Entanglement entails a special type of quantum correlations which have no classical
analog.

The quantum teleportation protocol proposed in Ref. 4 is as follows. To teleport an
a priori unknown guantum state which usArpossesses to a distant udgr userA
generates an EPR pair. One particle of the EPR pair remainsAyithhile the second
particle is directed toward the distant ugrUserA performs on the remaining second
particle of the EPR pair and on the particle in the unknown state a simultaneous mea-
surement whose outcome yields classical information. Since nonlocal quantum correla-
tions exist initially in the EPR pair, the measurement attaches the state of the unknown
particle to the second particle of the EPR pair at the W&sefhe state of the second
particle is identical, to within a unitary rotation, to the unknown state. The classical
information obtained in the measurement is transmitted by AigeruserB and indicates
to userB which unitary transformation must be performed in order to obtain the new

0021-3640/98/68(3)/8/$15.00 263 © 1998 American Institute of Physics
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FIG. 1.

state, which will now be an exact copy of the initial unknown state. In the teleportation
process the usek does not obtain any information about the unknown teleported state.

Quantum teleportation was recently demonstrated experimentally for a photon in a
state with unknown polarizatiot®

The question of teleportation of the wave function of a particle in the one-
dimensional case, where the continuous dynamical variables are the coordinate and mo-
mentum, was investigated in Ref. 7, where a wave function of the form in Ref. 2 was
used as the wave function of the EPR pair. Quantum teleportation of a quantum state
described by the dynamical variables§) for the case of nonideal EPR correlations was
investigated in a recent wdtkthe unknown state in Ref. 8 corresponds to a one-mode
state of a photon A quadratically squeezed state was used as the EPR state, while the
homodyne detection procedure essentially corresponded to a measurement.

In the present letter a new scheltibe complete protocol and experimental imple-
mentation is proposed for teleportation of a multimode stat- a one-photon wave
packet — using an EPR pair in an entangled state in terms of energy—time variables.

To further simplify the formulas we shall assume that the polarization state of the
packet is known. The following arguments are also valid for the case of unknown polar-
ization, which can be taken into account by introducing an additional index. The state of
a one-photon wave packet can be represented in the f®em for example, Ref.))9

11)s= fowdwf(w)é+(w)|0>=f:dwf(w)lwh, D

[a(w),at(0)]=18w—w'), fm|f(w)|2dw=1,
0

wherea* (w) anda(w) are creation and annihilation operators of a one-mode Fock state
|w)s, |0) is the vacuum state, anfi{w) is the amplitude of the packet. The index 3
indicates the number of the channgee Fig. 1 The density matrix at an arbitrary
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moment in time has the form

p(3)=( fomdweiw‘f<w)|w>3)< f:dwé<w|eiw’tf*<w') . @

The state of the EPR photon pair in our case can be represented in thésfionitar EPR
photon pairs are obtained in downwaid energy parametric conversion procest®s

|VepR 1= J’:dw|w>1®|9_w>2, Peod 1.2 =|¥erpR 12 1.4¥Erd, (€)

where() is the pump frequency and the indices 1, 2 enumerate the chgsrel§ig. L
The normalization of the stai@) is immaterial for what follows.

According to the general scheme of Refs. 11-13, quantum-mechanical measure-
ments are described by positive operators which realize a decomposition of unity. The
measurements of observables, which correspond to self-conjugate operators, correspond
to orthogonal decompositions of unity. The parameigirae, rotation angledo not
correspond to any self-conjugate operators, so that such measurements are described by
nonorthogonal decompositions of unity.*3

The idea of teleportation in application to the present case consists in using en-
tangled measurements of energy-time for a pair of photons, one from an EPR pair and a
photon in an unknown state. A measurement is given by a nonorthogonal decomposition
of unity:14

f f M(dtdQsz f RTR(dtdQ,)=I, 4
whereR is the “reduction” operatorM (dtd(} , ) describes a quantum operation and is a

positive-definite operator measure — POVr the details see, for example, Refs. 15
and 16. We havé*

M(dtdQ+)=( f do_e° Yo, +w_)1®lo, — w>3)

dtdw+
27

®)

X( f do’ ey o, ~o'|® (o, +o|

wherew.. = ./2. The integration extends over the frequencies at which the arguments
in the Fock states are positive. Note that the frequancyis a common frequency in the
bra and ket states.

According to the general ideology of quantum-mechanical measureffehts>16
the application of a quantum operatitmeasuremento a system with density matrix
transfers the system into a new state

p—RipRITHRpR}.

The probability of thei-th outcome is given by the formula PTr{R;pR;"}, whereE;
=R/R; is the POVM element.

In our case, after a measurement by usehe state of the second photon from the
EPR pair at useB is given by the density matrix



266 JETP Lett., Vol. 68, No. 3, 10 August 1998 S. N. Molotkov

Trdp (L2 p(3)M(dtd0. )}

p(2)= Prdtd ] ’ ©

PHAtA0  } = Try o o, (128 p(3M(dtd2, )}, ™

73(2)=( | dwe—i<“+’2+w)‘f(n+—w)ln—w>z)
X(fdw,ei(0+/2+w,>t2<ﬂ_a)’|f*(Q+_(1),) ) (8)

Formally, the measuremefd) corresponds to the situation where the monteot the
measurement and the frequerf@y. are chosen by the experimenter, and the probability
of a positive outcome of such a measurement is given by(BgTeleportation will be
ideal if ), =Q is chosen(the detection frequency . of the detector equals the pump
frequencyQ). In this case, as follows from E@6), the statep(2) is identical top(3) to
within a phase factor, which can be eliminated by the @WBér A reports toB along a
classical channel the momenbf detection. We note that £, =(), the moment of
detection does not depend on the unknown siéde

Physically, the measureme(@ can be understood as follows. The usgrossesses
a continuum of detectors which are “tuned” to frequencies in the intervabk(0and
each of which can be triggered at an arbitrary momntenttime, formally, from (— o,
+). The probability that a detector at frequerf@y is triggered at a certain moment
is given by formula(7). The triggering probability is time-independdequally likely at
any moment in timgonly for one detector, tuned to the frequeriey Teleportation will
be ideal only in the case that the detector at the frequéhisytriggered. As follows from
Eq. (7), the triggering probability does not depend on the unknown input state. The user
A does not obtain any information about the teleported state.

Since measurements can be performed at spatially separated points, the times in the
formulas should be understood to be the times presented minus the time of flight (
—x/c). As will be seen below, this will not be important in the case of ideal teleporta-
tion.

The main difficulty in realizing teleportation of a one-phonon packet lies in realizing
the measuremer{@). The measuremer{d) on a photon pair is intermediate between a
measurement of time and frequency. An experimental implementation of this measure-
ment is proposed below. The idea is to convert the photon pair into one photon on which
a measurement is performed with an narrow-band photodetector. The latter can be real-
ized experimentally quite simply.

The experimental arrangement is shown in Fig. 1. The first nonlinear crystal with
second-order susceptibility and a narrow-band filter at frequen€y serve to generate
the EPR pair in channels 1 and 2. An unknown one-photon packet enters the channel 3.
The one-photon packet can be prepared by exciting a two-level system witbutse in
the distant past. The second nonlinear crystal, a narrow-band filter at freq(efaly
lowing it, and then an ordinary photodetector implement the measure@er tele-
ported state appears in channel 2.
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Let us consider in succession the evolution of the input states through the optical
scheme. The state after the first narrow-band filter in front of the first nonlinear crystal is
described by a monochromatic state with density matrix

Pin(in)=[Q)in in(], 9

which can be obtained by using the first filter to cut a narrow band out of an auxiliary
one-photon packet fed into the entranne(Fig. 1). The interaction of the photons in the
nonlinear crystal is described by the Hamiltonian in the interaction representaten
details in Refs. 17 and 18

Hl(t)=Xf dxE{F(x,1)E{ 7 (x,1)ES ) (x,t) + h.c., (10

where all nonessential constants are included in the definitignwhich, as is ordinarily

donel” 18 will be assumed to be frequency-independent. For what follows, it is conve-

nient to represent the electric-field operators in the form

1 © . N 1 o .
R R e
T au

wherei is the channel number. We proceed similarly Efr*)z(x,t) also. Taking ac-
count of Eg.(11) we have

_ X it(wy+wy—wjy)
Hl(t)—(zT)S,ZJJdeldwzdwine' rrez ey )y

®|w2>2m<win f dxe_ix(kl+k2_ki”)+ h.c. (12)
vol

The second integral extends over the volume of the crystal. This gigdsiaction of the
momenta, and leads to the phase matching condftin, + k,=k;,), which we shall
assume to holdin what follows, this means thdt,| k;; see Fig. L Next, x is taken to

be the renormalized value taking account of the additional factors from the second inte-
gral. The first-order susceptibility, which is always present, can be neglected for our
purposes, since the terms in the Hamiltonian which are associated with it do not contrib-
ute in theout channel.

The state after the first crystal in channels 1 and 2 is described by the density matrix

pepr 1,2)=S(t) pin(in)S™ (1), (13)
whereS(t) is the S matrix

S(ty=e/ it 1 L gy s@ (14)
In first order iny we have
s=ix | [ dosdonlon)se]on—onzinfonl+he (15)

The upper integration limit in the exponential$tan be replaced by. Physically, this
is related essentially with the fact that the entrance state is monochrogaiighly
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speaking, infinitely extended in timeand the teleportation process is formally stationary.

To within the normalization, which is unimportant, the state in channels 1 and 2 can be
described by the density matrix

pEpR<1,z>=X2( j:dw|w>1®|n—w>z)( [Cawr oo so-w]. 16

A measurement by the photodetector, in front of which a narrow-band at freqUkiey
installed, is formally described by the projec®(Q)=[Q)qut ou{ |-

The teleported state in channel 2 after detection by the photodetector is described by
the density matriXonce again, to within the normalizatipn

0(2)=Trou{S(t)pin(in)®p(3)S LHP(Q)}, (17)

whereS(t) is now the complet& matrix of the entire optical scheme:

S(t):expl’ift [Hl(t')+H2(t')]dt'}=1+s<1>+s<2>+ (18)

where H(t), is the Hamiltonian for the second nonlinear crystal, which to within a
replacement of the indices is similarit(t), in Eq.(12). The Smatrix terms of the form

S<2)°‘X2(f Jdwldwin|w1>l®|win_w1>2in<win|)

X

f f dwidwout|wout>outl<wé|®in<wout_w1|) (19

contribute to the teleportation process. Taking account of(E9), the density matrix in
channel 2 is identical, to within the normalization, to the initial density matrix of the
unknown wave packet:

5(2)=x4( f:dwf(w)|w>3)( f:dwéwlf*(w')). (20)

It also follows from Eq.(17) that the detection probability in theut channel does not
depend on the unknown state and is proportional to

Pr=Tra0ud S(t) pin(in) ® p(3)S™ () P(Q) }oc x*. (21)

In this scheme the classical channel is necessary to report to a distant user the fact that a
photodetector has been triggered; in this case teleportation is considered to be successful.
The probability(efficiency of the teleportation process is small to the degree idb

small. On account of the terms in tamatrix which are of next higher-order jpin the

S matrix, the fraction of spurious photodetector triggerings for which an incorrect state
will be teleported is small additionally with respect to the paramgferWe note that
formally the teleportation process is stationéitylasts for an infinitely long timg since

it is necessary to prepare a monochromatic input state. In this case the probability of
detection by a photodetector in tlo@it channel is the same at any moment in time and
does not depend on the input state. It is obvious that in this caseAysessesses zero
information about the teleported state.
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Of course, quantum teleportation does not permit transmitting information faster
than the speed of light. In this scheme the intuitive and qualitative explanation reduces to
the following. Since the input state is monochromatic and, as is always surmised intu-
itively, is nonlocalizedinfinitely extendedl the latter fact signifies that the field is seem-
ingly “preprepared” in all space, including “preprepared” for the spatially distant users
A andB also. A measurement by us@rtransfers the entire system into a new state — it
reduces the state vector “immediately” and “everywhere” for the entire system. Usu-
ally, this part is regarded as intuitively unnacceptable. However, this “immediately” and
“everywhere” does not make it possible to transmit information faster than the speed of
light. To transmit classical information frorA to B by means of a teleported state, a
classical channel fromh to B is required in order to report that the detector has been
triggered and teleportation has taken place. The classical communication channel presup-
poses that a classical object is transmitted frdto B; the velocity of the object cannot
exceed the velocity of light. The question of whether the field is “preprepared” is
everywhere closely related with the question of photon localizahifitpre accurately,
nonlocalizability (see, for example, Refs. 19-23s far as is known, this question has
not yet been discussed in detail in the context of quantum teleportation.

We note that the teleportation process can be reformulated in terms of a diagram-
matic technique. The averaging is performed not over the ground state, but rather over a
“stationary” state|))® [{dwf(w)|w) — the input monochromatic state and the state of
a one-phonon packet. In the case of ideal teleportation, such a state is also an output state.
In this sense the process is stationary, and the averaging is performed with respect to this
stationary state, which need not be the ground state. In this case the diagrammatic tech-
nique is constructed similarly to the way this is done in the Keldysh method.

In closing, | wish to thank B. A. Volkov, M. V. Lebedev, S. S. Nazin, and S. T.
Pavlov for discussions. This work was supported by the Russian Fund for Fundamental
ResearchProject 96-02-19396 as well as by the program “Promising Technologies in
Micro- and Nanoelectronics(Project 02.04.329.895.3

3The name originates from the well-known Einstein—Podolsky—Rosen éffect.
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