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Abstract—The novel observation of an exotic strangeness S = +1 baryon state at 1.54 GeV is to trigger an
intensified search for this and other baryons with exotic quantum numbers. This state was predicted long ago
in topological soliton models. We use this approach together with the new datum in order to investigate its
implications for the baryon spectrum. In particular, we estimate the positions of other pentaquark and septu-
guark states with exotic and with nonexotic quantum numbers. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

In a recent paper [1], Nakano et al. report on an
exotic strangeness S = +1 baryon state observed as a
sharp resonance a 1.54 + 0.01 GeV in photoproduction
from neutrons. The confirmation of this finding would
give formidable support to topological soliton models
[2, 3] for the description of baryonsin the nonperturba-
tive regime of QCD. Higher multiplets containing
states carrying exotic quantum numbers arise naturally
inthe SU(3) version of these models. These were called
exotic because such states cannot be built from only
three valence quarks within quark models; additional
quark-antiquark pairs must be added. The terms pen-
taguark and septuquark therefore characterize the quark
content of these states. Strictly, there is nothing exotic
about these states in soliton models; they simply come
as members of the next higher multiplets.

Indeed, beyond the minimal {8} and {10} baryons,

a{10} baryon multiplet was also mentioned earlier by
Chemtob [4]. Within a simple SU(3) symmetric
Skyrme model, Biedenharn and Dothan [5] estimated

the excitation energy of the {10} multiplet having a
spin of J = 1/2 to be only 0.60 GeV [sic] above the
nucleon. Both this multiplet and the {27} multiplet
with a spin of J = 3/2 contain low-lying S= +1 states,
caled Z and Z* in what follows. The first numbers for
these exotic states, taking into account the configura-
tion mixing caused by symmetry breaking, were given
in[6], athough they are around 0.1 GeV too highiif the
value found in [1] proves to be correct. Diakonov,
Petrov, and Polyakov [7] postulated the experimental

P11(1.71) nucleon resonance of amember of the { 10}
multiplet, and hence the Z state again with a low exci-

TThis article was submitted by the authorsin English.

tation energy (0.59 GeV). Weigel [8] showed that sim-
ilar low numbers (0.63 GeV) can be obtained in an
extended Skyrme model calculation that includes a sca-
lar field.

It should be added that the excitation energies of
similar exatic states have been estimated for arbitrary
baryonic numbers [9]. All these states appear to be
above the threshold for the decay due to strong interac-
tions. In general, the excitation energies for the B > 1
systems are comparable to those for baryons; e.g., the

S= 1 dibaryon state belonging to the {35 multiplet
was calculated to be only 0.59 GeV above the NN
threshold [10].

In this paper, we address the following questions
concerning the B = 1 sector. Is the exotic Z state at
1.54 GeV reported in [1] compatible with soliton mod-
els and the known baryon spectrum? If Z is actually
located at this position, what doesit imply for the other
exotic states?

2. SU(3) SOLITON MODEL

A large number of different soliton models exist:
pure pseudoscalar ones, models with scalar fields
and/or vector and axial-vector mesons, and even mod-
elsthat include quark degrees of freedom. Thereisalso
avast number of possible terms in the effective action
for each of these models, partly with free adjustable
parameters. However, the SU(3)-symmetric part aways
leads to the same collective Hamiltonian with only two
model-dependent quantities determining the baryon
spectrum (Section 2.1). The situation with the symme-
try breaking part is less advantageous, unfortunately,
but still there appears one predominant standard sym-
metry breaker, which is to be the third model-depen-
dent quantity needed (Section 2.2). Thus, instead of
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referring to a specific model (which also involves a
number of free parameters), we adjust these three quan-
tities to the known {8} and { 10} baryon spectra and to
therecently reported Z state [1]. Using thisinput, wetry
to answer the questions posed in the Introduction. We
also show that the values needed for the three quantities
are not too far from what can be obtained in the stan-
dard Skyrme model.

In the baryon sector, the static hedgehog soliton
configuration located in the nonstrange SU(2) subgroup
is collectively and rigidly rotated in the SU(3) space.
There are other approaches, such as the soft rotator
approach and the bound state approach, but the rigid
rotator approach is probably most appropriatefor B = 1.

2.1. SU(3)-Symmetric Part

The SU(3)-symmetric effective action leads to the
collective Lagrangian [11]

3
L5 = -M+320, T (QF
a=1

! N:B 0

1 R\ 2 C R
+=0 § (Q ) ——0
2 Ka:4 . 2,\/:_3 ®

depending on the angular vel ocities QE, a=1,..,81lt
isgeneric for all effective actions whose nonanomal ous
part contains at most two time derivatives, theterm lin-
ear in the angular velocity depends on the baryon num-
ber B and the number of colors N, and it appears due
to the Wess—Zumino—Witten anomaly.

The soliton mass M and the pionic and kaonic
moments of inertia ©, and © are model-dependent
guantities. The latter two are relevant to the baryon
spectrum. The soliton mass M, subject to large quantum
corrections, enters the absolute masses only. With the
right and left angular momenta

8

La = z DabRb’ (2)
b=

1

R = _a_LO
R TolN

which transform according to Wigner functions D,
depending on the soliton orientation, the Hamiltonian
obtained by the Legendre transformation

s _ 1 2
H> =M+ Z—OHR
(©)
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can be expressed by the second-order Casimir operators
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of the SU(3) group and its nonstrange SU(2) subgroup,
8 3
C(sU@E) = YR, R°=YR. @4
aZl azl

For agiven SU(3) irrep (p, q) with the dimension
N=(p+1)(a+1)(p+a+2)/2,
the eigenvalues of these operators are given by

Co(SUR)IKN (P, @), (YrIJ)O

2 2
= [EEE e praln (p ), (Yad 30T

RN} (p, 4), (YrdJs)O
= J(I+ 1){N} (p, ), (YrdJs),

where (YgJJ;) denote the right hypercharge and the
baryon spin. The latter relation is due to the hedgehog
ansatz that connects the spin to the right isospin. The
states are still degenerate with respect to theleft (flavor)
qguantum numbers (YTT;) suppressed here. The con-
straint

(%)

Rs = NcB/2./3
fixes
Yg = NcB/3
(see[11]) and is written as the triality condition [5]

P+29
3

Ymax =

= B+m, (6)
with Y, representing the maximal hypercharge of the
(p, q) multiplet. Thus, baryons belong to irreps of
W(3)/Z;. With the octet being the lowest B = 1 multi-

plet, the number of colors must be N; = 3. We also
obtain the spin-statistics baryon number relation

(_1)23 +B — 1’

which allows only half-integer spinsfor B =1 [5].
From the standpoint of the quark model, the integer
min combination with (p, q) isrelated to the number of
additional qg pairs present in the baryon state [9].
When B = 1, we obtain the minimal multiplets {8} and
{10} for m = O; the family of penta- and septuquark
multiplets { 16} , {27}, {35}, and {28} for m=1; and
{35 , {64}, and {81}, for m = 2 (Fig. 1). For the
masses of the multiplets {8} J = 1/2, {10} J = 3/2,

No. 3 2003



EXOTIC BARYON STATES IN TOPOLOGICAL SOLITON MODELS

{100 J=12, {27} J=3/2,and {35 J=3/2, simple
relations

Mg —Mg = 320y,
Mg —Mg = 320y,
Mzg —Mpg = 16k,

(7)

hold. We note that the mass difference of the minimal
multiplets depends on ©,, only,> whereas the mass dif-
ferences between minimal and nonminima multiplets
depend on © and ©,. With the values ©, = 5 GeV*
and © = 2.5 GeV~! from a naive Skyrme model, the
estimate M@} — Mg = 0.60 GeV [5] was obtained in
agreement with (7). Themass of {27} then lies approx-
imately 0.10 GeV higher. In Fig. 1, we show the spec-
trum of al baryon multiplets with the excitation energy
up to 2.5 GeV using these moments of inertiafor illus-
tration. The sequence of the lowest baryon multiplets

_1 _3 — 1
{8}‘] - él {10}‘] - é! {10}‘] - é’ (8)
(2n3=3 (353=2
—2, —2,...

turns out to be unique within alarge range of moments
of inertia®,/3 < O < ©,/2, covering therealistic cases.
Diagrams for the lowest nonminimal baryon multiplets

{10} and {27} that accommodate the interesting S =
+1 states are shown in Fig. 2.

So far, we have considered the SU(3)-symmetric
case. To explain the splitting of baryon states within
each multiplet, we must take the explicit symmetry
breaking into account.

2.2. SU(3) Symmetry Breaking

The predominant standard symmetry breaker comes
from the mass and kinetic terms in the effective action
that account for different meson masses and decay con-
stants, e.g., mg # mand F # F,,,

3
1
L = —ér(l—Dgg)—Az Dg QR + ... (9)
a=1
(the first term). There can be further terms of minor

importance that depend on the specific effective action
used. As an example, we optionally include such aterm

L1t was shown for arbitrary B [9] that the factor at 1/20 in (3),
C,(U(3)) — R? — 3B%4 = 3B/2 for any minimal multiplet with
p+29=3B; N;=3.
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Fig. 1. B = 1 baryon multiplets with the excitation energy
lessthan 2.5 GeV for ©,,= 5 GeV ' and © = 2.5 GeV ™.
The number m (seerelation (6)) isalso given.

arising from p —w mixing in vector meson Lagrangians
(the second term). This can serve as atest for the model
dependence of our results. The corresponding Hamilto-
nianis

3
1 A
HY = M (1-De) -5y DeRat ... (10)
Ma=1

The quantities ' and A are again model-dependent
quantities; they determine the strength of symmetry
breaking. We first consider only the standard symmetry
breaker I".

It was noticed earlier that a perturbative treatment of
this symmetry breaker leads to the splitting

(MA=My) : (Ms—=M,) : (Mz=M;) = 2:2:1

for the { 8} baryons[4, 11], at variance with the obser-
vation. Because symmetry breaking is strong, Eq. (10)
must be diagonalized in the basis of the unperturbed
eigenstates of HS. Under this procedure, the states of a
certain multiplet acquire components of higher repre-
sentations. We nevertheless call the mixed states {8}
states, { 10} states, etc., according to their predominant
contribution.

The best values for the moments of inertia ©,; and
Ok and the symmetry breaker I are listed in Table 1
(fit A). Optionally, the symmetry breaker A is aso
included (fit B). In Fig. 3, we show the dependence of
the Z and Z* energies on the kaonic moment of inertia
Ok with the other parameters kept fixed. The sensitive
dependence expected from Eq. (7) persists when sym-
metry breaking is included. If the experimental datum
for Z proves correct, a relatively large kaonic moment
of inertia (Table 1) is required.

We now compare this with the implications of the
standard Skyrme model [2, 3] with only one adjustable
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Fig. 2. The T-Y diagrams for the baryon multiplets { 10} and {27} that include the lowest S= +1 states.

parameter e = 4.05. The mass and kinetic symmetry
breakers are included with mesonic parameters. The
kinetic symmetry breaker involvestime derivatives that
were neglected in [6] (in the adiabatic approximation)
in accordance with the argument that they are sup-
pressed by two orders in the 1/N; expansion and this
order must include many other symmetry breaking
terms that are not taken into account either. This leads
to ©, = 5.88GeV, I = 1.32 GeV, and a relatively
small kaonic moment of inertia ®y = 2.19 GeV-! (con-
nected with larger Z and Z* masses, Fig. 3). However,
the nonadiabatic terms in the kinetic symmetry breaker
arenot actually small, and they make a sizeable contribu-
tion to the kaonic moment of inertia © = 2.80 GeV+
together with symmetry breaking terms and even terms
that are nondiagonal in the angular momenta. Because
the latter were never properly treated, these numbers
should be compared with reservation to those in
Table1l. Nevertheless, it seems that the standard
Skyrme model can potentialy provide values close to
fit B. Relative to fit A, the standard symmetry breaker
from the Skyrme model appears too wesak, indicating
that an important symmetry breaking piece is missing
in this model. Concluding this discussion, we empha-
sizethat the nonadiabatic termsin the kinetic symmetry
breaker are of course not the only possibility of obtain-
ing larger kaonic moments of inertia. Inclusion of other
degrees of freedom or of additional termsin the effec-
tive action influences this quantity sensitively. In this

Table1l. Moments of inertia and symmetry breakers
obtained from a fit to the baryon spectrum including the
novel Z datum

O, GeVl| O Gev?t| T,Gev A
fitA 5.61 2.84 1.45 -
fitB 5.87 2.74 1.34 0.40
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respect, the position of the exotic Z baryon proves an
important constraint on soliton models.

The resulting baryon spectrum is shown in Fig. 4. It
can be seen that for fit A, with the standard symmetry
breaker alone, the Z — A mass difference is too large,
the splitting in the J = 1/2 multiplets relative to that in
the J = 3/2 multiplets is overestimated, and the corre-
sponding SU(2) symmetry breaker can account for only
half of the neutron—proton split (not shown here; see,
e.g., [6]). All three deficiencies can be remedied by
including the second symmetry breaker, fit B. Of
course, thisdoes not mean that the additional symmetry
breaker must be exactly of form (10); other operator
structures are possible. As mentioned, we include fit B
mainly to illustrate the model dependence of our

results. It seems that the levels of the {10} multiplet
are relatively stable in contrast to the {27} multiplet,
whose states depend sensitively on the specific form of
the symmetry breakers such that even the ordering of
the levelsis changed.

All statesof the { 10} and {27} multipletsarelisted
in Tables 2 and 3. We distinguish states with exotic
quantum numbers from those with nonexotic quantum
numbers 2<Y<land T< 1+ Y/2 Generdly, the
former are “cleaner,” because they cannot mix with
vibrational excitations (apart from their own radial
excitations). Because additional vibrations on top of
these states can only enhance the energy, these turn out
to be the lowest states with exotic quantum numbers
starting with the S= 1 baryon states Z and Z*. The latter
are experimentally accessible viathe reactions

yN— KZ — KKN,
N — KZ — KKN,
NN — (A, £)Z —= (A, £)KN,
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1.4

1 1 1 1
2.2 24 2.6 2.8
Kaonic moment of inertia, 1/GeV
Fig. 3. The masses of the S=1 baryons Z and Z* depending

on the kaonic moment of inertia. ©,;= 5.87 GeVtand I =
1.34 GeV are kept fixed.

and in KN scattering. The novel measurement [1] wasa
photoproduction experiment of the first type. The S# 1
exotic states are more difficult to measure, e.g., Xin
Table 2 viathe reactions

TIN — TIX — TITTA
NN — AX— TTAA

We aso included the lowest exotic states with
strangeness S = +2 and S = —4 with the main compo-

nents in the respective multiplets { 35, and {35}. The
S= +2 state Z** can till be produced in binary reac-
tions, e.g.,

* %, t+

K’p —~KZ¥" ™,

but the energy of this stateisalready quite considerable,
approximately 2.4 GeV. On the other hand, the S= 4
state is more difficult to produce, but detection seemsto
be simpler because the final Q- and K~ are easy to see.

In contrast, the states with nonexotic quantum num-
bersin Table 3 mix strongly with vibrational excitations
of the{8} and {10} baryons. For example, the N* rota-
tional state, identified with the nucleon resonance
P11(1.71) in[7], mixesstrongly with a2Aw radial exci-
tation, which can even lead to a doubling of states as
found in [8]. This situation renders an easy interpreta-
tion difficult. Probably the cleanest of these states with
nonexotic gquantum numbers is the one caled A*,
which predominantly couples with the nonresonant
magnetic dipole mode. But even here, it isnot excluded
that the good agreement with the position of the exper-
imental A\ resonance P03(1.89) is accidental. Also,
there is not even a candidate for the rotationa state
caled A* listed by the PDG in the required energy
region with the empirical A resonance P33(1.92) lying
approximately 0.1 GeV too high. On the other hand, do
we have candidates close to the estimated energies in
five cases. There is certainly some evidence that the
numbers presented are not unreasonable.

A B exp A B exp A B (04 A B XD A B (YD
i — 2y ]
2.0 — — (-11/2) — 22
== 81(1);3/2) — 02
— _ (-132) — 7
_—§01) )_= L — (15
— T T —a1p _:8%
o 20
O 15}F ——— — — 0 -
>
an -
o -
= _——
m E—
1.0+ -
{8} J=1/2 {10}J=3/2 {TO}J:1/2 {27} =3/2 {35}J=5/2

Fig. 4. Thelowest rotational statesin the SU(3) soliton model for fits A and B. The experimental masses of the{8} and { 10} baryons

are depicted for comparison. Not all states of {35} are shown.
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Fig. 5. Tentative baryon spectrum for the S= 1 sector.

It should be added that the energies for the { 10}
baryons presented here differ substantially from those
obtained in [7] using simple perturbation theory. Their
{10} total splitting is overestimated by more than a
factor of 2.

3. THE S= 1 BARYON SPECTRUM

So far, we have considered only the rotational states.
The real situation is complicated because there is an
entire tower of vibrational excitations connected with
each of these rotational states. We briefly address this

WALLISER, KOPELIOVICH

issue on a qualitative level, particularly for the S=1
sector. Thismay possibly be of help to experimentalists
in search of more exotic baryons.

The lowest states in the S = 1 sector are the rota-
tional states Z and Z* discussed in the previous section.
Asmentioned, we believe that the energies of thesetwo
states must be close to each other and the energy of Z*
somewhat larger (about 0.10-0.15 GeV). Such rota-
tional states appear as sharp resonances with small
widths relative to the broader vibrational states. The
width of Z was given in [1] to be smaller than 25 MeV,
and that of Z* must be somewhat larger due to phase
space arguments. The Z* state will probably be the next
exotic state detected.

In soliton models, radial excitations (breathing
modes) certainly exist for each rotationa state. For
most of the {8} and {10} baryons, such excitations cor-
respond to the well-known resonances; e.g., the Roper
resonance for the nucleon. The breathing mode excita-
tion energy of Z calculated in [8] is approximately
0.45GeV, and that of Z* should be considerably
smaller because the latter object is more extended due
to centrifugal forcesrelated to alarger spin (similarly to
the Roper resonance and the A resonance P33(1.60)).
We can therefore expect the excited PO1 and P13 states
to occur close to each other, asindicated in Fig. 5 (the
order may be reversed!).

In addition, there must be strong quadrupol e excita-
tions, as those obtained in soliton models[12] and seen
empiricaly inthe well-studied S= 0 and S= -1 sectors
(with roughly 0.4 and 0.6 GeV excitation energy). In

Table 2. Rotational states of nonminimal multiplets with exotic quantum numbers below 2 GeV including all members of
{10} and {27}. The experimental Z datum enters the fits. The lowest exotic Y = +3 baryon states are also included

Estimated energy, GeV
J Y T Decay modes
A B
7{10} 1/2 2 0 KN 154 154
Z* {27} 3/2 2 1 KN 1.69 1.65
{27} 3/2 0 2 T, 2, I\ 172 1.69
X {35} 5/2 1 52 A i 1.79 1.76
{10} 12 -1 32 n=s, =, K2 1.79 1.78
{27} 312 -1 32 =, =, K 1.85 1.85
{35} 5/2 0 2 T, & 1.92 1.90
{35} 5/2 2 2 KA, KTiN 2.06 1.96
{27} 32 -2 1 mQ, K=, K=* 1.99 2.02
{35} 5/2 -3 12 KQ,KK= 231 2.36
Z** {35} 3/2 3 1/2 KKN, KKA 241 2.38
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHYSICS Vol. 97 No.3 2003
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Table 3. Rotational states of higher multiplets with nonexotic quantum numbers below 2 GeV including all members of the

{10} and {27} multiplets

Estimated energy, GeV
J Y T Candidate
A B

N* {10} 12 1 12 N P11(1.71)*** 1.66 1.65
* {10} 12 0 1 > P11(1.77)* 177 175
s* {27} 32 1 32 1.83 1.75
{27} 3/2 1 12 N P13(1.72)**** 1.78 1.76
{27} 32 0 1 s P13(1.84)* 1.90 1.86

s* {27} 32 0 0 A PO3(1.89)**** 1.88 1.87
{27 32 -1 1/2 = ?7(1.95)*** 1.97 1.97

these sectors, a number of S'wave resonances appear

via KN, KA, KZ, and K= bound states just below the
corresponding thresholds [12]. Although such an inter-
pretation seems less clear in the S = 1 sector, a low-
lying 01 resonance is nevertheless expected, smply
by inspection of the other sectors.

Tentatively, thisleadsto an S= +1 baryon spectrum,
depicted in Fig. 5. The T-matrix poles P01(1.83),
P13(1.81), D03(1.79), and D15(2.07) extracted from
early KN scattering experiments [13] qualitatively fit
such a scheme, but the spacings are considerably
smaller thanin Fig. 5. Therefore, if these T-matrix poles
prove correct, a strong quenching of the spectrum
shown in Fig. 5 has to be understood. The existence of
such poles, particularly in the D-waves, would likewise
favor the location of Z considerably below these reso-
nances, compatible with the datum 1.54 GeV.

4. CONCLUSIONS

We have shown that alow position of the exotic S=
+1 baryon Z with quantum numbersJ=1/2and T=0
a the reported energy 1.54 GeV is compatible with
soliton models and the known baryon spectrum. For all

members of the { 10} and {27} multipletswith nonex-
otic quantum numbers, we find candidates close to the
estimated energies, with one exception: the empirical A
resonance P33(1.92) lies approximately 0.1 GeV too
high. A strong mixing of these states with vibrational
modes of the {8} and { 10} baryons may lead to consid-
erable energy shifts and even to a doubling of states.
Also, the T-matrix poles of early KN scattering experi-
mentsfavor alow Z baryon sufficiently below theseres-
onances, with the caveat that when these poles are cor-
rect, a strong quenching of the S= 1 baryon spectrum
compared to other sectors has to be explained.
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However, the soliton model by itself does not
exclude aZ baryon at higher energies. Confirmation of
this datum, which proves a stringent constraint on these
models, is therefore extremely important.

Under the assumption that the exotic Z baryon is
actually located at the reported position, we have esti-
mated the energies of other exotic baryons. First of all,
there is a further S = +1 baryon Z* with quantum
numbers of J = 3/2 and T = 1, some 0.10-0.15 GeV
above Z. Thiswill probably be the next state to be dis-
covered in similar experiments, also as a sharp reso-
nance with a somewhat larger width. Moreover, there
will be atower of vibrational excitations built on these
two exotic states, which should appear as broader reso-
nances several 0.1 GeV above these energies.

There are also severa low-lying S# 1 baryons with
exotic isospin, starting with a J = 3/2 state with quan-
tum numbersY=0and T = 2 at approximately 1.7 GeV.
These states are more difficult to access experimentally.
Thelowest S=+2 and S=—4 baryon states may also be
of some interest, although they are already expected at
high energies of about 2.3-2.4 GeV.
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Note added in proof (September 2, 2003). In arecent
paper by V.V. Barmin et al. [hep-ex/0304040], the Z*
hyperon is observed in K* callisions with Xe nuclei.

The spectrum of the Kgp effective mass shows an
enhancement at M = 1539 + 2 MeV with a width of
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I <9 MeV, in agreement with the results of T. Nakano
etal. [1].

Further confirmation of the existence of Z* comes
from CLAS collaboration [hep-ex/0307018] and from
SAPHIR collaboration [hep-ex/0307083]. Discussion
of the Skyrme model predictions for the baryon antide-
cuplat spectrum was presented recently by M. Prasza-
lovicz [hep-ph/0308114].
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Abstract—We devel op a QCD description of the breakup of photonsinto forward dijetsin small-x deep inelas-
tic scattering off nuclei in the saturation regime. Based on the color dipole approach, we derive a multiple scat-
tering expansion for intranuclear distortions of the jet—jet transverse momentum spectrum. Special attention is
paid to the non-Abelian aspects of the propagation of color dipolesin the nuclear medium. We report anonlinear
k--factorization formula for the breakup of photons into dijets in terms of the collective Weizsécker—Williams
glue of nuclei defined in [5, 6]. For hard dijets with the transverse momenta above the saturation scale, the azi-
muthal decorrelation (acoplanarity) momentum is on the order of the nuclear saturation momentum Q.
For minijets with the transverse momentum below the saturation scale, the nonlinear K-factorization predicts
a compl ete disappearance of the jet—jet correlation. We comment on possible relevance of the nuclear decor-
relation of jets to the experimental data from the STAR-RHIC Collaboration. © 2003 MAIK “ Nauka/Inter pe-

riodica” .

1. INTRODUCTION

From the parton model point of view, the opacity of
heavy nuclel to high-energy projectiles entails a highly
nonlinear relation between the parton densities of free
nucleons and nuclei. The trademark of the conventional
pQCD factorization theorems for hard interactions of
leptons and hadrons is that the hard scattering observ-
ables are linear functionals of the appropriate parton
densities in the projectile and target [1]. The parton
model interpretation of hard phenomenain ultrarel ativ-
istic heavy ion collisions calls upon the understanding
of factorization properties in the nonlinear regime. A
priori, it isnot obviousthat nuclear parton densities can
be defined such that they enter different observablesin
a universal manner. Indeed, opacity of nuclei bringsin
a new large scale Q, that separates the regimes of
opaque nuclei and weak attenuation [2-5]. Furthermore,
for parton momenta below the saturation scale Q,, the
evolution of seafrom gluons was shown to be dominated
by the anticollinear, anti-DGLAP splitting [5]. In our
early studies [5, 6], we have demonstrated that such
observables as the amplitude of the coherent hard dif-
fractive breakup of a projectile on a nucleus or the
transverse momentum distribution of forward quark
and antiquark jetsin deep inelastic scattering (DIS) off
the nucleus and/or the sea parton density of nuclei can

TThis article was submitted by the authorsin English.

be cast in precisely the same k-factorization form as
for afree nucleon target. Specifically, thisonly requires
replacing the unintegrated gluon structure function
(SF) of the free nucleon with the collective nuclear
Weizsacker—Williams (WW) unintegrated nuclear glue,
which is the expansion over the collective gluon SF of
spatialy overlapping nucleons of a Lorentz-contracted
ultrarelativistic nucleus. This exact correspondence
between the BFKL unintegrated glue of the free
nucleon [7] and the nonlinear collective WW glue of
the nucleus in the calculation of these observablesis a
heartening finding. It persists despite the seaquarks and
antiquarks with the transverse momenta below Q,
being generated by the anticollinear, anti-DGL AP split-
ting of gluonsinto sea, when the transverse momentum
of the parent gluonsis larger than the momentum of the
produced sea quarks.

In [5], we noticed that less inclusive quantities like
the spectrum of leading quarks from the truly inelastic
DIS or coherent diffractive breakup off nuclei are non-
linear functionals of the collective nuclear WW glue.
Consequently, in the quest for factorization properties
of nuclear interactions, we must go beyond the linear
observables such as the amplitude of coherent diffrac-
tive breakup of pions or photons into back-to-back
dijets, single-jet inclusive cross section, and/or nuclear
sea parton density. In this paper, we discuss the truly
inglastic hard interaction with nuclei followed by a

1063-7761/03/9703-0441$24.00 © 2003 MAIK “Nauka/Interperiodica’
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breakup of the projectile into forward hard dijets.t We
illustrate our major point inthe example of DIS at small
x with a breakup of the (virtual) photon into a hard,
approximately back-to-back dijet with a small separa-
tion in rapidity, such that the so-caled lightcone plus-
components of the jet momenta sum up to the lightcone
plus-component of the photon momentum; i.e., the so-
called x, = 1 criterion isfulfilled (see, e.g., [10] and ref-
erences therein). In the familiar collinear approxima-
tion, such a dijet originates from the photon—gluon
fusion y*g —= qQ, often referred to as the interaction
of the unresolved or direct photon. Allowing a trans-
verse momentum of gluons leads to a disparity of the
momenta and to an azimuthal decorrelation of the
guark and antiquark jets, which can be quantified in
DIS off free protonswithin the k-factorization in terms
of the unintegrated gluon SF of the target (see[11, 12]
and references therein). A substantial nuclear broaden-
ing of the unintegrated gluon SF of nuclei at small x and
of the nuclear sea parton distributions [2, 5] pointsto a
stronger azimuthal decorrelation of jets produced in
DIS off nuclei. Furthermore, our finding of anticol-
linear, anti-DGL AP splitting of gluonsinto seastrongly
suggests the complete azimuthal decorrelation of for-
ward quark and antiquark jets with the transverse
momenta below the saturation scale, p, < Q,. In this
paper, we quantify these expectations and formulate a
nonlinear generalization of the k-factorization for the
inclusive dijet spectrum.

The technical basis of our approach is the color-
dipole multiple-scattering theory of small-x DIS off
nuclei [13, 14]. We derive a consistent k-factorization
description of the azimuthal decorrelation of jets in
terms of the collective WW unintegrated gluon SF of
the nucleus. In this derivation, we closely follow our
early work [5] on the color-dipole approach to satura-
tion of nuclear partons. We focus on DIS at X < X, =

VR my < 1, which is dominated by interactions of qq
Fock states of the photon. Here, my, isthe nucleon mass
and R, is the radius of the target nucleus of the mass

number A. Nuclear attenuation of these g color
dipoles[13, 15] quantifies the fusion of gluons and sea
guarks from spatially overlapping nucleons of the
Lorentz contracted nucleus ([16], seeaso [3, 4]). Here,
we also report some of the technical details, especially
on the non-Abelian aspects of propagation of color
dipolesin nuclear matter, which were omitted in the let-
ter publication [5].

We focus on genuinely inelastic DIS followed by
color excitation of the target nucleus. For heavy nuclei,
equally important is the coherent diffractive DIS, in
which the target nucleus does not break up and is
retained in the ground state. Coherent diffractive DIS
makes up 50% of thetotal DIS eventsat small x[14]; in

L Preliminary results of this study have been reported elsewhere
(8,91
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these coherent diffractive events, quark and antiquark
jets are produced exactly back-to-back with a negligi-
bly small transverse decorrelation momentum

Al = |p. + p| = VR, ~ m/AL3,

This paper is organized as follows. We work at the
parton level and discuss the transverse momentum dis-
tribution of the final state quark and antiquark in inter-
actions of qgq Fock states of the photon with heavy
nuclei. In Section 2, we set up the formalism with a
brief discussion of the decorrelation of jetsin DIS off
free nucleons. In Section 3, we report the derivation of
the general formula for the two-body transverse
momentum distribution. Color exchange between the
initially color-neutral qg dipole and the nucleons of the
target nucleus leads to intranuclear propagation of the
color-octet qq-states. Our formalism, based on the
technique described in [17, 18], consistently includes
the diffractive attenuation of octet dipolesand effects of
transitions between color-singlet and color-octet qg
pairs, as well as between different color-octet states of
the qQ pair. The hard jet—et inclusive cross section is
discussed in Section 4. For hard dijets, diffractive atten-
uation effects are weak and we obtain a nuclear k-fac-
torization formulafor the broadening of azimuthal cor-
relations between the quark and antiquark jets, whichis
reminiscent of that for afree nucleon target and is till
alinear functional of the collective WW gluon SF of the
nucleus. We relate the decorrelation (acoplanarity)
momentum to the nuclear saturation scale Q,. In Sec-
tion 5, working in the large-N, approximation, we
derive our central result, a nonlinear nuclear k--factor-
ization formulafor theinclusive dijet cross section, and
prove the complete disappearance of the jet—et correla-
tion for minijets with the transverse momentum below
the saturation scale Q,. In Section 6, we present numer-
ical estimates for the acoplanarity momentum distribu-
tion based on the unintegrated glue of the proton deter-
mined in [19]. We point out a strong enhancement of
decorrelations from the average to central DIS and
comment on the possible relevance of our mechanism
of azimuthal decorrelationsto the recent observation of
the dissolution of the away jetsin central nuclear colli-

sions at RHIC [20]. The next-to-leading order ]JNi-
corrections to the large-N, resultsin Section 5 are dis-
cussed in Section 7. Here, we derive anonlinear k--fac-

torization representation for the /N2 corrections and
establish a close connection between the I/N, and
higher twist expansions. In Section 8, we summarize
our principal findings.

Some of the technical details are presented in the
Appendices. In Appendix A, we present the calculation
of the matrix of 4-body cross sections that enters the
evolution operator for the intranuclear propagation of
color dipoles. In Appendix B, we revisit the single-jet
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spectrum and total cross section of DIS off nuclei and
demonstrate how the color-dipole extension [13, 14] of
the Glauber—Gribov results [21, 22] is recovered
despite a nontrivial spectrum of eigen—cross sections
for the non-Abelian propagation of color dipolesin the
nuclear matter. The properties of the collective uninte-
grated gluon SF for overlapping nucleons of a Lorentz-
contracted ultrarelativistic nucleus are discussed in
Appendix C.

2. k-.-FACTORIZATION FOR BREAKUP
OF PHOTONS INTO FORWARD DIJETS
IN DIS OFF FREE NUCLEONS

We briefly recall the color dipole formulation of DIS
[13, 14, 23-25] and set up the formalismin the example
of jet—jet decorrelationin DIS off free nucleons at mod-
erately small x, which is dominated by interactions of
gQ states of the photon. The total cross section for the
interaction of the color dipole r with the target nucleon
is given by [26, 27]

o(r) = O(S(r)coj'dlcf(lc)(l—eim)

_ 1 i i [ (1)
= éo(s(r)ooj'dlcf(lc)(l—e J(1-e "),

where g, is an auxiliary soft parameter and o is the
running coupling constant for the gauge group SU(N,).

The function f(ic) isnormalized, as [dic f(ik) = 1 and is

related to the BFKL unintegrated gluon SF of the target
nucleon F(x, k?) = 0G(x, k?)/dInk? ([ 7], seeaso[19, 28]
for the phenomenology and review) by

an 1 .

f()——O ST (%, k). )

For DIS off afree nucleon target (see Figs. 1a-1d),
the total photoabsorption cross section is given by [13]

(@5 %) = Idrdz|qJ(Q2, 2,0 o(x, 1), 3)

where W(Q?, z, r) is the wave function of the qg Fock

state of the photon and Q? and x are the standard DIS
variables. In the momentum representation,

_ ooo‘s(pi)
2 (2ny’ @)
XJ'dK f ()| ¥z p,0- ¥ Oz p, -’
where p, is the transverse momentum of the quark, the
antiquark has the transverse momentum p_= —, + «,

and z, = zand z_ = 1 — z are the fractions of the photon
lightcone momentum carried by the quark and anti-

ch
dp+dz

JOURNAL OF EXPERIMENTAL AND THEORETICAL PHYSICS Vol. 97

443

guark, respectively. The variables z, for the observed
jetsadd up to unity, x, = z. + z = 1, which in the realm
of DIS is said to be the unresolved or direct photon
interaction.

Summing over the helicities A and A of the fina
state quark and antiquark, we obtain

| ¥z pO- ¥z p—«iy - o1 = 2N€f0ten

p-x [F
(p-x)’+e o0 ()

%z (- z)]Dpz -

25 1 1 ? g
-

A+h =2, [
for transverse photons and quarks of flavor f and

|0z po- ¥ 0z p -y -0

= 8N€0,,Q°Z(1-2)° ©)

2

<0 1 _ 1 5
Pirel (p-w)te

A+h =2,
for longitudinal photons, where €2 = (1 —2)Q2 + my .

We now note that the transverse momentum of the
gluon is precisely the decorrelation momentum A =
p. + p_, and in the differential form, we have

doy _ Goas(pi)
dzdp.dA ~ 2 (ory2 )
x|yHz p.0- ¥z p, - A’ (7)

Ols(p+)d"(x A)
= 2mN, |30z p.0- Oz p, - AT

The small-x result in Eq. (7) showsthat in DIS, for-
ward dijets acquire their large transverse momentum
from the intrinsic momentum of the quark and anti-
guark in the wave function of the projectile photon;
hence, it is appropriate to call this process the breakup
of the photon into forward hard dijets. In addition to the
criterion x, = 1, the experimental signature of photon
breakup is a small rapidity separation of forward jets,
z, ~z_. The perturbative hard scale for our processis set

by p® = p? + Q?z(1-2), and the gluon SF of the proton

enters Eq. (7) at the Bjorken variablex = (4p? + QA/MW?,
where Wisthe y* p center-of-mass energy. The purpose
of our study isan extension of Eqg. (7) to the breakup of
photons into dijets in truly inelastic DIS on nuclear
targets.
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Fig. 1. pQCD diagrams for the cross section of inclusive DIS off nucleons (a—d) and nuclei (g—k) and the amplitude of diffractive
DIS off protons (e, f). Diagrams a—d show the unitarity cuts with color excitation of the target nucleon; g is a generic multiple scat-
tering diagram for the Compton scattering amplitude off nucleus; h is the unitarity cut for a coherent diffractive DIS with retention
of the ground state nucleus A in the final state; i is the unitarity cut for quasielastic diffractive DIS with excitation and breakup of
the nucleus A*; and j and k are the unitarity cutsfor truly inelastic DIS with single (j) and multiple (k) color excitation of nucleons

of the nucleus.
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3. BREAKUP OF PHOTONS INTO DIJETS
ON NUCLEAR TARGETS

We focuson DIS at X < x, = /R.my < 1, whichiis

dominated by interactions of qq states of the photon.
Thisisastarting term of the leading In(1/x) expansion;
extension to interactions of higher Fock states of the
photon and the corresponding In(1/x) evolution to
smaller x will be discussed elsewhere. For x < x,, the

propagation of the qq pair inside the nucleus can be
treated in the straight-path approximation.

We work in the conventional approximation of two
t-channel gluonsin DIS off free nucleons. The relevant
unitarity cuts of the forward Compton scattering ampli-
tude shown in Figs. 1la—1d describe the transition from
the color-neutral qq dipole to the color-octet qg pair.2
The two-gluon exchange approximation amounts to
neglecting unitarity constraints in DIS off free nucle-
ons. As a quantitative measure of unitarity corrections,
one can take the diffractive DIS off free nucleons,
whose amplitude is described by higher order diagrams
inFigs. 1leand 1f [23, 24, 27] and which isonly asmall
fraction of thetotal DIS, np < 1[29-31]. The unitarity
cuts of the nuclear Compton scattering amplitude that
correspond to the genuineinelastic DISwith color exci-
tation of the nucleus are shown in Figs. 1j and 1k. The
diagramin Fig. 1k describes a consecutive color excita-
tion of the target nucleus accompanied by the color-

space rotation of the color-octet Q.

Let b, and b_ be the impact parameters of the quark
and antiquark, respectively, and Sy(b,, b.) be the
Smatrix for the interaction of the qq pair with the
nucleus. We are interested in the truly inelastic inclu-
sive cross section summed over all excitations of the
target nucleus when one or several nucleons are color
excited. A convenient way to sum such cross sectionsis
offered by the closurerelation [21]. Regarding the color
states ¢, of the q,Q,, pair, we sum over al octet and
singlet states. Then the 2-jet inclusive spectrum is cal-
culated in terms of the 2-body density matrix as

doj,
dzdp.dp_

1 1 1
= db.db db.db_
(2rr>“I

x exp[-ip, b, —b})—ip_b_-bl)]

x WHQ’, 2, b, —b)W(Q° z b, -b))

: [1; A|Si(bl, b)|AL ©
EZZ ’ A( +1 —) ’ CknJ:|

A km

2 To be more precise, for arbitrary N, the color-excited qq pair is
in the adjoint representation and quarks are in the fundamental
representation of SU(N.); our reference to the color octet and

triplet must not cause any confusion.
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X [Eym AHS,(bs, b)|A; 10
— [1; A|Si(b}, b)|A; 1001; A|Sa(b,, b)|A; 1DE
0

In the integrand in Eq. (8), we subtracted the coherent
diffractive component of the fina state. We note that

four straight-path trajectories b, and b’ enter the cal-
culation of the full-fledged 2-body density matrix and
S.and Sy describe the propagation of two quark-anti-

guark pairs, qg and g'q’, inside anucleus.

The further analysis of the integrand in Eq. (8) isa
non-Abelian generalization of the formalism developed
by one of the authors (B. G. Z.) for thein-medium evo-
lution of ultrarelativistic positronium [32]. Upon appli-
cation of the closure relation to sum over nuclear final
states A*, the integrand in Eg. (8) can be considered as
an intranuclear evolution operator for the 2-body den-
sity matrix

TS A Kb, )i AT

A0 km

x CAL Byl Sab., b)) 1] AT 9)

= YOS QUSHbL, b) GunTed Sy, bIILTIAC
0% 0

(for arelated discussion, also see [33]). Let the eikonal
for the quark—nucleon and antiquark—nucleon QCD

gluon exchange interaction be Tix(b) and T’x(b),
where T2 and T2 are the SU(N,) generators for the
guark and antiquark states, respectively. The vertex V,

for excitation of the nucleon, g — N3 , into the
color octet state is normalized such that after applica

tion of the closure relation, the vertex g2g°NN in the
diagramsin Figs. 1a-1d becomes d,,. In the two-gluon

exchange approximation, the Smatrix of the (qq)—
nucleon interaction is then given by

Su(b., b) = 1+i[Tix(b.) + Tx(b)] V,

: (10)
21T + T

The profile function for theinteraction of the qg dipole
with the nucleon is '(b,, b)) =1 — §(b., b_). For a

color-singlet dipole, (TS + T%)2 = 0 and the dipole

No. 3 2003



446

cross section for the interaction of the color-singlet qg
dipole with the nucleon equals

o(b,~b) = 2[db. NI (b, b)INC
. (11)
= '\!;—Ncljdm[x(bo—x(b_)]z.

The nuclear Smatrix of the straight-path approxima-
tionis

Sa(b,, b)) = |_| Su(b,—bj, b_—by),

i=1

wherethe ordering along the longitudinal path isunder-
stood. We evaluate the nuclear expectation valuein (9)
in the standard dilute gas approximation. In the two-
gluon exchange approximation, for each and every
nucleon N;, only the terms quadratic in x(b;) must be
kept in the single-nucleon matrix element

that entersthe calculation of S, S,. Following the tech-

nique developed in [17, 18], we can reduce the calcula-
tion of the evolution operator for the 2-body density
matrix (9) to the evaluation of the Smatrix S;x(b,, b_,

b, , b") for the scattering of a fictitious 4-parton state
composed of the two quark—antiquark pairsin the over-

al color-singlet state. Because (T3 )* =—T2, the quarks
entering the complex-conjugate Sy in (9) can be

viewed as antiquarks within the two-gluon exchange
approximation, and therefore,

z [ Sk (0%, b)) ey Sa(b., b) |10
km (12)
= 2 Oyt Oy [ C;l Sia(bl, bl by, b)[110)

kmjl

where S;(b;,, b_, b,, b_) isthe Smatrix for the prop-
agation of two quark-antiquark pairsin the overal sin-
glet state. Whilethefirst qq pair isformed by theinitial
guark q and antiquark @ at the respective impact
parameters b, and b_, the quark g' in the second g'Q'
pair propagates at the impact parameter b” and the
antiquark @' at the impact parameter b’ . In the initial

state, both quark—antiquark pairs are in color-singlet
states, |in(F |110
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We introduce the normalized singlet-singlet and
octet—octet states

—_ 1 N A'A
[110= —N—C(qq)(qq),

) (13)

|88 0=
NZ-1

(@r’a)(@Tq),

where N, is the number of colors and T2 are the gener-
ators of SU(N,) in the fundamental representation.
Using the color Fiertz identity,

35" = Nia,kég“ +2y (THTT, (14)
¢ a

we can represent the sum (12) over color states of the
produced quark—antiquark pair as

Z [ Cien] Saa(0’, b, by, b)) [110
km

1] 1 (15)
= [YS,A(b’, bL, b, b)|110

+ N2 — 1088 S,4(b}, b', b,, b )|110

If a,(b., b, b,,b.)isthecolor-dipolecrosssection

operator for the 4-body state, evaluation of the nuclear
expectation value for a dilute gas nucleus in the stan-
dard approximation of neglecting the size of color
dipoles compared to the radius of a heavy nucleus
gives[21]

S4A(b'+1 bl—l b+1 b_)

01 C o 0 (16)
= exp D_§04(b+1 b_, b+, b_)T(b)D,
O O

where T(b) = [db,n,(b,, b) isthe optical thickness of
the nucleus at the impact parameter®

b = %(b++b'++b_+ bl)

and n,(b,, b) isthe nuclear matter density with the nor-
malization I dbT(b) = A

3 One should not confuse b with the center of gravity of color
dipoles, where the impact parameters b, and b',_, must be

weighted with z; the difference between the two quantities is
irrelevant here.
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Fig. 2. pQCD diagramsfor the matrix of color dipole cross section for the 4-body (qq )(q'q') state. Sets a—d and e-h show the dia-
gramsfor the scattering without changing the color state of the qg and g'q dipoles, and setsi— show only half of the diagramsfor

scattering with rotation of the color state of dipoles.

Single-nucleon S-matrix (10) contains transitions
from the color-singlet to both color-singlet and color-

octet qq pairs. However, only color-singlet operators
contribute to

(N S§(b ~ by, b ~b,)S\(b. ~ by, b_~b))IN; [}

and hence the matrix a,(b., b", b,, b_) only includes

transitions between the |11 and |88 color-singlet
4-parton stetes; the |18 states are not allowed.

The pQCD diagrams for the 4-body cross section
are shown in Fig. 2. It is convenient to introduce

s=bh, -b. (17)

for the variable conjugate to the decorrelation momen-
tum,andr =b, —b_ r'=b, — b, interms of which

b_—-b), = s-r,

b_—b' =s—r+r".

b,-b. = s+r,
(18)

Performing the relevant color algebra, we find (some

JOURNAL OF EXPERIMENTAL AND THEORETICAL PHYSICS Vol. 97

details of the derivation are presented in Appendix A)

0., = AYo,110= o(r) + o(r"), (29

0,53 = 110,880
_ o9 +o(s—r+r)—o(s+r)—o(s—r)
NZ-1
= 2SI

(20)

NZ-1

Ne =2 59+ a(s—r +1)]
° . (21)
01+ )+ ofs=0)] = T0() * 1)

Og = [880,/88001=

+ 2
NZ-1

Thetermin (8) that subtracts the contribution from dif-

fractive processes without color excitation of the target
nucleusis given by

[1; ASi(b, bY)IA; 10; ASA(b,, b)|A; 10 22)

01 , O 01 O
= exp5[0(n) + o TB)] = expF-50uT(bYI.
U U 4 U
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In the discussion of nuclear effects, it is convenient
to use the Sylvester expansion

01 U 01 Oo,—2
expg—éoﬁ(b)% = eXpB_EZlT(b)EZi—Zz
(23)
Oo,—2
+exp [1—22 T(b)gz;1 Zi

where %, , are the two eigenvalues of the operator ,,

1
2,2 = 5(011 + Ogg)

(24)

For the integrand in (8), application of the Sylvester
expansion to (15) gives

S S 0 ASK), B)IAT, Gl

A0 km

x [, AJSy(b,, b)JA; 10

—[0; ASA(b, b)IA; 1ML; ASa(b,, b)|A; 10

= (O + /Ni—l[BSl)exp%—%cJ(b)EulD
0 0

(25)
01 0
—exp D—§011T(b)D
0 0
01 0 01 0
= EXDD-QZzT(b)D - expD—QGHT(b)D
0 0 0 0
0, -3,0 1 0
+ P Dep] 52, T0) | - e 52 T0) [
2] 0

. A/Ni—lolgg
O

exp[—%le(b)} - exp[—%ZZT(b)E.

4. BREAKING OF PHOTONS
INTO HARD DIJETS:
A STILL LINEAR NUCLEAR k+-FACTORIZATION

Diagonalization of the 2 x 2 matrix g, is a straight-
forward task, and therefore, technically, Egs. (8) and
(25) allow a direct calculation of the jet—et inclusive
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cross section in terms of the color dipole cross section
o(r). But evaluation of the 6-fold Fourier transform is
anontrivial task.

We first note that the difference between Z, and
0,1 = 0o(r) + a(r") is of the second or higher order in the
off-diagona o,g, See Eq. (24). Conseguently, the first
two lines in Sylvester expansion (25) start with terms

proportional to 0%, whereas the last line starts with

terms proportional to ;4. It isthen convenient to repre-
sent (25) as the impul se approximation (IA) term times
the nuclear distortion factor Du(s, 1, r', b),

S S @ ASi(b, b)IAT Gl

AO km

X (G AHSx(b., b)IA; 10 (26)
—0; ASi(b., b)|A; 101; ASy(b., b)|A; 10
= T(D)Z14(s, 1, 1)DA(S 1, 1", b),
whence
do,
- = dsdr dr'
dbdzdp,dp. 2(2,1) if
(27)

x exp[—i(p. +p)s+ip(r'-n]WHQ’ z 1)
x W(Q% z, 1) T(D)Z1g(S, T, r)DaS, T, 1", b).

As an introduction to nuclear k-factorization, we
start with forward hard jets with the momenta p> =

Qi , which are produced from interactions with the tar-

get nucleus of small color dipolesin theincident photon
such that diffractive nuclear attenuation effects can be
neglected. We proceed with the formul ation of the Fou-
rier representations for each factor in (26). The applica
tion of integral representation (1) gives

Z(sr,r)
[0(s) —o(s+ 1) —o(s—r) +a(s—r +1)]
0‘sCfoJ'dKf(l()eiKB;(l—ei“D')(]__e—i]c[r).

(28)

Hard jets correspond to |r|, |r'| <€ |g. Then, the two
eigenvalues are 2, = 0y; and Z; = Ogg = 2A.0(S) with
Ac= NC/(NC —1) = C,/2C, where C: and C, are the
Casimir operators for the fundamental and adjoint rep-
resentations of SU(N,). Because Z, = 0,; = O, only the
last term, proportional to 0,5, must be kept in the
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Sylvester expansion (25), and the nuclear distortion
factor takes the simple form

2

Das.1.1b) = 5=537m)

x Eexp[_%le(b)} - exp[—%zzT(b)E (29)

1- exp[—%le(b)}

1
20

The Fourier representation for the nuclear distortion
factor Da(s, r, r') isreadily obtained from the NSS rep-
resentation [5, 6] for the nuclear attenuation factor,

exp[—%o(s)T(b)}

exp[—va(b)] eXp[VA(b)IdK f(e)e™ ]

30
A(b) e

exp[-VA(b)] z 1 [ 100e™
= J’dKCD(vA(b),K)eiKD;,

in terms of the nuclear WW glue per unit area in the
impact parameter plane, @uw(Va(b), k), defined in [5],

_ ()
®Ab), ¥) = gowj(v,«b»f LI
= exp[-va(0)] V() + Quw(Valb), k).
Here,
vub) = 3adr,T(b) (32)
and
W(vA(b)) = (b) —vb)] (33)

is the probability of finding j spatially overlapping
nucleons in a Lorentz-contracted nucleus; and

. j o L O
() — ) _ _ |
(k) = Iilzlldlc,f(lcl)égc izz 11(,%, 3

f %) = (k)
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isacollective gluon field of j overlapping nucleons. As
usual, the strong coupling in (32) must be taken on the
hardest relevant scale [34].

The denominator Z, in (29) is problematic from the
point of view of the Fourier transform but can be elim-
inated by the integral representation,

DA(S) = {dﬁexp[—%ﬁzmb)}
(39

1

= IdBIdK¢(ZBACvA(b), k)™,
0

Here, 3 has the meaning of the fraction of the nuclear
thickness that the qQ pair propagates in the color octet
state. The introduction of thisdistortion factor in (27) is
straightforward and gives our central result for the hard
jet—jet inclusive cross section:

do;,
dbdzdp+dA = T(b)fa

1 do (36)
x J’quJ(ZB)\CvA(b), A—K)m.
0

Becauser2 ~ 1/p’ for hard jets, we must use ag(p?) in
theevaluation of v,(b). For athin nucleuswithv,(b) < 1,
we have ®(2BA.vA(b), A —k) = (A —xk) [see Eq. (31)]
and recover the |A result

doi,
dbdzdp.dA

doy

T(b)dzdp+dA'

(37)

Our result (36) for nuclear broadening of the acoplanar-
ity momentum distribution of hard dijets can be
regarded as anuclear counterpart of the k--factorization
result (7) for afree nucleon target.

The probabilistic form of convolution (36) for
the differential cross section on a free nucleon target
with the manifestly positive-definite distribution
D(2BAva(b), x) can be understood as follows. Hard

jets originate from small color dipoles. Their interac-
tion with gluons of the target nucleus is suppressed by
the mutual neutralization of color charges of the quark
and antiquark in the small-size color-singlet qg state,
which manifests itself from the small cross section for
a free nucleon target, see Eq. (7). The first inelastic
interaction inside the nucleus convertsthe qq pair into
the col or-octet state in which color charges of the quark
and antiquark do not neutralize each other, rescatterings
of the quark and antiquark in the collective color field
of intranuclear nucleons become uncorrelated, and the
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broadening of the momentum distribution with nuclear
thickness follows a probabilistic picture.

5. NONLINEAR NUCLEAR k;-FACTORIZATION
FOR BREAKUP
OF PHOTONS INTO SEMIHARD DIJETS:
LARGE-N, APPROXIMATION

We can now relax the hardness restriction and con-
sider semihard dijets, |p.| ~ Qa. In this section, we
give a consistent treatment of this case in the venera-
ble large-N. approximation. Our formulation can be
called a nonlinear nuclear generalization of the k--fac-
torization.

The crucial point is that in the large-N. approxima-
tion, 2, = 6;; = o(r) + o(r"), and therefore only the last
term in Sylvester expansion (25) contributes to the jet—
jet inclusive cross section. The nuclear distortion factor
isdtill given by Eq. (29), but for finite Z,. Slightly gen-
eralizing (35) and using

2, =0(s)+a(s+r'—r), (38)
we can recast the distortion factor in the form
Da(s r,r',b)
1
01 0
= J'dBeXpD—Q[le +(1-B)Z,] T(b)O
O O
0
: (39)

- [dBexpcr3(1-B)[o(r) + o(r)] ()]
)} 70 0

x expaBlO(9) + o(s+ ' )] T(O),
O O

where the different exponential factors admit a simple
interpretation. The first and the second describe the
intranuclear distortion of the incoming color-singlet

gg and 'q dipole state, whereas the last two factors
describe the distortion of the outgoing color-octet (qq)

and (g'Q') states. Application of the NSS representa-
tion [6] to the attenuation factorsin (39) yields

Da(s, r,r',b)

1

= _[dBIdK1¢((1 —B)valb), k) exp(-i, [F)

[, (1= B)Vab). k) expin, 1) (40)

+IdK3¢(BVA(b)1 K3)expling [(s+r'—r)]
XJ'dKth)(BVA(b), K,)exp(in, ).
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Theintegral representation in (39) furnishestwo impor-
tant tasks: it removes X; — %, from the denominator
in (25) and gives the Fourier transform (40) of the
nuclear distortion factor as a product of manifestly pos-
itive-definite nuclear WW gluon distributions. Finally,
the jet—et inclusive cross section takes the form

doj, _ 1
dbdzdp_dA ~ (2P 0" )

1

XIdBIdKldKZdK3dK f(x)
0

x ®(Bva(b), A —1e3 - k) P(BV,(b), 1c3)
x ®((1-PB)va), €)P((1-B)va(b), x,)

x{ Yz p_+w,+ wf- ¥z p_+ K, + x5+ k[
(41)
x{ [, p_+ ke + 16| Y- 7, p_+ 6, + 15 + x| yL)

1

- ﬁmz a0, T(b) Jo'dg J'dKSdK (1)

x D(BA(b), A~ 16— 1) P(BVA(b), kc2)
| [, ((L~B)va(b), k)

x{ Gz p_+x, +xd-yHz p_+K1+K3+K[}‘2.

Thisis our central result for the inclusive cross section
of the photon breakup into dijets on nuclei. It demon-
strates how the broadening of the transverse momen-
tum distribution of dijetsisuniquely calculableinterms
of the collective WW glue of a nucleus and as such
must be regarded as anonlinear k--factorization for the
inclusive dijet cross section.

The last form of (41) shows clearly that the inte-
grand is manifestly positive-valued. Returning to (39)
and (40), we can identify the convolution of the collec-
tive nuclear WW glue ®((1 —B)va(b), «;) with the pho-
ton wave functions in the last form in (41) as an effect
of distortions of the photon wave function when the qq
pair propagates in the state that is still color-singlet.

We finaly consider the limiting case where |p_|,
[A] = Q4. Inour analysis[5] of the single particle spec-
trum, we discovered that the transverse momentum dis-
tribution of sea quarks is dominated by anticollinear,
anti-DGLAP splitting of gluons into sea when the
transverse momentum of the parent gluons is larger
than the momentum of sea quarks. As stated in the
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Introduction, this strongly suggests a complete azi-
muthal decorrelation of forward minijetswith thetrans-
verse momenta below the saturation scale, p, < Qa.

Our analysis of f 0)(i) in Appendix C showsthat for the
average DIS on redlistic nuclei, Qi does not exceed
several (Gev/c)?, and hence this regime is a somewhat
academic one (see Section 6, however). We neverthe-
lessassumethat Q, isso largethat jetswithp, < Q, are
measurable.

We note that [ic;] ~ Q,, and we can therefore neglect
p_ in the photon wave functions and the decorrelation
momentum A in the argument of ®(Bva(b), A —k;—1xK).
The approximation

[, (1= B)Vab). 1) { (Y2, p_+ ke +

-0z p_txy+ s+l [ (42)

= |z k- ¥z «,+ k)’

is then justified in (41). The principa point is that the
minijet—minijet inclusive cross section is independent
of either the minijet or the decorrelation momentum,
which proves the disappearance of the azimuthal deco-
rrelation of minijets with the transverse momentum
below the saturation scale.

6. AZIMUTHAL DECORRELATION
OF DIJETS IN DIS OFF NUCLEI:
NUMERICAL ESTIMATES

The azimuthal decorrelation of two jetsis quantified
by the mean transverse acoplanarity momentum

sguared D&é(b)D, where A is transverse to the axis of
the jet with the higher momentum (Fig. 3). Here, we
present numerical estimates for hard dijets, [p.| = Q.
The convolution property of hard dijet cross section (35)
suggests that

0 doy, O
AZD) = Ofdp_Af———T]
. “dzdp..dp_

a0 (43)

|:| dO'N D - 2 2
x %dp_m_g = Lep(b)C, + CAFLK,

where D&é[}\, refers to DIS on a free nucleon and

JOURNAL OF EXPERIMENTAL AND THEORETICAL PHYSICS Vol. 97

451

Fig. 3. The definition of the dijet configurations considered
and of the transverse component of the acoplanarity
momentum Ap.

D«é(b)[JA is the nuclear broadening term:

Ge(b)Th = Of de DA A(b), k)T
[l
(44)

1

x @ldm(zmch(b), o0
0

Thesign“=" in (43) reflects the kinematical limitations
% on p_and x in the practical evaluation of the acopla-
narity distribution. In a typical final state shown in
Fig. 3, it is the harder jet with the larger transverse
momentum that definesthejet axis and the acoplanarity
momentum A is defined in terms of components of the
momentum of the softer jet with respect to that axis
(see, e.g., [20]). For definiteness, we present numerical
estimates for the Gedanken experiment in which we
classify an event asadijet if the quark and antiquark are
produced in different hemispheres; i.e., if the azimuthal
angle T between the two jetsis below 172, the quark
jet has fixed |p,|, and the antiquark jet has a higher
transverse momentum, |p, | < |p_| = 10|p. | (inthe dis-
cussion of the experimental data, one often refersto the
higher momentum jet asthetrigger jet and the softer jet
asthe away jet [20]).

The free-nucleon quantity D&é[h is evaluated from

Eqg. (43) with free nucleon cross section (7). For eval-
uation purposes, we can start with the small-A expan-

sion for excitation of hard p2 > €2 = 2(1 — 2)Q?, light
flavor dijets from transverse photons,

dO'N _ 15 ) ,
m~nefaem0(5(p+)[zz+(1_z) ]

45

xiaG(X, AZ) Az ( )

A" 9In(A%) (e +p2)(e*+pi+A%)
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10

=50 GeV?

100 P2, (GeV/c)?

Fig. 4. The mean acoplanarity momentum squared Dsé[}\, for DIS off afree nucleon target with production of trigger jets with a

transverse momentum higher than p, for several values of Q2. The numerical results are for x = 0.01, and the input unintegrated

gluon structure of the proton is taken from [19].

The form of the last factor in (45) only mimics its lev-

eling off at A2 = p?, see Eq. (7). In the denominator
of (43), we then find the typical logarithmic integral

dA 0G(x, A
,Jdcp CA) - g py, ()
A® 9InA®
0
to be compared with the numerator of the form
,Jdcpsn mjdAzaG(X 96 A) Loz ). (a)
A 2

More accurate numerical estimatesfor the selection cri-
teria of our Gedanken experiment suggest a numerical
factor of =0.7 in (47); the expression

doy O
DQ\I DIdp ADdde+dp_D
a1 (48)
dO.N D @(X, p+) 2
DIdp =U 2 p+
dzdp+dp 1 G(x, p2)

correctly describes the numerical results shown in
Fig. 4. Asfar asthe dijets are hard, p? = z(1 - 2)Q? ~
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%QZ, the acoplanarity momentum distribution is inde-
pendent of Q?, which holds even better if we consider
o; + 0. This point is illustrated in Fig. 4, where we

show D&é[h at z=1/2for several valuesof Q. Because

of thisweak dependence on Q?, we make no distinction
between DIS and real photoproduction, Q2 =0, in what
follows.

In practical evaluations of the nuclear contribution
D«é(b)[JA , We can use the explicit expansion

[ABR(2BAVAb), %) = wy(b, ) f(x)

0 /=0 (49)

y(i +1, 2Av,(b))
20 V(D)

10w,

Z 1y
Z Al
where

X

y(j, x) = jdyyj‘le‘y

is the incomplete gamma-function. The properties of
the collective glue for j overlapping nucleons, f0)(k),
are presented in Appendix C. For a heavy nucleus,
Eq. (49) can be approximated by its integrand at B =
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[’ (GeV/e)?

0.3

0.2

0.1

10 100 A

Fig. 5. The atomic mass number dependence of the nuclear

broadening contribution, Eké(b)DA , to the mean acoplanar-

ity momentum squared for real photoproduction off nuclei
at x = 0.01. Theinput unintegrated gluon SF of the protonis
taken from [19].

12, i.e, by ®(Ava(b), x). A dightly more accurate
evaluation of the numerically important no-broadening
contribution from j = 0 gives

1

JABP(2BAC A(D), 1) = Wa(D, 0) ()
0

N (50)
# (1-wy(b, ) 22D
(k" +A.Qu(b))
where Q3 isgiven by Eq. (108) and
WA(b, 0) - 1- exp[_VA(b)] (51)

va(b)

is the probability of the no-broadening contribution,
which is dill substantial for realistic nuclei. In our

Gedanken experiment, [k’(b)J, must be evaluated

over the constrained phase space %, Ky < |p,| and
K, > 0, and analytic parameterization (50) gives

Gie2(b)Th = A QA(b)
P. [] _ P i|

AQAbY Qi) + P

QWb NGO
Wa(b, 0) A Qa(b) + p + (1 —wa(b, 0)) p.

X [Intan%% %arctan
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1.0_ \\\ T
0.8} N i
0.6 TN i,

0.4

0.2
-—-- p,=10GeV/c

0 2 4 6 8
b,F

Fig. 6. The impact parameter dependence of the nuclear
broadening contribution, Dcé(b)DA , to the mean acoplanar-

ity momentum squared from peripheral DIS at a large
impact parameter to the central DIS at b = 0 for several val-
ues of the away jet momentum p,.. The numerical resultsare

for x=0.01, and the input unintegrated gluon SF of the pro-
tonistaken from [19]

We recall that (43) and (52) must only be used for
|P+] > Qa(b).

For the average DIS off heavy nuclei, the reference
value is [Q4 (b)0 = 0.9 (GeV/c)? (see Appendix C).
The atomic mass number dependence of the nuclear
broadening B«éﬂA for jets with p, = 4 GeV/c in the
average DI S off nucleusis shown in Fig. 5. The princi-

pal reason for Dcé[k being numerically small com-

paredto [Qiu(b)D isthat even for such aheavy nucleus

as 19Au, the no-broadening probability in the average
DISislarge, (W, (b, 0)(= 0.5. Comparison of the free

nucleon broadening D&é[h in Fig. 4 with the nuclear

contribution Gke’(b), in Fig. 5 shows that the nuclear

mass number dependence of the azimuthal decorrela
tion of dijets in the average DIS off nuclei isrelatively
weak

However, nuclear broadening is substantially stron-
ger for a subsample of central DISeventsat b ~ 0. In
Fig. 6, we show the dependence of the (-averaged

nuclear broadening Eifizm(b)ﬂA on the impact parameter

at severa values of p, for the gold—*’Au—target.
There are two related sources of the p, dependence of

Eké(b)@\. First, becauser, r' ~ 1/p, for hard dijets, the
strong coupling enters Egs. (33) and (108) as a g pf).
Then, for hard jets, va(b) O (xs(pf) and wy(b =0, 0)
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rises substantially with p, in the region p, of practica
interest, 1 < p, < 5-10 GeV/c, where the strong cou-
pling varies rapidly. For a nucleus with a mass number
of A =200, it risesfromwy(b =0,0) =012 at p, =
2GeV/c to =0.20 at 4 GeV/c, and to =0.25 at p, =
10 GeV/c (see [39] for the nuclear density parameter-
ization). Second, for the same reason that v(b) O

o pf ), the contribution from largej in (49), and hence
Qi(b) , diminishesgradually with rising p,, proportion-
ally to a(p2) /a4Q3) . Intheregion p, < 10 GeV/c of
practical interest, we find that Ge?(b)T, ~ QA(b) .

We now compare the numerical results in Figs. 5
and 6 for p, = 4 GeV/c and the 1°’Au target. According
to Eq. (109) in Appendix C,

Q30 = E-Hio) (3)
The no-broadening probability wa(b = 0, 0) = 0.20 for
central DIS is substantially smaller than O, (b, 0)C=
0.5 for average DIS. In conjunction with (53), this
entails an enhancement of Gic’(b)0, by afactor 2.5-3

from the averageto central DIS. Thesamepointisillus-
trated by the expectation value of j in (49) for the Au
target: for jets with p, = 4 GeV/c, it decreases by afac-
tor of about 3 from (b = 0)= 2.86 to [j [ = 0.87 from
the central to average DIS.

One can enhance Qi and the nuclear contribution

Ge2(b), even further by selecting the DIS events

where the photon breaks up into a qq pair on the front
face of the nucleus, which in the language of (36) cor-
responds to the contribution from  — 1 [seethedis-
cussion of (49)]. Experimentally, precisely such events
areisolated by selecting very large multiplicities or very
high transverse energies of the secondary particles pro-
duced (see [20] and references therein). Equation (36)
then shows (also see the discussion of the = 1/2
approximation in (49)) that for avery high multiplicity

central DIS off the Au nucleus, Qf\ = 2.5 GeV?isquite
feasible. Equation (52) shows that for such a large
Q4 =2.5GeV2and p, = 5-10 GeV/c of practical inter-

est, Dcé(b = 0)UI grows slower rather than proportion-

aly to Q; and therefore the value of Ge’(b = 0)O for
a high-multiplicity central DIS off Au nucleus is
enhanced by a factor of 4-5 from Dcéqu for an aver-
age DIS.

We have an overall good understanding of the gross
features of nuclear azimuthal decorrelationsin DIS off
nuclei. We now comment on the recent finding by the

JOURNAL OF EXPERIMENTAL AND THEORETICAL PHYSICS Vol. 97

NIKOLAEYV et al.

STAR Caollaboration of the disappearance of a back-to-
back high-p hadron correlation occurring in passing
from peripheral to central gold—gold collisions at
RHIC [20]. Our experience with application of the
color dipole formalism to hard hadron—nucleusinterac-
tions [17] suggests that our analysis of acoplanarity of
forward hard jets can be generalized to mid-rapidity
jets. This only requires choosing an appropriate system
of dipoles, for instance, the open heavy flavor produc-
tion can be treated in terms of the intranuclear propaga-
tion of the gluon—quark—antiquark systemin the overall
color-singlet state. At RHIC energies, jets with moder-
ately large p; are mostly due to gluon—gluon collisions.
In our language, this can be treated as a breakup of glu-
onsinto dijets, and azimuthal decorrelation of hard jets
must be discussed in terms of intranuclear propagation
of color-octet gluon—gluon dipoles. For such gluon—

gluon dipoles, the relevant saturation scale Q§A is

larger than that for the quark—antiquark dipoles by a
factor of 2\, = CA/Cr = 9/4 [24]. Arguably, distortions
in the target and projectile nuclel add up in central
nucleus—nucleus collisions and the effective thickness
of nuclear matter is about twice that in DIS. The
results shown in Fig. 5 then suggest that for central
gold—gold collisions, the nuclear broadening of
gluon—gluon dijets could be quite substantial,

Ge2(b = O)Chua, ~ 3-4 (GeV/c)? for average central

Au-Au callisions and even twice as large if collisions
occur at the front surface of colliding nuclei.

The principal effect of nuclear broadening is a
reduction of the probability of observing back-to-back
jets,

P
Ce2(b)Ch + TR,

P(b) O (54)

where [A[}, is to be compared to G’ (b)0,. Equation

(48) for the free nucleon case also holds for gluon—
gluon collisions. The results shown in Fig. 3 then entalil

that (A7} = O¢3(0)Thyay ~ 3-4 (GeV/C)? at the jet
momentum p, = p; = 6-8 GeV/c and our nuclear broad-
ening becomes substantial for all jets with p, below the
decorrelation threshold momentum p;. In practice, the
STAR Collaboration studied the azimuthal correlation
of two high-p; hadrons; for a quantitative correspon-
dence between the STAR observable and the azimuthal
decorrelation in the parent dijet, one must model the
fragmentation of jets into hadrons (see [35] for the
modern fragmentation schemes). We note here that the
cutoff p, in our Gedanken experiment is related to the
momentum cutoff pr ., of the associated tracks from
the away jet, whereas our jet with the momentum p_can
be regarded as a counterpart of the STAR trigger jet.
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The STAR cutoff pr =2 GeV/c correspondsto parent jets
with transverse momentum p, ~ (2-3)p; = 4-6 GeV/c,
which is comparable to, or even smaller than the deco-
rrelation threshold momentum p; = 6-8 GeV/c. Equa
tion (54) then suggeststhat in the STAR kinematics, the
probability of observing back-to-back away and trigger
jets approximately reduces to half, and perhaps even
more strongly, from peripheral-to-central Au—Au colli-
sions, and our azimuthal decorrelation may therefore
substantially contribute to the STAR effect.

In practical consideration of azimutha decorrela-
tions in central heavy ion collisions, the above distor-
tions of the jet—et inclusive spectrum produced due to
interactions with the nucleons of the target and projec-
tile ions must be complemented by rescatterings of the
parent high-p partons on the abundantly produced sec-
ondary hadrons. Our nuclear decorrelation effect must
be predominant and reinteractions with secondary par-
ticles must be marginal in pA callisions, where we

expect Eké(O)DpAu = 1.5 (GeV/c)? for central collisions

and even [k’ (0)0ha, = 3 (GeVI/c)? is feasible for cen-

tral collisions in the regime of B — 1, i.e., with the
limiting high multiplicity.

7. NUCLEAR k-FACTORIZATION
FOR 1/N? CORRECTIONS
TO THE PHOTON BREAKUP
Having established nuclear k-factorization proper-
ties of the dijet cross section to the leading order of the

large-N, approximation, we turn to the 1/N§—correc—
tions and demonstrate that with one simple exception,

the 1/ N§ -expansion can be regarded as the higher twist

expansion. The two sources of the 1/ NE -corrections to

the nuclear distortion factor are higher-order terms in
the off-diagonal 0,5 matrix element and the terms pro-

portional to 1/(N; —1) in 0gg, Eq. (21). We note that ogg
can be decomposed as

_ B N 2Zg(s, 1, 1)
Ogg = O(S) +O(S—Tr +r)+—N§_1
L9 +o(s—r+r)—o(r) —o(r)
N;—1
2 (55)
= = °1[0(S)+0(S—r +1)]

c

N 25.5(s, 1,17 AZgg(r,r)
NZ-1 NZ-1
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where

AZgg(r,r") = o(r) +o(r"), (56)

and we have exactly reabsorbed one part of the 1/NZ -

correction into the leading large-N, term of agg by scal-
ing it with the color factor A..

After some algebra, we find
11 S,a(bs, bL, b, b)11C

= exp%—%[c(r) +0(r")] T(b)%
0 0

le(s, r,r)T (b)

A(N?—1) 57

ey I Bjdsl
x ep-5(1-B + B)[0(r) + o(r)] T(b):
0 O

x epL3(B~ BIIO(S) + o(s—1 + )] T(b)
U U

Thefirst term in (57) is canceled by the subtraction
of coherent diffractive term (22) in (8) and (25), and
therefore only the subleading termin (57), proportional

to 1/(N§ — 1), contributes to the dijet cross section.

Evaluation of corrections to the leading term of the
Sylvester expansion is somewhat more complicated,

JNZ—1088S,,(b., b, b,,b)[110
- %Zlg(s, r.r')T(b)

1

3 [J‘dBexpEi—%B[O(r) +o(r)] T(o)
0 : =

01 U
x eXpl5(1 - B) 0 T(O)T
O O

le(s, r,r )T (b)
4(N -1)

(58)

IdBIdﬁldez

x epL3(B By + B2)[0(r) + o] T(b)]
U U

xeXpG3(L B+ By ~B [0 + O(s—1 +1] T(b)ﬂ.
U U
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Thefirst term in (58) contains the attenuation factor,
where 0gg isstill the exact diagonal matrix element, and

we must isolate the leading term and the /(N> — 1)-
correction,

01 U
exp D—z(l —B)ogT(b)O
O O

= epE3(1L-BALO(E + ols—1 + )] T(b):
U U

(59)
0 (A-B)Zig(s r, r)T(b)

x[ﬂ_ >
0 No—1

, (L=B)AZs(r, 1)T(b) O
2(NZ-1) 0

The fundamental reason for which the different compo-

nents of the second term, proportional to 1/( Ni —1),in

Eq. (21) aretreated differently isthat the NSS represen-
tation [6] with a positive-valued Fourier transform
holds only for attenuating exponentials of the dipole
cross section. Therelated expansion for therising expo-

nential exp[%o(r)T(b)} can easily be written, but its
Fourier transform is a sign-oscillating expansion,
1
exp| 30(9T(0) | = exp[2v,(b)]
w (60)
xS (=1)'w;(vA(b)) J'dKf(”(K) exp(ix [5).
j=0

Therefore, combining the two exponentialswith similar
exponents proportional to [o(r) + o(r")] inthefirst term
of (57) is not guaranteed, because the sign of the expo-
nent changes from attenuation to growth in the course
of the 3 integration,

1
NZ-1

Blo(r) +o(r)] - (1-B)AZg(r, 1)

) (61)
— NCB_l !

= g Lo e,

and it is advisable to work with the perturbative expan-
sionin (59).
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The final result for the nuclear absorption factor to
an accuracy of /(N2 —1) is given by

Du(s,r,r',b) = Df)(s,r,r',b)+D§f)(S,r,r',b)
+DP(s,r,r,b)+DY(s,r,r',b) + D(s, 1, 1", b),
where

1 B

JaB[dp,
0 0

x epE3(1-B+B)lo0) +or N TOY  (62)
g U

>.8(s, 1, r)T(b)

DY(s,r,r',b) =

x epI3(B— B0 + o(s—1 + )] T(b)T,
U U

1 B

IdBIdBl
0 0

So(s, 1, 1)T(b)
4(Nz-1)

DP(s,r,r',b) =

By
< [3B-epC-3(B~By + B) (o) + o) T (69
0

X expa(1—B + By~ B)[0(9) + o(s—1 + 1] T(O)T,
O O

1

TS 1, r')T(b)IdB(l_ B)
0

D¥(sr,r',b) =
A NZ—1

x epraBlo(r) + o(r)] T(b): (64)
0 t

x epL3(1-BIALO(S + o(s—1 + 1] T(b)],
0 0

1

A 4(r, r')T(b)J,dB(l_ 8)
0

DO(s,r,r',b) =

x ep-3Blo(r) + o(r)] T(b)] (©5)
0 0

x L 3(1-B)AL0() + o(s—1 + 1] T)],
t t
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Df)(s, r,r',b)
1

= [dBexp5(1-B){o) + o(r)] T
0 0 0 (66)

x epEaBlo(S) + o(s+ 1 ~1)] T(H).
U U

Equation (66) is the leading large-N, result, Egs. (62)
and (63) describe contributionsto thedijet cross section
of the second and third order in the off-diagonal matrix
element 0,5, and Egs. (64) and (65) come from expan-
sion (59).

Asanillustration of salient features of the 1/( Ni -1)-

corrections, we expose the contribution from the first
term (62) in detail. Following the considerationsin Sec-
tions 4 and 5, we readily obtain

dagy aoiT0) o
= 2900 p e,
dbdzdp_dA  4(2m) (Ne-1)4 <

xIdQ1dQ2dK3f(Q1) f(9y)
X ®((B-Bva(b), A-x3-0;—-0y)
X ®((B—By)va(d), x5

(67)
| [, (1B + B1)va(b), )

x{ Yz p_+x; +x- Uz p_+x; + x5+ q,0

-z p_+w; + w3+ g0

2
+B/E|Z1p—+K1+K3+Q1+CI2E}‘ -

Of particular interest is the large-|p_| behavior of (67).

We notethat for pf > Qi(b) , wecan neglect Ky zinthe
argument of the photon wave function, and hence

IdKlq)((l —B +By)vab), xy)

x{ Yz p_+x; +x- §Uz p_+x; + x5+ q,0

-z p_+w; + w3+ q0

(68)
+ YUz p_+x; + k5 +q; + g0

={ Uz pO-yUzp_+q0

- |j/|:||zv p—+q2|:|+ qul p—+ql+q2D}!

JOURNAL OF EXPERIMENTAL AND THEORETICAL PHYSICS Vol. 97

457
where we used the normalization property
IdchD((l— B+Bva(b), x;) = 1.
Next, we can readily verify that
IdK3CD((|3 —Bva), A-x3-0;-0,)
x B((B— By)valb), x3) (69)

= (B By)Va(b), A—0s — 0.

Incidentally, by asimilar analysis of the onset of the
high-p, limit, one would obtain the linear nuclear
k--factorization (36) for hard dijets from the nonlinear
nuclear k-factorization (41).

The combination of the photon wave functions
in (68) corresponds to the second finite differencein q,

and g, and therefore, for jetswith p > €2, we havethe
estimate

|30z pO- 0z p_+q,0+ 0z p_+ gL

2 2
20,0,
2,2’

(p2)

70
~yOz p_+a,+q°= |0z p (70

which shows that the contribution to the dijet cross sec-

tion from terms of the second order in cfs isthe higher
twist correction. Compared to the leading large-N,

Cross section, it contains extra dqzqgf(qz) and an
extra power of ao,T(b), which combine to precisely

the dimensional nuclear saturation scale Qf\(b), see
Eq. (52), such that the resulting suppression factor is

dact?
do;,

1 Qi(b)
(N2-1) p?

(71)

Asfar as the expansion in higher inverse powers of

the hard scale pf is concerned, Aci(,? hastheform of a
higher twist correction. In the retrospect, we observe
that the principal approximation (68) in the above deri-
vation for hard dijets amounts to setting ||, |r'| <€ |9 in
the attenuation factors in the 3, 3, integrand in (62).
However, the exact r, r'-dependence must beretained in
the prefactor 2,4(s, r, r'), because it vanishes if either
r=0orr'=0.Itisprecisely thelatter property that pro-
vides the finite-difference structure of the combination
of the photon wave functions in (67) and (68) and is

behind higher twist property (71) of the 1/( Nﬁ —1)-cor-
rection.
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The second term, Eq. (63), gives the correction

dac? a2osT(b y
= 200 epfap,
dodzdp_dA  g(2m*(N;-1)d "]

By
x J'dﬁz-rdq 1dq,dqg,dic; f(g4) (g,) f(ds)
0

X O(1-B+PB1—B)va(b),A-k3-0;-0,—03)
X ®((1-B+ B —B)valb), x5)
|, P((B~ By + B)VAD), 1)

{ Oz p_+x;+xf- Oz p_+x; +Kx,+ Q1(D72)
- YUz p_+w; + 153+ g0

+ YUz p_+ K, + K3+, + g
-z p_+x, +k;+qdd
+ YUz p_+ K, + K3+ 05+ g0
+ YUz p_+ K, + K3+ g5+ g

2
—D/Elz1p—+K1+K3+Q1+CI2+Q3|Vm}‘ .

The combination of the photon wave functionsin (72)
correspondsto the third finite derivativein g , 5. Start-
ing from (72), we can readily repeat the analysis that
leads to an estimate (71). Alternatively, we can take the
simplified form of the attenuation factors, as explained
below Eq. (71). Either way, we find that the contribu-
tion from third-order termsin g4 is of an even higher
twist and has the smallness

dac?

2 2

QA (b)I
5 L DA()D.
0-in

O
NZ-10 p® O

(73)

Apart from a dlight difference in the structure of the
B integrations, correction (64) does not differ from
dAc® in Eq. (68),
dAc as0,T(b)
dbdzdp_dA 4(2m)%(NZ-1)

1

x J'dB(l—B) J’ dq, da,dies f(q,) f(ds,)
0
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X D((1-B)AVa(b), A—Kk3—01—0y)

x ®((1-PB)Acva(b), x3) ‘J'dKlq)(BVA(b)v K;) (74)
x{ Yz p_+x, +k{- Uz p_+x, +x;+q,0
-z p_+x, +k;+q0
+ YUz p_+ K, + K3+, + g3 ‘2_

Consequently, the same estimate (71) is also valid

for dAG®.

The correction dAc® requires abit more scrutiny. It
contains a product of the first and second finite deriva-
tives of the photon wave function,

dacl) _ aiosT(b)
dbdzdp_dA  2(2m)*(NZ-1)

{dB(1-P)

X IdQ1dQ2dK1 die, die; F(q,) F(dy)
X ®(Bva(b), k) P(BVa(b), K7)

X O((1-B)Avab), A—K3—-01—-0y)

X B((1-PB)AVa(D), k3) 75)
x{ Yz yHz p_+w; + k]
~OHz yHz p_+x;, + x5+ a3
x{ Yz p_+wx; + w0 YUz p_+x; + 13+ qy0]

-z p_+x; + 13+ g0
+ Yz p_+x, + w3+ 0.+ g},
and in the interesting case of hard dijets,

dac  aioeT(b)
dbdzdp_dA ~ 2(2m)%(NZ-1)

[dB(1-P)
0

><quldqu(ql) f() P(2(1-B)Ava(b), A-Q;—0))

x{OHz yHz pO-§HzyHzp_+qd (76)
x{ Gz pO-yHz p_+q0
-z p_+aq0+ yHz p_+a, +qf} .
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The leading term of the small-q, , expansion of the
product of the photon wave functionsin (74) is a qua-
dratic function of g, and alinear function of g, of the
form

z p_EIIZ(p' [q,) gp- qu)

I8 77)

The leading nonvanishing term comes from the expan-
sion of the nuclear WW glue,

D(2(1-B)Ava(b),A-0d,-0Q))
—D2(1-B)Avab), A) DD(2(1—PB)AVA(D), A)
(79)
Ag;+0y)
2(1-PB)AQA(b) + A”

Namely, upon azimuthal averaging of (77) in conjunc-
tion with (78), wefind the leading nonvanishing term of

the form 2(p_q,)(AQ,) — (p_A)q§ and therefore

dact?
do;,

1 p_[A

]
NZ-1 p?

: (79)

which isreminiscent of a higher twist-3 correction.
To summarize, nonlinear nuclear ky-factorization

allows a consistent evaluation of the 1/NZ -corrections.

We demonstrated how the expansion in 1/(N§ -1

accompanies a higher twist expansion. One exception
is the reabsorption of one of the terms proportional to

1( Ni —1) in ogginto the renormalization of theleading
termin ogg by the N.-dependent factor A.. We conclude

this discussion by a comment that all the argumentsin
Section 5 regarding the disappearance of azimuthal cor-

relations of minijets hold for the 1/N§—corrections
aswell.

8. CONCLUSIONS

We formulated the theory of the breakup of photons
into dijets in DIS off nuclear targets based on the con-
sistent treatment of propagation of color dipoles in a
nuclear medium. The non-Abelian intranuclear evolu-
tion of color dipoles gives rise to anontrivial spectrum
of the attenuation eigenvalues, but the familiar
Glauber—Gribov multiple-scattering results are recov-
ered for the nuclear total cross sections. However, in
more specia caseslike DIS, in which the photon breaks
up into color-singlet dijets, the cross section dependson
the compl ete spectrum of the attenuation eigenstates.

We derived the nuclear broadening of the acoplanar-
ity momentum distribution in the breakup of photons
into dijets, see Egs. (35) and (41). Our principal finding
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is that al nuclear DIS observables—the amplitude of
coherent diffractive breakup into dijets [6], nuclear sea
quark SF and its decomposition into equally important
genuine inelastic and diffractive components per-
formed in [5], and the jet—jet inclusive cross section
derived in the present paper—are uniquely calculable
in terms of the NSS-defined collective nuclear WW
glue. This property can be regarded as anuclear k-fac-
torization theorem that connects DIS in the regimes of
low and high density of partons. For the generic dijet
cross section, nuclear k-factorization is of a highly
nonlinear form, which must be contrasted to the linear
hard factorization for the free nucleon target. This
result is derived to the leading order in large N; further

evaluation of the 1/ Ni -corrections shows a close rela-
tionship between the 1/ Ni and high-twist expansions.

Furthermore, the 1/ Ni—corrections themselves admit
the nonlinear nuclear k-factorization representation.

We demonstrated the disappearance of azimuthal
jet—et correlations of minijets with momenta below the
saturation scale. Based on the ideas on generalization of
the dipole picture to hadron—nucleus collisions [17, 18],
we presented qualitative estimates of the broadening
effect for mid-rapidity jetsproduced in central nucleus—
nucleus collisions and argued that our azimuthal deco-
rrelation may contribute substantially to the disappear-
ance of back-to-back high-p hadron correlationin cen-
tral gold—gold collisions observed by the STAR Collab-
oration at RHIC [20].

We conclude by the comment that all the results for
hard single-jet and jet—et inclusive cross sections can
be readily extended from DI S to the breakup of projec-
tile hadrons into forward jets. Indeed, as argued in [6],
the final state interaction between the final state quark
and antiquark can be neglected and the plane-wave
approximation becomes applicable as soon as the
invariant mass of the forward jet system exceeds atyp-
ical mass scale of prominent meson and baryon reso-
nances. Here, we confine ourselvesto the statement that
although our principal point about a nonlinear nuclear
k--factorization isfully retained, wefind important dis-
tinctions between the breakup of pointlike photons and
nonpointlike hadrons.

This work has been partly supported by INTAS
(grant nos. 97-30494 and 00-00366) and the DFG
(grant no. 436RUS17/119/02).

APPENDIX A

Calculation
of the 4-Body Color Dipole Cross Section

The Feynman diagrams for the matrix of 4-parton
dipole cross section g,s, r, r"), Egs. (19)<21), are
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shown in Fig. 2. The profile function for the color-sin-
glet qg pair is given by the diagramsin Figs. 2a-2d,

2l (Figs. 2a—2d; (qq),N; b,,b.)

_ 1 2 2 a
= {2l X0 + X N TH(T™T) -
NZ-1

=2X(b)XEITHTT)} = S =Ix(b.) ~x(0)]”,

which has already been cited in the main text, Eq. (11).
Upon adding the contribution from diagrams in
Figs. 2e-2h, we obtain the obviousresult in Eq. (19).

The color-diagonal contribution of the same dia-
gramsto the interaction of the color-octet qq pair with
the nucleon is given by

2 (Figs. 2a-2d; (qQq)sN; b,, b_)
S8 DC(0) + X THTTTTY)

C

2
~2x(b)X(O)THTTTTY)} = EZ_N:_l (81)
2 2 2 O
X b, b b,)x(b)E.
%X( ) +X( )]+N§—1X( X6

The contribution to the matrix element [88|c,|88from
color-diagonal interactions of the q'q' pair is obtained

from (81) by the substitution b, — by,

I ,(Figs. 2a—2d + Figs. 2e-2h; (88)N; b,, b_, b, b")
= I'(Figs. 2a-2d; (qg)gN; b, b)) (82)

+ [ (Figs. 2a-2d; (gg)sN; b}, b").

The diagrams in Figs. 2i—2| describe processes with
color-space rotation of the qq pair,

2r ,(Figs. 2i-21; (88)N —= (88)N; b,, b_, b}, b")

= 25, {IxBIXb) + x(bIXbY)]
N.-1

C

X Tr(T T2 T Tr(T°T°TY

. , (83)
—[x(b,)x(bs) + x(b)x(bI)]

x THT T T Tr(T T T9)}

JOURNAL OF EXPERIMENTAL AND THEORETICAL PHYSICS Vol. 97

NIKOLAEYV et al.

N2-10 2

3 O——[x(0.)x(bY) + x(b)x(b3)]
c DNC -1

+

NZ—2 , ,
 IX(BX(O) + XX 5

C

The (11))N — (88)N transition matrix element
comes from the diagramsin Figs. 2i-2l,

2r ,(Figs. 2i-21; (11)N —= (88)N; b,, b_, b’,b")

= 2 5 IX(bIXD) + X(BIXO)]

N /N2 -1
x Tr(TT)TH(TTY) — [x(b.)X(b}) + x(b)x(b)]
NZ-1 1
Ne /N?-1

x TH(T°THTH(TTY)} = (84)

*x{[x(0:)x(b2) +X(b)x(b3)]

—[x(b)x(b3) +x(b)x(bI]} .

Upon the rearrangement

~2x(b)x(b)) = [x(b) —xb)1*=x(b) —X’(b)),

we can readily verify that the terms proportional to
x3(b;) cancel each other and the 4-body cross section
matrix contains only linear combinations of a(b; — b)),
recalling the discussion in [24].

APPENDIX B

Non-Abelian vs. Abelian Aspects
of Intranuclear Propagation of Color Dipoles
and the Glauber—Gribov Formalism

The intranuclear propagation of color-octet g
pairs is part and parcel of the complete formalism for
DIS off nucleus. It is interesting to recover the quasi-
Abelian color-dipole results for the nuclear cross sec-
tions [13, 14] that are of the Glauber—Gribov form [21,
22]. We first consider the total inelastic cross section
obtained from (8) upon the integration over the trans-
verse momenta p,. of the quark and antiquark, which

amounts to putting b, = b, andb_= b’ . Then we are
left with the system of two color dipoles of the same
sizer =b,—-b_=r'=b}, — b’ , and the matrix of the

No. 3 2003
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4-body cross section has the eigenvalues

5, =0, (85)
2N?

3, = < o(r 86
2= Vo1 (r) (86)

with the eigenstates
If,0= Ni(|11[*+ N2 1j880), 87)

C
|f,0= Ni(A/N§—1|11D—|88Ej. (88)

Cc

The existence of the nonattenuating 4-quark state with
2, =0isquite obvious and correspondsto an overlap of
two qq dipoles of the same size with neutralization of
color charges. The existence of such a nonattenuating
state is shared by an Abelian and non-Abelian quark—
gluon interaction. The intranuclear attenuation eigen—
cross section (86) differsfrom o(r) for the color-singlet
gq pair by the nontrivial color factor

2\, = 2NZ/(N2=1) = C,/C,

which occurs because the relevant 4-parton state is in
the color octet—(anti)octet configuration.

The crucial point isthat thefinal state that entersthe
calculation of the genuine inelastic DIS off a nucleus,
see EQ. (15), is precisely the eigenstate |f,[] Then, even
without invoking the Sylvester expansion (23) and (25),
the straightforward result for the inelastic cross sec-
tionis

0 = [dr d4W(Q? 2 1) [do

< N1 exp[~20,T(0) |115- expl—o() T
U g
(89)
0 1 0
= [dbyHCexp| 52:T(0) | - epl-o() T(R)IO L
O O

= [dbyt{ 1 - exp[-o() TGN} ¥ (1)

which is precisely the color-dipole generalization [14]
of the Glauber—Gribov formula [21, 22] in which no
trace of a non-Abelian intranuclear evolution with the
nontrivial attenuation eigenstate (88) with eigen—cross
section (86) isleft.

When the photon breaks into a color-singlet qq di-

jet, the net flow of color between the qg pair and color-
excited debris of the target nucleus is zero. This sug-
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gests that a rapidity gap can survive hadronization,
although whether the rapidity gap in genuine inelastic
events with the color-singlet qg production is stable
against higher order corrections remains an interesting
open gquestion. Although the debris of thetarget nucleus
have zero net color charge, the debris of color-excited
nucleons are spatialy separated by a distance on the
order of the nuclear radius, which suggests the total
excitation energy of the order of 1 GeV times A3, such
that such rapidity-gap eventslook like adouble diffrac-
tion with multiple production of mesons in the nucleus
fragmentation region (see [36] for atheoretical discus-
sion of conventional mechanisms of diffraction excita-
tion of nuclei in proton—nucleus collisions; experimen-
tal observation has been reported in [37]). As such,
inel astic excitation of color-singlet dijetsisdistinguish-
able from quasielastic diffractive DIS followed by cita-
tion and breakup of the target nucleus without produc-
tion of secondary particles.

Using the Sylvester expansion (23)—25) and eigen-
states (87) and (88), we readily obtain

oi(AH9)y) = I(db)quﬂ— exp[—o(r) T(b)]

(0)
NZ-1 1
- H-eo[ T B
0,(AQqa)s) = N°N§1
i (91)

x J’ doyl] Eﬂ - exp[—%ZZT(b)E lytL]

These expressions depend on the entire non-Abelian
spectrum of attenuation eigenstates.

Several features of the result in (90) are noteworthy.
First, the color neutralization of the qqQ pair after the
first inelastic interaction requires at |east one more sec-
ondary inelastic interaction, and the expansion of the
integrand of o;,(A*(qQq),) begins with the term qua-
dratic in the optical thickness,

2
%1— exp[—o(r) T(b)] - NCN‘Z L

C

= exp[—%ZZT(b)E %

_ 1 2 2
= 2—(N§—1)0 NT(b) + ...

(92)
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Second, in the large-N, limit, the color-octet state tends
to oscillate in color remaining in the octet state. Thisis
clearly seen from (92). Third, in the limit of an opague
nucleus,

0(ATa)y) = R [dbry]
. (99
*{1-e@[-o()TO)} Y (= S0,

C

This remains a constant fraction of DIS in contrast to
the quasielastic diffractive DIS or inelastic diffractive
excitation of anucleus, whose cross sections vanish for
an opaque nucleus[14, 36].

The analysis of the single-parton, aias single-jet,
inclusive cross section is quite similar. In this case, we
integrate over the momentum p_ of the antiquark jet

such that b’ =b_. The corresponding matrix o, hasthe
eigenvalues

>, = o(r—r", (99)

2,

[0(f) +0o(r)] - o(r—r) (9

c™ C

with exactly the same eigenstates |f;Cand |f,[as given
by Egs. (87) and (88). Again, the cross section of the
genuine inelastic DIS corresponds to the projection on
the eigenstate |f,[] and hence,

do-in —
dbdpdz ~ (2

11T)2J'dr'dr exp[ip [(r'—=r)]

< WIQ, 2.r)WQ, 2.1) e[ 32,70 |
U

1
(2m)’?

XJ'dr'dr exp[ip Or' =n)]¥YOQ% z, r\W(Q’, z 1)

1 , 0
-exp| 5[0 + o] T) | 0 = -

x Eexp[—%o(r - r')T(b)}

~e@| 5(0(0) + 00N T0) |5

whichisprecisdly EqQ. (10) in [5].
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At this point, we emphasize that, for the fundamen-
tal reason that the relevant final state is precisely the
eigenstate |f,[]the calculations of the integrated inelas-
tic cross section (89) and of the one-particle inclusive
inelastic spectrum (96) are essentially Abelian prob-
lems, and the final result in (96) isidentical, apart from
avery different notation, to that for the propagation of
relativistic positronium in dense media derived by one
of the authors [32]. As can be seen from inspection of
the relevant four-parton states, all contributions from
the propagation of color-octet dipoles cancel, and the
results can be obtained from studying the propagation
of color-singlet dipoleswithout any referenceto thefull
cross section matrix g,. Our formalism makes these
cancellations nicely explicit. These quasi-Abelian
problems have also been studied in [2, 38].

APPENDIX C

Weizsdcker—WIliams Glue of Spatially
Overlapping Nucleons

According to [5, 6], the multiple convolutions
f0(x?) have the meaning of a collective unintegrated
gluon SF of j nucleons at the same impact parameter
such that their Weizsécker—Williams gluon fields over-
lap spatially in a Lorentz-contracted nucleus. These
convolutions can also be viewed as a random walk in
which f(?) describes the single walk distribution.

To the lowest order in pQCD, the large-k? behavior
is f(k?) Do (x?)/k*. The phenomenological study of
thedifferential glue of the protonin[19] suggestsause-
ful large-k? approximation f(x?) O 1/(k?)Y with the
exponent y = 2 (acloser inspection of numerical results
in[19] givesy = 2.15 at x = 10?). The QCD evolution
effects enhance f(k?) at large k% the smaler x, the
stronger the enhancement.

Because f(1?) decreases very slowly, we encounter a
manifestly non-Gaussian random walk. For instance, as
arguedin[6], aj-fold walk to large k2 isrealized by one
largewalk, k5 ~ 2, accompanied by j — 1 small walks.
We simply quote the main result in [6],

f<”(n<2)=jf<u<2)[1+4"2“ DY G )} (97)

COOK

where G(k?) is the conventiona integrated gluon SF.
Then the hard tail of unintegrated nuclear glue per
bound nucleon,

fuw(0, 6°) = @uulVaD), K°)/VA(D),
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can be calculated parameter-free,
a_ 1 o _ ()2
D169 = 57055 3 WivAODI 7069
]:

2
x{1+ Aty

co-OK

S(i—1) G(xz)} (98)

_ f(Kz)[l 2y a s T) )}
NCK

In the hard regime, the differential nuclear glue is not
shadowed; furthermore, because of the manifestly pos-
itive-valued and model-independent nuclear higher
twist correction, it exhibits a nuclear antishadowing
property [6].

We now present the arguments in favor of the scal-
ing small-k? behavior

() = %ﬁ% L9 o
Qf T ™x’+Q))
with
Q= Qs (100)
In the evolution of f0)(x?) with j at moderate k2,
f0*D(?) = Idkf(kz)f(”((lc—k)z), (101)

the function f (k?) is steep compared to the smooth and
broad function fO((x — k)?), and we can therefore
expand

f0(e—k)y = 100 + L) :(2‘ i 2% 1q

;df(l)(K )4( [k) f(j)(KZ)
(di?)
(102)
.\ kz[df(”(xz) 2d%FV(x )}
dic” (d®)’

o)
= 100cd) + k29 [ 2l (K )},
o) di2L dic’

where — indicates azimuthal averaging. The expan-
sion (102) holdsfor k? < sz , and after the dk integra-
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Fig. 7. The nuclear dilution for soft momenta and broaden-
ing for hard momenta of the collective glue of j overlapping

nucleons, f(j)(KZ). The numerical results are for DIS at x =
0.01, and the input unintegrated gluon SF of the proton is
taken from [19].

tionin (101), we obtain
_ _ 0)
(179 = 10+ g0 L[], o)

where

Qf

o) = [akic (<) = 4"2

(104)

This is a smooth function of j. It is easy to verify that
our approximation preserves the normalization condi-

tion Idlcf(j)(lcz) =1

For small x? and large j, recurrence relation (104)
amounts to the differential equation

Ql,-Q _ 1dQ _ 1£(0)
qaQ Qd  QEO
with the solution
2_ E(O) N ()]
Q; £0) J’ dj'g(j) = Jg(J) 20) (106)

Expansion (102) holds up to the terms proportional to
k2 and its differentiation at k2 = 0 gives a similar con-

straint on the j-dependence of Q.
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We note that expansion of the plateau with j entails
adilution of thedifferential collective gluef®(x?) inthe
plateau region,

fO?*= Q) owuQh vj.

We conclude by the observation that, when extended to
k2 = Qf, the parameterization in (101) and (100)

behaves as jQ3/(k?)? which nicely matches the
j-dependence of the leading twist term in the hard
asymptotic form (99).

For a heavy nucleus, the dominant contribution to
the expansion in (31) comes from j = v,(b), and hence

2
(b
Qa0 6 =220 o)
(x* + Qb))
where Eqg. (106) gives the width of the plateau,
Qa(b) = 2vA(b)g(vA(b))
, , (108)
= “Ni‘zas(QA)G(QaT(b).

The explicit dependence on the soft parameter o, that is
manifest in (104) cancelsin (108). For DIS within the
saturation domain, Q? = Qi, the strong coupling
in (33) must be taken at r ~ 1/Q,, and the right-hand
side of Eq. (108) exhibits only a weak dependence on
the infrared parameters via the Qi dependence of the

running strong coupling constant and scaling violations
in the gluon SF of the nucleon. For instance, at x = 1072,
the numerical results [19] for G(Q?) correspond to a
nearly Q?-independent a4(Q?)G(Q?) = 1. For the aver-
age DIS on a heavy nucleus,

9 i3
——A, (109)

T (b)T= gT(O) ==
0

wherer,= 1.1 fm. For lighter nuclei with the Gaussian

density profile, [T(b)0 = %T(O) _Then for N, = 3 and

A3 = 6, Egs. (108) and (109) give [Q5(b)] =
0.8 (GeV/c)2

The utility of approximation (99), (100) is illus-
trated in Fig. 7, where we show the j-dependence of the
collective glue of j overlapping nucleons calcul ated for
the unintegrated gluon SF of the proton from |19]. For

the interaction of qq color dipoles in the average DIS
ongold, ’Autarget, wefind [Q3,(b)I= 0.9 (GeV/c)?,
in good agreement with the above estimate in Eq. (108).
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For the qq g Fock states of the photon, the leading InQ?

configurations correspond to small qg pairs that act as
a color-octet gluon [24]; for such gluon—gluon color

dipoles, [Q;,(b)d = 2.1 (GeV/c)?. We note in passing

that the standard collinear splitting sets in, and the
DGLAP evolution [34, 39] becomes applicable to the

nuclear structure, only at Q? > EQ@A(b)D.
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Boundary-Value Problemsin Near-Field Optical Microscopy
and Optical Size Resonances
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Abstract—We have solved a boundary-value problem for aball probe interacting with aflat dielectric surface
in an external optical radiation field. This interaction givesrise to the optical size resonance at frequencies sig-
nificantly different from the natural frequencies of two-level atoms both in the medium and in the probe with
allowance for the local field corrections. These resonances depend significantly on the distance from the probe
center to the surface, on the ball probe size, on the concentration of two-level atoms in the probe and in the
medium, on the spectral line width, and on the atomic inversion. The field strengths inside and outside the ball
probe and a semiinfinite dielectric medium have been calculated in the near-field and wave zones. It is shown
that the proposed el ectrodynamic theory of optical near-field microscopy agrees with the results of experimen-
tal measurements. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

In an interpretation of the near-field optical micros-
copy results, the probe is approximated by a sphere of
radius a = 10—20 nm interacting with a sample surface
occurring at adistance of R < A from the probe, where
A is wavelength of an external radiation exciting the
probe-sample system. A response signal generated in
the region of the probe—sampl einteraction hasthe same
wavelength as that of the external radiation and propa-
gates in the direction opposite to that of the incident
radiation [1-4]. The spatial resolution of such near-
field optical microscopesison the order of 10 nm.

Theoretical justification of the experimental data of
near-field optical microscopy is based on calculations
of the prabe polarizability and the probe-sample inter-
action within the framework of the el ectrostatic approx-
imation. In some cases, this approach provides for a
gualitative agreement with experiment. However, com-
plete agreement of the theory and experiment can be
achieved only based on a quantitative electrodynamic
theory of the near-field optical microscope.

This study is devoted to solving atypical boundary-
value problem for a probe interacting with the flat sur-
face of a semiinfinite dispersive dielectric medium
(Fig. 1a). The proposed theory describes the formation
of a near-field wave propagating in the direction oppo-
site to that of the incident wave. Based on the obtained
solution, we will study the amplitude and phase proper-
ties of the radiation field in the near-field and wave
zones relative to the probe—-sampl e interaction.

Theoretical description of the method of scanning
near-field optical microscopy has been developed in a
number of papers [5-14] using both macroscopic and
mi croscopic approaches. However, the optical radiation

field in the near-field zone was described in the point
dipole approximation. In this approximation (consis-
tent with the electrostatic approximation), the electric
field strength varies in the space according to the 1/R®
law, where Risthe distance from the probe center to the
point of observation. The field inside the probe is
assumed to be homogeneous.

Below, we will solve a boundary-value prablem for
aball probe of finite size with allowance for an inhomo-
geneous field inside the probe and dispersive properties
of the probe. In this description, the radiation field in
the near-field and wave zones may vary according to
the laws of /R*, 1/R®, /R?, and /R. In the near-field
zone, the predominant role is played by the /R* law
describing a decrease in the electric field strength with
increasing distance from the probe center. Based on this
description, we will calculate geometrical factors deter-
mining the field inside and outside the probe taking into
account the self- consistent probe-sampleinteractionin
the external radiation field.

We believe that it is important to distinguish
between the boundary-value problems of three main
types in near-field optical microscopy. In the optical
scheme of Fig. 1a, aball probe interacts with the clean
surface of a semiinfinite medium. Besides the Fresnel
reflection component, this system features a wave that
propagates in the direction opposite to that of the inci-
dent radiation field. Figure 1b illustrates the boundary-
value problem of another type, in which particlesonthe
substrate surface are studied under the conditions of a
highly selective interaction, when the influence of other
particles can beignored. Figure 1¢ showsthe case when
therole of “third” particles present on the substrate sur-
faceissignificant. The present study is devoted to solv-
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Fig. 1. Three main types of boundary-value problemsfor near-field optical microscopy: (a) probe 1 interactswith aclean flat sample
surface Z; (b) probe 1 interacts with particle 2 occurring on aflat surface of a semiinfinite dielectric sample surface Z; (c) probe 1
interacts with particle 2 in the presence of a polarizing action of particle 3 and a semiinfinite dielectric medium (s}, sz, and —s; are

the unit vectors in the directions of the incident wave, Fresnel reflection, and backscattered signal, respectively).

ing the boundary-value problem of the type illustrated
in Fig. 1la. The solution of this problem determines the
analysis of the other typical boundary-value problems
of near-field optical microscopy.

Previously [15-17], we reported on the optical size
resonances in two-level systems, the frequencies of
which were significantly different from the frequencies
of transitions in the spectra of interacting atoms.
Recently [18], it was reported that the optical size reso-
nances are experimentally observed in the spectra of
anisotropic light reflection from arsenic and gallium
dimers on the surface of gallium arsenide. We believe
that the optical size resonances must also be present in
other systems involving small numbers of atoms, such
as composites, clusters, fullerenes, self-organized
atomic chains on solid surfaces, etc.

Aswill be shown below, the ball probe-sample sur-
face system features optical size resonances of a new
type depending on the probe composition and the opti-
cal properties of the substrate. It should be noted that
Keller et al. [19, 20] mentioned the so-called configu-
ration resonances arising in the interaction of a metal
ball probe with the surface of a semiinfinite medium,
but the quantum properties of electrons in the micro-
probe were ignored. In the case of optical size reso-
nances, an important role is played by the quantum
properties of interacting atoms. In the ball probe-sub-
dtrate system, the important role of the quantum proper-
ties of two-level atomsis manifested viathe inversion.

JOURNAL OF EXPERIMENTAL AND THEORETICAL PHYSICS Vol. 97

In this paper, a ball probe represents a system of
two-level atoms, which impliesthat the probeis consid-
ered as a dielectric particle. In particular, two-level
atoms can be considered as impurity atoms in a glass
matrix, whereby the spectral line width varies depend-
ing on the concentration of these impurities. Aswill be
shown below, the smaller the spectral line width, the
better the spatial resolution and the sensitivity of anear-
field optical microscope. However, the two-level
approximation can be also used for description of the
ball probes of other types (semiconductor and metal
probes) employed in near-field optical microscopy. It
must be taken into account that ball probes with a
radius of 10-30 nm exhibit a dimensional quantization
of electrons and holes, so that such probes behave as
guantum dots.

2. MAIN EQUATIONS

Theradiation field in an arbitrary observation point
r isdetermined by the strength of the electric E(r, t) and
magnetic H(r, t) fields obeying the following integro-
differential equations:
E(r,t) = E(r, 1) +Icur| curIPl(t_—,Rl/C)dVi
Ry (2.13)
P(r',t— Rl/c)dV',

+ (curl curl
] R
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(a/at) P,(t—
Ry

R}/c)

R}/c)

v,

H(r,t) =H,(r,t) + J’
(2.1b)

" fou

where E,(r, t) and H,(r, t) are the electric and magnetic
field strengths of the incident external wave, respec-
tively; Ry =|r —r}|; riisaradius vector in a bal of
radiusathat servesasthe probe (Fig. 1a) in the problem
under consideration; R; = |r —r'|; r' is an arbitrary
radius vector inside or on the surface of the dielectric
medium studied; P, is the induced dipole moment per

unit volume of the probe; P isthe polarization vector of
the medium; and c is the velocity of light in vacuum.

(a/at)P(r t—

dav’,

In Egs. (2.1), the differentiation is performed with
respect to the coordinates of the observation point,
while the integrals are taken over all coordinatesr' and

ri for al points outside the medium and probe; for a

point in the medium, the integrals are taken over the
entire volume of the medium bounded by the external
surface ¥ and a small spherical surface g, with the
radius L, — O containing the observation point. The
field of discrete dipoles distributed inside the Lorentz
sphere g, of radius L, is assumed to be zero. This con-
ditionis obeyed with good precision for closed L orentz
spheres in the absence of near-field effects[15]. In our
analysis, an analogous situation takes place for the
observation pointsinside the probein the absence of the
near-field effect (i.e., with neglect of the contribution
from discrete dispersed atoms).

In calculating the polarization vectors P and P; for
the boundary-value problem under consideration, we
take into account only the electric vector and neglect
the relativistic contribution related to the magnetic vec-
tor. The magnetic field strength will be taken into
account in calculations of the dipole radiation in the
wave zone relative to the probe position. The polariza-
tion vectors can be presented in the following form:

P, = N;p, = ; X exp(—iwt) +c.c.,
1 (2.2
P=Np-= éNxexp(—ioot)+c.c.,

where w is the radiation field frequency and N, N, are
the coordinate-independent densities of induced dipole
moments inside the medium and probe, respectively.
The quantum-mechanical means X and X, obey the
modified optical Bloch equations [17]. For the bound-
ary-value problem under consideration, these equations
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are asfollows:

dX . 2i 1

d_tl = —iX,A - W1|d01| Eon— Tlel' (2.39)
dw. [ i 1
—aﬁ = f_:l/xt EEOl—gxl EEgl_-r_ﬂ.(Wl_WOl). (23b)
Here A = wy; — wisthe detuning from an isolated reso-

nance at a frequency of wy; in the probe; dg, is the
dipole moment of the transition in the probe; w; is the
inversion; wy, istheinitial inversionin the probe, which
determines the difference of populations of the quan-
tum states involved in the allowed dipole quantum tran-
sitions; T,, and T,, are the characteristic times of the
phase and energy relaxation in the probe for a given
quantum transition; and Ey, is the effective field
strength at the probe center.

By the same token, we can write the modified opti-
cal Bloch equations for the induced dipole moments of
the medium in the vicinity of an isolated resonance at a
frequency of wy:

dXx
T = ixe- W|d0| Eo— sz (2.49)
W = IXOCE, - L(X (E}) - (w—wo), (2.40)

where A = wy — wis the detuning from the isolated res-
onance; the quantitiesw, wy, do, T5, and T,, having the
corresponding physical meaning, characterize the

allowed dipole quantum transitions in the spectra of
atoms (molecules) of the medium studied.

The effective microscopic fields Ey, and E, entering

Egs. (2.3) and (2.4) can be presented in accordance
with Egs. (2.1) (the time factor exp(—iwt) is omitted):

En(ry) = Egexp(ikyTy)
N . (2.59)
+Ag(r) XN +ary(r) XNy,

Eo(r') = Eqexp(iko[F)

. . (2.5b)
+ar(r)XN + ag(r')X;Ny,

where E,, isthe external wave amplitude, k, isthe cor-
responding wavevector, |Kq| =k, = wic, r, istheradius

vector of the ball probe center (Fig. 1a), and &g, ag,,

ar, a;, are geometrica factors calculated in the
Appendix.

Equations (2.3)—2.5) form a closed system of equa-
tions. The solution of this system describes the self-
consistent interaction of the probe with a semiinfinite
dielectric medium and allows the fields to be cal cul ated
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at various observation points in the near-field and wave
zones.

3. STATIONARY SOLUTION
OF THE EQUATIONS OF MOTION

In the field of continuous optical radiation, the
induced dipole momenta and inversion variations are
compensated by relaxation processes. For this reason,
Egs. (2.3) and (2.4) will be solved under the conditions

dX; _dX _ dw,

dt at ~ ' dt

dw

=5 =0 (3.1)

which lead, in the general case, to asystem of nonlinear
algebraic equations.

Let usintroduce the quantum polarizabilities

o = ezf 1
' m l("001(A1—i\/1/2)’
, (3.2
€ 1
a =

ﬁfmo(A-iy/z)’

where e and mare the electron charge and mass, respec-
tively;

_ 2mwy,;
he’

¢ = 2mw,

fy |dod, dd* (33

he

are the oscillator strengths of the transitions in the
probe and the medium, respectively; andy; and yarethe

X = B

W00 (1 + woaNay) — w0, Woa Nay
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spectral line widths for atoms (molecules) in the probe
and the medium, respectively, which obey the relations

Ya_ 1 y_1
===, == 34
2 T 2T .
Consider the case when theinduced dipole moments
in the probe and in the medium are linear functions of
thefield:
X, = w,0,Eq, X = —wakE,, (3.5)
which is possible provided that w; = wy, and w = w.
Indeed, substituting (3.5) into Egs. (2.3b) and (2.4b),
we obtain

Woy

w, = (3.6)

2 2 1pg
Tll[h|E01| Ima;, + T.0
Ascan be seen, theinversion w; will only dlightly differ
from the equilibrium value if

%|E01|2Im0(1 <L (3.7)

Ty’

where |E | ? isdetermined using (2.5). Thus, in the lin-
ear approximation, the induced dipole momentswill be
calculated using Egs. (2.3a) and (2.4a) with inversions
w, and w replaced by the corresponding equilibrium
values.

Using Egs. (2.3a) and (2.44) and taking into account
conditions (3.1), we obtain the following expressions,

=Y Y
= O g1 Eor,s

X = E}

|
—(1 +wyo0;Nyary) (1 +weaNar) + woo Nagwio0; N, ag,

y
W0 (1 + W0 Njar;) —Wio0 Woa Nyag,

(3.8)

— Y Y
= ko,

|
—(1 +wyo0;Nyar;) (1 +weaNar) + awsNago;wioN, ag,

where aY;; and a; arethe effective polarizabilities of the probe and the medium for theinduced dipole moments
polarized perpendicularly to the plane of incidence xz. For the polarization vectors lying in the incidence plane,

(3.9)

we obtain
B B

XB _ EB Wloa 1(1 + Woa Na.T) - Wloa 1W0G NaR B

1 = Eg
~(1+ W03 Nyar) (1 + woaNab) + woa Nafwioa; Ny ak,
B

xP = P W, 0 (1 + Wag0y8ry Ny) — W Wyt Ny gy _ B

= Eo

where 3 = X, z. The geometrical factors ar; and &g, in
Egs. (3.8) and (3.9) are asfollows:
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y _ 1 sn(¢+95) 2mn’+2
aT - = 2 H + = 2 1
n“—1cospsind: 3 -1
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x _ _m_sin(¢+3dy) 2
ar = n2_1COS¢Sin19T(Sm¢COS¢_Cosq))
2
+2mn +2,
3n°-1

2 m_sin(¢ +9y)

_ . G 2
ar = n2_1COS¢Sin19T(Sm¢COS¢ sin“g)

5 (3.10)
21N + 2
+ a ]
3n-1

o = T Sn(¢-9y)
R p2_1cospsind;’

x _ T _sin(¢-9y)
n°—1cospsind ;

(SiN9RCOSY ,— COS T R),

: _ 1 sn(¢-97), . »
" n2—1cos¢sjn3T(S'”’9R0053R—sn 9r).

These quantities are determined using the angles ¢, 9+,
and Oy as described in the Appendix (see Egs. (A.14)
and (A.17), respectively). For the Fresnel reflection and
refraction of an external wave incident at an angle 3,
onto the surface 2 (Fig. 1a),

¢ =3,, nsnd; =snd,, 9z =1-9. (311
Below we will consider the dispersion dependences of
the effective polarizabilities (3.8) and (3.9) for various
angles ¢, 9+, and 9.

4. OPTICAL FIELD IN THE NEAR-FIELD
AND WAVE ZONE RELATIVE
TO THE SURFACE OF A SEMIINFINITE MEDIUM

Using induced dipole moments (3.8) and (3.9), itis
possibleto determine the field at any observation point.
Indeed, for any r outside the probe and medium,
Eq. (2.1a) yields

Eo(r) = Egqiexp(iko [T)

N . (4.2
+ 8g(N) XN + &g, (r) X N;.

Here
ag(r) = ar(0)exp(ikor [bg),

ag(0) isgiven by formulas (3.10), and the geometrical
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factor ag,(r) isdetermined from the relation

Niagi(r) X,
. 9G, _ 0Qq (4.2)
= curl Curlj'gl)la—v,l _GpWDdSl’
2

where G, = exp(ik, R} )/ R} isthe Green function depen-
dent on the observation point r. The surface integral is
calculated in the Appendix. In aparticular caseof r ||z,
this integral is determined by formula (A.14), where
calculation of the (curl curl) operator reduces to taking
the second derivative with respect to z, of the surface
integral (4.2). For an arbitrary observation point, the
geometrical factor ax,(r) isdetermined by formula(4.2)

with the (curl curl) operator in the general form. Then,
Eq. (4.1) givesexpressionsfor thefield in the near-field
and wave zones.

Let us consider the optical field in the wave zone for
kor = 1. Inthis case, we may retain only the terms pro-

portional 1/R; in the geometrical factor ar,(r) (R; is
the distance from the probe center to the observation
point r), which yields

2ma; 1
n;—1R;

x [ny(n; OX;) = X4] exp(ikoRy),

agi Xy =
4.3

where n; = R}/R;.

By the sametoken, the magnetic field strength in the
wave zone for kyr > 1 is determined using Eq. (2.1b).
According to this, vector H has the following form (the
time factor exp(—iwt) is omitted):

Ho(r) = Hqexp(iko )

;| ) (4.4)
+ bR(r)XN + le(r)XlNl,

where br and br: are the geometrical factors given by
the formulas

s, _ _m sin(-935) :
brX = n2_1cos¢sin8TSRxxeXp(lk°r (5R),
o, 1 (4.5
O TT ] . 1
leX]_ = ——2 1—,n1><XleXp(Ik0R1).
n"—1R;

The energy flux via an element of the spherical sur-
face Ao = (R})?AQ per unit time is determined using
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expressions (4.1) and (4.4) for the field vectors:

SAG = 4%1“50" Hol(R)?AQ. (4.6)

In the wave zone (k,R; > 1), the fields are determined
in terms of geometrical factors (4.3) and (4.5) and
effective polarizabilities (3.8) and (3.9), which depend
on the near-field geometrical factors (3.10), (A.14),
and (A.17).

In the above formulas, the refractive indices n, and
n can be determined using Eq. (2.1a) by placing the
observation point inside and outside the dielectric
medium. Separating the terms determined for the corre-
sponding points, we obtain

ni-1 _ 4n S it
nj—2 3 n"-2 3

(4.7)

where the polarizabilities are given by formulas (3.2).
These expressions correspond to the case of a closed
Lorentz sphere containing the observation point. In a
strict theory, allowance of the discrete atoms distributed
inside atruncated L orentz sphere leads to the near-field
effect [15]. In our study, the role of this effect is negli-
gibly small.

5. LINEAR STATIONARY OPTICAL SIZE
RESONANCES IN THE SYSTEM
OF A BALL PROBE
OVER A SEMIINFINITE OPTICAL MEDIUM

L et us study the dispersion dependences of effective
polarizabilities (3.8) and (3.9) in various physical situ-
ations. First, consider a probe consisting of a glass ball
containing impurity sodium atoms characterized by a
resonance absorption at A = 589 nm due to the transi-
tion from ground state 3S to excited state 3P (yellow
emission line of sodium atom). The natural width of the
3S-3P transition is 10 MHz, the dipole moment of this
transition is dy; = 6.236 x 10718 esu, and the transition
frequency is wy,/c = 1.066 x 10° cm. The correspond-
ing refractive index n, is given by the formula

ni—1
ns+2

4mn
= ?(Nmo‘oﬁ' N;a,), (5.1

where Ny; and a; are the density and polarizability of
atoms (molecules) of the glass. Let us assume that
Ng1 01 = Ny0y (5.2

and the refractive index (n, = 1.5) remains constant
within a wide frequency range. We consider a probe
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with aradius of a; = 20 nm and an impurity (sodium)
concentration of N, = 10'8-10% cm3. The density of
atomsin the glassis Ny, = 10?2 cm3,

Consider a sample representing a semiinfinite, iso-
tropic optical medium in the vicinity of a small reso-
nance at a wavelength of Aq = 694.3 nm (R, line of a
ruby crystal at T = 300 K) with a transition frequency
of w/c=0.905 x 10° cm, adipole moment of the tran-
sition of d = 1.8 x 10%° esu, and a spectral line width of

(T5) ™" =3 x 10 Hz. Let the concentration of impurity

(Cr¥) ionsin the medium be N = 2 x 10'° cm3, which
corresponds to apink ruby [21].

The atoms of impuritiesin the probe and in the sam-
ple are immersed in the media, the influence of which
ismanifested asfollows. First, surrounding atoms mod-
ify the natural frequencies, dipole moments of the tran-
sitions, and spectra line widths of the impurity atoms.
Second, the media surrounding impurity atoms produce
an additional polarizing action upon the probe-sample
interaction. In the boundary-value problem under con-
sideration, this action is taken into account by adding
vectors P' = NyooE and P; = Ny, 0,E to the polariza-
tion vectors P and P, for the observation points inside
the sample and probe, respectively. With allowance for
the linearity of Egs. (2.3) and (2.4) and the expressions
for the effective fields (2.5), this transformation of the
polarization vectors results in that the solution of
Egs. (3.8) and (3.9) will acquire the corresponding cor-
rections to the acting field, while the geometrical fac-
tors &g, and &; have to be determined using refractive
indices given by formulas (5.1) and

- %’T(Noao+ Na), (5.3)

where N, and o, are the density and polarizability of
atoms (molecules) surrounding the two-level impurity
atomsin the sample.

The fields acting at the center of the probe, deter-
mined with allowance for the polarizing action of the
nonresonant atoms, are as follows:

anexp(iko ;) —a, _«

Eél = Eors

X X X X
Ay —apady
§ . (5.9
EX = ay —ay exp(iky [T,) EX
0~ X X X _X 0Ol
Qq18p —apady
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where

X _ X X
a;; = 1-ap; Ny g +arw 0Ny,

ay, = agwaN —agNyao,
) ) ) (5.5
Ay = AggW1 0Ny —ag N Oy,

ay = 1—arNya,+aywaN.

In order to determine the other components of the act-
ing fields, it is necessary to determine coefficients (5.5)
using the corresponding geometrical factors calculated
using expressions (3.10), (A.14), and (A.17). The
induced dipole moments of the resonance atoms
acquire the following form:

X1 = -wW0,Eq =0g11Eq), (56)
X = -WoEy=agEy, '

which, in contrast to expressions (3.8) and (3.9), takes
into account the polarizing action of nonresonant sub-

X 29 3
Rea, x10~, cm

T T T T
3 @ AT (b) |
2+ i
2 2F 2 / i
1
0 —4/\ ok —
|V
s -
2l i
4} _
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/2T, cm™! W21, cm™!
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3 © W (' \\ ( @
61 i
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B | 2
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_8l i
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Fig. 3. Typical dispersion dependences of the real and imaginary parts of the effective polarizabilities of (a, ¢) two-level Na atoms

inthe probeand (b, d) Cr3* ionsin the sample, calculated with all owance for the polarizing action of the glassand corundum, respec-
tively, for probe-sample distances of z; = 30 (1), 50 (2), and 60 nm (3); and ng; = 1.5, ng = 1.78, and a; = 20 nm.
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systems both in the probe and in the sample. Figure 2

shows a plot of the geometrical factor ag, versus the

relative distance zya, from the top of the probe center
to be sample surface. For small distances, such that
koZ, < 1 (e.g., in the near-field zone rel ative to the sur-
face of the semiinfinite medium), the main role is

played by terms proportional to 1/ zg (rather than 1/ zg

as in the case of point dipoles [15]). At large distances
from the probe, such that kyz, > 1, the main role is
played by terms proportional to 1/z,.

Figure 3 presents the dispersion dependencesfor the
effective polarizabilities of two-level Na atoms in the
probe and Cr3* ions in the sample, calculated with
allowance for the polarizing action of the glass and
corundum, respectively.

For externa radiation polarized in the incidence
plane xz, the probe-sample system exhibits a single
optical size resonance at a frequency significantly dif-
ferent from the natural frequencies of both Na atoms
and Cr3* ions (with neglect of theinteraction). The opti-
cal size resonance frequency depends strongly on the
distance z, from the probe center to the sample. Indeed,
the frequency is w/2mc = 19320 cm for z,= 30 nm and
decreases to 19140 cm™ for zy = 50 nm and to
19070 cm™ for z, = 70 nm (Fig. 3). For external radia-
tion polarized perpendicularly to the incidence plane,
the optical size resonance frequencies are the same: in
a system of the ruby—glass probe with sodium, the
effect is independent of polarization. According to the
results of calculations, a change in the spectral line
widths of Na atoms and Cr3* ions leads to broadening
of the optical size resonances, but the resonance fre-
guencies remain unchanged.

6. NEAR-FIELD OPTICAL MICROSCOPY
IN THE REGION
OF CONTINUOUS SPECTRA

Thus, we have solved the boundary-value problem
corresponding to the scheme of Fig. 1a, in which a
dielectric ball probe interacts with the flat surface of a
semiinfinite dielectric optical medium. The spectra of
both probe and sample contain narrow lines corre-
sponding to two-level impurity atoms. Using expres-
sions (5.4) and (5.6), it is possible to take into account
the polarizing action of the probe and the sample. There
are various possible situations in which the polarizing
effects on the optica fields in the near-field and wave
zones of impurity atoms and the environment are either
comparable or the polarizing action of a nonresonant
surrounding is significantly greater than that of the
impurity. In the latter case, the probe-sample interac-
tion isdetermined by the static polarizabilities of atoms
in the probe and the sample.
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The interaction of a sample and a probe made of
semiconductor materials can aso be described based
on the solution of the boundary-value problem, with
allowance for the corresponding quantum polarizabili-
ties. In the approximation of a homogeneously broad-
ened line, the quantum polarizability is given by
Eq. (3.2) [22, 23], whered,,, are the dipole moments of
the recombination transitions in the sample and probe
and wy;) are the frequencies of transitions between lev-
els in the corresponding two-level systems. For a bulk
GaAs sample, the dipole moment of the transition is
about 1.5 x 107! esu [24]. Although the probe repre-
sents a quantum dot, it is still possible to assume that
the dipole moment of the transition coincides with that
in the bulk semiconductor. According to [24], the
homogeneous broadening for a bulk semiconductor at

room temperature amounts to 21/'T, = 10 s?. The

main contribution to this value is due to the interaction
between charge carriers. For a quantum dot, we may

expect that the corresponding 21/ T,, value is deter-

mined by the electron—phonon and hole—phonon inter-
actions. According to the theory of semiconductor
lasers, the carrier—phonon interaction is one order of
magnitude smaller than that between the charge carri-

ers, therefore, we can assumethat 21/ T,, = 10 s™.

However, we must also take into account the line
broadening related to the probe size scatter in various
directions. The positions of energy levelsfor aspherical
guantum dot depend on the radius a; as[25]

(6.1)

wherea,, isthekth root of the Bessel function J;, ; 15(2).
This formula can be obtained by using a stationary
spherically symmetrical solution of the Schrédinger
equation [26]. The uncertainty AE,, of the energy levels
is proportional to the uncertainty Aa, of the quantum
dot radius, so that

2
fi 2 Ay
2 nk '
€, he1 a

AES) = (6.2)

where m, ,, are the effective masses of a hole and elec-
tron, respectively. Theinhomogeneousline broadening,

AEy _ AEy +AEg

f h

is the sum of two terms representing the contributions
from the electron and hole levels. Assuming that thelin-
ear dimensions of a quantum dot can be set to within
99% (Aa,/a; = 0.01), we obtain for GaAs (m, = 0.067m,
m, = 0.45m, m being the mass of free electron) an esti-
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Fig. 4. Dispersion dependences of the backscattered signal
in the system of a Pt probe over a semiinfinite medium
(Ssic/Sayistheratio of the signals scattered from aSiC sub-

strate and Auislands): (a) experimental and theoretical data
from [27]; (b) experimental datafrom [27] compared to the
results of calculations according to formula (4.6) with z5 =

30 (1), 50 (2), and 80 nm (3); “T" indicates experimental
points on the background level.

mate of AE,,/A = 10*? s, which is comparable with the
homogeneous broadening 21/ T>;, .

Now let us consider the interaction of ametal probe
with the surface of a semiinfinite dielectric medium.
Hillenbrand et al. [27] experimentally studied light
backscattering from a sample with gold islands. A ball
probewith aradius of a; = 10-30 nm was made of gold,
silver, or platinum, while the sample was made of polar
dielectric SIC featuring residual rays in a range from
790 to 950 nm. In this frequency interval, the reflec-
tances of massive gold and SiC are frequency-indepen-
dent and amount to approximately 0.99 and 0.97,
respectively [27]. For a10-nm gold ball probe, the tran-
sition frequency according to formula (6.1) is Eq,/A =
144 x 102 s,

In the range of residual rays for SiC, the quantum
polarizability of the probe is virtually independent

JOURNAL OF EXPERIMENTAL AND THEORETICAL PHYSICS Vol. 97

GADOMSKY, KADOCHKIN

of frequency and can be determined using the for-
mula [20]

1

e(R,w)-1
a,(a,, W) = 12nsoafj'm RidR,, (6.3
0
where
002
E(Rl, (.0) = 1—n(R1)6(—-(5—__E”_), (64)

W, is the plasma frequency, I' is a phenomenological
damping constant, and n(R,) isthe normalized electron
density in the ball. The latter quantity is determined as

4 Fi(0 R

R Rl

(6.5)

where J;, J, ., are the Bessdl functions of the Ith and
(I + Dth order, ay, isthe kth root of the Ith-order Bessel
function, N,V; isthe number of electronsinthe ball, R;
is the distance from the ball center normalized to the
radius a;, and g, = 1/4misthe dielectric constant. Thus,
the probe-sample interaction in the near-field micros-
copy experiments described in [27] takes place in the
region of a continuous spectrum with respect to the
probe.

Figure 4a presents the experimental data obtained
in [27] on the frequency dependence of a normalized
signa |S5c/Sa,| of dipole radiation from a SiIC surface
partly covered with gold islands. A plane wave of the
external radiation was incident on the sample at an
angle of 8, = 174, and the response signal was detected
in the direction opposite to that of the incident wave.
The probe radius was a; = 20 nm and the external wave
was polarized in the incidence plane xz (Fig. 1a). The
distance between the probe and the sample surface was
varied from 0 to 40 nm [27]. In Fig. 44, the solid curve
shows the results of theoretical calculations performed
in [27] based on the theory developed in [5-14],
according to which Sy ~ | ag [, where

o(l+
o = (1+B) o (6.6)
1-ap/161(a, + )
Here (in notations of [27]),
f— SS-_-l
P = g+ 1
No. 3 2003



BOUNDARY-VALUE PROBLEMS IN NEAR-FIELD OPTICAL MICROSCOPY

€. isthe dielectric permittivity of the sample,
o = 4Ty (e, — &) (€, + 28,)

is the polarizability of a spherical probe, and €, is the
permittivity of the probing meta. In Fig. 4a, the sym-
bols (triangles and circles) correspond to various
regions on the SiIC sample surface surrounded by gold
islands. As can be seen from these data, the theoretical
interpretation proposed in [27] provides for a rather
rough approximation. The dashed curve in Fig. 4a
shows the signal of dipole radiation from a platinum
probe near the SiC surface.

Figure 4b shows the frequency dependences of the
normalized signal |S5c/Sy,| for various distances z,
from the probe center to the SIC sample surface, which
were cal culated using the theory proposed in this paper.
These curves were constructed using formulas (4.6),
(4.7), (3.9), (3.2), and (6.3); in the region of the contin-
uous spectrum of the probe, the refractiveindex isn; =
2.63 + 3.54i, while the frequency dependence of the
dielectric permittivity of SiC isdescribed by the expres-
sion

AT G

E=¢gpt———7F,
Wo—w —ilw

(6.7)

where €, = 6.49, wy, = 788 cm™ is the transition fre-
guency, p = 0.257 is the oscillator strength for the
phonon transition, and I' = 6.8 x 102 cm™. The refrac-
tiveindex nin (3.10) isdetermined using formula(4.7),
where n? is replaced by .

As can be seen in Fig. 4b, the signa intensity
reaches a maximum at 927 cm 2, which coincides to a
high precision with the experimental value. According
to our theory, this peak corresponds to the optical size
resonance formed asaresult of the self-consistent inter-
action of the platinum ball probe with the SiC surface.
For narrow resonances, even asmall changein the dis-
tance between the interacting dipoles leads to a signifi-
cant shift in the optical size resonance frequency. This
takes place for the interacting atoms considered as
point dipoles[15]. The same situation is observed for a
probe-sample system possessing narrow resonances
(see Section 5). In the experiments reported in [27], the
probe possessed a continuous spectrum and, hence, the
optical size resonance at w/2mc = 927 cm was less
sensitive to a change in the distance z, from the probe
center to the sample surface. However, as can be seen
from Fig. 4b, an additional optical size resonance
appears for z, = 30 nm at w/21c = 990 cm™. Since the

frequency interval from 950 to 1030 cm* was not stud-
iedin[27], it isimpossible to check for the presence of
this resonance in the experimental spectrum.

A comparison of our theory to the experimental data
presented in Fig. 4a suggests that a polarizing action of
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the edges of gold idlands is rather insignificant for fre-
guencies close to resonance, but this action can make a
significant contribution to the resulting response at small
amplitudes of the signal scattered from the sample sur-
face. This probably explains the discrepancy between
experiment [27] and the results of our calculations using
formula (4.6) in the region of 1000-1100 cm. The
polarizing action can be readily taken into account
based on the proposed theory, but this requires more
detail ed information about the shape of island edges. In
our opinion, the significant difference in resonance
width between the theoretical and experimental curves
can be explained by different values of the relaxation
timesused in[27] and in our calculations, but this ques-
tion requires additional investigation.

Thus, we have developed an el ectrodynamic theory
of near-field optical microscopy based on the descrip-
tion of a self-consistent interaction between a ball
probe and aflat sample surface. The proposed theory is
applicable to the probes and samples of various materi-
alsin the regions of both discrete and continuous spec-
tra. The presence of foreign particles or islands on the
sample surface can be taken into account by introduc-
ing those corresponding volume integrals into the the-
ory that take into account the polarizing action of such
objects.
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APPENDIX

Calculation of Geometrical Factors

Let us calculate the volume integral entering
Egs. (2.5),

Pom(r) = feurlcurl Po(r)Gu(R)dVv"
om(r) I or)Gu(R) A1)
= Na X exp(—iwt),
for the observation points inside the medium, where

1 _exp(ikyR)
Py = 2NX, Gy = = :
Taking into account that

Po = (P-1)kQ, ko = 2,

where n isthe refractive index of the mediumand Q is
the function of coordinates which obeys the equations

0°Q+n’k:Q = 0, divQ = 0,
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and using a lemma [28] for exporting the (rotrot)
operator out of the integral and the Green theorem,
we obtain

Poy = curlcurll, + ‘l:%[‘(n2 K0, (A2)
Here, the surface integral is expressed as
aG‘M GQD
J’B;) Gu350S, (A.3)

and d/0v' denotes differentiation along the external nor-
mal to the surface . The value of Py, in Eq. (A.2) is
determined at observation point r inside or on the sur-
face of the medium. If the point is outside the medium,
for example, inside the probe, then

Pow = curlcurlls, (A.9)

where | 5 differsfrom I s by the position of the observa-
tion point.
Let Q have the following form:

Q = Qoexp(ikonr [sy),

where Q, is a constant vector and s; is a unit vector
determined by the refraction angle 9+ in the incidence
plane xz. Introducing a unit vector s, such as

(A.5)

= -sinp, s, =0, s, =—cosf,

the surface integral (A.3) can be written as

= 19Q,exp(ikor 5), (A.6)
where
© _ o SN(¢+37)
=" = chosq)sinST' (A7)

As was demonstrated in [15], the surface integral has
the same value on the surface Z and in the vicinity of
this surface inside the medium. Assuming the surface &
to be homogeneous, so that

s=5s, ¢ =29,
and considering a particular case of the normal inci-
dence (9, = 0), we abtain

19 = _om(n+1).

Substituting thisvalue into (A.2), we obtain the follow-
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ing expression (valid on the surface 2):

41

Pow = Po m'+2_n+ig

1Y 3 2 0~

Poar. (A.8)

For observation points outside the medium, including
point r, (Fig. 1a), Eq. (A.4) yields

Pow = 2Pt

i = Pyag.

(A.9)

For observation points outside the medium (z> 0),
the surface integral |5 is calculated similarly to (A.6).

The difference is that the coordinate Z changes sign,
which is equivalent to changing s, to -s,, or ¢ to 9y
(9ris the angle of reflection). Now let us introduce a
unit vector s, (instead of s) such that

SRX = —Sin'SR, SRy = 0, SRZ = _COS'SR

Then, the surface integral is as follows:

sin(¢ —9+)

Is = =21 cosHSNg Qexp(ikyr [BR). (A.10)

For 8, # 0, the values of &y and &; are determined

using genera expressions for the integrals (A.6)
and (A.10).

Now let us calculate the geometrical factor ag,
entering expression (2.5b) by placing the observation
point at a distance z, from the probe center:

Put—RJ) o

1

I curl curl N,
Vl

= exp(—i0t)ar N, X; = exp(-iwt)(nf—1)kg (A-11)
x curl curl J’ Q,G,(RpdVy,
Vl

where V, = (41/3)a’, a, is the probe radius, n, is the
refractive index of the probe material,

Nipy = Py = (ni-1)koQ;exp(-iwt),

and
0°Q,+ntkeQ; = 0, 0°G,+ksG, = 0. (A.12)
According to the Green theorem, the volume integral
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in (A.11) hasthe following form:

{ 1 1
G,(R)AdV; = —————
\‘/[Ql p( 1) 1 (ni—l)kg
: (A.13)
0Q
J.%l av pa\)'Ddsl’

where d/0v; denotes a derivative along the external
normal v; to the probe surface Z;.

The surface integral in (A.13) can be calcul ated tak-
ing into account that

exp(ikon;Ry)

Q: = Qu R, (A.14)

satisfies wave equation (A.12), where Q,, is a constant
vector and R, is apoint inside the probe. Passing to the
spherical coordinates and calculating integral (A.13), we
obtain

aoy = 2y d
U (R -1)kdZ

{ -exp(ikoal + 23)
% Jal+ 2
— - epliko i+ )y + 2 F

(A.15)

1 . i ] z
—=exp(ikqla; — —N; ——— } ag, = 0.
Z p(ikolay Zo|)%‘- 1 k)] R1

By the same token, the geometrical factor a;, for

the observation points inside the ball probe can be cal-
culated taking into account that

Ri/c
Icurl curl NlP——(——F—Q——l——2 1

1
Vi
= exp(—iwt)ar; Ny X, (A.16)
= exp(—iot)(ni—1)k; I curl curl Q,G (R dV1.

Vi

Exporting the (curlcurl) operator out of the integral
and using the Green theorem, we obtain (A.16) in a
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different form:
) dG, dQ
exp(—iwt)curl curl U Ezla‘é; — Gpaﬁ—lﬂdsl
Z1
dQ]D (A.17)
I%gldR de Ddsl}
81t 2 .
__( 1 —1)koQ, exp(—iwt),

where g, is a spherical surface surrounding the obser-
vation point at the center of the ball probe. Taking into
account the shape of the function Q (A.14), let us cal-
culate the surface integralsin (A.17). Theintegral over
the external surface 2, of the ball probeis asfollows:

dQ
JE%R n

Cogr, 0>

n, — . .
= 42 Qu exp(ike2) explikoas (n, + 1)) 1.
1

An analogous expression for the surface integral over
the internal surface o, is obtained by replacing a, with
Lo, where L is the radius of sphere a,. For kya; < 1,

tensor &, becomes a scalar and, hence,

A 4
aT 1 = aT 1 = _? . (A . 18)
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Abstract—Propagation of an electromagnetic wave in a smooth one-dimensionally inhomogeneous isotropic
medium is considered in the second approximation of geometrical optics. The polarization evolution is studied
extensively. It is known that in the first (Rytov) approximation of geometrical optics, there is only the rotation
of the plane of polarization (with no change in the polarization shape and sign) for rayswith torsion. In the case
considered, both the shape of polarization ellipse and the sign of polarization change proportionally to the inte-
gral of the squared ray curvature even for plane rays. The effect is of nonlocal geometrical nature and can be
described in terms of the generalized geometrical phase incursion between two linear polarizations. © 2003

MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The change in el ectromagnetic wave polarizationin
a smoothly inhomogeneous isotropic medium in a geo-
metrical optics approximation was revealed for the first
time by Rytov and Vladimirsky [1, 2] (see dso [3, 4]).
Later, Berry rediscovered this phenomenon in terms of
the adiabatic quantum evolution [4—6]. The essence of
the effect is as follows. The zero-order geometrical
optics approximation does not carry any information on
wave polarization: two modes of different polarization
are found to be degenerate [3]. In the first approxima-
tion, the well-known Rytov law isvalid: “The plane of
polarization rotates with respect to the natural trihedron
of the ray through an angle equal to the integral of the
ray torsion along theray.” Interesting geometrical prop-
erties of this law were treated in [2] by Vladimirsky
and, subsequently, in [4-6] by Berry and his followers.
The effect has also been measured experimentaly [4, 6].
It is significant that in the first geometrical optics
approximation, the polarization ellipse does not change
its shape (i.e., the eccentricity), and the polarization
does not change its sign, i.e., the direction of the elec-
tric field vector rotation [3]. In addition, when the ray
represents a plane curve, there is no rotation of the
polarization since the torsion is equal to zero. Such a
situation takes place, for example, in a one-dimension-
ally inhomogeneous medium.

In this paper, we study the changein the electromag-
netic wave polarization in the second geometrical
optics approximation. Wewill show that, inthiscase, in
contrast to the first-order approximation, there are sub-
stantial changes in the shape of the polarization €ellipse
and the sign of polarization, aswell aslimited rotations

of the polarization plane. The changes occur in such a
way that the elliptical polarization, having passed
through the linear polarization stage, becomes elliptical
with ancther sign. Similarly, the linear polarization,
having passed through an elliptical stage, becomeslin-
ear in another plane. Thus, the polarization of the elec-
tromagnetic wave may vary substantially as a conse-
guence of the phenomenon in question.

The Rytov rotation of the polarization plane occurs
as a result of changes in the phase difference between
two modes with opposite circular polarizations. In the
case of linear polarization, it isthe same asvariationsin
relative amplitudes of two modes with orthogonal lin-
ear polarizations. The variations of the polarization
shape and sign, derived in this paper, arise from the
increase in the phase difference between two modes
with orthogonal linear polarizations. The latter phe-
nomenon, like the former one, has anonlocal geometri-
cal basis. The phase difference accumulating between
two modes isin direct proportion to the integral of the
squared ray curvature and, hence, is nonzero even for a
plane curve. While the Rytov-Vladimirsky—Berry
effect of the rotation of the polarization plane is
described now in terms of the so-called Berry geomet-
rical phase [4-6], the effect under study (i.e., the effect
of the change in the shape of the polarization ellipse)
can be described in the context of the generalized geo-
metrical phases introduced in [7, 8]. The generalized
geometrical phases are defined as the extension of
Berry's geometrical phases to higher orders of the adia-
batic approximation, which makesit possible to describe
nonlocal geometrical effects of second and higher
orders.
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Note also that the quantum analog of the classica
effect under discussion is given in [9] (see dso [4]),
wherethe author discovered that the probability of tran-
sition of the radiation from a state with apolarization of
a certain sign to the state with a polarization of the
opposite sign is proportional to the square of the abso-
lute value of the integral of the ray curvature squared.1
Since the phase incursion 11 between two polarization
modes changes the polarization sign, it becomes clear
that the phase incursion between polarization modes
and the probability of the change of polarization sign
are directly related to each other.

2. BASIC EQUATIONS

Consider the propagation of a monochromatic elec-
tromagnetic wave in an isotropic dielectric nonabsorb-
ing medium characterized by permittivity €. Let the
medium be smoothly inhomogeneousin one coordinate
X: € = ¢(X). Then the propagation of an electromagnetic
wave is described by the stationary Maxwell equations
(thefields are assumed to be proportional to exp(—wt)):

curlH +ik,eE = 0O,

1

curlE —ikgH = 0, @)

where k; = w/c (w is the wave frequency and c is the

velocity of light in vacuum), and E and H are the

strengths of the electric and magnetic fields, respec-

tively. Taking into consideration the medium homoge-

neity in they and z directions, we carry out the follow-
ing change of variables:

E — E(X)exp(ikyy +ik,2),

H o H : : (2
— H(X) exp(ikyy +ik,2).

We can assume without loss of generality that k, = 0.

System (1) isthen reduced to two second-order ordi-
nary differential equations:

E,+kiE, = 0, )
Ke'
E;—k—fEE;+ KE, = 0. (@)

X

Here and below, the prime stands for an ordinary deriv-
ative with respect to x, and

Ki(X) = kog(x) —K:. (5)

Ltisinteresti ng to note that, in atwo-level system, the probability
of the transition to another level is exponentially small in the gen-
eral case[10]. Thefact that in the case of the change in the polar-
ization of the wave, the transition probability is in direct propor-
tion to the fourth power of the curvature (i.e., to the fourth power
of the adiabaticity parameter) is a consequence of the polarization
degeneracy in a zero-order approximation.
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Note also that the derivatives of € are related to the geo-
metrical optics small parameter,

| o 2T
el s <
H nT=8<1, (6)

where L is the characteristic scale of the inhomogene-
ity. Since we are interested in the second geometrical
optics approximation, we retain only the first-order
derivatives of €, their squares, and the second-order
derivatives.

After the substitution

K.~
E, = =E,

TE. k=koe(¥),

Eq. (4) takesaform similar to Eq. (3):

E,+UE, = 0,
e G O
ke K¢ B

We have derived two equations, (3) and (7), describ-
ing the oscillations of y and zcomponents of the electric
field. Solving these equations with an accuracy of the
second order of the adiabatic approximation in param-
eter (6), one can find the difference in the evolution of
the field phases and amplitudes (the derivation of the
higher order adiabatic approximation; see [7, 8, 11]).
Let us represent the relative change of the field compo-
nents as

E&
E,(4)

The quantities a and ) determine the changes in the
relative amplitudes and phases, respectively, of two
electric field components.

Equations (3) and (7) coincide in the first geometri-
cal optics approximation; consequently, the amplitudes
of E, and E; vary identically in the system considered
(the second-order terms affect the phase only [8, 11]).
Thus, we find that

_ KO KOE()
= o kOEO ©

= a(¥)expliv()], a,@OR. (8

The change in the phase difference of the field compo-
nents is determined only by the phase incursion of the
two last correction termsin expression (7) for u. Taking
into consideration that

2w L2022 5
oot g Mgy

No. 3 2003



ON THE CHANGE IN ELECTROMAGNETIC WAVE POLARIZATION

we arrive at

T e KK — KA e
%*I[ka*?‘TEED 10
0 X X

where Y, = Y(0).

qJ:

3. CHANGES
IN THE POLARIZATION SHAPE

Let us proceed from the y and z components of the
electric field to the field projections onto the principal
normal and the binormal of the ray. In our case, the
binormal points toward the y axis (b, = —sgnk,sgne'),
and the unit normal vector is

, k
v=(V,V,) = sgnkzsgns'gik,—-lzﬁ.

Thus, the ratio of the normal to the binormal compo-
nent is given by

Ev _ ksz_szx
5 e (12)

Taking into consideration the relation between the x
and z components of the electric field, in the zero-order
geometrical optics approximation

E = kB, KE,
K Ky
we obtain
E,  kE, _ -~ .
E‘; - kxEy - aexp(ll'p)v (12)

where the ratio of the electric field components is rep-
resented similarly to (8).

Comparing relation (12) with Egs. (8) and (9), we
obtain

dzﬁazconst, P = .
Ky

(13)
The quantities a and ) determine the relative ampli-
tude and phase of two electric field components rel ated
to the coordinate system of the natural ray trihedron. It
is convenient to use these coordinates in geometrical
optics.
Inthe case of linear polarization (Y =0, 1), arctana

is the angle between the electric field vector and the

principal normal to the ray, which varies according to
the Rytov law [1-4] in the first approximation. The
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constancy of & hereisalso aconsequence of the Rytov

law, since the ray is a plane curve and the polarization
plane does not rotate. With afixed Y, the changein the
amplitude factor o results in a change of both the
ellipse orientation relative to the principal normal to the
ray and the eccentricity, whereas the polarization sign
(the direction of the field vector rotation in the polariza-
tion ellipse) remains unchanged.

The phase difference Y in oscillations of v and b (or
y and 2) components of the electric field affects both the
ellipse eccentricity and the polarization sign. The

changein Y with a fixed may reverse the polarization

sign. When g = 0, 11, the polarization is linear and the
angle between the electric field vector and the normal

totheray isequal to +arctan(a ™) (Figs. 1a, 1c). When
P =172, 3172, the axes of the polarization ellipse arein
the y and z directions, with the ratio of the “normal”

semiaxis to the “binormal” one equal to a (Figs. 1b,
1d). When g 00 (0, ) and @ O (11, 2m), the polarization
has opposite signs.

Thus, avariation of the relative phase  from 0 to ,

with fixed o , turnsthe polarization ellipse between two
limiting directions (corresponding to linear polariza-

tions) at angles iarctan(&_l) to the normal. The polar-
ization sign remains constant in this case. While pass-
ing through the linear polarization, the direction of
rotation changes and the variation of { from 1t to 21
turns the elipse in the same way, but in the opposite
direction and with the opposite polarization sign (see
Fig. 1).

It should be noted that Egs. (3) and (7) are indepen-
dent in the approximation considered. If only one elec-
tric field component (y or 2) is excited, the other com-
ponent is not excited in this case and, hence, the wave
preserves its linear polarization along the correspond-
ing axis.

4. THE GENERALIZED GEOMETRICAL PHASE @

To analyze expression (10), we must invoke the for-
malism of generalized geometrical phases [7, 8] (the
alternative formalism of higher order geometrica
phases, see [12]). Indeed, in the integra in Eg. (10),
some terms may be local and, hence, may cause small
deviations (on the order of 8) of Y. Other terms, on the
contrary, may be nonlocal with a consegquent
unbounded growth of . Local (nonlocal) terms form
the terms of the integrand in Eg. (10) that have (do not
have) antiderivatives depending only on the boundary
values. The nonlocal terms contain information not
only on the boundary points but also on the function
values along the whole integration path. These terms
can be nonvanishing even in the case when the integra-
tion path is a closed curve (loop).

To separate local and nonlocal terms, let us turn to
the geometrical formalism and introduce the general-
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E, E,
T T T T T T T T
2 @ 7 2T ® ]
1+ 4 1t .
0 0
1} 4 —1F \/ 4
2+ 12k _
1 1 1 1 1 1 1 1
-2 -1 0 1 2 -2 -1 0 1 2
T T T T T T T T
2r © 1 2r @
1F 4 1F -
0 0
—1F 41k \/ .
2+ ) _
1 1 1 1 1 1 1 1
-2 -1 0 1 2 -2 -1 0 1 2
E, E,

Fig. 1. Evolution of field polarization upon achangein relative phase ) from 0 to 2rtfor a = 2. Figures 1a-1d correspond to values

0, T2, T, and 31v2.

ized space of the parameter €: I\7I = (g, €) [7, 8]. Then
expression (10) can be written asa contour integral of a
certain field over this space:

%

b = go+ [CdM,
! (14)

()2

O KK =K/4) g K10
B-(—S) %, —3:-l|],
0 2k, € 4k &0
where | is the contour along which the representative

point of the wave movesin the m space. The quantity
U isnonlocal and can assume significant values only if

field 8 is nonpotentiadl, i.e., if

> _0G, 0G,
CUI’IG—E— TS z0.

By substituting Eq. (14) into this expression, we find
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that field 8 complies with the condition
2

curla = — kzz 5

8e7k;

#0 for k,z0. (25)

Hence, we can aready state that, for a cyclic evolu-
tion of the parameters that correspond to closed con-

toursinthe |\7I space (e.g., in aperiodically inhomoge-
neous medium), the phase Y incursion over onecycleis
W, = fédm = [(cur ) thds
| S
’ (16)
K
= —n
J; 8e’k>

dede'.

. . = : ,
Here, | isaclosed contour inthe M space, Sisthe ori-

ented surface with a unit normal A spanning over the
contour |, and n = £1 corresponds to the motion along
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the contour in the anticlockwise and clockwise direc-
tions, respectively. Thus, for cyclic evolutions, we
notice that . is the generalized geometrical phase
determined by the geometry of the closed contour I in

the m space.
In order to isolate the geometrical component from

the phase Y in Eq. (14) in the general case, we separate

the nonpotential component from field é . Then the

field in (14) can be written as

where 8 = grad_¢,

M

> 2 -
G = Gpot + Gaur,

_Ke 2 Ok; ¢ Q% (17)
q) - 4__kig, curl — Bkis_zl D!
and the phase in (14) takes the form
P = Y + 3 +IchrldM (18)

Apparently, the second term arising from Gpot isalocal
term, which is determined only by the boundary values
of the parameters. It isalways small, being on the order
of 8. Thelast term is the required nonlocal geometrical
phase

Wopom = [GotdM = Is ggg dx. (19)

In spiteof thefact that theintegrand issmall (onthe order
of &%), the geometrical phase can be equa to or on the
order of unity for x> 6. Thisisadirect consequence of

its nonlocality or nonpotentiality of field &un (m ).

Note that initial expression (10) and final expres-
sion (19) differ considerably. The phase in Eqg. (19) is
the essential component of Eg. (10). We could not have
isolated it without using the geometrical formalism or
the functional approach [7, 8, 13].

Expression (19) can easily bewrittenin ray termsas

(e}
_c k2
Wgeom = -r2_k§K do. (20)
0
Here,
_ Kerf
do K2L2e]

istheray curvature squared, | is the unit tangent vector
totheray (I, = kJ/k, I,=k/K), and o istheray arc length
(do = dx/l,).

Let us note that the approximation considered is
good at distances x < k173, as long as the remainder
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term O(&%kx) in the used asymptotic formulas (see[7, 8])
is small. Taking into consideration the fact that the
third-order terms contribute only to the amplitude vari-
ations (see [7, 8]), we can conclude that the formulas
derived for the difference of the phase incursion of two
polarizations are applicable for x < k™15,

Theformulas obtained for the polarization evolution
follow from the asymptotic solutions to the Maxwell
equations and, in the framework of these equations, fail
to account for only the backward scattering (reflection).
It isknown that in the case of one-dimensional inhomo-
geneity, the reflections are exponentialy small in
parameter  (see, for example, [14]). The length over
which the reflections begin to manifest themselves can
be roughly estimated as ktexpd. Thislength is much
larger than the length k™6™ over which the m-order
effects manifest themselves, when (—6Ind)~ > m. For
the second-order effect in question, we obtain the
restriction & < 0.3, which isguaranteed to hold by virtue
of Eq. (6) (numerical verification of the example in the
next section showsthat the applicability of theformulas
obtained for & = 0.3 is satisfactory). For 6 < 0.2, we can
disregard the backward scattering already at lengths x ~
k1074, where the next phase corrections of the fourth
order begin to manifest themselves.

5. EXAMPLE

Consider the inclined propagation of light in a peri-
odic one-dimensionally inhomogeneous medium. Let
the €(X) dependence be determined by the formula

€ = g, +¢&,c08(WX), (21)
with g; < g, and w/k, < 1 (in accordance with Eq. (6)).

If the medium is slightly inhomogeneous and €, <
€, for nonlocal geometrical phase (19) in the first non-
vanishing approximation in sllso, we have

(22)

Wgeom = ZDE]D J'sm (wx)dx,

8ic, &

where

ko = +./kogo—IC.

For x > 1w, integral (22) isclose to

P = Ke (847", (23)

As noted above, the substantial change in a shape of
polarization occurs when the phase incursionis  ~ 1.
This takes place over distances

e k0 (24
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In this example, the absolute value of the local term
in formula (18) can be estimated as

K &,wsin(wx)
4ki )

2
< wkzz-:_l

<y
4k €o

NJIoc' =

Thisconfirmsthe general conclusion about itssmallness.

The agreement of the polarization evolution (Fig. 1)
and the accumulated incursion of phase Y with formu-
las (19) and (23) has been verified vianumerical calcu-
lation of the initial Maxwell equations in the periodic
medium (21). For ky =1, k,=0.5,¢,=1, ¢, = 0.3, and
w = 0.3, the discrepancy between Fig. 1 and formulas (19)
and (23) iswithin 10 and 30%, respectively. The above
values of the parameters are close to the limits of the
applicability of geometrical optics (parameter & = 0.3,
see (6)) and the weak inhomogeneity approximation
(g4/g5 = 0.3). According to estimate (24), phase Y by 1t
varies for these values of the parameters over the dis-

tance x,; = 800\ = 250L, where A = 21k, is the wave-

length and L = 2rw is the spatial period of the inho-
mogeneity.

6. CONCLUSIONS

The evolution of the polarization of an electromag-
netic wave propagating in a smooth one-dimensionally
inhomogeneous isotropic medium has been studied.
The problem has been considered in the second geo-
metrical optics approximation.

It is known that, in the first geometrical optics
approximation, the polarization evolution is described
by the Rytov law [1-4]. According to thislaw, typically
the relative amplitude of the normal and binormal elec-
tric field components changes in the medium where a
ray of thewave exhibitstorsion. Thisresultsintherota-
tion of the polarization ellipse of the wave; however, the
ellipse eccentricity and the polarization sign remain
unchanged. In the case of aone-dimensionally inhomo-
geneous medium, the ray represents a plane curve and
the change of polarization in the Rytov approximation
does not occur.

We have shown that in the second geometrical
optics approximation, in contrast to the first-order
approximation, a change in the relative phase of the
norma and binormal electric field component is
observed. This leads to changes in the eccentricity of
the polarization lipse, to its limited rotation, and to a
change in the polarization sign (Fig. 1). It is shown
above that the change in the relative phase, similar to
the Rytov rotation of the polarization plane, is a geo-
metrical nonlocal effect, the change being proportional
to theintegral of the ray curvature squared. As a conse-
guence, the relative phase grows even under cyclic evo-
[ution, when both the medium parameters and the ray
direction return to their initial values. Specifically, in a
periodically inhomogeneous medium, the relative
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phase grows continuously with consequent continuous
changes in polarization (see Section 5).

Since the revealed phenomenon causes the polariza-
tion sign reversal, its quantum analog is nonadiabatic
transitions between two states of a photon, which cor-
respond tothe“+" and “—" polarizations. In[9], thefor-
mula for the probability of this kind of transition in a
smoothly curved waveguide is presented. Assuming
that k, = kin formula (20) (since the wave propagatesin
the waveguide transversely to the inhomogeneity), we
find that the square of the modulus on the right-hand side
of Eq. (20) coincide, to afactor of 1/4, with the probabil -
ity of the nonadiabatic transition obtained in [9] (if itis
assumed there that the torsion is equal to zero).

It should be pointed out that the discovered effect is
rather weak, asit correspondsto the second approxima:
tion of geometrical optics. As evident from the above
example, even for a relatively strong inhomogeneity
and at the boundary of the region of applicability of the
geometrical optics approximation, the changes in
polarization are observed over distances on the order of
a thousand wavelengths and a hundred inhomogeneity
scales. Nevertheless, this phenomenon is the only one
that causes the change in polarization (in the approxi-
mation considered) in a one-dimensionally inhomoge-
neous medium, which iswhy it can be observed.
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Abstract—A model of atwo-pole pair t-matrix for the description of three-boson systems with ro/ag << 1is
studied. The position of the second pole on the nonphysical sheet is treated as a parameter of the Faddeev inte-
gral equation. Close agreement with the cal culations performed for realistic potentials was obtained, and inter-
action parametersfor three bosonsthat were not cal cul ated earlier were predicted. © 2003 MAIK “ Nauka/ I nter-

periodica’ .

1. INTRODUCTION

The discovery of a weakly bound state of two
helium atoms [1] and problems concerning stability of
the Bose condensate of alkali metal atoms (e.g., see[2])
stimulated the appearance of many calculations for the
properties of three-particle systems determined by pair
interaction with a large scattering length a, compared
to the range of pair forcesr,,

l'o
— <1 1
a (1)

Studying such three-particle systems, which is of
importance for practice, entails considerable difficul-
tiesin numerical calculations, which require the inclu-
sion of very large distances to determine the asymptotic
behavior of the wave function of a three-particle sys-
tem. Calculations of the helium atom spectrum are
numerous (e.g., see[3] and the references therein). Lit-
tle work, however, has been done to determine
the lengths of helium atom scattering by the helium
dimer [3, 4]. What ismore, thereis a cutoff dependence
of scattering-length values obtained in numerical calcu-
lations [4]. Still greater difficulties arise with recombi-
nation coefficients, which determine Bose condensate
stability.

The three-particle systems that we are considering
are of interest not only because of their importance for
practice but also because their two-particle interaction
parameters are close to the conditions of Efimov effect
manifestations [5]. In particular, the In(Jag|/ro)/Tt value,
which determines the number of Efimov levels in a
three-particle system for helium-helium interactions,
approximately equals 0.9. This leaves open the possi-
bility that the second bound state of the trimer will
exhibit anomalous behavior when pair interactions

become shallower. Indeed, numerica simulations of
such a situation lead to an increase (in magnitude) in
the excited-state energy of the system [6]. For this rea-
son, the system of three helium atomsisthefirst system
of three particles with equal masses whose properties
are determined by the effective self-similar interaction
proportional to 1/R? with the coupling constant —y?
independent of pair interaction details[5]. Pair interac-
tion parametersonly limit the range of such an effective
potential, ry < R << |a,|. The obvious properties of solu-
tionsfor this potential are indicative of the determining
role played by one dimensionless parameter, namely,
[agl/ro. When this parameter tends to infinity, the num-
ber of bound states of the three-particle system doesthe
same. In particular, if |ag| — oo, the spectrum crowds
to zero, which determines the Efimov effect proper. If
ro — 0, the spectrum is unbounded from below [7],
which isequivalent to falling on the center [8]. Accord-
ing to [9], the integral equations for three-particle sys-
tems with a nonzero range of pair forces [10] do not
have a unique solution and are determined by one free
parameter. This situation determines a possible proce-
dure for describing such systems via fixing the free
parameter according to aknown spectral point [9]. This
idea has been repeatedly used to describe real physical
systems. In particular, in recent years, the effectivefield
theory (EFT) was applied to construct phenomenol ogi-
cal three-particle equations that included a free param-
eter from the outset, based on the additional condition
of the convergence of the EFT series [11]. The use of
three-particle equations with zero-range pair forces to
describe real physical systemsimplies the smallness of
finite-range corrections. However currently, no rigor-
ous conclusions concerning the magnitude of correc-
tions for finite |ag|/r, values have been made. For this
reason, three-particle systems are considered in this
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work using the effective pair interaction range as a
parameter. The main stages of solving the problem
remain unchanged. The effective range is used as a
parameter in the Faddeev integral equations and is
tuned to bring one of the two levels in the system of
three helium atoms (trimer) in coincidence with the
existing data. Next, the second level and the length of
helium atom scattering by a bound pair of two other
helium atoms are calculated. It is shown below that the
calculations performed according to this scheme agree
with the results of calculations using the Faddeev dif-
ferential equations to within several percent. Finally,
recombination coefficients are cal cul ated.

In order that the Faddeev equations explicitly
include the effective range of forces, we use the two-

pole pair matrix t(p, p'; pé /m). One of its poles corre-

sponds to the bound state of the pair, and the position of
the other determinesthe effectiverange. In particular, if
the separable pair interaction is used in the form of the
Yamaguchi potential

§ = 8T B(B+K)

v(p, p) = — ' )
M (B*+ p*)(B°+ p*)

the two-particle matrix t(p, p’; pé/m) has poles at p, =

ik and py = =i (2B + K). Here, p is the relative motion

momentum; misthe mass of theatom; k = ,/—me isthe

wave number of the state of the dimer with energy ¢;

and 3 determines the expansion parameters for the
effective range,

_ 2(B+k)’

_ K2+ 2Bk + 3p°
%= Br(k+2p) '

B(B+K)’
Notethat, if B > K, the scattering length isa, = k* and

the effective range is ry = 3/p. The zero-range limit is
attained by turning B to infinity. Because 3 is explicitly

Veff(ki, kj) _ 16

(B +K)*BS(k)

PEN’KOV

related to the effective range, precisdly this value will
be used as the problem parameter.

2. SCATTERING LENGTH
AND BOUND STATES
OF THE HELIUM TRIMER

The energies of the bound states of three helium
atoms and the amplitudes of eastic helium atom scat-
tering by the helium dimer (He,) below the breakup
energy were calculated by solving the Faddeev equa-
tions with separable pair potentials (2). The procedure
for constructing and symmetrizing the Faddeev equa-
tions in the specified problem has repeatedly been
described (e.g., see monograph [12]). In the next sec-
tion, we give ascheme for constructing the equation for
the inelastic transition amplitude. For comparison, the
main stages of deriving the equation for the elastic scat-
tering amplitude will also be presented. Here, we note
only that the scheme considered in [13] is used.
According to this scheme, the integral equationsfor the
amplitude of boson scattering by a bound state of two
other bosons have the simple quasi-two-particle form

(ki ko) = V5 (ki ko)
2" vk, kk’dk 3)
< f(k, k
+TJk2—(Z—s)4m/3 k1),

0

where

3k5 .
= —+¢£+i0
4m !

isthe total energy of the system, k is the momentum of
the relative motion of the particle and the bound pair,
and vg” isthe S'wave projection of the effective poten-

tial. The three-particle effective potential for the
Yamaguchi pair interaction has the form

where the notation

K + ay
2B+K+a,’

2
- [

is used. Note that potential (4) remains finite and (3)

SK = (B+ay)’
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3B+ (K, + ki/2)D) (-mZ + K2+ K + K, Tk) (B2 + (K, + k,12)%)

(4)

transforms into the Skornyakov—Ter-Martirosyan equa-
tion [10] as —» co.

The scattering length was calculated by two meth-
ods to estimate the accuracy of the effective range
expansion, namely, by solving the limiting equation for
ko, = 0 and by finding the limit of the solution (ampli-
tude) a® = f(k,, ko) ask, —= 0. A homogeneous equa-
tion with the same kernel is solved in the problem for
the bound state. Equation (3) was solved numerically
following the scheme described in [14]. The parameters
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Calculated energies of helium trimer bound states, lengths of helium atom scattering by the helium dimer, and recombination
coefficients for helium atoms; see text for explanations

HFD-B, £ = -1.685411 mK

Method g, A1 E., K E,, mK a® A C
1 0.3305 —2.7899 116.60 0.977
2 0.3200 -0.12597 121.58 0.704
[3] -0.1325 —2.74 135+5
[4] 121.9
LM2M2, £ = —1.303483 mK
1 0.3305 —2.3163 109.48 2513
2 0.3220 —0.12070 114.25 2.145
[3] -0.1259 —2.28 131+5
[4] 115.4
SAPT, £ = —1.898390 mK
1 0.33111 -3.0501 118.23 0.521
2 0.31730 -0.12763 124.35 0.276
[15, 4] -0.13637 —2.986 123.7
SAPTL, € = —1.732405 mK
1 0.33130 —2.8507 116.74 0.868
2 0.31785 —0.12539 123.00 0.554
[15, 4] -0.13382 —2.790 122.4
SAPT2, € =-1.81500 mK
1 0.33130 —2.9507 117.51 0.686
2 0.31735 -0.12638 123.86 0.396
[15, 4] -0.13516 -2.887 123.1

given below were cal culated accurate to no less than six
decimal places. Such an accuracy was attained using
the algorithm with a floating integrand discretization
mesh. The method for selecting amesh for numerically
solving integral equations of the typef =V + Vg, f with
a completely continuous kernel is based on a prelimi-
nary estimative integration of the Vg,V value with the
required accuracy. This can be done because thef value
is a “smoother” function than V for compact equa-
tions. The details of selecting the class of functionsfor
which a unique solution is attained can be found in
monograph [12].

As has been mentioned, the 3 value was treated as
the problem parameter. Its value was adjusted to bring
one of the helium trimer levels in coincidence with the
level earlier calculated by other authors [3, 15] using
the redistic Aziz potentials, namely, HFD-B [16],
LM2M2[17], SAPT [18], SAPT1[18], and SAPT2[18].
The helium trimer has two bound states, and we per-
formed calculations to fit both the first and second lev-

els. The results are summarized in the table. The
through table rows contain the pair potential types and
the corresponding dimer binding energies. The energies
for the HFD-B and LM2M?2 potentials were calcul ated
in this work, whereas those for the SAPT potentials
were taken from [15]. The references in the leftmost
column (under the heading “method”) indicate the
sources of information for fitting the ground E; or
excited E, trimer state, and the index 1 or 2 isthe num-
ber of thelevel (E; or E,) that wasfitted by the 3 param-
eter given in the second column. Note that [3] contains
both helium trimer binding energies and the lengths of
helium atom scattering by the dimer, whereasthe calcu-
lated trimer binding energies and scattering lengths for
the SAPT potentials are given in different works, [15]
and [4], respectively. To simplify the table, the fitted
levels are omitted. The column with C values refers to
the results described in the next section, which will be
considered later on. The tabulated calculation results
are evidence of satisfactory agreement for such a sim-
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Fig. 1. Dependence r(kg). See text for explanations.

ple model. The maximum error in the position of the
ground state obtained by fitting the excited level is
6.5%, and the maximum error in the excited state
energy obtained by fitting the ground-state level is
2.2%. As to agreement between the scattering lengths
obtained by fitting the excited state level and calculated
in [4], it is close (relative error less than 1%) to the
extent that it can serve as a criterion for the accuracy of
calculating these values. Recall that the difference in
the scattering lengths reported in [3] and [4] arises
because of different cutoff conditions used to numeri-
cally solve the Faddeev differential equations[4].

High-accuracy calculations of scattering amplitudes
allow us to draw conclusions about the possibility and
applicability region of the quasi-two-particle effective
range expansion

2
1 | I«iko
kocotd(ky) = —= + +
0 0 a(3) 2

Here, disthe phase of helium atom elastic scattering by
the dimer in the Swave and r; is the effective scatter-
ing range. This expansion in even powers of momen-
tum is often used in analyzing low-energy scattering
and is valid for farly rapidly decreasing potentials
(e.g., see[19)).

The first and second derivatives were calculated to

determine the momentum dependence of kycotd(k,) .

The HFD-B potential was selected by way of example.
This function and its first derivatives are not plotted
here because they contain little information. Note only
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that the coefficient of the linear term in the expansion
of kycotd(k,) is zero to within the error of computa-
tions. Figure 1 shows the second derivative,

d?(kycotd(Ky))

r(ko) =

which coincides with the effective range as k, — 0.

It is clearly seen from Fig. 1 that the parabolic
momentum dependence near zero (admixture of k%)
changes in the region of momenta on the order of
1073 A1 and then exhibits a well-defined linear depen-
dence up to momentaon the order of 4 x 103 AL, It fol-
lows that the applicability region of the expansion in
integer powers of energy does not exceed 107° K, which
prevents us from describing the amplitude of helium
atom scattering by the dimer with the simple pole equa-
tion

1

f(k) =
—1/a+rgk/2—ik

(e.0., see[20]). Moreover, substituting r4 = 62.6 A and
a® = 121.58 A into this equation shows that the ampli-
tude has poles at energies containing both real and
imaginary components rather than at the trimer bind-
ing energy. Note that substituting a, = 88.601 A and
ro=7.278 A, which are the parameters of the expan-
sion of the effective rangefor pair collisions of helium
atoms (the HFD-B potential), into the equation for the
amplitude gives positive poles with arelative error of
4 x 107°.

3. RECOMBINATION COEFFICIENTS

The recombination coefficient a is related to the
number of 3 — 2transitions(1+1+1— 2+ 1) per
unit time from unit volume as an3, where n is the con-
centration of atoms. By definition, the total energy of
the system of three particlesisZ = 0.

The recombination of atoms at low temperaturesis
of special interest because this phenomenon breaks up
Bose condensation. At the same time, calculations of
this recombination coefficient involve large uncertain-
ties. For instance, it is claimed in [2] that the dimen-
sionless coefficient C introduced from dimensional
considerations,

isuniversal for all systemsand equals3.9if condition (1)
is satisfied. The authors of [21] note that such a univer-
sality cannot be ensured, and the give a C = 065 spread
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of Cvalues. The EFT model isused in[22] to obtain the
phenomenological equation

C = CpacC0S [SpIN(a0A) + 3],

5
Chrax = 67.9£0.7, 6 = 1.74+0.02, ©
whose parameters are determined from the integral
equation of the EFT model. Inthisequation, s,= 1.0063
and A\ is the parameter of the theory and can be deter-
mined by the procedures described above, that is, by
comparing it with binding energy or scattering length
calculations for three-particle systems.
Our task was to find a solution from the exact three-
particle Faddeev equations and determine its asymp-
totic behavior asp — o (ro — 0).

The recombination coefficient can be written viathe
3 — 2 transition amplitude as

- kf 2
a =Ty (6)

wherek; = ./4/3k. Notethat this equation describes the
two-particle flow in the exit channel multiplied by a
factor of 1/6. This flow arises when we take into
account the number of triple combinations.

Equation (3) for the e astic scattering amplitude was
given above without derivation. For thisreason, we will
describe the scheme for deriving the Faddeev integral
equation that determinesthe 3 — 2inelastic transition
amplitudefor an arbitrary separable pair interaction v =
|[V|. Let the in state of the continuous spectrum be
labeled by index “0,” and the bound-pair state, by a
Greek letter. The Greek momentum index will deter-
mine one of the three sets of Jacobi coordinates. Below,
we use Liepmann—Schwinger-type integral equations.
The methods for deriving these equations can be found
in many monographs (e.g., see [19]). To emphasize the
generality of constructing equations for elastic and
inelastic processes, we will write common equations as
far as it is possible. For instance, common equations
will be given for transitions from the continuous spec-
trum and from the subsystem numbered one. For this
reason, we define the channel T matrix by the equation
(see [19]) with a double subscript in parentheses,

Ta 01 — Edb |ch|w(0 1)D
where v isthe standard denotation of the sum of the
pair potentials except for the interaction that binds sub-

systema, |W,q 5, disthe three-particle wave functionin
the continuous spectrum for index O or the three-parti-
cle wave function with a bound pair subsystem in the
in state, and (¢ | is the wave function of the bound pair
state in the end channel. For simplicity, the quantum
numbers of continuous spectrum states are omitted. In
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particular, the state of the continuous spectrum of two
interacting particlesin channel o is denoted by |¢ ]

Since the particles are identical, the inelastic transi-
tion amplitude is given by the sum of three amplitudes,

mU] in |n
f3%2:_2T[ dv eI_ZTGO

Here, m* = (2/3)misthe reduced mass of the three-par-
ticle system. Note that the elastic scattering amplitude
iswritten similarly,

fzﬂz = —_T

zTal

The integral equations for the continuous spectrum
wave function,

|WoO= 0o OF G,V |Woll o =1,2,3,

can be used to obtain the Faddeev equations for Uy o =
Va|WoL,

Uor,O = ta + taGO(UB,O+ Uy,o)v

7

a£Bzy. @)
Here, G, = (Z-H,)tisthe Green function of the three-
particle system with free Hamiltonian Hy, G, = (Z —
Ho — v,) ™ is the Green function with interaction in the
pair subsystem a, t, isthe pair t matrix in the three-par-
ticle space that satisfies the integral equation

ta = Vor + VGGO(Z)tav

and Z is the total three-particle system energy whose
positive imaginary part tends to zero.

Note that the wave function of transitions from the
in state with bound subsystem 1 is described by other
equations, namely,

WiO= |00,  + G, VW10 o =1,2,3.
Accordingly, the Uy , = v, W[ values are given by the
equations

Ua,l = Tuél,a + taGO(UB,l + Uy, l)ﬂ

8
azpzy, ®)
which have the same kernel as (7) but different free
terms. Here, T, = v4|¢,and § ; is the standard Kro-
necker symbol. We will use two different two-particle
Green functions with differently written energy param-
eters, namely, gy(€,) for the free motion of apair of par-
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C where
40 T T T o~ o~
R = [oafty Pl V = Lha|vop
azB, pg =0.
30 ] Equations (8) give equations for elastic transitions in
the form
" T = 2V +2Vgy(Z-¢,)T°. (10)
Precisely this equation written for the Yamaguchi
potential (2) gives(3). Inthe preceding section, (3) was
used to determine the amplitude of elastic particle scat-
10- i tering by a bound pair and the spectrum of the three-
particle system.
Prior to further transformations, note that the inho-
mogeneous term in (9) iswrittenviaV,
In(k/B) BM Votgo(su)GO(Z) |Va O

Fig. 2. Dependence of C on pair interaction parameters. The
solid line corresponds to calculations by (11), and the
dashed line, to calculationsby EFT model (5). Thetwo solid
circles show the maximum and minimum C values for real-
istic potentials. See text for explanations.

ticlesin subsystem a and go(Z —€,) for the free motion
of thethird particle with respect to subsystem a. Taking
into account the representation of the pair t matrix for
separable potentials [13]

tthO = Vulq)a@o(z_sa)lj)al
viathe off-shell wave function of the subsystem

B = —2dViCoD
U V. 9E) CoDVal!

whose projection Dﬁa|ka,paD coincides with
koL o | o O the energy shell, when

im m 4m

we can introduce the off-shell T matrix
T 01 = [ (Ug 0.1y * Uy (0,1))

with the obvious property 'T'a, ©1) — Tq 0,1 88K—=
k:. Faddeev equation (7) can then be used to obtain the
equation for the off-shell T matrix,

~inel

T = 6R+2Vgy(Z—£,)T™, (9)
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This allows 3D to be factored out from the equation by
the mere substitution f; _ , = 3DF. The complex equa-
tionfor F can conveniently be reduced to two real equa-
tions using the simplerelation F = Fj + ikF,F.

After transforming the Faddeev equations this way
to the form convenient for solving them, we can express
C viatwo-particle interaction parameters and the solu-
tions to the Faddeev equations for Fy and F,

C = 4C27B(B+K) KiFo(k))
J3 (2B +K) 1+ KiFi(ky)

where the Fy and F, amplitudes correspond to the solu-
tions of theintegral equations with the same kernel but
different free terms,

@\ seff 2
o 2 V¥ (K, K)k“dk
Folk) = V¥l ko) + ;Lc[—kz'_kf

K, = k.

Fr(K), (1)

n=201 k,=0,
Theintegration in the vicinity of the Cauchy singularity
is understood in the sense of the principal value. The
effective potential Ve = —(m*/m)V isas previously deter-
mined by (4).

Notethat one of the equationsin (11) coincides with
the equation for elastic scattering. More exactly,
F.(k) = tan(0) /k;, where d is the phase of atom elastic
scattering by the dimer at the three-particle threshold
energy.

Equations (11) were solved numerically. The C val-
ues corresponding to different pair potentials are listed
inthetable. It is noteworthy that, the difference in scat-
tering lengths being small, the recombination coeffi-
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cients differ amost by an order of magnitude. To study
the reason for such a difference, we plotted the depen-
dence of C on the k/p ratio (Fig. 2). This dependence
shows that C logarithmically oscillates with a large
amplitude.

Our numerical calculations lead us to conclude that
the remark madein [21] concerning the nonuniversality
of the C valuewasjustified. It can also be stated that the
empirical formulafrom [22] isonly valid in the asymp-
totic region, far outside the region of real ry/a, values.
To illustrate this statement, two curves are plotted in
Fig. 2. The results of our calculations are given by the
solid line, and the results of calculations by (5), by the
dashed line. The solid circles are the C values for two
helium-helium potentials (see table), which give the
largest and smallest C values. These values lie on the
curve that depends only on thery/a, ratio (the k/3 ratio
in thiswork) but does not coincide with the curve given
in [22]. Note that our curve differs in amplitude from
the curve constructed according to (5) exactly by afac-
tor of 2. Curve (5) wastherefore normalized by afactor
of 0.5. The difference of C values by afactor of 2 was
already mentioned in [21], where a comparison with
the data from [2] was made, and that the results of [22]
were in agreement with those obtained in [21]. Unfor-
tunately, the reason for this difference is unclear. The
limiting form of (11) ( — o) showsthat theinhomo-
geneous terms of this equation and the EFT model

equation obtained in [22] by a factor of /2. The final
results differ by a factor of 2 precisely for this reason.
The brief description of the derivation of the integral
equation for the (3 — 2) amplitude given in [22] is
insufficient for drawing conclusions on the origin of
this difference.

4. ONE-PARAMETER DEPENDENCES

Equations (3) and (11) can be made dimensionless
by the simple change of variables k = xk. We then
obtain equations that depend on a single dimensionless
parameter (k/f3) and describe not only the C value but
also the dimensionless scattering amplitude fk and the
dimensionless trimer binding energies E;/e and E,/¢.
We can therefore exclude the k/ adjustable parameter
and construct the curves that interrelate the bond ener-
gies, scattering length, and C.

The dependences of the C value, dimensionless
length of boson scattering by a bound pair, and the
dimensionless trimer ground state energy on the dimen-
sionless trimer excited-state energy are shown in Fig. 3.
Thevaues marked by crossesweretakenfrom|[3, 4, 15];
they refer to bond-energy and scattering-length calcula-
tions for the system of three helium atoms. The degree
to which the results of our calculations performed
using the simple pair interaction model agree with
those obtained for realistic atom—atom interaction
potentials inspires hopes that, generally, these depen-
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Fig. 3. Dependences of the dimensionless characteristics of
the three-boson system on the dimensionless trimer excited
state energy. () The C valuethat determines the recombina-
tion coefficient a; solid circles are the calculation results
obtained in thiswork for realistic helium—helium potentials.
(b) The dimensionlesslength of boson scattering by abound
pair; crosses are the calculation results obtained in [4] for
reaistic helium-helium interaction potentials. (c) Dimen-
sionless trimer ground state energy; crosses correspond to
the calculation results obtained in [3, 15] for redlistic
helium-helium interaction potentials.

dences apply to arbitrary three-boson systems that sat-
isfy condition (1).

5. CONCLUSIONS

The calculations performed with the simple two-
pole t matrix for the helium-helium pair interaction
give spectra and scattering lengths for the system of
three helium atoms that closely agree with those
obtained using redlistic potentials. We can therefore
hope that the recombination coefficients, which were
caculated for the first time, will also be close to the
results of future calculations with realistic pair interac-
tions.
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Abstract—The coupling of electron momentais considered for the resonant charge exchange processin slow
collisions. Because the electron transfer in this process occurs at large distances between the colliding atomic
particles, where ion—atom interactions are relatively weak, we can separate different types of interaction and
find the character of coupling of the electron momentain the quasi-molecule, consisting of the collidingion and
its atom, for real collision pairs. Since the real number of interaction types for colliding particles exceeds that
used in the classical Hund coupling scheme, there are intermediate cases of momentum coupling outside the
standard Hund scheme. This occursfor the resonant charge exchange involving hal ogens and oxygen where the
guantum numbers of the quasi-molecule in the course of the electron transfer are the total momenta J and j of
the colliding ion and atom and the projection M or M; of the atom orbital or total momentum on the quasi-mol-
ecule axis. The ion—atom exchange interaction potentia is independent of the ion fine state, and under these
conditions, the resonant charge exchange process is not entangled with the rotation of electron momenta, asin
case “a" of the Hund coupling. The partial cross section of the resonant charge exchange process depends on
guantum numbers of the colliding particles. The average cross sections depend weakly on the coupling scheme.

© 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The process of resonant electron transfer in slow
collisions of an ion and the parent atom resultsin tran-
sition of avalence electron from one core to another. In
the simplest case of the transition of an s-electron, this
process is determined by the interference of two elec-
tron terms of the quasi-molecule consisting of the col-
liding ion and the atom. Correspondingly, the probabil-
ity of thistransition isexpressed through the energy dif-
ference for the even and odd quasi-mol ecule states and
the cross section of this process [1]. In the case of the
transition of a p-electron involving an ion and an atom
with unfilled electron shells, the resonant charge pro-
cess becomes more complex because the electron trans-
fer can be entangled with the processes of rotation of
electron momenta and transitions between fine states of
the colliding particles. One can simplify the analysis of
this process by constructing a hierarchy of interactions
in the quasi-molecule and thus choosing a suitable case
of the Hund coupling [2—4] that corresponds to certain
guantum numbers of the quasi-molecule. Although this
scheme is related to diatomic molecules when the dis-
tance between the nucle isfixed, it can be extended to a
quasi-molecule consisting of colliding particles [5-8].
According to the general method by Nikitin [5-8], the
trajectory isthen divided into several parts such that the
Hund coupling of acertain typeisrealized in each part.

TThis article was submitted by the author in English.

If the transition range between different cases of the
Hund coupling is narrow, one can construct the wave
function of colliding particles and the Smatrix of the
transition by sewing the wave functions on different
sides of the transition range[7]. Thisallows oneto sep-
arate different processes and to find the probabilitiesfor
the variation of quantum numbers of the colliding par-
ticles at agiven collision trajectory.

This general scheme can be used in analyzing the
resonant charge exchange process involving anion and
an atom with unfilled electron shells when the electron
momenta can be coupled via different schemes, and the
resonant charge exchange process can therefore be
entangled with other processes (rotation of the electron
momenta and transitions between fine structure states)
in different ways. Indeed, within the framework of the
classical Mulliken scheme of the momentum summa-
tion [2], three types of interactions are introduced for a
guasi-molecule: the electrostatic interaction V. is
responsible for the energy splitting of different angular
momentum projections onto the molecule axis; & cor-
responds to the spin-orbit interaction and other relativ-
istic interactions; and the rotational energy or the Cori-
olisinteraction V,, accountsfor theinteraction between
the orbital and spin electron momenta with the rotation
of the molecular axis. Depending on the ratio between
these interaction energies, one can construct six cases
of the Hund coupling [2—-4]; each of these cases corre-
sponds to a certain scheme of momentum summation

1063-7761/03/9703-0493%$24.00 © 2003 MAIK “Nauka/Interperiodica’
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Table 1. The cases of Hund coupling

Hund case Relation Quantum numbers
a V> &> Vg AS S,
b Vo> Vit = & NS
c O > Vo> Vi Q
d Vrot>ve>6f LaS:LN,Sq
e Vit =8>V, J, N

and is characterized by certain quantum numbers of the
diatomic molecule. These cases are used as model
ones in the analysis of some transitionsin atomic col-
lisions [7-9].

For the resonant charge exchange in slow collisions,
the electron transfer from one core to another proceeds
at large distances between the colliding particles, where
interactions of different types are weak. This simplifies
the general analysis of the charge exchange process and
gives additional experience in understanding the
momentum coupling. As a result of this analysis, we
find anumber of interactionsto be actually greater than
within the framework of the Hund scheme. Indeed, the
el ectrostatic interaction V, includes the exchange inter-
action V,, inside the atom, which leadsto certain orbital
momenta L of the atom and | of the ion, and to certain
spins Sand s of these atomic particles, that is, V,, char-
acterizes the energy splitting of states with different
quantum numbers LSs. The long-range interaction
U(R) and the ion—atom exchange interaction A(R) are
added to this. In addition, the fine splitting of levels
refersto the atom (3,) and ion (3,) separately, and com-
petition between all these interactions gives rise to
many other cases of momentum coupling compared to
the Hund coupling scheme. In analyzing this problem
for real ion—atom systems, we dea with a restricted
number of momentum couplings. Below, we consider
this prablem for the resonant charge exchange of halo-
gens and oxygen in the case where the ions and atoms
are found in the ground state and the collision energies
vary from thermal ones up to tens of electronvolts (this
energy range is of interest for a low-temperature

plasma).

2. ASYMPTOTIC THEORY
OF RESONANT ELECTRON TRANSFER

We first formulate a general method to analyze this
problem. We use the asymptotic theory of the resonant
charge exchange[9-12], wherethe electron transfer has
the tunnel character and large impact parameters of col-
lisions make the main contribution to the cross section
of this process. A reciprocal value of a typical impact
parameter of collisions is a smal parameter in the
asymptotic theory of the resonant charge exchange pro-
cess. Expanding the cross section over this small
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parameter and restricting ourselves by two expansion
terms, we can express the ion—atom exchange interac-
tion potential and the cross section via the asymptotic
parameters of the transferring electron in an isolated
atom and quantum numbers of the ion and atom elec-
tron shells. In contrast to model s, the asymptotic theory
allows us to find the correct value of the cross section
with an estimated accuracy. For p-electron transitions
in the collision energy range under consideration, this
accuracy is better than 10% [13, 14].

The asymptotic theory allows us to determine the
ion—atom exchangeinteraction potential. The cross sec-
tion of the electron charge exchange is then expressed
via the exchange interaction potentia for given quan-
tum numbers of the quasi-molecule consisting of the
colliding ion and atom at a given distance R between
them. In constructing this interaction potential, we start
from the Hund coupling scheme [2—4], represented in
Table 1 together with the quantum numbers of the
quasi-molecule for each case of Hund coupling. We
introduce the following notation: L isthe total electron
angular momentum of the molecule, Sisthe total elec-
tron spin, J isthe total electron momentum of the mol-
ecule, n isthe unit vector along the molecular axis, N is
the rotation momentum of nuclei, A isthe projection of
the angular momentum of electrons on the molecular
axis, Q isthe projection of the total electron momen-
tum J on the molecular axis, S, is the projection of the
electron spin on the molecular axis, and Ly, S, and Jy
are projections of these momenta onto the direction of
the rotation momentum N of the nuclei. We adopt this
scheme as a basis in considering the momentum cou-
pling of the quasi-molecule consisting of acolliding ion
and the parent atom.

We note two momentum coupling schemes for the
atom and ion [4, 15, 16]. In the LS scheme, which is
realized under V> 9, &, we have LM, Sas the quan-
tum numbers of the atom and Ims as the quantum num-
bers of theion, where L and | are the angular momenta,
M and m are their projections onto the molecular axis,
and Sand sarethe spins of the atom and theion, respec-
tively. In the j5 coupling scheme for an individual
atomic particle, which occurs a V, < &,, ;, we use
JM; as the atom quantum numbers and jmy as the ion
quantum numbers, where J and j are the total electron
momenta and M; and m are their projections on the
molecular axis for the atom and the ion respectively.
These quantum numbers are the basis for the limiting
cases of electron terms of the quasi-molecule.

The possible interaction potentialsin the quasi-mol-
ecule under consideration are

(D)

5 ’

U, = %“ AR), 5, 5, and V.
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We divide the electrostatic interaction V, in Table 1 into
four parts: the exchange interaction V,, inside the atom
and ion responsible for electrostatic splitting of levels
inside the isolated atom and ion with given electron
shells; the long-range interaction Uy, of theion with the
guadruple atom moment; the long-range interaction U,,,
responsible for splitting of the ion level; and the ion—
atom exchange interaction potential A that determines
the resonant charge exchange cross section. The fine
splitting & of levelsin Table 1 is written separately for
the ion (&) and the atom (&,). Here, M and m are the
projections of the atom and ion angular momenta onto
the molecular axis, Ristheion—atom distance, Q, isthe
tensor of the atom quadruple moment, and g, is the
guadruple moment tensor of theion. As can be seen, the
number of possible coupling cases increases signifi-
cantly in this description in comparison with the classi-
cal case. Of course, a small part of these cases can be
realized, and we verify this below for certain cases of
resonant charge exchange.

To find the suitable momentum coupling scheme,
we evaluate the above ion—atom interaction potentials
at distances that determine the resonant charge
exchange cross section. Constructing the hierarchy of
interactions, we find the quasi-molecule guantum
numbers in this distance range and the partial cross
sections corresponding to these quantum numbers.
This allows us to ascertain the momentum summeation
scheme in slow ion—atom collisions with a resonant
electron transfer. We note that the character of momen-
tum coupling influences the value of the average cross
sections. Below, we realize this operation for certain
cases of ion—atom collisions where the colliding ion
and atom are found in the ground electron states.

Table 2. Parameters of halogen atoms and ions[17, 18]

3. HIERARCHY
OF ION-ATOM INTERACTIONS
FOR HALOGENS

We start with the resonant electron transfer involv-
ing a halogen atom and an ion in the ground electron
states,

X"+ X — X +X7, 2)

where X isthe halogen atom. In this case, the atom and
ion ground states are (p°)?P and (p*)3P, respectively,
and all the interactionsin (1) are therefore realized in
this case. In Table 2, we collect some parameters of the
colliding atomic particles in this case. We note that the
lower fine structure states include states with the total
electron momentaj = 2, 1, 0. The parameter o, in Table 2
isthe splitting of the 2P,—?P, ion levels. Next, the value
V,, isthe splitting between the ground ion level 2P, and
the level 1D, in the notation of the LS momentum cou-
pling scheme. Because the ratio &,/V,, is small for al
ions, the LS momentum coupling schemeisvalidin the
ion, and we adopt it as a basis.

As acharacteristic of the resonant charge exchange
process, we take the average cross section o, of theres-
onant charge exchangein the case“a’ of the Hund cou-
pling [13, 14, 19], and the corresponding impact param-
eter R, of callision is determined from the relation

Ooc = SR 3

In Table 2, we give the values of R, (in units of the Bohr
radius a,) at the collision energies 0.1, 1 (in parenthe-
ses), and 10 eV (in sguare brackets). These energies

F cl Br |

5, cmt 404 882 3685 7603

%, cm1* 490 996 3840 7087

V., et 20873 11654 11410 13727

&/ 0.023 0.085 0.34 0.52

Ry, 2 11.7 (10.6) [9.54] 15.1 (13.8) [12.3] 165 (15.1) [13.6] 19.1 (17.2) [15.8]

2 1.54 4.06 5.22 7.20

Uy, o 253 (341) [467] 311 (407) [575] 306 (448) [546] 272 (372) [481]

Uy/5, 0.63 (0.84) [1.16] 0.35 (0.46) [0.65] 0.08(0.12)[0.15] | 0.036 (0.049) [0.063]

Vi, cML 8.6 (30) [106] 4.9 (17) [69] 3.0 (10) [36] 20(7.1) [25]

ARy), et 7.0 (23) [78] 4.2 (14) [46] 26(8.4) [29] 1.8 (6.1) [21]
* Energy differences for levels of the states °P, and P,
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pertain to the laboratory reference frame, where the
atom is motionless and the parent ion has its energy
indicated. Using these values of R,, we evaluate various
interaction potentialsand refer them to agiven collision
energy. Thevalue Uy, in Table 2 is equal to

Qu—Qu _ 66
Uy = Up—-Uy = ® L= (4)

Ro 5R;

where e isthe electron charge and r is the distance of a
valence atomic p-electron from the nucleus inside the
atom. In Table 2, welist the corresponding values of U,
and the ratio Uy,/d,, which is usualy less than unity,
and therefore the fine structure of level splitting is
important for processes involving halogens.

If the colliding particles move along straight trajec-
tories, the quasi-molecule rotation energy is given by

hv
Vrot = ﬁ

at the closest approach and at the impact parameter R,
of the ion—atom collision, where v is the relative ion—
atom velocity. According to the data in Table 2, the
rotation energy is smaller than the other interaction
potentias (Uy, 8, 8,). This determines the character of
momentum coupling in this case.

Based on the above analysis, we can construct a
hierarchy of interactions for a quasi-molecule consist-
ing of ahalogen ion and the parent atom at the distances
between these particlesthat determine the cross section
of resonant charge exchange (2). The following hierar-
chy of interactionsisvalid for more or less all halogens
in the range of collision energies 0.1-10 eV

©®)

Vo > 5,8,> Uy > U, V. (6)

In terms of the data in Table 1, this is an intermediate
case between cases “a@’ and “c” of the Hund coupling.
In addition, we evaluate the exchange ion—atom inter-
action potential A(R) using the formulafor the resonant
charge exchange cross section o, for the transition of
an s-electron [1, 10, 11],

2
Ou = 50, (72
where
1 MRy _
= J;VA(&) = 0.28 (7b)

and y is the asymptotic parameter of the wave function
of the transferred valence electron (A(R) O exp(—yR)).
From this, we can compare the exchange interaction
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potential A(Ry) at adistance of R, (Eg. (3)) with rotation
energy (5) of the quasi-molecule at the impact parame-
ter R, of callision and the minimal distance between the
colliding ion and atom,

2 - 02./\RVie. ()

A(R,) = 0.28v ==

A small parameter of the asymptotic theory is

1
V_Ro < 1. 9)

At collision energies of severa electronvolts, we have
YR, = 10-15, and the above values are therefore compa-
rable, A(Ry) ~ V,«- The values of the exchange interac-
tion potential given in Table 2 confirm this statement.

The hierarchy of interactions in (6) leads to the
quantum numbers LSIM;lgm of the quasi-molecule,
where L and | are the atom and ion angular momenta, S
and s are the atom and ion spins, J and j are the total
electron momenta of the atom and ion, and M, and
m are their projections onto the molecular axis. The
wave function is then given by

L S J
LIJLSJMJIsjm. = |: :|
' M%ms M Mg M,

I s j
X { : :|CDLMSMSqJImsmS!

m mg m;

(10)

where ® and ) are the respective wave functions of the
weakly interacting atom and ion; the atom (LMSM)
and ion (Imsmy) quantum numbers are given with the
spin-orbit and other relativistic interactions neglected.

Guided by the hierarchy (6) of interactions, we now
find positions of the energy levels for the quasi-mole-
cule under consideration and apply this to the case of
halogen atoms. In the first approach, L9 s are the quasi-
molecule quantum numbers, and in the case of halogen
atoms, we are restricted by the lowest electron terms 2P
for the atom and 3P for the ion. The second approach
gives the quantum numbers J and j of the quasi-mole-
cule with the splitting between the fine-structure levels
determined by the corresponding values &, and & for
the isolated atom and ion. The third approach leads to
the quantum number M; of the quasi-molecule, i.e., the
projection of the total atom electron moment on the
molecular axis; the splitting between the levels with
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different M; isthen determined by the interaction of the
ion charge and the atom quadruple moment,

Qum|
LSIM, Isjm;
i 3 i i
R

2
:z%'— S J
R® (M Mg M,

MMg

AU(M,) = < l'lJLSJMJszjm

(11)

For the interaction of the halogen atom and the ion
X(?P) + X*(®P), where X is the halogen atom, this for-
mula becomes

2
0
AU@IM,jm) = vomz{'- S J}

00 M, M,
: . (12)
U 2r
LS I Hy, =2
1M, ; M| O 5R

where Qy, is the component of the quadruple moment
tensor of theatom, r, isthe distance of the valence elec-
tron from the nucleus, and the bar denotes the average
over electron positionsin the atom.

The fourth approach corresponds to the guantum
number m of the quasi-molecule, with the interaction
potential between theion and atom quadruple momenta
given by

AU(IM;jm,) = ZQMML\I;I I\/SI J}
sM

2
I s |
XL .
& mmg m,

where g, is the component of the ion quadruple
moment tensor. We note that the electron terms of the
guasi-molecule under consideration are degenerate
with respect to the sign of the total momentum projec-
tions. For the interaction of atomic particles X(?P) +
X*(®P), where X is ahalogen atom, this formula can be
rewritten as

(13)

AUEM,im) _ GfL s 3]
Vo 010 My My

2 12
D:' .
|t s 3 D:IZISJ
1M;-1M, OJ[0m my

2

i| O
s 0
1m-1m| O

(14
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Table 3. The lowest energy E of the quasi-molecule CI*—Cl
at adistance of R = 14a, between the nuclei. The statistical
weight g refers only to even (or odd) quasi-molecular states

IM;j g AUM;), em™|  E, cm
ggz 20 130 0
%z 20 130 260
ggl 12 130 696
%1 12 130 956
ggo 4 130 996
EEZ 20 0 1102
g%o 4 130 1256
%%1 12 0 1708
%o 4 0 2009
where
v, = 4t (15)
25R

and the distances r, and r; pertain to the atom and ion,
respectively.

As an example, we construct the lowest-energy lev-
els for the chlorine ion—-atom system at R = 14a, that
characterizes the resonant charge exchange cross sec-
tion at acollison energy 1 eV (seeTable 2). At thisdis-
tance, the energy of charge-quadruple interaction
(Eg. (12)) and quadruple-quadruple interaction
(Eq. (15)) are Uy = 130 cm* and V, = 0.6 cm™. In this
case, we therefore have the following hierarchy of
interactions (6):

Ve >06,0,>Uy>A V> U, (16)

In Table 3, we list the level energies E for chlorine
given by
E=09+9,+Uy,+¢,, a7
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where g, istaken such that the lowest electron term has
zero energy, E = 0. The quasi-molecule energies in
Table 3 pertain to the ground el ectron state of the atom
andion,i.e,L=1,1=1,S=1,s=1/2for thisterm. In
this approximation, we include the quantum numbers
JM;j for interacting particles; the states with other
guantum numbers, i.e, L9s, are characterized by
higher energies. Indeed, the excitation energy of theion
state 1D, is 11654 cm! and the excitation energy of the
ion state 1S, is 27878 cm?; these ion states pertain to
the same electron shell 3p*. A nonexcited electron shell
of halogen atoms is characterized by one electron term
L =1, s= 1/2, which simplifies the analysis.

The datain Table 3 are obtained with the interaction
potentials A, V.4, and U,,, neglected. These potentials
give additional quantum numbers for the quasi-mole-
cule, and therefore the accuracy of thedatain Table 3is
determined by these values: A(R) ~ V,,; ~ 10 cm™ and
U, ~ 1 cm™. In this approximation, the statistical
weight of the quasi-molecule statesis

g =2x2(2)+1), (18)

wherethefirst factor accountsfor the degeneration with
respect to the sign of M, the second factor corresponds
to the separation of quasi-molecule states into odd and
even ones, and this degeneration is therefore removed
by the exchange interaction A(R); and the third factor
in (18) accountsfor the degeneration with respect tom,
which is removed by all the neglected interactions A,
Vo, @nd Up,,.

Thus, the above analysis of the interaction of ahalo-
gen ion and atom at large separations shows that the
character of electron momentum coupling differs from
that of the Hund coupling scheme. Along with the
guantum numbers of electron shells of an isolated atom
and anionintheframework of the LS coupling scheme,
the quantum numbers of the quasi-molecule are JjM;
(the total electron momenta of the atom and theion and
the projection of the total atom momentum on the
molecular axis). Other quantum numbers are mixed due
to the rotation energy V,,;, exchange A, and quadruple-
guadruple interaction potentials U,,, between the atom
and theion.

4. ION-ATOM EXCHANGE INTERACTION
FOR HALOGENS

We now determine the exchange ion—-atom interac-
tion potential that allows us to evaluate the resonant
charge exchange cross section. For this, we represent
the wave function of the atom having n valence elec-
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trons with the momentum |, in the framework of the LS
coupling scheme as [15, 16, 20]
1 -
q)LSMLMS(l’ 2, aeay n) = —P

Jn

LS, .| L
X Z GIS(Ie,n)[IJ,mML]

Imsmgpo

(19)
1
x|2
o mg; Mg

° 210 O ),
€2

where @, |, and ¢ are the respective wave functions of
the atom, the ion, and the valence electron with the
quantum numbersindicated; 1 and o arethe projections
of the angular momentum and spin of the valence elec-
tron; the argument of the wave function indicates the
electrons contained by this atomic particle; the operator

P permutes the electrons; and the parentage coefficient

G (I, n) is responsible for addition of the valence

electron to theion for construction of an atom for given
quantum numbers of these atomic particles.

The exchange interaction potentia isgiven by [8, 12]
AR) = 2(WylAlw,)

— 2 W[ AW W 1wy,

where W, is the wave function of the quasi-molecule
with the valence electron located near thefirst core (the
atom is located near the first nucleus), W, corresponds

to the atom location near the second nucleus, and H is
the Hamiltonian of electrons. We note that an accurate
evaluation of thisinteraction requires the accurate wave
functions of the quasi-molecule that take into account
the interaction of the valence electron with both cores
simultaneoudly; thisis achieved in the framework of the
asymptotic theory. Using the general method to evaluate
the exchange interaction potential A(R) similarly to case
“a’" of the Hund coupling in [12, 14, 19, 21], we abtain

(20)

AR =nG)’ Y | L}
ummMM m M
oo’'mgmm;
MgMgm"m,’

1 .
3 s s {L S JHI s JHM L} (21)
o m M M Mg M| mm m;| g m" M

1 .
NEHEEE {LI s JHII" s j}Ale“.
o' m My M" Mg M| [m™ mg" m,
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We here take into account the character of coupling of
the electron momenta in the quasi-molecule, such that

the atomic core quantum numbers Ism'm; and the

valence electron atomic numbers Ieu%cs are first

summed in the atomic quantum numbers LSV, Mg and
the atom quantum numbers are then summed over the
guantum numbers LSIM;; and the ion quantum num-
bers Ismm, are summed over the ion quantum numbers
I§. We sum or average over the other quasi-molecule
guantum numbers and use the relations

5 O B R N
mms m; | im" mg" m;

mmgm'™ mg

1sS}sS

Z 2 2 = 6MSM.S
ocomm; |0 Mg Mgl |0' mg Mg

for the Clebsch—Gordan coefficients. In Eq. (21), A,

is the one-electron exchange interaction potential that
corresponds to the case where a valence electron with
these quantum numbers is located in the field of two
structureless cores and has the same asymptotic wave
function asin real atoms. As a result, we find by anal-
ogy with [6, 12, 14, 19, 21] that

Al 1S, LS, IM,j,R) = n(G)°

2 2
- [le | L} [L s J} AR,
v (M M M M Ms M,

where the argument contains the quantum numbers of
the quasi-molecule and the distance R between the
interacting ion and atom. This formula reduces the
problem of the exchange interaction between an atom
and an ion with unfilled electron shellsto the transition
of one electron between structurel ess cores. It isimpor-
tant that the exchange interaction potential is indepen-
dent of the ion momentum j.

The one-electron exchange interaction potential
A, isgivenby [6, 8, 12, 22]

(22)

AR = AR Mexpllry - 30

@+ 1)l ! *)

(= IR R ()™

It decreases with theincrease of 1 as R™ . Here, l.and
K are guantum numbers of the valence electron and y
and A are the parameters of the asymptotic wave func-
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tion of thiselectron. Thisformulacontainsthefirst term
of the asymptotic expansion over the small parameter
1/yR for the ion—atom exchange interaction potential at
large distances between the nuclei.

From (22), we thus obtain the exchange interaction
potential involving the halogen atom X (?P) and itsion
X+(3P),

A(l, 1S LS IM,j, R) = 30,4(R)

2 2
lell 1 12
OMM MMJ_MMJ

M

2
- 3A1_0(R){1 12 J}
J

(24)

2 1M;-1M

where we extract the dominant term in the sum in (22)
that is proportional to Ax(R) (see Eg. (23)). In Table 4,
we give the values of the exchange interaction potential
for the ground electron states of the halogen atom
X(?P;) and ion X*(°P;) with different fine-structure
quantum numbers for these particles.

To demonstrate these results, we return to the above
example of theinteraction Cl(?P) + CI*(°P) at adistance
of R = 14a, between the nuclei. The energy splittings
between even and odd quasi-molecule states are Ay =
14 cm™ and A,; = 2.0 cm if we consider the cores
structureless. Table 4 contains the values of the
exchange interaction potential under these conditions
for given quantum numbers of the interacting particles.
We ignore the quadruple-quadruple ion—atom interac-
tion and the rotation energy; the energy of the even or
odd state with given quantum numbers is E + A(R)/2.
The data in Table 4 confirm the above hierarchy of
interactions between halogen atoms and their ions.

5. RESONANT CHARGE EXCHANGE
FOR HALOGENS

The above results allow usto determine the resonant
charge exchange cross section in slow collisions of
halogen atoms and their ions in the ground electron
states. To determine the partial cross section of the res-
onant charge exchange, we use the asymptotic formula
[10, 11] (see Eq. (8))

Ry 1 R,

O = 75 VA 2y

A(R,) = 0.28, (25)

where v isthe collision speed and the asymptotic coef-
ficient y is expressed via the atom ionization potential |

asy = /2| inatomic units (also see Eq. (23)). Equa-
tion (25) isvalid for s-electron transitions or in the case

where electron transfer transitions for states with given
guantum numbers can be separated from other transi-
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Table 4. Theexchangeinteraction potential A(R) for the halogen atom and ion in the ground el ectron states, Cl (2P M, )+ CI+(3PJ-),

and different states of the fine structure JM;j for these particles. The total energy E of these states (Table 3) refersto the dis-
tance R = 14a, between the nuclei and is obtained ignoring the quadruple-quadruple ion—atom interaction and the rotation

energy of the quasi-molecule

. . _1 Oo, A2 Ogx, A2 Ou, A2
M) AR A, cm E, cm g=0lev g=leV £=10eV
33 3
552 % 87 0 110 92 76
31 1
552 éAO 29 260 93 77 62
33 3
§§1 EAO 87 696 110 92 76
31 1
551 50 29 956 93 77 62
33 3
EEO éAo 87 996 110 92 76
11
552 JAYS 58 1012 104 86 71
31 1
550 EAO 29 1256 93 77 62
11
iil A% 58 1708 104 86 71
11
550 A% 58 2009 104 86 71
tions. In particular, the partial crosssectionsof resonant  where
charge exchange are given in Table 4 for chlorine.
We introduce the resonant charge exchange cross 2.7 /BOAoo(Ro) = 0.28 (27b)
section averaged over fine states assuming the initial v A2y

population of atom and ion fine states to be propor-
tional to their statistical weights,

— _1 B3
Oe = 3%« 7]
(26)
L1, 81,1 i

where the atom quantum numbers J and M; are givenin
the partial cross section argument. If we expand theres-
onant charge exchange cross section over the small
parameter 1/Ry, keep only two terms in the expansion,
and take Eqg. (24) into account, we can write Eq. (25) for
average cross section (26) as

R
Ow =

(273)
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and Ay (R) isthe ion—atom exchange interaction poten-
tia for the transferred s-electron with the given asymp-
totic parametersy and A of itswave function. Thisvalue
is related to the one-electron exchange interaction
potential A,o(R) for a transferred p-electron Ax(R) =

Table5. The average cross sections (in 1072° cn?) for the halo-
gen atom and ion in the ground electron states X(2P) + X*(3P)
a the indicated collision energies € in the laboratory
reference frame for hierarchy (6) of interactions and in the
case“d’ of the Hund coupling [13, 19] (in parentheses)

€e=01leV| e=1eV |e=10eV
F(y=1132,A=16) 6.2(6.0) | 5.1(4.9) | 41(4.0)
Cl (y=0.976, A= 1.8) 10(10) | 8.7(8.4) | 7.1(6.9
Br (y=0.932, A=1.8) 13(12) 11(10) | 89(8.2
| (y=0.876,A=1.9) 16 (16) 14 (13) 12 (11)
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30(R) in accordance with (23). Table 5 contains the
average cross sections of resonant charge exchange for
halogen atoms and their ions in the ground electron
state, X(?P) + X*(®P), for hierarchy (6) of interactions
for the quasi-molecule constituted by the colliding
atom and ion. These cross sections practically coincide
with the average cross sections for the ground fine
states of the colliding particles, i.e., for the process
X(?Pg;,) + X*(3P,). Thus, averaging over fine states of
the ground electron states and over momentum projec-
tions of the ground fine states of coalliding particles|eads
to results that are close to each other. In addition, these
data are compared with the cross sectionsin case“a’ of
the Hund coupling taken from [13, 14]. Asfollowsfrom
the comparison, the real hierarchy of interactionsin a
guasi-molecul e increases the resonant charge exchange
cross section by several percent compared with case“a’
of the Hund coupling.

One more feature of the resonant charge exchange
for momentum coupling follows from hierarchy (6) of
the interactions. The exchangeinteraction potential that
determines the cross section of this process is given
by (24), where we restrict ourselvesto only atransition
of a p-electron with zero momentum projection on the
molecular axis. As follows from this formula, such
states are present in any fine-structure state, and we can
therefore ignore the transition of the electron whose
momentum projection on the molecular axis is unity.
We notethat in contrast to the case“ &’ of the Hund cou-
pling, where rotation of the molecular axis leads to
transitions between states with different momentum
projections on the molecular axis, such transitions are
absent in the case of halogen atoms and ions because of
separation of fine-structure states by energy. Next, we
evaluate the resonant charge exchange cross section
with accounting for the coupling between the trans-
ferred electron momentum and the momenta of atomic
cores. We can estimate the error in the cross sections if
we compare the cross sections with and without the
momentum coupling taken into account. We take a
p-€electron that has the same asymptotic parameters as
valence electrons of halogen atoms, but which is
located in the field of structureless cores. For the reso-
nant charge exchange cross section in chlorine at the
respectiveenergies0.1, 1, and 10 eV, we then obtain the
values 87, 71, and 57 A instead of thosein Table 5. We
see that ignoring the coupling between the momenta of
the transferred el ectron and atomic cores leadsto asig-
nificant error.

Thus, it follows from the above analysis that in the
course of collision and electron transfer, a quasi-mole-
cule consisting of the colliding halogen ion and atomis
characterized by the quantum numbers JM,j, and tran-
sitions between these states are absent during the elec-
tron transfer. The partial cross sections of resonant
charge exchange depend on quantum numbers, whereas
the average cross sections for the correct scheme of
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momentum coupling and in case “a’ of the Hund cou-
pling are close to each other.

6. RESONANT CHARGE EXCHANGE
FOR OXYGEN

We now consider one more example of resonant
charge exchange with a p-electron transition,
0'('9+0(P) — O(P) +0'('y,  (28)
involving the oxygen atom and ion in the ground electron
states. Constructing the hierarchy of interactions (1) in
this case, we take the previous casein Eqg. (6) asabasis,
with the quantum numbers JM; of the quasi-molecule
consisting of the colliding particles. In accordance
with (12), the interaction potential of the ion charge
with the atom quadruple moment is then given by

2r?
AU@IM,) = =2
5R

)73 (29)
ra

2
0 i
=S E R S R E B SN A= L a(IM)),
OloM, M, [1M,—1M,|O0 BR

where we use the same notation as in (12); the values
a(JM;) are contained in Table 6. It follows from (22)
that instead of Eq. (24) for the ion—atom exchange
interaction potential for halogens, the exchange inter-
action potential for oxygen is given by

2

-1 1 J
A(J(M3, R)) = 3 AL(R), (30
(3(M,, R)) 3ZULMJ—uMJ (R, (30

with the coefficients in this formula given in Table 6.
We note that the excitation energies of oxygen atom
fine states from the ground fine state 3P, are 158 cmt
for the state 3P; and 220 cm™ for the state 3P,. These
values are comparabl e to the long-range ion-quadruple
interaction potential (29) at distances that make the
main contribution to the resonant charge exchange
cross section. Hence, we have an intermediate case of
momentum coupling for oxygen, and in the above-
mentioned halogen example with &, > AU, the quan-
tum numbers of the quasi-molecule are JM;j, while in
the other limiting case where 3, < AU, the quantum
numbers of the quasi-molecule are JMj (where M and
M; are the projections of the orbital and total atom
momentum on the quasi-molecule axis). We consider
thefirst limiting case below; Table 6 containsthe values
of the quasi-molecule energies E calculated in accor-
dance with Eq. (17), where we take into account the
fine-structure splitting of levels and charge-quadruple
ion—atom interaction in the limit &, > AU. The energies
are taken at an ion—atom distance of R = 12a, corre-
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Table 6. The interaction potentials for the system O+(453,2)—O(3P M, ) @ R = 12a, and the partial cross sections g, of reso-

nant charge exchange at the indicated collision energy €

M; a(IM,) AIM,) E, o A, o € 29(() f :V sozx 1@\2/ sc;a(lyOA:V
22 ] 3o 0 6.8 63 51 40
21 172 21, 153 20 77 62 49
20 7/6 gAO 220 27 81 66 52
11 172 21, 311 20 77 62 49
10 172 gAl 200 4.4 56 44 34
00 U3 2o 363 13 72 57 45

sponding to the impact parameters typical of the reso-
nant charge exchange cross section at the collision
energy about 1 eV. We note that rotation energy (5) is
29 cm* under these conditions and exceeds or is com-
parable to the exchange interaction potential.

The average resonant charge exchange cross sec-
tionis

oo = goa(zz) + goex(zl) +1

0e(20)
9

(31)
+ goex(ll) + écex(lo) + %oex(OO),

where the quantum numbers of the fine-structure atom
state are given in parentheses, and we assume the pop-
ulation of these states to be proportional to their statis-
tical weights. If we ignore the electron transitions due
to rotation of the molecular axis, we find by analogy
with Egs. (25) and (27) that the average cross section is
given by

Ry
2 )

Oes = (322)
where
29 TR,
_— == = 0. b
T y)”3 2y Ng(Ry) = 0.28, (32b)

and we use the same notation asin (25) and (27). Aver-
aging the cross sections in Table 6 in accordance
with (31) and (32) givesthevalues 71, 57, and 45 A2 for
the average cross section of resonant charge exchange
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at therespective collision energies0.1, 1, and 10 eV. On
the other hand, the respective cross sectionsin case“a’
of the Hund coupling are given by 73, 60, and 48 A2
[13, 14]. Similarly, for the partial cross sections for the
ground fine-structure state, i.e., for the process
O*(4S;;,) + O(®P,), we obtain the values 72, 55, and
46 A2 at the respective collision energies of 0.1, 1, and
10 eV; the difference of these average cross sections
from the above average cross sections does not exceed
their accuracy. Next, if we ignore the coupling of the
transferred electron with cores, i.e., if we consider the
transition of a p-electron between structurel ess cores at
the same asymptotic parameters of the electron wave
function asin the above cases, we obtain the values 64,
51, and 40 A2 for the average cross sections of resonant
charge exchange at the indicated collision energies.

The other limiting case of the interaction hierarchy,
0, << U, between the fine splitting of atom levels and
the ion—atom quadruple interaction potential leads to
the molecular quantum numbers JMj, where M is the
projection of the atom angular momentum on the quasi-
molecule axis. In thislimiting case, Eq. (22) for theion—
atom exchange interaction potential for process (28)
becomes

2
41 1 1
AR =35 M_HM}
HMs

2
11 J
X A(R).
M Mg Mg+ M

Averaging the cross sections in Table 7 over fine states
of the ground electron state gives the values 70, 56, and

(33)
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Table 7. The ion—atom interaction potential for the quasi-
molecule O*(*S;,,)-O(®P;) with its quantum numbers given
by J and M (the total atom momentum and the projection of
the atom orbital momentum on the molecular axis) and the
partial resonant charge exchange cross sections o, for the
indicated quantum numbers and collision energies € in the
|aboratory reference frame

O-EX,AZ OexyAz 09(* Az

JM A(IMy) €=01eV| e=1eV |e=10eV
20 %QAll 69 56 40
21 %JAlo 84 68 o5

4
10 §A11 63 51 4

2
11 3810 ” 62 49

4
00 §A11 o1 4l 81

2
01 et 63 50 38

44 A2 for the average cross section of resonant charge
exchange at the respective collision energies of 0.1, 1,
and 10 eV. For the ground fine state J = 2, these values
are 79, 64, and 50 A2, respectively. In this case, the
average cross section differs from that for the lowest
fine state. Next, with the logarithmic dependence of the
cross section on the collision velocity taken into
account, we find that instead of (32), the cross section
averaged over fine statesis given by

2
O = 5% (3
where
26 MR
—=2 _ T8 (R = 028, 34b
V(Rov)ﬂgjjy (Ro) (34b)

which only dlightly differs from Eq. (32). We find that
the average cross sections are close to thosefor case“ &
of the Hund coupling. However, the partia cross sec-
tions can be different in these cases.

7. CONCLUSIONS

Studying the character of momentum coupling for
the resonant charge exchange process in slow colli-
sions, we have found that the number of rea cases of
momentum coupling is considerably larger than that
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following from the classical Hund scheme of momen-
tum coupling. Constructing the hierarchy of interac-
tions for the quasi-molecule consisting of the colliding
ion and atom has allowed us to find a suitable scheme
for momentum coupling. The strongest interaction for
nonheavy atoms is the exchange interaction of elec-
trons inside these atomic particles, and therefore, the
quasi-molecule quantum numbers for the ion and atom
electron shellsare LS s (the orbital momentum and spin
of the atom and the same quantum numbersfor theion).
For halogen and oxygen, the rotation energy V,; of col-
liding particlesis small compared to the fine splitting of
the atom (d,) and ion (&) levels; it is also small com-
pared to the long-range charge-quadruple interaction U
between the ion and the atom. Hence, the resonant
charge exchange proceeds at certain quantum numbers
JM;j or IMj depending on theratio d,/U (where J and
arethetotal atom and total ion momentaand M and M,
are the projections of the atom orbital and total atom
momenta on the quasi-molecule axis). This character of
momentum coupling does not correspond to cases in
the Hund coupling scheme.

In contrast to the case “a’ of the Hund coupling,
where the electron transfer process is entangled with
the rotation of the atom and ion orbital momenta, the
resonant charge exchange process for halogen and oxy-
gen proceeds separately for each fine-structure state.
This increases the accuracy of evaluation of the elec-
tron transfer cross section. The resonant charge
exchange cross section depends on the initial quantum
numbers of the quasi-molecule; according to the analy-
sis for halogens and oxygen, the cross sections in case
“a of the Hund coupling scheme and for the rea
momentum coupling are close to each other.
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Abstract—The ways of achieving limiting waveguide enhancement of nonlinear-optical processes in micro-
structure and photonic-crystal fibers are studied. The waveguide enhancement of nonlinear-optical processesis
shown to be physicaly limited because of the competition of diffraction and refractive-index-step radiation
confinement. In the case of the limiting refractive-index step values for fused silica fibers, the maximum
waveguide enhancement of nonlinear-optical processes is achieved with submicron fiber core diameters. The
maximum waveguide enhancement of coherent anti-Stokes Raman scattering in a hollow microstructure fiber
relative to the regime of tight focusing is shown to scale as A%/a%a* with radiation wavelength A, the inner fiber
radius a, and the magnitude of radiation losses a. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The advent of microstructure and photonic-crystal
fibers [1-10] has opened a hew phase in the nonlinear
optics of guided waves. Such fibers provide a strong
confinement of electromagnetic radiation in the fiber
core[11, 12] and offer many degrees of freedom in dis-
persion tailoring via variations in the core—cladding
geometry of thefiber [13, 14]. Dueto their unique prop-
erties, microstructure and photonic-crystal fibers
enhance the whole catalog of nonlinear-optical pro-
cesses, making nonlinear optics accessible to unampli-
fied femtosecond laser pul ses and suggesting new solu-
tions for the frequency conversion and spectral trans-
formation of ultrashort laser pulses, as well as for the
phase and tempora control of such pulses [4, 15]. The
enhancement of a broad class of nonlinear-optical phe-
nomena, including self-phase modulation [12], four-
wave mixing and parametric processes [16-21], sti-
mulated Raman scattering [17, 18], and soliton forma-
tion [22], leads to efficient generation of radiation with
a very broad continuous spectrum—a supercontin-
uum [23, 24]. Supercontinuum generation in micro-
structurefibersisthe backbone of femtosecond systems
for high-precision measurements[25-29], changing the
paradigm of optical frequency metrology. Supercontin-
uum generation also holds much promise for the
measurement and control of the phase of ultrashort
pulses [30, 31] and offers attractive solutions for
ultrafast photonics [32], spectroscopy [33], and bio-
medical optics [34]. Supercontinuum generation is a
result of acomplicated interplay between many nonlin-
ear-optical processes, in fact, serving as an anthol ogy of
basic nonlinear-optical phenomena. Physical scenarios

of supercontinuum generation in microstructure fibers
is an exciting subject for basic research in the interdis-
ciplinary areaof ultrafast nonlinear optics and the phys-
ics of micro- and nanostructures.

Fibers with a cladding in the form of a two-dimen-
sionally periodic microstructure (two-dimensional pho-
tonic crystal) and a hollow core, first demonstrated by
Cregan et al. [35], is one of the most interesting and
promising types of microstructure fibers. Photonic
band gaps in the transmission spectrum of a two-
dimensional periodic cladding in these fibers provide
high reflection coefficients for electromagnetic radia-
tion propagating aong the hollow core of the fiber,
allowing a specific regime of waveguiding to be imple-
mented [35-37]. This mechanism of waveguiding is of
specia interest for telecommunication applications,
opening, at the same time, ways of enhancing nonlin-
ear-optical processes. Benabid et al. [38] recently dem-
onstrated a radical enhancement of stimulated Raman
scattering in hollow-core photonic-crystal fibers. Such
fibers can be also employed for laser manipulation of
small-size particles [39]. The structure of hollow-core
photonic-crystal fibersisideally suited for the transpor-
tation of high-power laser radiation [40], high-order
harmonic generation [41], transmission of ultrashort
laser pulses [35, 37], and fiber-optic delivery of laser
radiation in technological laser systems[42].

In view of the exciting possibilities offered by
microstructure and hollow-core photonic-crystal fibers
innonlinear optics, the physical factors determining the
limiting efficiencies of nonlinear-optical processes in
such fibers are of special interest. Understanding of
these factors would alow the strategy for optimizing
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the structure and parameters of microstructure and hol-
low-core photonic-crystal fibersto be developed for the
maximum enhancement of nonlinear-optical processes.
The analysis of these factors is the main task of this
paper. We will consider the processes of stimulated
Raman scattering (SRS) and coherent anti-Stokes
Raman scattering (CARS) in hollow-core photonic-
crystal fibers, examine the factors determining the lim-
iting SRS and CARS efficiencies in such fibers, and
find the optimal fiber lengths for these processes taking
into consideration waveguide |osses, as well as group-
delay and phase-mismatch effects. We will show that
microstructure fibers open ways toward limiting
waveguide enhancement of nonlinear-optical pro-
cesses. Physically, the existence of this limit for
waveguide enhancement is associated with competition
between diffraction and radiation confinement in a
waveguide due to the refractive-index step. We will
derive asymptotic expressions providing in severa
important cases an adequate qualitative description of
the waveguide enhancement of nonlinear-optical pro-
cesses and making it possible to estimate with satisfac-
tory accuracy the optimal fiber core diameters for the
maximum enhancement of nonlinear-optical interac-
tions.

2. THE PHYSICS BEHIND THE WAVEGUIDE
ENHANCEMENT
OF NONLINEAR-OPTICAL PROCESSES

Optical fibers represent anatural way to increasethe
interaction length and to reduce the beam diameter of
light fields involved in nonlinear processes. These two
factors underlie a successful and rapidly growing area
of nonlinear fiber optics [43], substantially improving
the efficiency of many nonlinear-optical processes
(including stimulated Raman scattering, aswell as self-
and cross-phase modulation) and lowering thresholds
for acertain class of nonlinear-optical effects (e.g., pro-
cesses involving stimulated Raman scattering). The
product Iy, where | is the light field intensity in an
optical fiber and | is the effective interaction length,
gives afigure of merit [43] for the efficiency of abroad
class of nonlinear-optical interactions, including self-
and cross-phase modulation, stimulated Raman scatter-
ing, and certain types of parametric wave-mixing pro-
cesses. The interaction length for tightly focused light
beams is confined to the beam waist length. In the case
of a Gaussian beam, the beam waist length is approxi-
mately equal to

f 2
| = TIW/A,

where w, is the waist radius of the focused beam and A
is the radiation wavelength. The waveguide enhance-
ment of a nonlinear-optical process in a fiber with the
magnitude of lossesa (al > 1, | isthefiber length) with
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respect to the regime of tightly focused pump beamsis
then given by the well-known expression [43]

f
Lelee A

t 2
e TOWQO

(D)

wherel;and |, aretheradiation intensities cal cul ated for
the fiber and the regime of tight focusing, respectively.

Itisstraightforward from Eq. (1) that the waveguide
enhancement of nonlinear-optical processes is associ-
ated with the possibility of achieving high radiation
intensities for a given radiation power due to the light-
field confinement in afiber core with asmall radiusand
large interaction lengths attainable for nonlinear-opti-

cal processes in fibers with low radiation losses (I;ff =

1/a). The waveguide enhancement factor and the figure
of merit quantifying the lowering of the threshold for
nonlinear-optical  processes involving stimulated
Raman scattering, as can readily be seen from Eq. (1),
grows with a decrease in the fiber core diameter.

This recipe for enhancing nonlinear-optical pro-
cesses remains applicable, however, within a finite
range of fiber core diameters. The physical limit is, of
course, determined by diffraction effects. As the fiber
core radius becomes smaller and smaller, less and less
radiation power remains confined to the fiber core. To
quantify the influence of this factor on the waveguide
enhancement of nonlinear-optical processes, we repre-
sent the product of the intensity of electromagnetic
radiation and the effective interaction length in an opti-
cal fiber in the following form:

|
_ ¢Pn

Il = [—Sexp(—az)dz, )
Ta

where n is the ratio of the laser power confined to the
fiber core to the total laser power guided by a fiber
mode and a is the radius of the fiber core.

Calculating theintegral in Eq. (2) and assuming that
ol > 1, as before, we arrive at

f
g = L= @

t 2
det TR

Formula (3) allows the distribution of radiation
power between the fiber core and the fiber cladding to
be included in the waveguide enhancement factor for
nonlinear-optical processes in fiber-guided modes. In
what follows, we will employ Eqg. (3) to determine the
optimal core radius for nonlinear fibers providing the
maximum enhancement of nonlinear optical processes
and explore the applicability of different asymptotic
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expressions for estimating the optimal parameters of
nonlinear fibers.

3. THE ROLE OF DIFFRACTION
AND THE PHYSICAL LIMIT
FOR THE WAVEGUIDE ENHANCEMENT
OF NONLINEAR-OPTICAL PROCESSES

To calculate the radiation power confined to a fiber
corein the HE,,,, waveguide mode, we use the following
expression known from the theory of optical fibers[44].

n= E:Tcozl (4)
where
— kngo 2 2
T = ——{aa,[J 3
0 BJi<u){aa3[ o(u) + J5W)] -
+ @y, J5(u) + I, (U) J3(W)]}
_ knio u2 2 2
o T o —laag[K - Ki(W
. BKl(W)W{aa[ S(W) —K3(W)] ©
+ a,35[ K5(W) + K (W)K4(W)]}
a, = F12—1’ a, = F22+1’
F,—1 Fo+1
a3 = 5 a, = 5
_F=1+2A _F+1-2A
& = ——% ' %= 5,
F, = (uw)ztzg_(_l:z_?_ﬂ_)_b_z, F, = ____y_____
Vv (UW)*(b, + by)
_ i[Jo(U)_Jz(U)}
Y7 2uld,(u) Jy(u))’
_ 1 TKW) | Ky(W) g, —ng
o = ke TR A o

N, is the refractive index of the fiber core, n, is the
refractive index of the fiber cladding, u is the eigen-
value of the characteristic equation for the waveguide
mode (also known as the mode parameter in the fiber

core), V = ka(nZ, — n )Y2 is the waveguide parameter,
k= 21U\, B = [K2nZ, — (U/a)?4]¥2 is the propagation con-
stant of the waveguide mode, W= a(p2—k2n? )2 isthe
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Fig. 1. The factor & of the waveguide enhancement of non-
linear-optical processes asafunction of thefiber coreradius
afor afiber with arefractive index of the core of n., = 1.45

and arefractive index of the cladding of ny = 1 (A = 0.26)

and radiation with awavelength of 1 um calculated (1) with
the use of Egs. (3)—(6), (2) with the use of approximate for-
mula (11) with the mode parameter u determined by solving
the relevant characteristic equation, and (3) with the use of
approximate formula(11) under the assumption that u= 2.4.

mode parameter in the fiber cladding, J,(X) arethefirst-
kind Bessel functions, and K, ,(X) are the modified sec-
ond-kind Bessel functions.

The solid line 1 in Fig. 1 shows the dependence of
the factor & on a calculated with the use of Egs. (3)—6).
The maximum values of & are achieved with a certain
optimal core radius a,. For the factor & represented by
curve 1inFig. 1, agy = 0.27 pm.

To understand the physical factors controlling the
behavior of the waveguide enhancement of nonlinear-
optical processes as a function of the fiber core radius,
we will examine in greater detail the limiting cases of
V> 1andV < 1, corresponding to fibers with small
and largeratios of the core radiusto the radiation wave-
length. Physically, these two situations differ by the
relation between diffraction and index-step waveguide
confinement effects. To illustrate this argument, we
introduce the characteristic angular beam width 6y,
which will serve as a measure of diffraction and which
is given, in the case of a Gaussian profile of intensity
distribution with awidth of wy, by the well-known for-
mula[44]

O A O-_A
Uingwd! mng.a’ ()

B4 = arctan
Using Eq. (7), we represent the waveguide parame-
ter V as[44]

20,
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Fig. 2. The fraction n of electromagnetic radiation power

confined in the core of aweakly guiding (A =5 x 10‘3) fiber
as afunction of the fiber core radius a for radiation with a
wavelength of 1 um calculated (1) with the use of
Egs. (4)—(6), (2) with the use of approximate formula (10)
with the mode parameter u determined by solving the rele-
vant characteristic equation, (3) with the use of approximate
formula (10) under the assumption that u = 2.4, (4) with the
use of approximate formula (9) in the regimewhenV < 1,
and (5, asterisks) with the use of approximate formulas (10)
and (15).

where 0. isthe critical angle of grazing incidence,

0, = arcsin[(1—ni/n%)] " = (1-n2/n,) ",

Thus, the waveguide parameter V can be considered
as a measure of balance between diffraction and
waveguide confinement of alight beam. For fiberswith
large core radii having V > 1, diffraction is negligible
and most of the laser power is confined to the fiber core
(see Fig. 2). In the opposite case of fibers with small
coreradii having V < 1, diffraction becomes significant
and aconsiderabl e fraction of radiation power isguided
in the fiber cladding (Fig. 2).

For the fundamental mode of aweakly guiding opti-
cal fiber, A < 1, the fraction n of electromagnetic radi-
ation power confined to the fiber core in the limiting
case of V < 1 can be calculated with the use of the fol-
lowing asymptotic expression [44]:

V2+2 0O 40
n=1261 exXp — 9)
V4 ERYZE
Because of diffraction effects, thefactor n, ascan be
seen from EqQ. (9), rapidly tendsto zero asV — 0
(curve5inFig. 2).

For large V, the ratio n is given by the following
asymptotic formula[44]:

2
_ u
r]~1——§.

v (10)
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For V = 3, Eq. (10) provides satisfactory agreement
with the results of calculations performed for the ratio
n with the use of Egs. (4)«6) (cf. curves 1 and 3 in
Fig. 2). Asthefiber coreradiusincreases, theration, in
accordance with Eq. (10), tends to unity, since the role
of diffraction becomes negligible as compared with the
waveguide confinement of the laser beam due to the
refractive-index step.

4. ASYMPTOTIC EXPRESSIONS
FOR THE FACTOR
OF THE WAVEGUIDE ENHANCEMENT
OF NONLINEAR-OPTICAL PROCESSES
AND NUMERICAL SIMULATIONS

We now use the approximation of Eg. (10) to esti-
mate the waveguide enhancement of nonlinear-optical
processes. Substituting Eqg. (10) into Eq. (3), wefind

A _H%D
v

na’a

(11)

The applicability of the estimate given by Eg. (11)
requires additional analysis, since this formula was
derived with the use of asymptotic expressionsvalid for
the regime of V > 1. Such an approach is intrinsically
contradictory as the existence of the physical limit for
the factor & and the optimal value of the fiber core
radius is related to diffraction effects, which become
negligibly small when V > 1 [see EQ. (8)]. The
waveguide enhancement factor for nonlinear-optical
processes calculated with the use of Eg. (11) is shown
by curve 2 (asterisks) in Fig. 1. Comparison of the
results of these calculations using approximate rela
tions with the predictions of Egs. (4)—6) (curve 1 in
Fig. 1) demonstrates that Eq. (11) provides a rather
accurate description of the factor € for large fiber core
radii, i.e., in the regime of weak diffraction. The esti-
mate for the optimal fiber core radius obtained with the
use of Eq. (11) (agy = 0.24 um, curve 2in Fig. 1) also
agrees well with the optimal value of the fiber core
radius predicted by Egs. (4)—6) (am = 0.27 pm,
curve linFig. 1).

Theuse of Egs. (10) and (11) impliesthe solution of
the characteristic equation for the mode parameter u for
the relevant waveguide mode. Let us examine now the
accuracy of asimplified estimation procedure that uses
Eg. (11) with limiting values of the waveguide mode
parameter corresponding to large V. Setting u = 2.4 for
the fundamental guided maode, differentiating Eq. (11)
in a, equating the resulting expression to zero, and solv-
ing the equation thus obtained, we derive the following
simple formula for the optimal value of the fiber core
radius, providing the maximum waveguide enhance-
ment of nonlinear-optical processes.

1/

3
2 = 2 A, (12)
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where

2

u
K = .
3/2
(2m)°(nZ,—n3)

Setting n,, = 1.45and ny = 1, we arrive at the follow-
ing estimate for the optimal fiber core radius: a,; =
0.37A. In view of the approximation u = 2.4, the accu-
racy of Eq. (12) islower than the accuracy of Egs. (10)
and (11). Curve 3inFig. 1 showsthe dependence of the
factor & on the fiber core radius calculated with the use
of Eq. (11) inthe approximation of u= 2.4 for radiation
with a wavelength of 1 um and the above-specified
refractive indices of the core and the cladding. Expres-
sion (12) can provide only order-of-magnitude esti-
mates on the optimal fiber core radius and the maxi-
mum enhancement factor for nonlinear-optical pro-
cesses (curve 3 in Fig. 1). This approximation
systematically overestimates factor &, since it employs
Eg. (11) where the V-dependent mode parameter u is
replaced by its upper-bound value. The maximum value
of thefactor & in the dependence represented by curve 3
in Fig. 1 is achieved with the core radius meeting
Eq. (12), ayy = 0.37 um. Being correct in its order of
magnitude, this estimate still noticeably differsin its
value from the result obtained with the use of
Egs. (3)—(6).

The main advantages of the estimate given by
Eqg. (12) are associated with its simplicity and the
insights it gives into the influence of fiber parameters
on the optimal core radius and the maximum value of
the factor &. The waveguide enhancement factor in this
approximation is given by

_

E G)\(nCO

—nZ)W(V), (13)

where

_1 U2D
Pv) = ) 14
V) VZ%L el (14)

When the mode parameter u is estimated by its
upper-bound value (u = 2.4 for the fundamental mode),
the function Y(V) depends only on the type of the
waveguide mode and reaches its maximum value with
Vot = (5/2)Y3u?3. Expression (13) shows, in particular,
that a decrease in the optimal core radius and, conse-
quently, the increase [in view of Eq. (3)] in the maxi-
mum waveguide enhancement of nonlinear-optical pro-
cesses can be achieved by increasing the refractive-
index step (parameter A) between the core and the clad-
ding of thefiber.

Figure 3 displays the dependences of the factor & on
the fiber core radius for weakly guiding fibers with A =

5 x 1072, The maximum value of the factor & for 1-um
radiation is achieved in this case with a core radius
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Fig. 3. The factor & of the waveguide enhancement of non-
linear-optical processes asafunction of thefiber coreradius
a for radiation with a wavelength of 1 um in a weakly
guiding (A =5 x 10‘3) fiber calculated (1) with the use of
Egs. (3)—(6), (2) with the use of approximate formula (11)
with the mode parameter u determined by solving the rele-
vant characteristic equation, (3) with the use of approximate
formula (11) under the assumption that u = 2.4, (4) with the
use of approximate formula (9) in the regimewhenV < 1,
and (5) with the use of approximate formulas (11) and (15).

equal to 1.5 um (curve 1 in Fig. 3). The factor & under
these conditions is nearly 40 times less than in the case
of a fiber with a limiting, for fused silica structures,
refractive-index step (A = 0.26, Fig. 1). In the case of
weakly guiding fibers, approximate formula (11) also
provides a sufficiently accurate estimate for the optimal
fiber core radius and the maximum value of the factor &
(curve 2 in Fig. 3). Findly, Eqg. (11), where the mode
parameter u is replaced by its upper-bound value
(u=2.4), can provide only order-of-magnitude esti-
mates for these parameters (curve 3 in Fig. 3). Thislat-
ter approximation, however, gives a qualitatively cor-
rect prediction for the decrease in the maximum value
of the factor & with a decreasing refractive-index step.

The difference of the refractive indices squared, n2, —

nj, appearing in Eq. (13) is approximately 50 times
higher in the case of the dependences presented in

Fig. 1 than the parameter nZ, — n’ for the depen-
dences of Fig. 3. The corresponding ratio of the values
of the factor &, calculated with the use of the exact for-
mulas (3)—6), is approximately 40 (cf. curves 1 in
Figs. 1 and 3). In practice, the highest values of the
parameter A can be achieved with tapered fibers [45, 46]
and microstructure fibers with high air-filling fractions
[12, 20, 47-49]. Fibers of these types, therefore, open
ways for attacking the physical limit of the waveguide
enhancement of nonlinear-optical interactions.
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The analysis performed above shows that the
approximation where the mode parameter in Egs. (11),
(13), and (14) isreplaced by its upper-bound value does
not always provide a high accuracy of estimates for the
factorsn and . The accuracy of Egs. (13) and (14) can
sometimes be improved by using the following asymp-
totic representation for the parameter u of the funda-
mental waveguide mode [44]:

01+40

u=2.405expD— v O (25)

Formulas (13) and (14), in combination with the
asymptotic representation of Eq. (15), provide satisfac-
tory accuracy in calculations of the power guided in the
fiber core (curve 5 in Fig. 2) and the waveguide
enhancement factor & (curve 5 in Fig. 3), alowing the
optimal values of the fiber core radius and the maxi-
mum values of the factor € to be cal culated with reason-
able accuracy. The error in the estimation of the factor
A with the use of Egs. (10) and (15) in theintermediate
range of V corresponding to the maximum values of the
waveguide enhancement increases with the growth in
the parameter A. The accuracy of estimates on the opti-
mal value of the fiber core radius and the maximum
value of the factor & decreases under these conditions.

5. STIMULATED RAMAN SCATTERING
AND COHERENT ANTI-STOKES RAMAN
SCATTERING IN GUIDED MODES
OF HOLLOW PHOTONIC-CRY STAL FIBERS

In this section, we will discuss the generic idea of
enhancing SRS- and CARS-type nonlinear-optical pro-
cesses with the use of hollow-core microstructure and
photonic-crystal fibers. Hollow fibers are currently
widely employed [50] for the generation of ultrashort
pulses using Kerr-nonlinearity-related self- and cross-
phase modulation [51-53] and stimulated Raman scat-
tering [54], as well as for high-order harmonic genera-
tion [55-58] and improving the sensitivity of gas-
phase analysis based on four-wave mixing spectros-
copy [59-61].

In hollow fibers, the refractive index of the core, ng,,
is lower than the refractive index of the cladding, ny =

J€q . Therefore, the propagation constants of guided
modes in hollow fibers,

B = K —(u/a)? = K& —(W,/a)?

(Where k., = n,wlc, ky = hyw/c, u, isthe eigenvalue of
the characteristic equation for a waveguide mode with
a system of mode indices n, and W, is the transverse
wave number of the fiber cladding mode) have nonzero
imaginary parts. The propagation of light in such fibers
is accompanied by radiation losses. For EH,,,, modes of
a hollow fiber with an inner radius a and a refractive
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index of the gasfilling the fiber core of n, = 1, the radi-
ation intensity attenuation coefficient isgiven by [62, 63]

o = A0+
DZT[El a3 n2_1

(16)

wheren =ny.

Such a behavior of the magnitude of optical losses
prevents one from using hollow fibers with very small
inner diameters in nonlinear-optical experiments.
Using Eq. (16), we find that the magnitude of radiation
losses for the fundamental mode of a hollow fiber with
afused silicacladding and an inner radius of 7 um may
exceed 6.5 cm™ for 1-um radiation, which, of course,
imposes serious limitations on the applications of such
fibers.

To qualitatively illustrate the idea of lowering the
magnitude of optical losses in a hollow fiber with a
periodic microstructure cladding relative to the magni-
tude of optical losses in a hollow waveguide with a
solid cladding, we will employ the result well known
from the analysis of radiation propagation in a planar
waveguide with a periodic cladding [64]. The decrease
in the magnitude of optical losses in a hollow planar
waveguide with a periodic cladding relative to the mag-
nitude of optical losses in a hollow planar waveguide
with a solid cladding can be quantified by determining
the ratio of the logarithm of the coefficient of reflection
from a periodic structure to the logarithm of the coeffi-
cient of reflection from the wall of a hollow waveguide.
Around the center of the photonic band gap in the
reflection spectrum of the periodic structure in the
waveguide cladding with a sufficiently large number of
layers N, the coefficient of optical losses in a hollow
planar waveguide with a periodic cladding Opgg
decreases exponentialy, as shown in [64], relative to
the coefficient of losses in a hollow waveguide with a
solid cladding a,, with the increase in the number of
modulation periods of the refractive index in the
waveguide cladding:

agBG 0 aexp(—2|k|Nd),
h

where K is the coupling coefficient of the forward and
backward waves in the periodic structure of the
waveguide cladding and d is the modulation period of
the refractive index in the waveguide cladding. Thus,
hollow waveguides with a periodic cladding allow a
considerable reduction in optical losses characteristic
of hollow-waveguide modes.

Hollow-core photonic-crystal fibers seem ideally
suited for highly efficient waveguide SRS and CARS
interactions. Transmission spectra of hollow photonic-
crystal fibers display isolated peaks[35, 37], which can
be employed to radicaly enhance nonlinear-optical
interactions of spectrally isolated optical signals. SRS
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Fig. 4. The intensity of the SRS signal as a function of the fiber length L and the attenuation coefficients of (a) the pump and
(b) Stokes signals for glg = 0.3 cm™?, (8) ag= 0.1 cmi™, and (b) ap = 0.1 cm™.

and CARS belong to this class of nonlinear-optical pro-
cesses. In thefollowing sections, we will consider ways
to optimize parameters of hollow photonic-crystal
fibers for maximum enhancement of SRS and CARS
processes.

6. STIMULATED RAMAN SCATTERING

6.1. The Influence of Waveguide Losses
and the Optimal Fiber Length

To assess the influence of waveguide losses on stim-
ulated Raman scattering in a hollow-core fiber with a
solid or photonic-crystal cladding having alength |, we
employ the solution to the equation for the intensity of
the Stokes signal of the stationary SRS neglecting
pump-depl etion effects [43]:

1) = 10)exp(gloler —asl), (17)
where gisthe SRS gain; |yistheinitial intensity of the
pump signal; o, and a, are the coefficients of losses at
the pump and Stokes frequencies, respectively; and

lor = 2 [1- exp(~0t,))] (18)
p

isthe effective interaction length.

Theintensity of the SRS signal, as can be seen from
Egs. (17) and (18), is determined by the SRS gain, the
intensity of pump radiation, and the coefficients of
losses at the frequencies of pump and Stokes radiation.
Hollow-core microstructure fibers with a core diameter
on the order of 13-15 um [35, 37] alow pump radiation
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intensities on the order of 5 x 10%°-5 x 10* W/cm? to
be achieved with 100-fs pulses having an energy of
0.01-1 pJ. Figure 4 displaysthe Stokes signal intensity
as a function of the fiber length and the coefficients of
losses at the frequencies of pump (Fig. 4a) and Stokes
(Fig. 4b) radiation calculated for the magnitudes of
losses characteristic of photonic-crystal fibers with a
core diameter of 13-15 pm under the assumption that
gl = 0.3. Such values of the gl factor can be achieved
in the case of hollow-core fibers filled with molecular
hydrogen (b® = [Sp(da;/0Q)/3]? = 4 x 10-* cm?*, where
0a;;/0Q is the derivative of the electronic polarizability
of molecules in the generalized coordinate Q defining
the nuclear configuration) or nitrogen (b> = 1.6 x
10 cm?) at atmospheric pressure with the above-
specified levels of laser radiation intensity.

As can be seen from Egs. (17) and (18), the Stokes
signal grows only with gl, > aj,. Otherwise, waveguide
losses result in an exponential decay of the Stokes sig-
nal. For small I, such that apl, ad, gl < 1, the Stokes
signal grows linearly asafunction of | (Figs. 4, 5). For
lengths | substantially exceeding the attenuation length
of pump radiation, a,| > 1, waveguide losses lead to a
noticeabl e attenuation of pump radiation. The intensity
of the Stokes signal exponentially decreases under
these conditions upon an increase in | with a character-
istic spatial scale defined by the attenuation length of
the Stokes signal (Figs. 4, 5). SRS in afiber with losses

can be thus optimized with some fiber length 155", pro-

viding the maximum efficiency for the generation of the
Stokes component (see Figs. 4, 5). Using Egs. (17)
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Fig. 5. The intensity of the SRS signal as a function of the fiber length L and the attenuation coefficients of (a) the pump and
(b) Stokes signals for glg = 0.3 cm™?, () o= 0.01 cm™?, and (b) a, = 0.01 cmi ™.

and (18), we derive the following expression for the

optimal fiber length 155> (with glo> a,):

I SRS
opt

9lg

4 (19)

_ 1

= —In
Gp

Substituting this expression for the optimal fiber

length into Eq. (17), wefind that the maximum integral
SRS gain in ahollow fiber is given by

G = g—IO—O(—S[1+ Ingil—(ﬂ}

o, a, Oa 0] (20)

In the case of gly > as, ap, the second term in
Eq. (20) is small as compared to the first term. The
maximum increase in the integral SRS gain in ahollow
fiber relative to the regime of tight focusing is then
equal to

A
—.
maa,

Z:

(21)

Comparing Egs. (3) and (21), we find that the upper
bound of theincrease in theintegral SRS gain predicted
by Egs. (17)—(20) for stationary SRS coincideswith the
estimate for the waveguide enhancement factor of non-
linear-optical processes given by Eqg. (3), which was
derived from general physical considerations. Ascan be
seen from Eq. (21), even short, hollow, photonic-crystal
and microstructure fibers can provide asubstantial SRS
enhancement (see Figs. 4, 5). A radical lowering of the
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SRS threshold in hollow microstructure fibers was
observed earlier by Benabid et al. [38]. Wewill show in
Section 7 that such fibers may allow an even more sub-
stantial enhancement of nonlinear signal generation in
the case of coherent anti-Stokes Raman scattering.

6.2. Group-Delay
and Group-Vel ocity-Dispersion Effects

Group-delay effects limit the length of nonlinear-
optical interaction, giving riseto awalk-off of the pump
and Stokes pulses within the characteristic length

L
-1 -1| !

[
! |Vp —Vs

where v, and v; are the group velocities of the pump
and Stokes pul ses, respectively, and T isthe pump pulse
duration. Group-velocity dispersion leads to the
spreading of light pulses within the characteristic
length |4 = 1%|B,]. In view of these factors, the effective
length of pump-Stokes pulse interaction should be re-
defined as

Lar = min(lgs, 1w, 1g)-

The influence of the group-velocity mismatch and
group-velocity dispersion can be reduced, with an
appropriate choice of fiber and gas parameters, by using
the dispersion of waveguide modes [65]. Physically,
this opportunity can be understood by comparing the
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group velocity of a light pulse propagating in a gas-
filled hollow fiber (the solid linein Fig. 6a),

m - K
"4 = DED , (22)
where K s the propagation constant corresponding to
the relevant waveguide mode of a hollow fiber with
modeindices p and g, with the group velocity of alight
pulsein the same gas, but in the absence of awaveguide
(the dashed line in Fig. 6a),

v = KO _
[H %l + wanD 3)

where k = nw/c and n isthe refractive index of the gas.
The propagation constant of alight pulsein agasfilled
hollow fiber, involved in Eq. (22), isrelated to the wave
number k of this pulsein the same gas by the expression

_ 2 2 (L2
KM = (kK*=hpg)
where the quantity h,,, can be found from the character-
istic equation for the waveguide mode of ahollow fiber.

In particular, using the well-known formulas for
the propagation constants of guided modes in hollow
fibers[62], we arrive at the following expression for the
group velocity of a light pulse with a transverse field
distribution corresponding to the EH,,, mode of a hol-
low fiber:

2
v, = vo[ _lmﬁm}

2Choor] (24)

where

= ¢
[1+9@

N

is the group velocity of the light pulsein the gasin the
absence of a hollow fiber.

The group-velocity mismatch in a gas-filled hollow
fiber can be then represented as a sum of two terms:

AK,, = AK,+ AK,, (25)

where AK, and AK|: are the components of the group-
vel ocity mismatch due to the gas and waveguide di sper-
sion, respectively.

The waveguide component of the group-velocity
mismatch, as follows from Eq. (24), is inversely pro-
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Fig. 6. (a) Thegroup index ny = ¢/vy and (b) group-velocity
dispersion calculated as functions of the wavelength
(dashed lines) for molecular hydrogen, (dotted lines) the
EH4, waveguide mode, and (solid lines) the EH,; mode of

ahollow fiber filled with molecular hydrogen. The gas pres-
sureis 0.5 atm. The inner radius of the fiber is 68 pum.

portional to the square of the inner radius of a hollow
fiber, scaling as

-2

AK"Oa

Physically, this circumstance implies that larger group-
velocity mismatches can be compensated in hollow
fiberswith smaller inner diameters. The dashed linesin
Figs. 6a and 6b present the group index and the group-
velocity dispersion of molecular hydrogen at apressure
of 0.5 atm as functions of the wavelength. The dotted
lines in the same figures show the wavelength depen-
dences of the group index and the group-velocity dis-
persion for the EH;; mode of a hollow fiber with an
inner radius of 68 pum. The resulting wavel ength depen-
dences of the group index and the group-velocity dis-
persion, including the waveguide dispersion compo-
nent, are shown by the solid lines. With an appropriate
choice of hollow-fiber parameters, as can be seen from
the dependences presented in Figs. 6a and 6b, the
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waveguide dispersion can reduce the group delay and
the group-vel ocity dispersion for the pump and Stokes
pulses. At a certain wavelength (560 nmin Fig. 6b), the
waveguide component of group-velocity dispersion
exactly compensates for the material group-velocity
dispersion, giving riseto a point of zero group-velocity
dispersion, which is missing from the dispersion profile
of the gas (the dashed line in Fig. 6b). The wavelength
of zero group-velocity dispersion can be found by dou-
bly differentiating the expression for the propagation
constant of guided modes. This procedure yields

20 A Pt

K2 = Vo Gyl gl

(26)

where k, is the material component of group-velocity
dispersion.

As can be seen from Eqg. (26), the wavelength of
zero group-velocity dispersion can be tuned by chang-
ing the inner radius of the fiber and the type of the
waveguide mode, aswell as by varying the pressure and
the sort of the gasfilling the fiber core. The waveguide
component of group-velocity dispersion scales as A%/a?
when the radiation wavelength and the inner fiber
radius are varied.

7. COHERENT ANTI-STOKES RAMAN
SCATTERING

CARS [66—71] is one of the most convenient, effi-
cient, and practical methods of nonlinear coherent
spectroscopy. Waveguide regimes [59, 72—75] substan-
tially improve the sensitivity and extend the applicabil-
ity range of CARS spectroscopy. The enhancement of
CARS in gasilled hollow fibers was experimentally
demonstrated back in the 1970s [59]. These experi-
ments have opened a nonlinear-optical chapter in the
history of hollow waveguides.

Similar to SRS, CARS is enhanced in hollow fibers
due to the confinement of electromagnetic radiation in
asmall-sizefiber core and large interaction lengths. We
will show below that the waveguide enhancement in the
case of CARS in hollow microstructure fibers with a
small inner radius may exceed an analogous enhance-
ment attainable for the SRS process. We will demon-
strate that the waveguide enhancement of CARS in a
hollow microstructure fiber relative to the regime of
tight focusing scales as A%a?a* with radiation wave-
length A, radiation losses a, and the fiber inner radius a,
allowing substantial enhancement factors to be
achieved with hollow-core microstructure fibers having
small inner diameters.
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We start with the expression for the power of the
CARS signal generated via a three-color process w, =

Wy + Wy — 0, [76]:

4
s0olkokyk
Poge = 1.755 x 1072041

c'klk (27)

x DX *PoP1P,F .

Here, ko, ki, ks, and kg are the wave numbers of light
fields (propagation constants of waveguide modes)
with frequencies of wy, w;, w,, and wy, respectively; P,
P,, and P, are the powers of the fields with frequencies

of wy,, Wy, and w,, respectively; xéff) is the effective
combination of cubic nonlinear-optical susceptibility
tensor components corresponding to the chosen set of
polarization vectors of pump and signal fields; D isthe
frequency degeneracy factor of the four-wave mixing

process defined after Maker and Terhune [77]; and

kK
.= = J'ZanR

) pD 2 0 0 RO

8 J;dzl(lﬂﬁ)(k"—lkE)HeXpD bHLl

is the phase-matching integral,

Ak = k= (Ko + Ky —ky), K = ky+ky—Ky,
K' = ko + Kk + ks,
_2(z-f) _2f
E - b ’ Z - b,

b=nw wf, /c isthe confocal parameter, w, is the beam
waist diameter, and

_(1+8)" -8
kK—ike = Kk -

(29)

In the limiting case of tight focusing, when the con-
focal parameter b is much less than the length of the
nonlinear medium I, b <€ |, no increase in the CARS
power can be achieved by reducing the pump beam
waist radius because of the simultaneous decrease in
theinteraction length. Mathematically, thiswell-known
result isaconsegquence of thetight-focusing limit exist-
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Fig. 7. Thefactor M, describing the influence of propagation effects on waveguide coherent anti-Stokes Raman scattering, asafunc-
tion of the fiber length L and (&) the phase mismatch and (b, c) attenuation coefficient a, for (a) a; = oy, =03 =04 =0.1 em ™,

(b)a;=a,=ag=0.1cmtand AB=0,and (c) oy =a,=0,=0.1cmand AB=0.3cm ™.

ing for the phase-matching integral [76]: In the opposite limiting case of loosely focused
pump beams, b > |, the phase-matching integral in the
F, = 4T[2exp[—(k /1<)!A2k| b]. (30) regime of weak absorption is reduced to [ 76]
(1 +K"/K) i K 41°sin’(AKI/2) (32)
2 T 2, 2

~ Inthe case of small phase mismatches, AKl << T, this K'p? (AKI/2)?

limit is written as In the case of small phase mismatches, Eq. (32) gives
4t K 41°

Fo = ———. 31 F, = =—. 33
2 (1+KIK)? & 27k 39
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Fig. 8. Thefactor M, describing the influence of propagation effects on waveguide coherent anti-Stokes Raman scattering, asafunc-
tion of the fiber length L and (&) the phase mismatch and (b) attenuation coefficient a, for (a) o, = a, = a3 =0, =0.01 em ™ and

(b) oy =0, =0a3=0.01cm ™t and AB = 0.1 cm ™.

Assuming that the beam waist radius of focused
pump beams is matched with the inner radius of a hol-
low fiber a having the length I, we find from Egs. (32)
and (33) that the waveguide CARS enhancement factor
scalesasA2?/a* (see also [59, 60, 76]). The mode-over-
lapping integral should be generally included to
describe the influence of transverse field profilesin the
waveguide modes involved in the CARS process [72].
Thelength| can be made very largein the case of fibers,
but the fundamental limitation of waveguide CARS in
hollow fibers, experimentally demonstrated in [59-61],
comes from optical losses, whose magnitude scales as
A?/a%in the case of conventional, solid-cladding hollow
fibers [62]. The influence of optical losses and phase-
mismatch effects on the CARS process in the loose-
focusing regime can be included viathe factor [67]

M O exp[—(Aa +a )]

5 [sinhz(AaIIZ) + sinz(AkIIZ)}Iz
(Aal/2)? + (AKI/2)

(34)

where Aa = (0, + 0, + 03—0y)/2and a4, O,, 05, and a,
are the magnitudes of optical losses at frequencies w,
Wy, Wy, and wy, respectively.

It is straightforward to see from Eqg. (34) that the
amplitude of the CARS signa in a lossy waveguide
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reaches its maximum at some optimal length IESRS

(Figs. 7, 8), which isgiven by

|CARS _ 1

[P+ 0+ 0
opt = _G In DG—4D (35)

Witha; =0a,=0;=0a, =0, Eq. (35) yields

|CARS _ In3
w =g

(36)

Then, setting w, = 0.73a for the best matching of
input beams with the fiber mode radius [62], assuming
that the refractive index of the gas filling the fiber core

is approximately equal to unity, and taking into consid-
eration that M = (3Y2 — 3¥?)?/(3In3)? = 0.123 for Ak =
Oand | = 1g,"° = In3/a, we substitute Eq. (36) for the
optimal interaction length into Egs. (33) and (34) to
arrive at the following expression for the waveguide

CARS enhancement factor in the regime of phase
matching:

H=13x10"

(K +k")? );_2 37)

k'k" at
Plugging optical losses of a solid-cladding hollow

fiber into the CARS enhancement factor by substituting
Eg. (16) into Eq. (37) with u, = 2.4 for the limiting
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eigenvalue of the EH,; mode, we derive the following
expression for the factor of CARS enhancement in a
solid-cladding hollow fiber relative to the tight-focus-
ing regimein the case of exact phase matching, Ak = 0:

+kY’raf n*-1
kk' [\ (n2 + 1)2

o = 61x10°K (38)

The dependence of the CARS enhancement factor p
in asolid-cladding hollow fiber on theinner fiber radius
is shown by curve 1 in Fig. 9. Optical losses, growing
with a decrease in the inner radius of the hollow fiber,
l[imit CARS enhancement in hollow fibers of thistype.

The situation radically changes in the case of a
microstructure fiber. The waveguide enhancement of
the CARS process in such fibers relative to the tight-
focusing regimeisgiven by Eq. (37). Waveguide | osses
in this case still represent the main physical factor lim-
iting the waveguide CARS enhancement (Figs. 7, 8).
However, the magnitude of optical losses in hollow
microstructure fibers may be sufficiently low even for
fibers with small inner diameters. The magnitude of
optical losses for such fibers, as shown in [38], may be
on the order of 1-3 dB/m in the case of fibers with a
hollow core diameter of about 15 um. Curves 2 and 3
in Fig. 9 show the CARS enhancement factor u calcu-
lated as a function of the inner radius of a hollow
microstructure fiber for two magnitudes of optical
losses, a = 0.1 and 0.01 cm™. In the case of small inner
radii, microstructure fibers, as can be readily seen from
Egs. (37) and (38) for the parameters p and |, provide
much higher CARS enhancement factors than solid-
core hollow fibers. The CARS enhancement factor in
hollow microstructure fibers with the magnitude of
optical losses equal to 0.1 and 0.01 cm™ (curves 2 and
3in Fig. 9) starts to exceed the CARS enhancement
factor in a solid-cladding hollow fiber (curve 1 in
Fig. 9) for core radii less than 20 and 45 pum, respec-
tively. For hollow fibers with small core radii, the
waveguide enhancement factor for the CARS process
provided by microstructure fibers, as can be seen from
Fig. 9, may be severa orders of magnitude higher than
the waveguide enhancement factor attainable with
solid-cladding fibers. We assume in this consideration
that the core-cladding geometry in a hollow micro-
structure fiber supports at least one air-guided mode
even for small values of the inner radius of the fiber. A
qualitative analysis of the number of air-guided modes
supported by hollow photonic-crystal fibers has been
provided by Cregan et al. [35]. More detailed, numeri-
cal simulations of air-guided modesin such fibers have
been performed by Broeng et al. [78].

Comparison of Egs. (21) and (37) shows that the
scaling law of the waveguide CARS enhancement fac-
tor asafunction of the magnitude of optical losses, fiber
inner radius, and radiation wavelength differs from a
similar scaling law of the waveguide SRS enhancement
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Fig. 9. Figures of merit for the efficiency of waveguide
CARSin (1, 0) astandard hollow fiber with asolid cladding
and (2, 3) ahollow microstructure fiber with an attenuation

coefficient a = 0.1 (2, ©), 0.01 cmt (3, +) as functions of
the inner radius of the fiber a. (4, O0) The figure of merit ¢

for SRS efficiency in a hollow microstructure fiber with an

attenuation coefficient o = 0.01 cm™ as a function of the

inner radius of the fiber a. Dotted line 5 corresponds to the
efficiency of CARS in the regime of tight focusing. The
radiation wavelength is 0.5 um.

factor (curve 4 in Fig. 9). Physicaly, this difference
stems from differences in scattering mechanisms
involved in SRS and CARS, with SRS and CARS sig-
nals building up in different fashions as functions of the
interaction length and pump field amplitudes [cf.
Egs. (17) and (27)]. The difference in waveguide
enhancement factors for SRS and CARS suggests dif-
ferent strategies for optimizing fibers designed to
enhance these processes. Due to the stronger depen-
dence of the CARS efficiency on the inner radius of a
hollow fiber, the limiting waveguide enhancement for
CARS in hollow microstructure fibers may noticeably
exceed similar factors for SRS (cf. curves 24 in
Fig. 9).

Phase mismatch, resulting from the difference in
propagation constants of guided modes involved in the
CARS process, is another important factor limiting the
efficiency of CARSinahollow fiber. In the case of non-
zero phase mismatch, the optimal length for the CARS
process can be found from a transcendental equation
that immediately follows from Eq. (34):

Aasinh(Aal$i™) + Aksin(AkISAR) (39)

o) —cosh(Aalgy )] = 0.

+ (Aa +a,)[ cos(AKI gy

Curve 1 in Fig. 10 shows the optimal length calcu-
lated by numerically solving Eqg. (39) as a function of
the phase mismatch Ak. The growth in the phase mis-
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parameter 0.123(1gy")2, corresponding to the approx-

imation of EQ. (37), and the factor M calculated by
numerically solving Eq. (39). Comparison of these
curves visualizes the deviation of the factor M, which
includes the influence of waveguide losses and the
phase mismatch, from the approximate dependence
given by Eq. (37), which was employed in our analysis
to find the limiting waveguide enhancement factors for
the CARS processin hollow fibers (Fig. 7). The results
presented in Fig. 10 show that the approximation of
Eq. (37) workswell in the case of perfect phase match-
ing, when the factor M coincides with 0.123(1gy")2.

The deviation of the factor M from 0.123(15,"")?

increases, as can be seen from Fig. 10, with the growth
in the phase mismatch Ak.

Figure 11 displays the waveguide CARS enhance-
ment factor in hollow microstructure fibers as a func-
tion of the inner fiber radius for different values of the
phase mismatch, Ak = 0 (curve 1, +), 0.3 cm (curve 2,
0), and 0.5 cm (curve 3, ©), and magnitudes of optical
losses, 0, =a,=a3=0,=0.02cm? (Fig. 11a) and a, =
a,=05=0a,=0.1cm? (Fig. 11b). Phase mismatch, as
indicated by the results presented in Figs. 10 and 11,
reduces the maximum waveguide CARS enhancement
attainable with a hollow microstructure fiber, with the
power of the CARS signal becoming an oscillating
function of the fiber length (Figs. 7a, 8a, 8b, and 10).
The characteristic period of these oscillations is deter-
mined by the coherence length. Oscillations become
less pronounced and then compl etely flatten out as opti-
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Fig. 11. The figure of merit for CARS efficiency in hollow microstructure fibers as a function of the inner radius of the fiber for
different values of the phase mismatch, Ak =0 (line 1, +), 0.3 cm L (line 2, 0), and 0.5 cm ! (line 3, ¢, and attenuation coefficients,
0, =0,=az=a,=0.02cm™ (a) anda; = a, = az = a, = 0.1 cm™ (b). Dotted line 4 corresponds to the efficiency of CARS in

the regime of tight focusing.
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cal losses build up (see dso [79]). No oscillations are
observed when the attenuation length becomes less
than the coherence length (Figs. 7c, 8b). An important
option offered by hollow microstructure fibers is the
possibility of compensating for the phase mismatch
related to the gas dispersion with an appropriate choice
of waveguide parameters due to the waveguide disper-
sion component [50, 65].

8. CONCLUSIONS

The analysis performed in this paper showsthat hol-
low microstructure and photonic-crystal fibers allow
coherent anti-Stokes Raman scattering to be substan-
tially enhanced relative to the regime of tight focusing,
as well as relative to waveguiding regimes in hollow
solid-cladding fibers. Based on the analysis of
waveguide losses, as well as phase-mismatch and
group-delay effects, we have determined the optimal
fiber lengths providing maximum waveguide enhance-
ment for SRS and CARS. Our analysis also reveals the
existence of a physical limit for the waveguide
enhancement of nonlinear-optical processes. Physi-
caly, this limit stems from the competition of diffrac-
tion and waveguide confinement of radiation due to the
refractive-index step. Optimal confinement of electro-
magnetic radiation, allowing maximum enhancement
of nonlinear-optical processes, is achieved in submi-
cron waveguiding threads with an air cladding. Such
waveguide structures with the maximum refractive-
index step have been recently implemented in micro-
structure fibers. We have derived approximate asymp-
totic expressionsthat providein several important cases
an adequate qualitative understanding of the influence
of fiber parameters on the optimal values of the fiber
core radius and the maximum values of the waveguide
enhancement factor and that allow these quantitiesto be
estimated with satisfactory accuracy.

The maximum CARS enhancement in a hollow
microstructure fiber relative to the tight-focusing
regime was shown to scale as A%a%a* with radiation
wavelength A, inner fiber radius a, and magnitude of
radiation losses a. Dueto arapid growth in CARS effi-
ciency with a decrease in the inner radius of a hollow
fiber, the limiting waveguide CARS enhancement fac-
tor in hollow microstructure fibers may substantially
exceed anal ogous factors attai nabl e with solid-cladding
hollow fibers, as well as the waveguide enhancement
for stimulated Raman scattering in hollow microstruc-
ture and photonic-crystal fibers. We have shown that the
influence of group-delay effects on CARS and SRS
processes in hollow fibers can be radically reduced due
to the dispersion of waveguide modes with an appropri-
ate choice of the gas pressure, the inner diameter of a
hollow fiber, and the waveguide modes involved in the
nonlinear-optical process.
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Hollow-core microstructure and photonic-crystal
fibers thus suggest ways of creating highly efficient gas
sensors based on CARS spectroscopy, as well as SRS
frequency converters. Waveguiding regimes supported
by hollow-core photonic-crystal fibers alow the
amount of sample gas required for spectroscopic anal-
ysis to be substantially reduced and provide the oppor-
tunity for performing nonlinear-optical experiments
using low-power laser pulses.
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Abstract—The scattering of atoms by a resonance standing light wave is considered under conditions when
the lower of two resonance levelsis metastable, while the upper level rapidly decays due to mainly spontaneous
radiative transitions to the nonresonance levels of an atom. The diffraction scattering regime is studied, when
the Rabi frequency is sufficiently high and many diffraction maximaare formed dueto scattering. The dynamics
of spontaneousradiation of an atomisinvestigated. It is shown that scattering slows down substantially the radi-
ative decay of the atom. The regions and characteristics of the power and exponential decay are determined.
The adiabatic and nonadiabatic scattering regimes are studied. It is shown that the wave packets of atomsin the
metastable and resonance excited states narrow down during scattering. A limiting (minimal) size of the wave
packets is found, which is achieved upon nonadiabatic scattering in the case of a sufficiently long interaction

time. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The scattering of atoms by a resonance standing
light wave has been studied in many papers (see, for
example, monographs [1-3] and referencestherein). Of
special interest are papers [4-9] devoted to the study of
apeculiar type of scattered atoms, which wereinitially
excited to one of the long-lived metastable states. The
corresponding metastable level E,, isthe lower level of
aresonance two-level system, whereas the upper level
E. of this system has alarge width I caused mainly by
the spontaneous radiative decay to states different from
the metastabl e state (Fig. 1). In experiments described
in papers [6, 9], metastable Ar* atoms were used
[En = 1s5 (J=2)]. Thefield of a801-nm standing wave

performed the resonance interaction of the E,, level
with the E, = 2pg level (J = 2). About 72% of the width
of the excited level E, was caused by radiative transi-
tionsto the levels different from E,,.

The assumption about alargewidth I of the E, level
means that I > wy,, where w, = k%2M is the recoil fre-
guency or energy (& = 1), M is the atom mass, k =
21\ = wic, and w is the field frequency. Typically,
w/l ~108 < 1.

Another important parameter characterizing the
interaction of atomswith thefield isthe Rabi frequency
Q =2d,, - Ey, Whered,,,. = [in[d |el] s the matrix element
of the dipole moment of the transition between reso-

Fig. 1. Scheme of scattering of an atom by a standing light wave and the energy level diagram.

1063-7761/03/9703-0522%$24.00 © 2003 MAIK “Nauka/Interperiodica’



DYNAMICS OF SPONTANEOUS RADIATION OF ATOMS

nancelevelsand E, isthe amplitude of thefield strength
of each of the counterpropagating light waves forming
a standing wave. Depending on the relation between Q

and 4,/T w,, either Bragg {for Q < 4,/Tw,} or dif-

fraction {for Q > 4,/l'w,} scattering can occur (see

Section 3). Bragg scattering is characterized by astrong
dependence of the scattering efficiency on the direction
of the initial atomic momentum p,: scattering is effi-
cient only if the angle 6 between the vector p, and per-
pendicular to the direction of light wave vectors £k (the
zaxisinFig. 1) iscloseto the Bragg angle +6,, where
B = k/py < 1. Inthis case, the direction of propagation
of scattered atoms approximately corresponds to spec-
ular reflection from the plane perpendicular to k; i.e.,
the angle between the direction of the momentum of

scattered electrons and the z axis is close to 6, . The

efficiency of diffraction scattering is aimost indepen-
dent of the angle 6. In addition, many diffraction max-
imaappear due to amore intense interaction upon scat-
tering. The directions of propagation of metastable
atoms in them are determined by the angles 6, = 6 +
2nBg,, wheren = 0, £1, £2, ... In papers [4-9], Bragg
scattering was mainly considered. In this paper, we
studied diffraction scattering, which assumes greater
values of the Rabi frequency Q. We showed that these
two cases of scattering substantially differ from each
other. In particular, while an atom always decays expo-
nentially in the case of Bragg scattering, in the case of
diffraction scattering, as is shown below, the nonexpo-
nential decay can occur when the time-dependent prob-
abilities of finding an atom at levels E,, and E, decrease
according to a power law. We also showed that the
region of the nonexponential decay isrestricted intime.
The decay becomes exponential at very long times.
However, the decay rate in this case substantially dif-
fersfrom the decay ratel” for afree atom. The modified

decay rate I' decreases with increasing I' and depends
on the value and sign of the resonance detuning A =
E.—E,,—w aswell ason the Rabi frequency Q and the
recoil frequency . Finally, the dynamics of the popu-
lation decay proves to be closely related to the forma-
tion of narrow wave packets of the “center of mass’ of
an atom, which are in the metastable and excited states.
We will show below that there exists a limiting, mini-
mal packet size, which can be achieved at very long
interaction times and can beimportant for practical pur-
POSES.

2. BASIC EQUATIONS

The wave function of an atom interacting with a
light field depends on the radius vector r of the center
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of mass of the atom, the intra-atomic variables, and on
timet, satisfying the Schrodinger equation

.0 o 1 O
— = —_— + -
|atW g_ZMD H,—d EE(r,t)EW, (D)

where H,; is the Hamiltonian of intra-atomic motion,
0= 0/dr, and E(r, t) isthe electric-field strength, which
has the form

E(r,t) = 2E,cos(wt)cos(kx) 2

for astanding light wave (the x axisis directed along k)
(Fig. 1).

In the rotating wave approximation, the wave func-
tion of an atom can be written in the form

2
Wr,t) = ——exp=iE t+ipgF —iz=—
00 = eI eIl T g

X [Pm(X, O)IMD+ exp(—iwt)d(x, ) e,

where ¢, t) and ¢ (, t) are the wave functions of the
perturbed motion of the center of mass of the atom in
the states |mJand |el] respectively. Equations for
On(x, 1) and ¢ x t) follow directly from the
Schrddinger equation (1):

9, _ 1pot,.. dg,  Q
Imq)m_ ZMW-FZIpOqu)m ZCOS(kX)¢e’(4)

9. _ O1po® . ag .0
la_tq)e - %W-F 2| pOXaIl-i-A +1 qu)e (5)

—%—Dcos(kx)q)m.

We assume that the radiative width ' of the excited
level E,ismainly caused by transitionsto levels differ-
ent from E,,, spontaneous radiation due to the E, —
E,, transitions being neglected within the framework of
the model.

We assume that the interaction of the atom with the
field is switched on instantly at the moment t = O, while
for t < 0, the atom isin the metastable state |mland the
wave function of its center of mass is a purely plane
wave with the momentum p,, which correspondsto the
initial conditions

b} t=0) =1, ¢xt=0)=0 (6)
in system of equations (4), (5).
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The squares of the modulus of functions ¢, «(X, t)
determine the probability densities of finding atomsin
states [mClor [elat instant t in the vicinity of point x:

AW, o(X, 1) _
v ‘|¢me( H|°. (7)

The probability densities dW,, ((x, t)/dx (7) inte-
grated over the entire interval of the change in variable
x from O to Tvk give the total probabilities of finding the
atom at instant t in the metastable or excited states:

W = Id S jdx|¢me(x o[z,

An aternative method for describing the interaction
of scattered atoms with the field is based on the use of
the periodic dependence of the field E(r, t) (2) on vari-
able x, which makes it possible to expand the function
dm (X, t) in aFourier series with time-dependent coef-
ficients:

Ome(x ) = 5 an" (B exp(ink),
" )
a™9(t) = 5 [ cxep(-ink) g, ox. 1.
0

The physical meaning of coefficients al™(t) is that
they are the partial amplitudes of the probability of
finding atoms in the metastable and excited states at
instant t in beams deflected from the initial propagation
direction by theangle nBg,, n =0, £1, £2, ... Functions
a™9(t) satisfy equations that follows from Egs. (4),
(5), and (9):

A7) = (o +nd)al” - (@l +afly), (10
@1y — irg a(®
ia, (t) = %100+n6 A— ZD
(11)
Qi
- T(agm)l +al?y),
where
— prx - e
0= v ZwreBr
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It is obvious that functions a™ (t) should satisfy the
initial conditions

a"(t=0) = 8,0 aP(t=0)=0. (12)

It follows from Egs. (10)—<12), in particular, that only
even or odd values of n are possible for atoms in the
metastable or excited states, respectively.

The squares of the modulus of functions a™ (t)

are the partial probabilities of finding atoms at instant t
in beams deflected by angles nBg;:

m, e m, € 2
W) = [ai™ ()" (13)
Sums of partial probabilities W™ (t) and W(t) deter-

mine the total probabilities of finding atoms in the
metastable and excited states after scattering,

Wi /0 = 5 Wi (o).

n

(14)

Definitions (14) and (8) are equivaent, as well as the
groups of Egs. (4)—6) and (10)—(12), corresponding to
two different but equivalent approaches to the solution
of the problem in the coordinate and momentum repre-
sentation.

3. BRAGG SCATTERING
AND THE BORRMANN EFFECT

Consider first Bragg scattering when the Rabi fre-
guency |Q] is sufficiently low, while the excited-level
width I is large. We assume that interaction time t is
also large compared to 1T, so that

> n? W, nd|, = |Q| |A|. (a5)

Such a scattering regime was theoretically studied in
papers [7, 8], and it corresponds to the experimental
conditions described in [6, 9]. Here, wewill briefly dis-
cussthisregimeto distinguish it distinctly from diffrac-
tion scattering.

According to conditions (15), we can omit the terms
n“wa®, nda®, Aa’®, and ia® in Egs. (11) to obtain

(e)(t) ~ (agr:)l(t) + a(m) (D). (16)
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By substituting aff) (t) (16) into Egs. (10), we obtain

ia"(t) = (n"w, +nd)a"(t)

1
“”(é”(o+2d”ay+dﬁxoy &0

For & =+2u, or |6 F 2w,| < w (i.e., when the Wolf-
Bragg condition 6 = 0, isfulfilled), the sum n%w, + nd
iszeroforn=0andissmall for n= F2. The smallness
condition |d ¥ 2w,| can be considered asthe Bragg res-

onance condition at which the angle of incidence of an
atomic beam is close to the Wolf-Bragg angle. For a
low Rabi frequency |Q| and a small Bragg resonance

detuning 0 F2w,, only the probability amplitudes

a™(t) with n =0 and ¥2 are not smal in Egs. (17).
Retaining only these terms, we reduce the entire infi-
nite-dimensional system of equations (17) to only two
equations

Blel§

i8g"(t) = k(@R + 2257 (1), (18)

ialD(t) = (4o, T 28)alP(t)

19
12 2 + o), o

where the probability amplitudes a{™(t) and a{y(t)
are related to the unscattered and scattered atomic
beams, respectively, which are directed approximately
at angles +65, and F65, tothezaxis (Fig. 1).

Equations (18) and (19) have stationary solutions of
the type

al™(t) O exp(-iyt),

wherey isthe quasi-energy determined from the condi-
tion that the determinant of the system of equations (18)
and (19) is zero:

2 2
y+ i% i|89—||_
=0, (20
Igrl v |Q| (4w, ¥ 25)
which gives
2 4
Y. = —il—g—l— + (2(.0,, F 5) + (2(.»)r F 5)2—|—9|—‘- (21)
ar 641>
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As follows from these equations, far from the reso-
nance, for

|2

|20, + 8| > ==

the decay rates of two quasi-energy levelsareidentical:

Cmy = 9
Imy, = Imy_ = ar (22)
On the contrary, for the exact resonance, when

2w, 6 =0, we have

_ o Q*
Imy, = ar Imy_ = -3=— ar (23)
The first of these solutions decays dlower

(Oexp[-t|QF/8I]), while the second solution decays
faster (Oexp[—3t|QF/8I]), than solutions far from the
resonance (Oexp[—t|QF/4r]). Therefore, a solution
appearing at the resonance (for 6 = +265,) has alonger
lifetime than that beyond the resonance. If t|QP/4I = 1,
then a fraction of atoms remaining at the metastable
level in the case of resonance will be greater than that
beyond the resonance. It is this effect that was experi-
mentally observed in papers [6, 9] and was interpreted
as an anomalous propagation of metastable atoms
through a standing light wave in the case of Bragg res-
onance or as an optical analog of the Borrmann effect
(anomalous penetration of X-rays into a crystal inci-
dent at the Wolf-Bragg angle on the crystal lattice
plane) [10].

In the problem of scattering of atoms under the con-
ditions considered, the decay remains exponential, in
accordance with experimental data [6, 9]. In this case,
the product of the decay constant |QF/4I" by interaction
time t cannot be too large. Otherwise, the number of
metastable atoms remaining at the metastable level will
be so small that it will be impossible to detect them
both beyond and in the resonance. The resonance
width with respect to parameter 6 is |QF/8I", while the

width of the population peak wﬁg‘? depending on 6/6,
is|QP/16lw, . If |[QP/16I < w,, Bragg scattering takes
place. In the opposite case, when |QF/16I > wy, dif-
fraction scattering occurs.

4. ADIABATIC APPROXIMATION
Let us now analyze the case of high Rabi frequen-

cies|Q|> 4, /T w, corresponding to diffraction scatter-
ing. Because in this case the dependence of the scatter-
ing pattern on the angle of incidence 8 isweak, we con-
sider the case of normal incidence 8 = 0. In addition, at
the first stage, we will treat the scattering and radiative
decay of atoms in the adiabatic approximation. In this
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approximation, the kinetic energy of the motion of the
center of mass of an atom in the direction parallel to k
is assumed so small,

1 9° T 1
e - =
<2M6x2> ‘A+|2‘, T

that the corresponding terms can be omitted in both
Egs. (4) and (5). As a result, these equations take the
form

(24)

| S0n(x 1) = 2 cos(kA), (25)
. O
S0 ) =~ +idp,— 2 cos(k) 0, (26)

Moreover, these two equations can easily be reduced to
one second-order equation:

2

Od FD d IQI

O——i ——cos (kx

[it” Dot oS )D (27)
x o (x,t) = 0.

Finaly, Egs. (25) and (26) can be written as one matrix
equation of the Schrodinger type,

|%Cb(x, t) = H®(x 1), (28)
for the two-component wave function
o = Jonx 8 29)
Oo(x t) 0
with the Hamiltonian
0 0 O
O 0 ——=cos(kx) U
Hag = 2 0 (30
ad O QD i r
0_2<= A—-r O
0 cos(kx) -A 2F 0

In terms of the partial probability amplitudes
a™9(t) (9), the adiabatic approximation is equivalent

to neglecting the terms proportional to nw, in Egs. (10)
and (11), which take the form

iwm=-@%m& (31)

1400) = ~ [+ i - La, +al) (32
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in the case of normal incidence (6 = 0).

Similarly to passage from (25), (26) to (27), two
groups of first-order equations (31) and (32) can be
reduced to one group of second-order equations:

M d_m
Bdt+A+'ZD'aa ®
(33)

(m) (m)

|Q| (a(m) +an+2

+ 2a,

5. NONEXPONENTIAL DECAY
AND NARROWING DOWN
OF ATOMIC WAVE PACKETS

Consider first of al a region of sufficiently long
interaction times t. The second derivative with respect
to timein Eq. (27) is small compared to the term pro-
portional to thefirst derivative:

d’d,

don|
i
dt’

20dt

<

(34)

The rea meaning of this assumption is explained
below. Here, using condition (34), we omit in Eq. (27)
the term containing the second derivative to obtain the
equation of the type

. d

I ®m(X 0 = Voy (¥0n(x 1), (35
where V(X) is the complex Chudesnikov—Yakovlev
potentia [4]

1|9

2
A+—|F/2 cos (kx).

Vey () = (36)

It is obvious that the solution of Eq. (35) has the form
(seealso[9])

Om(x, 1) = exp{-itVcy (X}

= ex it ol cosz(kx)D (37)
- OPHan iR o

Now, thefunction ¢(x, t) also can be easily found using
Eq. (25):

1 ob

be(x, 1) = SATICD

cos(kx)

(38)
X ex Oit |Q?
PEan+irne

O
cosz(kx)D.

O
According to (7), the probability densities of finding
atoms in the metastable and excited states in the vicin-
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ity of the point x are determined by the squares of abso-
lute values of functions ¢,(x, t) (37) and d(x, t) (38):

dWn(x 1) _ kO |QPrt
dx T "Ori+4n

0
scos’(kx)g  (39)
O

and

(40)

The dependences

o et

of (39) and (40) on the x coordinate for a fixed interac-
tiontimet are presented in Fig. 2. The width of the dis-
tributions dWj,, (X, t)/dx (39) and (40) is on the order of

A? +r/4 1 [t
k|Q|A/ rt [ (41)
where
M2+ 402
t, = 2 . (42)
° 1QI°r

Equation (41) shows that for t > t,, the width Ax(t)
decreases with increasing interaction time t; i.e., the
wave packets of atoms appearing in the metastable and
excited states narrow down and their widths become
smaller than the wavelength of light, A = 217k.

Solution (37) of Eg. (35) and the width of wave
packets (41) make it possible to specify condition (34)
for the passage from second-order Eq. (27) to first-
order Eq. (35). Indeed, the first and second derivatives
of function ¢.,(x, t) entering Eq. (34) can be easily
found from (37). In the case of narrow wave packets,
the quantity cos(kx) can be replaced by the quantity —
kAx determined by expression (41), which finaly
reduces condition (34) to the form

QF 1
t>tp——— 0O=. 43
n2+124 T 9
Equation (43) determines the region of applicability of
first-order equation approximation (35). The character-
istic time t, (42) introduced above can lie both outside
and inside this region depending on whether the Rabi

JOURNAL OF EXPERIMENTAL AND THEORETICAL PHYSICS Vol. 97

527
!
10f----------- -
|
|
10, 0P
|
|
0.5 ! .
|
|
|9Pmas
0 Tt
kx

Fig. 2. Squares of the modulus of functions ¢(x, t) and
(X, t) defined by expressions (37) and (38).

frequency |Q]is higher or lower than |A +il/2|. There-
fore, in the general case, instant t, beginning from
which the narrowing of the wave packets appears, can
be defined as

ty = max(ty, UI). (44)

According to (41), we formally have Ax(t) — O
fort — oo, It isclear that, indeed, the narrowing of the
wave packets should be restricted in some way. We will
show below that the narrowing process becomes lim-
ited outside the region of applicability of the adiabatic
approximation (see Section 7).

The total probabilities of finding an atom in the
metastable and excited states at instant t are determined
by the integrals over x from the probability density
dW,, (X, t)/dx (8), which can easily be calculated:

WE;])(t) = eXpD tdj Bd] (45)
; 0
WEO = Freetiado g - LaRL @O

wherel,and |, arethe modified Bessal functions[11, 12].
Inthelimitt > t;. Egs. (45) and (46) give

2 1/2
W= o = o J—E*l (47)
Wil = —L L A"
wl(® = r2o*2./m 2|Q|Jn_rt3/2%l+4rﬂ 48)

Therefore, under the conditions considered, a slow
nonexponential decay of atoms occurs[13]. The physi-
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cal reason for the dow decay is very simple. This is
explained by the fact that the atom at the metastable E,,,
level does not decay directly but should first undergo
the transition to an excited state, and only then does it
spontaneously emit a photon during a transition to
some other levels. The probability of such aprocessis
determined by the product of the probabilities of exci-
tation of the E, level and its spontaneous decay. The
excitation probability is determined by the Rabi fre-
guency. However, even if the Rabi frequency Q islarge
compared to the inverse interaction time 1/, the effec-
tive Rabi frequency Qu(X) = Qcos(kx) can localy be
small for the atoms having an x coordinate (where
cos(kx) is small, i.e., in the vicinity of the nodes of a
standing wave). Therefore, the effective decay rate
I (%), defined according to (37) and (38) as

Ma(¥) = 2IMVey(X) = %B—l-l_r—ﬁ cos*(kx), (49)

can also be small. Hence, the slowing down of the
decay compared to the law exp(—t) is determined by
the contribution from the atoms (more exactly, parts of
the atomic wave function) for which Qg (x) and I «(X)
are relatively small, i.e., for which the value of cos(kx)
is small, which takes place near the nodes x = 1/2k of
the standing wave.

The appearance of the nonexponential, power decay
can be also explained quite simply. According to (37)
and (38), the decay law for each given x is exponential.
Therefore, if an unperturbed state of an atom were char-
acterized by a nonspreading localized wave packet of a
size much smaller than Ax, the decay would be purely
exponential and the decay rate for this state would be
equal to I (X). However, if theinitial state of the atom
is aplane wave or a broad wave packet (of asize much
greater than Ax), then the decay of this state is deter-
mined as a whole by a superposition of exponentials
with different decay rates. It is obvious that a sum of
exponentialsis not an exponential . Therefore, the decay
dynamics of the atomic state is characterized by a
power rather than an exponential law.

Expression (41) describing the atomic wave-packet
width Ax during scattering can be al so used to specify a
general formal condition for the applicability of the adi-

abatic approximation (24). Assuming d/0x ~ 1/Ax, we
can reduce condition (24) to the form
t o A+ |F/2|1 1 (50)

ty o,

fwty

where the expressionsin the right-hand side of inequal-
ities are large because of a small recoil energy.

Notefinally that, similarly to passage from Egs. (27)
to (35), we can also simplify Eq. (33) for the probability
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amplitudes aﬁm)(t) by omitting the second derivative
with respect to timein (33) in thelimit of larget. Then,
using the replacement

() = by()i" expi7 8(A|§r2 |.r/2)IE

wheren' = n/2 and nisan even number, n = 2n', wefind
from (33) that functions b,(t) satisfy the well-known
Raman-Nath equation [14]

d ___loP _
abn'(t) - 16(A + | I—/2) (bn' -1 bn' + 1) ’ (51)
which has the solution
Q%
ba(t) = s - (52)

"O8(a +ir 2

As aresult, the nonzero probability amplitudes a(m)(t)
take the form (primes at n' are omitted)

1Q
azn)(t) = (-)" eXpD m% (53)
<30 1ot p
"B(A+ilr/2)T

Obviously, the same result can be obtained using the
Fourier transform of the function ¢, (x, t) (37). The

probability amplitudes a?, ,(t) can befound similarly

(for example, using the Fourier transform of the func-
tion ¢(x, t) (38)):

© - QO 0. 1o
n+1() = 73+ S PI8a + iFIZ)E
oo 19t [
x () [ "B(A +ir/2)]
Sums of the squares of the modulus of functions
aZn)(t) (53) and a(;;?+ 1(t) (54) givethe sameexpressions
for thetotal scattering probabilities as (45) and (46).
Therefore, a general conclusion concerning the
Raman-Nath approximation used in the problem under
study is that this approximation is not identical and is
more particular with respect to the adiabatic approxi-
mation. For the Raman-Nath approximation to be

valid, it is necessary, along with fulfillment of the adia-
batic approximation, to neglect the second derivatives

of functions d,,(x, t) and a™(t) with respect to timein
Egs. (27) and (33), respectively. As follows from the
above analysis, the latter approximation is valid only

when the interaction time is long enough, t > 1/I" (43).
We will show in the next section that for t = 1T, the

, (54)
13, QL al
"TIB(A+ir/2)]
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expressions for W™ (t) and W' (t) are much more
complicated than (45) and (46).

6. QUASI-ENERGIES AND SUPPRESSION
OF RABI OSCILLATIONS

Thus, the treatment based on the solution of simpli-
fied first-order equation (35) is quite satisfactory in the
limit of sufficiently long interaction times (t > 1T);
however, it cannot be used to analyze the dynamics of
the population of levels E,, and E, in the range of
shorter timest. Thistime range is of independent inter-
est, and to study it, second-order equation (27) or the
equivalent two-component equation (28) with matrix
Hamiltonian (30) should be solved. To solve these
equations with the same initial conditions as before, it
is necessary to preliminarily find the eigenvalues and
the eigenfunctions for these equations. In physical
terms, the eigenvalues and eigenfunctions are the quasi-
energies and quasi-energy wave functions of the sys-
tem. Further, because Hamiltonian (30) does not con-
tain, in the adiabatic approximation, derivatives with
respect to x, the x coordinate is a parameter or a quan-
tum number of the problem. Taking into account these
remarks, wewill write the expressionsfor quasi-energies
V. (X) defined as the eigenval ues of Hamiltonian (30):

A+il/2
yi(x) = - 2

(55

+ %J(A +ir/2)2+|QPPcos?(kx).

The quasi-energies can be conveniently and dis-
tinctly represented graphically as broadened levelswith
the boundaries

{Rey.(x) +1my.(x), Rey.(x) —Imy.(x)} .

The distance between the upper and lower boundaries
of each band is equal to the width of the corresponding
quasi-energy level '.(x) = -2Imy.(x), while the “cen-
ters of gravity” Re.(X) of the bands characterize the
shift of the levelsin the field with respect to their posi-
tion Q = 0in the absence of field. A typical structure of
guasi-energy bandsis shownin Fig. 3.

Asfollowsfrom Eg. (55), one of the quasi-energies,
V.(X), istransformed to the potential Vy(X) (36) when

2
IQcos(kx)| < [A2+ rz_

In this case, the approximate equality y.(X) = Ve(X) is
valid over the entire range of variation of x only if the

Rabi frequency is small, |Q| < JA®+T%/4. If, how-
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Fig. 3. Quasi-energy bands of an atominthefield of astand-
ing light wavefor A=0and |Q|= /2T .

ever, the Rabi frequency is large, |Q| > JA”+ /4,
then we have y,(X) = Vey(X) only in a relatively small
vicinity of anode of the standing wave, where the effec-
tive Rabi frequency Qg = Qcos(kx) is small. In this
case the approximation of y,(x) by the potential Vy(X)
is satisfactory for describing the behavior of the system
at long interaction times when the dynamic evol ution of
atomic populations is determined by the region of the
most long-lived quasi-energy states. At shorter times,
the approximation y,(x) = Vy(X) is incorrect, and the
problem should be solved taking into account all the
quasi-energy states and correct expressions for quasi-
energies and quasi-energy wave functions. The latter
are defined as the eigenfunctions of Hamiltonian (30)
and, as can be easily verified, have the form

1
D, ,(x) =
0% a0 A v 2]
0 0 (56)
l 1
y B—éQcos(kx) Eé(x—x'),
0 \ O
o Y:(x) @O

where X' is a quantum number and X is a dynamic
variable.

Note that, because Hamiltonian H,4 (30) isnon-Her-
mitian, its eigenfunctions (56) are not orthogonal and
do not form a complete system of functions. To formu-
late the conditions of orthogonality and completeness,
it is necessary to additionally introduce a system of
eigenfunctions the Hermitian-conjugated Hamiltonian

H!,. The eigenvalues of H}, are equal to y*(x), and
the corresponding eigenfunctions CBX-, +(X) differ from
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W;sm)

1.5 2.0
[t/4

; : ; it (m)
Fig. 4. Time-dependent partial probabilities W, “(t) of

scattering into different diffraction maxima of atomsin a
metastable state. |QJT =5,A=0.

®, .(X) (56) only by the replacement of I" by —I". For
this reason, the complex conjugate functions &J’; +(X)
differ from @, .(x) (56) only by the replacement of Q

by Q*. Thefunctions @, .(x) and &Jx-, +(X) formasys
tem of biorthogonal functions [15], and the conditions
of their orthogonality and completeness are written in
the form

Tk
Idx&n’;,?(x)qax..,i(x) =0,

0

Tk

Idx&a;,i(x)cbx--,i(x) = §(x —x), (57)
0

Tk

Idx'zqnx.,i(xl)&:;i(xz) = 3(x,—X,). (58
0 +

Compl eteness condition (58) makes it possible at once
to write the solution to theinitial problem:

Tk vk

d(x, t) = I dx’ J' dx" exp{ —ity.(X)}
(59)

xy D L) P +(X) (X", 0).

For the initial conditions (6) under study, we have
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. 04,0 . .
d(x",0) =00, and, finaly, Eq. (59) gives
god
y=(X) exp{-iy. (Xt
(X t = ) (60)
Z J(A+iT12)% + Q)2 cos’ (kx)
Qlcos(kx) exp{—iy.(X)t} (61)

ba(x 1) = Z$

2. +ir12)% + Q2o (kx)

dQltg . A+ir/2
J2n

(m)(t)_eXpﬂzD o0 7

IdszHEI%lt%[JO BAJ’TMAM - ()

_ijlgAHF/Z

Bzl

(63)

X [szz[hQH% JanQ“%}

where J, isthe Bessal function [11, 12] (seethe Appen-
dix). The dependences of functions W™ (t) (62) on
interaction timet are shown in Fig. 4.

The partial probabilities W™ (t) summed over n
determine the interaction, time-dependent, total resid-
ual probability W(t) of finding an atom in a metasta-
ble state. The dependence W7(t) is shown in Fig. 5.

One can easily seethat, for 't < 1, thefunction Wf{,':)(t)

oscillates at a frequency equal to the Rabi frequency.
For a purely two-level system in a homogeneous reso-
nance el ectric field with the strength amplitude 2E,, the
dependence of the lower-level population W(M(t) is
shown by the dashed curve. One can see from Fig. 5
that the Rabi oscillations are strongly suppressed in the
case of scattering atoms compared to the oscillations of
the population for a purely two-level system [13]. This
is explained by the fact that the oscillations of partial
probabilities are not harmonic and the positions of min-

ima and maxima of the functions W™ (t) (62) depend
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on the number n (Fig. 4). This leads to the suppression
and smoothing of oscillations upon summeation over n
[see (14)]. One can see from Fig. 5 that the degree of
smoothing of Rabi oscillations increases with interac-
tiontimet, and for 't > 1, oscillations are absent alto-
gether. In addition, the curvesin Fig. 5 clearly demon-
dtrate that, according to the results of analysis per-
formed in the previous section, the decay of the

population ngt"’(t) noticeably slows down in the limit
of large t compared to the purely exponential decay in
a two-level system in a homogeneous resonance field

(dashed curve). The dependences WY™(t) calculated

numerically agree well with anaytic asymptotic
expressions (47).

The partial, WY, ,(t) , and total, W.S(t) , probabili-
ties of finding an atom in the excited state are described
by curves similar to those presented in Figs. 4 and 5.

7. BEYOND THE SCOPE
OF THE ADIABATIC APPROXIMATION

7.1. Basic Approximations and Equations

According to the conclusion made in Section 4, the
kinetic energy operator (—1/2M)ad?/dx? is omitted in the
adiabatic approximation both in Eq. (4) for ¢,(x, t) and
Eq. (5) for ¢.(x, t). A general condition for the applica
bility of these simplifications is written in the
form (24). On the other hand, Egs. (4) and (5) are not
symmetrical: Eq. (5) contains alarge term proportional
to |A+il/2|, whereas Eq. (4) does not contain such a
term. In addition, when the interaction time is long,
t|A+il/2| > 1, two parameters in the right-hand side
of Eq. (24) are of substantially different orders of mag-
nitude. For this reason, a range of parameters exists
where the kinetic energy is smal compared to
|A+iT /2] but not small compared to 1/,

1 /1 d° T
S =)< =|.
t <2M5X2> ‘A“z‘

Under these conditions, it is reasonable to use in the
formulation given in Section 4 an aternative approxi-
mation, in which the kinetic energy operator is omitted
in Eq. (5) but retained in Eq. (4). Further, since, accord-
ing the analysis performed in Section 4, the main con-
tribution to the long-lived states of atoms comes from
the region near the nodes of a standing wave, where

|cos(kx)| < 1, wewill approximatethecosineby alin-
ear function, cos(kx) = -, where & = kx — 1/2. Finally,
asbefore, wewill only consider the case of normal inci-

(64)
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Fig. 5. Dependence of the total population WECT)(t) of a

metastable level on the interaction timet. |QJTI =5, A =0.
The dashed curve is the population of the lower level of a
two-level system in a homogeneous resonance field.

dence, pox = 0. In this case, Egs. (4) and (5) take the
form

2

.0 _ 0 1
FRECLE —wra—22¢m(5,t) 508048, 1) (69)

and

o _ =

Oge+ expl)h’+ T 0o.E. 9

l l (66)

1
= EQEEq)m(E:t),
where
a = g—arctanz—l_é, O<sa<r (67)

Similarly to passage from Egs. (25), (26) to
Eqg. (27), Egs. (65) and (66) can be replaced by one

equivalent higher order equation:
Lo : 2 FZDMD.O _1,~42¢2
g + exp(ia)’ + 75 Digghn = Z191°E 4
(68)
09 Ol T 98
—Ox:t eXp(IG) T — Dwr_q)m-
oot %3 4l 572

Finaly, smilarly to passage from Egs. (27) to (35),
assuming that d/dt ~ 1/t and taking into account the
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smallness of 1/t compared to |A + /2| (64), we omit
the corresponding small termsin Eq. (68) and reduce it
to the equation for the wave function of aquantum har-
monic oscillator with a complex potential:

|3 0n(E.)
(69)
% 2 '—Q—'—i°¥——"’(—'—°‘—)z%¢m(z t
FH 4N+ T34
for
0e =22 200 De, 6y, (1)

AN +T°%/4

Equation (69) has stationary or quasi-energy solu-
tions:

Om(€ 1) = exp(=iyt)dn(d).
In the range |a| < T, the stationary solutions vanishing

for [§] — o are usua wave functions of a harmonic
oscillator, but with a complex argument

Qdn/dg

(m) — |:| n DH 71
¢n(€) BXMy=Y (N, (71
wheren=0,1, 2, ..., H, are Hermitian polynomials and
n = BLD expD 4DE (72)

(hco, /% + 7214

The eigenvalues of Eq. (69), i.e., the complex quasi-
energiesy,, are

Yo = (2n+1)y,, (73)

where y, is the complex energy of the ground state of
the oscillator with the complex potential

1Q%w, DD
(h./A? + 1?43

Thefunctions ¢§f’(§) , corresponding to the found func-

tions ¢"() (71), are determined from Eq. (70).

Unlike the adiabatic approximation (Section 4), the
eigenvalue equation in the case of condition (64) isthe
equation for one-component functions ¢,(¢&) (69), for
which the conditions of normalization and complete-
ness should be formulated. As before, the system of

functions ¢ ,ﬂm)(E) (71) belongs to the class of biorthog-

Yo = pD 2|:| (74)
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onal functions. The eigenvalues of the Hermitian-con-
jugated Hamiltonian are y} , while the eigenfunctions

o\ (€) differ from ¢{™(€) only by the replacement of
a by —a (67). This means that functions [§\"(2) ]*

coincide with q>f{“)(E) . The conditions of normaliza-

tion and completeness are determined by equations of
type (57) and (58) and have the form

[I6:7E)] i)
(75)
= Idaq:,&m)(a)mf“’(z) = 8y s
S @18 EN"
n=0 (76)

=Y 0@ (E) = 8(E-8).
n=0

7.2. Solution of the Initial Problem

Using the completeness condition (76) for theinitial
condition ¢ (&, t = 0) = 1 (6), the solution of the initial
problem iswritten in the form

On& D) =y ep(-iva)on"E) [ 6" (E). (77)
n=0 —o

The sum over n can be calculated explicitly using the
Moller formula[11] as

172
U
O 1) = ECOS[T exp D—I ED}D
(78)

[IQI S naD o[ 0.00]
exp D_I EDtan |:T exp D_I ED

20 20, O

X exp D—l
where

W, . Qlt./w
T = /2|Q/t [Zsina = lzl—“é_rm
r (A% +T2/4)

isthe dimensionless time and t; is a new characteristic
value of the interaction time:

t
T (79)

(0% +ra”

QI Joo,

S E B (80)
' BoPw sind
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Because the recoil frequency w, issmall, asarule, t; >

t5 (44), athoughtheinterval between t; andt=t, can-

not betoo large. It isinteresting that when the detuning
isvery large, |A|> I, the value of the parameter

© 0 rer
can be comparable to
NN

(for |A]= (T|QD¥¥4w™).

The probability density (7) determined by
dm(&, 1) (78) is

dW, (€, 1) _ 0o &0
dE. |¢m(€ t)l ,\/—expm AEZ(t)D, (81)
where

D = cos %cos cosh %sm
(82)

+ sinzﬁcos sinh %snzm,

AE(1) is the time-dependent width of the distribution
dWi(&, t)/dE,

0 20.),r Dllz

AE? = 2D
Hol?sind™

. -1 (83
. a ar] o . 0
XESIHZS”]%TC032D+ COSZth%TSHZ%

The time-dependent total probability WAr(t) (8) of
finding an atom in the metastable state is obtained
from (81) by integrating over &:

21 2w, 4
W) = [—DZ—iE
”qusna
. 12 (84)
o S g . O
><Bsmzsm%rcos2D coszsmh%Tsm2

According to Eq. (70), the distribution of the proba-
bility density of finding atoms at the excited level is
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related to dW, (&, t)/d€ (81) by the expression
dg A’ +T%44  dE
which, after integration with respect to &, gives
o | Q* W
Wig() = o (). (86)

r/48

7.3. Limiting Cases and Discussion of Results

7.3.1 Adiabatic limit. In the limiting case of small
T, T < 1, general formulas (81)—(86) are transformed to
the expressions for distributions of the probability den-
sity, the width of the distributions (41) and total proba-
bilities (45) and (46) found earlier. Therefore, accord-
ing to definitions (79) and (80), the region of existence
of apower decay described in the adiabatic approxima-

tionisrestricted by the condition t; <t <t,.According

to the above discussion, t; can become greater than t,

at large detunings, resulting in the disappearance of the
region of existence of a power decay.

To compare in more detail the results obtained in the
adiabatic approximation in Sections 46 with the
results of this section, it is interesting to compare the
corresponding quasi-energy functions and quasi-ener-
gies. It is clear that in passing from the quasi-energy
problem to the initial problem, the quasi-energy v is
replaced by the time derivative 0/dt, which is on the
order of 1/it, i.e., |y|~ L/t. It follows from this relation
and Egs. (73), (74) that the characteristic values of n
contributing to the solution of the initial problem (77)
are on the order of ng ~ L/T. In the adiabatic limit, for
T < 1, wehaveng > 1. Thismeansthat agreat number
of termswith n ~ ng > 1 make a substantial contribu-
tion to the sum over nin (77), which makes it possible
to replace the summation over nin (77) by integration.
Further, the wave functions of a harmonic oscillator
with the complex arguments of type (71) possess quite
interesting properties and can noticeably differ from the
wave functions of an oscillator with areal potential. Fig-

ure 6 shows an example of the function |¢,(5T)(E)| (7D

(for A = 0), which has one distinct maximum. Analysis
of such curvesfor arbitrary n showsthat the position of
their maxima is determined by the condition |njy(n) =

2Y4,/n or

s 14

2
£n) = 2%/nE +|r9133 =

(87)
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Fig. 7. Asymptotic width A¢ 5 (89) of the wave packet of
atoms in a metastable state as a function of the resonance
detuning A; AZ ¢ is expressed in units (4w, M) Y4 QY2 A—
inunitsr/2.

By using &, (87) instead of n asanew quantum number,
we reduce the sum over n in Eq. (77), transformed to
the integral with respect to dn, to the integral with
respect to d€,, in accordance with Eqg. (59) obtained in
the adiabatic approximation. The power decay law
appearing in this case is explained by the fact that,
although each term in the sum over n in (77) depends
on exponentially time, their sum (or integral) is not an
exponential.

In terms of &, (87), for n > 1, the expressions for
guasi-energies (73) and (74) take the form

& _ o

&) =
Y(&o) 2.2 a2+ %4

o
exp E—I EE' (88)
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For A =0, Eq. (88) gives

V(&) = (1+i)y.(¥) = (1+)Ven(x),

where y,(X) and V(X) are described by Egs. (55) and
(36), kx= &,, and | &,| < 1. Thisresult showsthat, in the
limit T < 1 for A = 0, the imaginary part of the quasi-
energy is transformed to expressions obtained in the
adiabatic approximation. However, there also existsthe
real part y(&;), equa to the modulus of the imaginary
part, which does not appear in the adiabatic approxima-
tion. Therefore, thereisno, in acertain sense, complete
passage to the adiabatic limitat T — 0 or w, — 0,
and point w, = 0 for aquantum harmonic oscillator with
a complex potential [Eg. (69)] is an essential singu-
larity.

7.3.2. Nonadiabatic scattering. As follows from
the above discussion, nonadiabatic scattering occursin
the case opposite to that considered above, whent > 1.
This is the asymptotics of a long interaction time.
According to the estimate ny ~ 1/T obtained earlier,
when T > 1, only the term with n = 0 makes the main
contribution to the sum over nin (77). Thisisexplained
by the fact that in the limit T > 1, all termswithn=>1
become exponentially small compared to the term with
n=0. Therefore, for T > 1, the width of the distribution
dw, (&, t)/dg tends to its asymptotic value AE,,, which
is determined by the width of the region of localization
of thewave function of the ground state of the oscillator

with the complex potential ¢™(£) (71), which, inturn,
is determined by the condition Re(n?) = 1, giving

AEZ -0 2er' DUZ 1
*  Hol?sin(a)? cos(a/2)

2 {mrmz + r2/4)r2

(89)

QA+ Ja7+T%4

Of course, the same result follows from general expres-
sion (83) in the limit of large 1. The width A& (89) is
independent of time t. Therefore, the wave packet of
atoms in the metastable state narrows down with
increasing interacting time t until the power decay
begins (t < t;), and the wave packet ceases to narrow
down for t > t,. The asymptotic behavior of the wave
packet width at long interaction times (see below) and
the asymptotic value of the width (89) depend on the
value and sign of the resonance detuning A. The depen-
dence of the asymptotic width A, (89) on the reso-
nance detuning A isshown in Fig. 7. One can easily see
that this dependence is asymmetric with respect to the
sign of the detuning. For large negative detunings A, the
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asymptotic width of the distribution A& rapidly
increases,

_ 22010

Ag
G

The condition of smallness of the asymptotic width of

the wave packet compared to the wavelength of light,

AE . < 1, restrictsin this case the value of detuning,

(rQpn
A < 2T

r

This restriction coincides with the above-discussed
condition of the existence of the nonzero region of adi-
abatic nonexponential decay t, < t;. The value of the
asymptotic width A, (89) of the wave packet mini-
mized by the resonance detuning A is achieved for

2N = 1/./3 andisequal to

016 @l _ ) s
Bl T o™

Using the minima width A, (90) of the wave
packet, we can specify the restriction on the value of the
Rabi frequency |Q| at which the condition of small-
ness of the kinetic energy of atoms compared to

[A+ilr/2| (64) is fulfilled. Assuming that d/0x ~
KIAE,i and |A| ~ T, we find the restriction on |Q;

1l < rF,
('ol'

which follows from (64). Because I > w, (usualy I ~
10%w,), restriction (91) does not contradict the assump-
tion on the realization of diffraction rather than Bragg

scattering, |Q|= /T w, .

As for the asymptotic behavior of the packet width
AE(1) tending to its asymptatic value (89), it is deter-
mined in the general case by Eq. (83). Figure 8 shows
the dependences A&(t) for different values and signs of
the resonance detuning A. One can see that the specific
feature of the case of positive detunings A > O isthat the
width A¢(t) of the atomic wave packet tends to its
asymptotic value (89), exhibiting distinct oscillations
(curve 1 in Fig. 8). The oscillations appear due to the
presence of termswith different nin superposition (77).
The oscillation frequency is equal to the eigenfre-
quency of an oscillator with the complex potential
Rey,, where y, is determined by Eq. (74). The specific

AEmin - (90)

(91)

JOURNAL OF EXPERIMENTAL AND THEORETICAL PHYSICS Vol. 97

535
Ag
T T T T
il _
8i
|
ol
|
!
‘\\/ 2‘~' ----------------
1 1 1 1
0 5 10 15 20 25

1/.4/sna
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feature of the case of sufficiently large positive detun-
ingsis determined by the fact that we have

Rey,
[Imy,|

_cot(a/2)  4A

n+1/2 F(n+1/2) >1

(for not very large values of n). For this reason, both
superposition (77) and the width of the corresponding
distribution over & have time to perform a few oscilla-
tionsfor the time (~|Imy,[™) when the total probability

W(t) takes its asymptotic value. Because only the
term with n = 0 remains in the superposition of quasi-
energy wave functions (77) in the long-time interaction
asymptotics T > 1, the asymptotic dependence of

W(t) is determined by the factor

exp(=2Imy,t) = exp(—ft).

Thismeansthat, in the nonadiabatic regime (whent > t,),

the power decay occurring in the interval t; <t =<t

passes to the exponential decay with the modified
decay constant

1/2
- 2 210
[ = 2imy, = IQIEtli—A%A 2+F /24 . (92
AT+T714 O
which differs substantially from the decay constant I of
afree atom.

Because, as was shown, the wave packets of atoms
in the metastable and excited states do not narrow down
intheregiont > t; and the absol ute value of populations
in these states decreases, it is useless in practice to
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increase the interaction time above t;. Let us present
some estimates. For t = d/v,, where d and v, are the
diameter of a laser beam and the velocity of atoms,
respectively; vo~10°cms™; |Q|=10r; w, = 107°r"; and
I ~ 108 s, condition t = t; and Egs. (80) and (90) give
d~ 3 x 103 cm and AX,;, ~ 10 cm.

8. CONCLUSIONS

In this paper we have studied the dynamics of spon-
taneous radiation of atoms scattered by a resonance
standing wave under the conditions when (i) diffraction
rather than Bragg scattering occurs; (ii) thelower of the
two resonance levels of an atom is narrow (metastable),
while the upper level is broad; (iii) the width of the
upper (excited) level ismainly determined by spontane-
ous radiative transitions to the levels other than the
metastable level; and (iv) the Rabi frequency Q, the
decay rate I' of the excited level, and the recoil fre-
guency w, satisfy the conditions |Q|=2T > w,.

We have shown that in this case, substantially differ-
ent regimes of adiabatic and nonadiabatic scattering
can berealized. The conditions of the existence of these
regimesaret <t; andt >t;, respectively, wheret isthe
interaction time and t; is determined from Eqg. (80).

We have found that, in the adiabatic regime when
the recoil of an atom can be completely neglected, the
metastable and excited levels decay according to a
power law rather than an exponential one. We have also
shown that, at small times, t < 1/I' < t,, the populations
of working levels oscillate at the Rabi frequency |Q|,
their oscillations being strongly suppressed compared
to the case of an atom in a homogeneous resonance
field.

In addition, in this regime, the spatia region of
localization of the wave packets of atoms remaining in
the metastable and excited states narrows down, the
appearing narrow wave packets being localized in the
vicinity of the nodes of a standing wave.

We al so have shown that the narrowing down of the
wave packets ceases in the nonadiabatic regime and
their width achieved its minimal value determined by
Eq. (89). In this case, the power decay of atomic levels
transformsto the exponential decay with the decay con-

stant ' (92), which is lower than the decay rate " of a
free atom, decreases with increasing I', and depends
both on the value and sign of the resonance detuning A
and on the Rabi frequency |Q| We believe that the
effects discovered and described in this paper are quite
interesting and can be observed experimentally.
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APPENDIX

Derivation of Expressions (62) and (63)
Consider in more detail the derivation of expres-
sions (62) and (63) for partial probabilities W™ t) .
This can be most simply demonstrated for the function

W(t) . For this purpose, we represent the function
d(X, t) (61) intheform

+ir/2Q0
2t

ir
sm[m/%x+ i +|Q|2cosz(kx)5
- .
J%x+%% +Q|?cos’ (kx)
Using the expression

sinJ/a? + b _
i

which isvalid for any complex a and b [16], we repre-
sent Eq. (A.1) intheform

do(x t) = iQlcos(kx) exp%A
O

(A.2)

(A.2)

IdzJo(aA/l 7*) cos(bz),

du(X 1) = |@cos(kx) pDA+|F/2'H
O 2 0O

2
(A.3)

A+ ' r/z 1- z%cos[% cos(kx)z]

J’d 3ot

Thus, the calculation of the amplitude of the partial
probability a’®(t) (9) is reduced to the calculation of

the  Fourier transfoom  of the  product
cos(kx)cod (|Qtz/2)cos(kx)] over x:
(e)(t) _ IQHeXp%AHI'/Z%
2.'g 2 g0
1
A+ill/2
X J’dzJOB > J1-73 (A.4)
0

qu) cosd cosd%“zcosq)mexp( ind).
0

The integral with respect to the variable ¢ in the
right-hand side of Eq. (A.4) can be calculated by sub-
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stituting the well-known expression for a sum contain-
ing Bessel functions J,, [12, 16]

+o00

> (-1)"Jzn(n) cos(2n¢) = cos(ncosp)  (A.5)

n=-o

into the integrand, which gives

TJ d¢ cosd cos% 2|tzcosc|)Dexp( —-ing)
(A.6)

)"0 Qlt Qlt
_( ) |]:'2m+2|:I |% JZijI |% n, 2m+1+

Here, 3, om+1 IS the Kronecker delta and m = 0, +1,
12, ...

By substituting expression (A.6) into Eq. (A.4) for
the amplitude a e’(t) we obtain expression (63) for the
probability W, (1) .

To calcul ate the Fourier componentsfor the function
O (%, 1), we convert Eq. (60) to the form

OA+ir/20
On(X 1) = expO——a—st
o 2 0

t i 2 2
SEE/\/%-}-ED +1]Q| cos(kx)%

X
DDD%DDD
(@]

(A7)

—i%k+%%sm%J%k+iD +1Q|%cos (kx)g

O
0
1 O
i}
J%l+ i, Ilecosz(kx)E
O

The Fourier transform of the first term in the right-
hand side of EqQ. (A.7) iscaculated using asimilar for-
mula[16]:

cosa’+b? = cosb
cos(by/1-Z )
N1-— v

! (A.8)
-a JO' dzJ,(ag) ——=
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where the quantitiest(A + il'/2)/2 and |Q[t cos(kx)/2 are
used, as before, as parameters a and b, respectively.
Using Egs. (A.2) and (A.8), we represent the function
o(% 1) (A.7) intheform

LA+ir/20
(X, t) = expO 0
O 0
X Dcos[lQltcos(kx)} - |tA+—'r/2
0 2 2

(A.9)

1
><Idzcos[lQltcos(kx)z}[JOBA +ér/2 1—22%
0

1 A+il/2 0
—I 31% 5 1—2%}[1
1-7 O

Therefore, the problem of calculating the amplitude
of the partial probability al™(t) (9) is reduced to the

calculating the Fourier transform of the function
cod (|Qftz/2)cos(kx)] over x:

TJ do cos

Expression (A.10) can be calculated by substituting
Eqg. (A.5) into the integrand, which gives

TJdd) cos
= (_1)m‘]2m|jQ|t%6n 2m-

By substituting expression (A.9) into expression (9)
for the partial amplitude a™(t) and taking into account
Eq. (11) we obtain expression (62) for the probability
War(t)

zcosq)Dexp( —-ing). (A.10)

zcosq)Dexp( ind)
(A.11)
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Abstract—The stationary condition is derived taking into account the polarization of radiation in the general
case of a scattering inhomogeneous medium in an arbitrary-shape emitter. The necessary stationary condition
for an emitter in which radiation is emitted and extinguished simultaneously is compl ete extinction of the entire
emitted radiation. Radiation extinction as a result of absorption by the medium and the emergence of radiation
from the emitter is analyzed. The stationary condition is an analytical form of writing that extinction of radia-
tion is a sure event whose probability is equal to unity. The passage of radiation through the medium is
described on the basis of the linear transport theory with the help of the matrices of the Green functions. The
stationary condition includes the characteristics of polarized radiation extinction of which is analyzed, the
absorption coefficients of the medium, and the elements of the matrices of the Green functions, which are deter-
mined by optical and geometrical parameters of the emitter. The stationary condition obtained is used for deriv-
ing the relations between the components of scalar intensity observed in an arbitrary region of the emitter. These
relations include, in addition to the absorption coefficients and the matrix elements of the Green functions, the
powers of the primary radiation. Possible applications of the stationary condition and the relations between
intensity components in computations and experimental studies are considered. © 2003 MAIK “ Nauka/Inter-

periodica” .

1. INTRODUCTION

In this study, stationary radiation in scattering media
is investigated taking polarization into account. Radia-
tion is characterized by four Stokes parameters or,
which is the same, by the vector intensity [1, 2]. The
vector intensity is usually described by the stationary
transport equation similar to the scalar equation used in
the absence of polarization effects. The results of solu-
tion of this equation are diversified and are determined
by specific conditions in the emitter. The solutions of
stationary transport equations are treated in a large
number of publicationsin thisfield.

In the following, a different approach will be devel-
oped to describe the emission of objects with scattering
media. This study is aimed at deriving relations con-
necting the characteristics of radiation, which are valid
under various conditions, i.e., independent of the shape,
inhomogeneities, and other specific features of the
emitter. Such relations cannot be obtained from an
analysis or solution of equations describing the process
of radiation transport in question. In order to derive
these relations, general conditions that are not con-
tained in the equations are required. The necessary con-
dition for stationary radiation will be analyzed and used
here as such a condition.

In a stationary emitter, radiation appears and van-
ishes continuously. Radiation is usually emitted as a
result of transformation of the energy of a substancein

the emitter into the radiant energy or as a result of the
arrival of radiant flux from without. Radiation may van-
ish as a result of opposite or other processes. It is
important that the entire radiation of a preset frequency,
appearing over a certain time interval, disappears over
the same time period. Extinction might not occur in the
same parts of the emitter where radiation appears; i.e.,
a detailed balancing that takes place under equilibrium
conditions alone is not required. The condition of com-
plete extinction of the emerging radiation isanecessary
stationary condition. Radiation forming any stationary
flux must vanish since all fluxes result from the passage
of primary radiation through the medium.

The necessary stationary condition was derived ear-
lier [3-6] without taking into account the polarization
of radiation. The stationary condition waswritten asthe
condition that extinction of the emerging radiation is a
sure event whose probability is equal to unity. It was
proved that the stationary condition provides new ways
for describing radiation and may be helpful in experi-
ments and computations. The stationary condition was
derived both in the case when the radiation transport
theory is valid and when this theory cannot be applied
to the interior of a scattering medium.

In this study, the necessary stationary condition is
treated as the condition of complete extinction of radi-
ation in the case when polarization has to be taken into
account (including the polarization of primary radiation
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and the effect of dispersion in the medium on the polar-
ization. The passage of radiation through the mediumis
described using the matrices of the Green functions.
The analysis is carried out under the assumption that
the linear theory of radiation transport is applicable for
describing both the observed radiant fluxes as well as
extinction of radiation. The transport theory can be
used under the assumption that the processes of radia
tion emergence and extinction in the emitter are com-
pensated instantaneously since the radiation averaged
over time periods much longer than the times of radia-
tion emergence, extinction, and propagation is usually
considered.

Inaquitegeneral case, the emitter occupiesacertain
volume containing a heterogeneous emitting, absorb-
ing, and dissipative medium. The volumeis surrounded
by alimiting surface. Primary radiation can emerge in
the medium in the bulk or penetrate the volume from
the surface. The preset intensity of radiation arriving
from outside playsthe role of the boundary condition of
the problem involving the solution of the transport
equations. Generally speaking, the boundary surface
can be chosen arbitrarily. It is only important that the
radiation entering the volume be specified on the
boundary surface. Often, areal surface such as the sur-
face of thewalls of agas-discharge or plasma emitter is
chosen as the boundary surface. The radiation intensity
inany region of the emitter isdetermined by solving the
transport equation if primary sources of radiation in the
volume, the characteristics of interaction between radi-
ation and the substance in the volume, and the radiation
entering in the volume are known.

Let us consider the conditions for the applicability
of the linear transport theory in emitters with consider-
able dispersion. The linear transport theory can be used
when the following basic requirements are satisfied.

First, itisnecessary that geometrical optics be appli-
cable in the description of propagation of radiation in
the medium in the emitter volume [7, 8]. In ascattering
medium, the requirement of a large distance between
strong inhomogeneity regions from which scattering
takes place is important. Scatterers must be separated
by distanceslarger than the distance between ascatterer
and the wave region. At such distances, electromag-
netic waves can be regarded as quasi-plane, and geo-
metrical optics is applicable [8]. Geometrical optics
must be applicable everywhere within the boundary
surface.

Second, the linear theory must be valid. All charac-
teristics of the interaction between radiation and the
substance in the volume must be preset; i.e., these char-
acteristics must be independent of the radiation under
study. The flux entering the emitter from outside
through the boundary surface must also be independent
of the radiation in question. This is taken into account
in the above boundary condition, according to which
the intensity of incoming radiation must be preset.
However, the requirement that the incoming flux must
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be independent of the radiation being analyzed means
that the flux falling on the same boundary surface from
inside should not return to the emitting volume. In other
words, radiation falling on the boundary surface from
theinterior must disappear completely from the emitter,
as assumed in this study.

Thus, radiation in the given problem emerges and
disappearsin the same region, namely, in avolume sur-
rounded by abounding surface and on this surface. The
linear transport theory must be applicable precisely in
thisregion.

Extinction of radiation emerging at a certain real
surface is ensured when the surface absorbs this radia-
tion completely or completely transmitsradiation to the
surroundings. Cases of reflection or scattering from the
boundary surface will not be considered in the subse-
guent analysis. It appears at first glance that this consid-
erably limits the range of possible application of the
results. In fact, the problem can be solved easily in
many cases since the boundary surface is chosen, as
mentioned above, quite at random and can often be cho-
sen in such a way that the condition for complete
extinction of the emerging radiation is satisfied.

In the derivation of the necessary stationary condi-
tion, we will consider the extinction of any radiant flux
in the emitter. Extinction of radiation is determined by
absorption in the substance in the volume of the emitter
and complete extinction of radiation faling on the
bounding surface.

The stationary condition formsthe basisfor deriving
arelation between the radiation intensity components.
Therelation contains quantitieswhich haveto be inves-
tigated both theoretically and experimentally. Sincethe
stationary condition and the relation between the com-
ponents are valid in a quite general case, these can be
used in theoretical and experimental studies of various
emitters.

2. CHARACTERISTICS OF RADIATION
AND ITS INTERACTION WITH A MEDIUM

We will consider below elliptically polarized radia-
tion sinceradiation with an arbitrary degree of polariza-
tion can be represented as a superposition of two inde-
pendent elliptically polarized radiations [1].

Polarized radiation will be described using the
Stokes parametersl, Q, U, and V. Here, | isthetotal sca-
lar intensity defined as a specific radiant flux calculated
for unit intervals of time, radiation frequency, solid
angle, and area element perpendicular to the flux. This
flux includes the entire radiation irrespective of the
polarization and does not differ from the scalar inten-
sity used in the case when polarization is not taken into
account. The polarization state is described by parame-
ters Q, U, and V. Parameters Q and U depend on the
ellipticity (the ratio of the major and minor axes of the
polarization ellipse) and the ellipse orientation, while
parameter V is determined by the elipticity and the
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direction of motion of electric vector E (Fig. 1). In
Fig. 1, the dlipticity is determined by angle 3 and ori-
entation in the coordinate system X, y, z is determined
by angle x. Parameters Q, U, and V can be defined
as[1]

Q = Icos(2B)cos(2X),
U = Icos(2B)sin(2X),
V = 1sin(2pB).

2.1)

All the Stokes parameters are proportional to the total
radiation intensity | and have the same dimension. In
the case of honpolarized radiation, Q =U =V =0, while
for linearly polarized light, for x = 0, we have U =
V=0.

We introduce the following notation for the trigono-
metric factors appearing in Egs. (2.1):

g = cos(2B)cos(2x), u=cos(2B)sin(2x),

. (2.2)
v =sin(2pB).

All the Stokes parameters are usually written as inten-

Sity vector 1, i.e., in the form of a1 x 4 matrix. Using

notation (2.2), we can represent the intensity vector in

one of the following forms:

= Ix[Lqguv]. (23

|
1= |9 = Ix
U

S ©c O

V

Here and below, the symbol T denotes transposition.

In the vector equation for radiation transport, the
change in the Stokes parameters in each act of scatter-
ing is determined by the phase matrix, which can be
written in the general case in the form

ZII ZIQ ZIU ZIV

, Zoy Zoo Zoy Z
Z[(u' — u)] = |£Q “QQ “Qu “av|
ZUI ZUQ ZUU ZUV

ZVI ZVQ ZVU ZVV

(2.4)

Here, u' and u are the unit vectors determining the
direction of radiation before and after scattering. The
phase matrix and its elements depend on these direc-
tions.

Individual elements of matrix (2.4) describe the
transformation of each of the Stokes parameters as a
result of a single act of scattering. In accordance with
the generally accepted notation, the second subscript on
each element indicates the parameter being transferred,
while the first subscript indicates the resultant parame-
ter. For example, Z, describes the variation of parame-
ter Q asaresult of variation of parameter I.
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Fig. 1. Polarization ellipse: X, y, and z represent an arbitrary
system of coordinates; AB and CD are the major and minor
axes of theellipse; x isthe angle determining the orientation
of the ellipsein the x, y, z system; and 3 is the angle deter-
mining the ellipticity of polarization.

d’r',

Fig. 2. Schematic diagram illustrating the passage of radia-
tion through a scattering medium: bisthelight ray, r, r', r",
and r* are radius vectors of pointsin the bulk of volume V;
ro, Iy, and rgare the radius vectors of points on surface S

u,-u, u', -, u;, and ug are the unit vectors determining
the direction of radiation.

Phase matrix Z[r, (u' — u)] determines the trans-
formation of intensity vector I(r, u) into vector
| 1(F, U) UponN single scattering via the relation

lsaa(r,u) = Z[r, (u" —u)] xI(r,u’).  (2.5)
Here, it is noted that phase matrix Z in the general case
may be different in different regions of the emitter; i.e.,
it can be a function of radius vector r (Fig. 2). When
scatterers possess symmetry, the characteristics of scat-
tering may satisfy certain symmetry relations[9]. Inthe
subsequent analysis, the reciprocity relation connecting
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the phase functionsin forward and backward scattering
will berequired. It was shown in [10] that the reciproc-
ity relation in the case of scattering from arbitrarily ori-
ented particles possessing a symmetry plane has the
form

Z(-u— —U') = e,Z' (U —» u)e,. (2.6)

Here, (u'— u) and (—u — —U’) determinethe change
in the direction of emission as a result of single direct
and backward acts of scattering, respectively, and e; =
diag[1, 1, -1, 1] is a diagonal matrix. In accordance
with Eq. (2.6), multiplication by this matrix reverses
the signs of nondiagonal elements of the third column
and the third row of matrix ZT, which describesthe sign
reversal of Stokes parameter U [10, 11]. This is
required sincethereversal of thedirection of theradiant
flux changes the sign of angle x (see Fig. 1) and, in
accordance with formulas (2.1), the sign of U also.

When scatterers have an arbitrary shape, reciprocity
relation (2.6) holds only in certain special cases, for
example, in the case of Rayleigh scattering, when ran-
domly oriented scatterers are small as compared to the
radiation wavelength.

In this study, the interaction of radiation with a sub-
stance is described not only by the phase matrix, but
also by the coefficients of absorption (ky,), scattering
(Kee), @nd extinction (Ko = Kgps + Keeg)- 1t 1S @ssumed
that the coefficients of absorption and scattering (as
well as of extinction) are independent of the direction
of radiation and its polarization, but may depend on the
position of the region in the emitter under investigation.
The refractive index of the medium, which determines
the propagation of radiation between acts of scattering,
is assumed to be equal to unity.

In this study, we consider only elastic scattering,
when the radiation frequency does not change as a
result of scattering. All the characteristics of radiation
and its interaction with the medium introduced above
are usually functions of frequency; for the sake of brev-
ity, the notation for frequency will be omitted.

3. MATRICES OF THE GREEN FUNCTIONS
AND EXPRESSION OF INTENSITY IN TERMS
OF PRIMARY RADIATION SOURCES

In this section, we will write the transport equation
inthe general case, introduce the matrices of the Green
functions, and represent the solution to the equation
with the help of these matrices. The Green function will
be used in Section 4 for deriving the stationary condi-
tion. The solution to the transport equation will be
required for deriving the relation between the radiation
intensity componentsin Section 5.
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We will write the steady-state transport equation for
polarized radiation. Suppose that volume V contains an
inhomogeneous scattering, absorbing, and emitting
medium (see Fig. 2). Primary radiation emitted by the
medium can be polarized. Volume V is surrounded by
an arbitrary nonconcave surface Sfrom which radiation
with a preset vector intensity Ig(rq, Ug) can enter the
volume. This determines the boundary conditions of
the prablem. The transport equation for the intensity
vector hastheform [1, 12]

ol(r,u) _

e = 1 0) kel (1, U). (31

Here, d/0b denotes differentiation along ray b passing
through point r in direction u. Vector j is afunction of
sources, which describes the emission of radiation by a
unit volume of the medium in unit intervals of solid
angle, frequency, and time. In the case considered here,
we can write

j(r,u) = kscat(r)J’du:'Z(rvulr —=ul(r, up)

an

+py(r, u) +pgr, u),

(3.2)

where the first term on the right-hand side is the source
determined by scattering of radiation arriving from al

directions, u, isthedirection of arriving radiation, du,
isan element of the solid angle, py(r, u) isthe primary
source of radiation in volume V, and pg(r, u) isthe pri-

mary stepwise radiation source determined by the
expression:

par, u) = 14rg, Ug)d(r —ro)d(u—up).

The boundary conditions specified on surface S are
introduced into the transport equation with the help of
such asurface source, aswas donein [13] for nonpolar-
ized radiation. The vectors py and | 5 of primary volume
sources and intensities of radiation entering the volume
are assumed to be preset.

Vectors j and p of sources introduced above are
determined by the Stokes parameters analogoudy to
the intensity vector defined by formulas (2.3). For
example, the vector of primary sources can be repre-
sented in the form

(3.3)

pulr,u) = pu(r, WL dp Uy vl (34)
Here, py(r, u) isthe total power of the primary source,
including radiation of any polarization. The polariza-
tion of the primary source is determined by vector
[1, Gy, Uy, V,]T; for the sake of brevity, arguments (r, u)
have been omitted in the notation of this vector. Sub-
scripts p denote the trigonometric characteristics of
polarization of the primary sources. It can be seen from
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Eq. (3.3) that polarization pg of the source does not dif-
fer from polarization of intensity I (rg, Uo).

The solution to the linear transport equation, i.e., the
expression for intensity vector | in terms of primary
sources py, and ps, can be written in terms of the matrix
of the Green functions G [14-17]. In the general case,
amatrix of the Green function has the form

Gy, GIQ Gy G
GQI GQQ GQU GQV
Gy GUQ Guu Guv
Gy GVQ Gw Gwy

G[(r',u") —(r,u)] = . (3.5)

This matrix describes the variation of Stokes parame-
tersasaresult of passage of radiation from point (r', u")
to point (r, u) inthe emitter volume. The meaning of the
indices of the matrix elements is similar to that of the
indices of the phase matrix in the sense that the second
subscript indicates the Stokes parameter being trans-
formed and the first subscript denotes the resultant
parameter. The significant difference isthat the param-
eter being transformed characterizes radiation at the
initial point (r', u") of radiation transport through the
medium, while the resultant parameter characterizes
radiation at the final point (r, u). Each matrix element
describes this transformation of theinitial parameter to
the final one. For example, G, describes the transfor-
mation of parameter | characterizing radiation at point
(r', u") into parameter U corresponding to radiation at
final point (r, u).

Function G has the meaning of the response func-
tion. To be more precise, function G[(r', u’) — (r, u)]
describesthe part of the radiant flux having direction u'
at point r', which arrives at point r in direction u. The
polarization state of radiation changes in this case.
When radiation passes through the emitter, scattering
may occur in any region of volume V any number of
times, thelast scattering occurring at any point r* of ray
b between pointsry and r (see Fig. 2). If radiation gets
from volume V to surface S, it is excluded from the sub-
sequent analysis since the intensity of radiation enter-
ing volume V from surface S has aready been taken
into account in the given problem by specifying the
boundary intensity 15(r g, Ug).

Function G is calculated for unit area elements and
unit intervals of the solid angle at thefinal point of radi-
ation trajectory, i.e., at (r, u). Since radiation transport
isastatistical process, functions G have a probabilistic
meaning. For example, G[(r', u) — (r, u)] is the
probability density that radiation passes through the
medium along arbitrary paths in volume V from point
(r', u) to point (r, u).

The equation determining the matrix of the response
function can be written on the basis of probabilistic
meaning, taking into account all possible paths of radi-
ation in the scattering medium from one point to
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another without taking into account the polarization as
was done in Section 3.2 of [3]. We will not write this
equation here to avoid repetition.

Matrix G and all its elements are determined by the
set of optical parameters of the interaction of radiation
with the substance introduced above; consequently, the
matrix and its elements can be functions of radiation
frequency. The response functions also depend on the
geometrical parameters of the emitter. On the other
hand, the matrices of the response function describe the
propagation of an arbitrary radiation of the given fre-
guency in the medium and are independent of the char-
acteristics of this radiation and on whether or not the
radiation in question is primary radiation.

It can be proved that a similar relation holds for the
matrices of the Green functions in the case when the
reciprocity relation holds for phase functions (2.6) and
the coefficients of absorption and extinction are inde-
pendent of the direction:

G [(r,—u) — (r,—u)]

(3.6)
= G'[(r,u') — (r, u)] e,

The correctness of this relation can be proved in the
same way as in [13] for nonpolarized radiation on the
basis of analysis of equations for the Green function.
Similar relations are successfully used in various appli-
cations (see, for example, [14, 15]).

The expression for the intensity vector in terms of
primary sources with the help of the matrices of the
Green functions at an arbitrary point of the emitter can
be written in the form

I(r,u) = J’d?»r'fdu'G[(r', u') — (r, u)]py(r', u)
v (3.7)
+Id3r5IdubG[(r5, up) — (r, w]l4rs, up).

Here, d°' and d?r, are elements of the volume and the

surface and du' and dug, are elements of solid angles.

Here and bel ow, the representation of the intensity vec-
tor in the form of sums and integrals is a consequence
of the linearity of the transport equation and of the lack
of correlation for primary sources of radiation.

The first term in Eq. (3.7) takes into account the
arrival of radiation from al primary volume sources
py(r', u") at point (r, u), while the second term takesinto

account all surface sources |4(rq, Ug) . We denote by
ly(r, u) and I 4(r, u) the first and second terms on the
right-hand side of Eq. (3.7). In addition, we introduce
instead of the integrands the partial intensity compo-
nentsi of radiation observed at point (r, u). Each partial
component of intensity i is due to primary radiation
emitted in a certain region of the volume or the surface,
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the primary radiation being calculated per unit volume
or surface per unit solid angle:

[(r,u) = Iy(r,u)+1g(r,u), (3.8)

ly(r,u) = Idr'J’du'iV[(r‘, u) — (r,u)], (3.9

Is(r,u) = Idzrgj’dugis[(r;), ug) — (r,u)]. (3.10
S 2n

Let uswritein greater detail the partial scalar inten-
sities, i.e., partial components of the Stokes parame-
ter 1. We assume that iy, and ig are determined by the
integrands from Eq. (3.7), where the Green functions
are described by matrices (3.5), while primary sources
are described by vectors (3.4) for (r =r', u=u') or by
Eq. (2.3)for | = 1 {ry, up) . Thenthe partial scalar inten-
sities are determined by the product of the first row of
matrix (3.5) and a column of vector (3.4) or (2.3). We
also take into account the fact that the trigonometric
factors of primary sources depend on the radius vectors
and directions of these sources. This gives

iy[(r,u) — (r,u)]
= pu(r, WGy [(r', u) — (r, u)]

+Go[(r,u’) — (r,u)]gyr', u) (3.11)
+ Gy[(r, u') — (r, u)]uy(r', u’)
+Gy[(r', u) — (r,u)] v (r,u)},
is[(ro, ug) — (r, u)]
= 14ro, U{ G [(ro, Ug) — (r, u)]
(3.12)

+ GIQ[(rz)v UE)) - (r, U)] q(réh UE))
+Gyy[(ro, Up) —= (r, u)Ju(ro, Uo)
+Gy[(ro, Ug) — (r, u)] v(ro, Uo)}-

It follows hence that the partial scalar intensities
depend to a considerable extent on the scalar and trigo-
nometric characteristics of primary sources as well as
on al geometrical and optical parameters of the object
(viathe elements of the Green function).

4. NECESSARY STATIONARY CONDITION

The statement that the emergence of radiation in a
steady-state emitter must be compensated by its extinc-
tion refers to any radiant flux. Let us analyze all possi-
bilities for the extinction of a steady-state flux having
direction u at point r and characterized by intensity
I(r,u).

In the problem considered here, radiation extinction
can be due only to the absorption by the medium or
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emergence beyond the emitter, i.e., to the surrounding
surface S. In contrast to scattering, the extinction of
radiation affects only scalar parameters of fluxes and
does not influence their polarization since absorption
by the medium, which is determined by absorption
coefficient ks, aswell as extinction on the surrounding
surface, isindependent of polarization.

The flux in question passes through the emitter and
can, generally speaking, reach any point in volumeV or
surface Sasaresult of scattering. If the passage of radi-
ation is described with the help of the Green functions,
the arrival from point (r, u) to any point (r', u’) can be
represented in the form

if(r,u) —(r',u)]
= G[(r,u) —(r', u)]I(r, u).

Anaogously to expressions (3.11) and (3.12), we
can write expressionsfor the partial scalar intensities of
radiation arriving from point (r, u) to various parts of
the emitter volume and surface:

iy[(r,u) — (r', u)]
= 1(r, {Gyl(r,u) — (r',u)]
+Gol(r,u) — (r', u)]la(r, u)
+Gyy[(r, u) — (r', u)]u(r, u)
+G[(r,u) — (r, u)]v(r, u)},

(4.1)

4.2

is[(r, u) —~(ro, Uo)]
= 1(r, ){Gy[(r,u) —=(ro Uo)]
+ Gyl (r, u) —(ro, ug)lq(r, u)
+Gyy[(r,u) —=(ro, ug)u(r, u)
+Gy[(r,u) = (ro, ug) v(r, u)}.

These fluxes were calculated per unit area element per-
pendicular to directions u' and ug,, respectively. In
order to determine the flux absorbed by the medium in
a unit volume surrounding r', we must multiply the
obtained expression by the absorption coefficient
Ki(r'). To find the fraction of scalar flux I(r, u)
absorbed in the vicinity of point r' in the same unit vol-
ume, we must divide the result by the flux. As aresult,
we find that a unit volume in the vicinity of (r', u’)
absorbs the following fraction of the radiation that had
direction u at point r:

Dy[(r, u) — (r',u)]
= Ka(r){ Gyl (r, u) —(r', u’)]

(4.3)

+Gyol(r, u) — (r, u)]q(r, u) (4.4)
+Gyy[(r, u) —= (r', u)Ju(r, u)
+Gl(r,u) —(r,u)lv(r,u)}.
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Similarly, we can write the expression for the fraction
of the same radiation emitted at point (r, u) and arriving
at the arbitrary region of bounding surface S in which
radiation vanishes completely according to the condi-
tion of the problem:

Dg[(r,u) —(ro. Uo)]
= Gy[(r,u) —=(ro, Uo)]
+Giol(r, u) —=(ro, Ug)la(r, u)
+Gyy[(r, u) —= (ro, Up)lu(r, u)

+Gyy[(r, u) —= (ro, ug) v(r, u)}.

(4.5)

The fractions of the flux introduced above have a
probabilistic meaning as functions of the response;
namely, each such fraction is the probability density
that radiation that had direction u at point r passes arbi-
trarily to point (r', u') or (ry, Ug), Whereit vanishesin a
unit volume or at a unit surface area. In order to derive
the expression for the complete extinction of radiation
I(r, u) in an arbitrary region, we must integrate D,, and
Ds over the volume and the surface, respectively. In
addition, we must integrate with respect to the solid
angle to take into account the fact that radiation can
arrive in the region of its extinction from different
directions:

J’d3r'J’du'DV[(r, u) —= (r', u)]
Vooan (4.6)
3 1 ' ! —

+£d rOZJ;duoDS[(r, u) — (ro, Ug)] = 1.

This is the necessary stationary condition, i.e., the
condition that the entire radiation in question, which
had direction u at point r, disappears completely in the
bulk or at the surface of the emitter. In other words,
equality (4.6) indicates that the extinction of the radia-
tion observed in any region of the emitter is a sure
event. Condition (4.6) includes the characteristics of
polarization of primary radiation, absorption coeffi-
cients, and the elements of the first row of the Green
matrix (3.5). It isimportant to note that integration and
summation in Eq. (4.6) account for al possibilities of
extinction of the chosen radiation both in the bulk and
at the surface.

When condition (4.6) is not satisfied, radiation can-
not be steady-state radiation.
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In the case of natural radiation at point (r, u), forg =
u=v =0, expressions (4.4) and (4.5) for the fractions
of vanishing radiation are simplified:

Dy[(r,u) —(r',u)]
= kabs(r')GII[(ry u) - (r‘! u')] ’
Dg[(r, u) —= (ro, Uo)]
= Gy [(r, u) — (ro, Up)].
In the absence of scattering (Ko = Kye), radiation is
absorbed in the medium only along the path from point
r in direction u aong ray b (at points r"), right up to

point r g, at which it vanishes at the surface (see Fig. 2).
In this case, for the Green function, we have

(4.7)

G[(r,u) —(r*,u)] = exp[-t(r —r")], (4.8)

where

tr —r") = 4.9

I Ke(r)dr

is the optical density between pointsr and r". Integra-
tion is carried out aong ray b passing through these
points. The exponential function in Eqg. (4.8) describes
the probability that radiation passes from r to r" with-
out interacting with the medium.

Instead of Eq. (4.6), in this case we obtain

s

[l eplA(r —

+exp[-t(r —rg)] = 1.

Let us now consider the extinction of radiation
emerging primarily at point r in direction —u. The flux
of such radiation emerging from aunit volume is deter-
mined by the vector py(r, —u) of the primary sourcein
accordance with formula (3.4). This radiation forms at
point r aflux whose direction is opposite to that of the
flux described by formulas (3.7)—«3.12) and used for
deriving the stationary condition (4.6). In this case, the
signs of trigonometric parameter u and, hence, the
Stokes parameter U are opposite to the signs of the
same parameters of radiation observed at (r, u).

Let us write the primary source vector at point
(r, —u) using formula (3.4):
pu(r, —u) = py(r, -u)

x[1, qp(r, -u), up(r, —-u), vp(r, —u)]T.

Let usconsider all possibilities of extinction of the cho-
sen radiant flux in the bulk of volume V and at surface
Swith the help of the Green functions G,, describing
the arrival of radiation from (r, —u) to an arbitrary

(4.10)
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region in the bulk or on the surface of the emitter. For
example, the partia intensity of radiation passing
through a unit area element in a unit solid angle in the
vicinity of point (r', —u") in the bulk of volume V is
given by

b [(r, —u) — (1, -u)]
G, [(r,—u) —(r', —u)] py(r, —u)
G, [(r,—u) —=(r',—u)] py(r, —u)
x[1, qp(r, -u), up(r, -u), vp(r, —u)]T.
We can write matrix G,, inaform similar to Eq. (3.5):
G, [(r,-u) —(r',-u)]

(4.12)

GHII GHIQ GHIU GHIV

— GTlQl GNQQ GHQU GHQV ] (4'12)

GHUI GHUQ GHUU GHUV
GuVI GTJ.VQ GHVU vav

After multiplication, in accordance with Eq. (4.11), we
obtain the following expression for the scalar intensity
of the flux arriving from point (r, —u) to point (r', —u’):

b [, =u) —= (r', =u)] =[G,y + Gy 1g0(r, —U)
(4.13)
+ Gy Up(r, —U) + Gy v, —u) I pu(r, —u).

This flux is calculated for a unit area element perpen-
dicular to direction —u'. Now, we must completely
repeat the arguments concerning radiation extinction,
which led to formulas (4.4)—4.6). Instead of these for-
mulas, we obtain

Dy[(r,—u) — (r',-u")]
= Kar'){ Gy i [(r, =) — (', -u")]

+G,, ol (r, —u) —= (r',=u")]qy(r, —u) (4.19)
+G, [ (r, —u) — (', =u)]ug(r, —u)
+G[(r —u) — (', =u)]v(r, —u)}.
Dg[(r, —u) —= (ro, —Uo)]
= Gy, y[(r, —u) — (ro, —Uo)]

+G,, ol(r, —u) — (ro,—up)lge(r,—u)  (4.15
+G,, ul(r, —u) — (ro, —up)lug(r, —u)
+G,, wl(r,—u) —= (ro, —Ug)] v (r, —u).
Idsr'Id(—u')DV[(r, —u) — (r',-u")]

V.o (4.16)

+ jdzr'o é[[d(—UB)Ds[(ﬂ—U) e (rp-uy)] = L

\%
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The latter expression is also a hecessary stationary
condition; i.e., the entire radiation emerging initialy at
point r in direction —u vanishes completely in the bulk
or on the surface of the emitter. The only difference
from Eq. (4.6) isthat Eq. (4.16) iswritten for the extinc-
tion of primary radiation and that its direction is—u and
not u. The fractions D, and Dginclude the characteris-
tics of polarization of radiation whose absorption is
analyzed.

If theradiation analyzed at point (r, —u) is not polar-
ized (g, = u, = v, = 0), we obtain, analogously to
Eq. (4.7),

Dy[(r,-u) — (r',-u’)]
= Ka(r)G,, i [(r, —u) — (r', =u")],
D[ (r, —u) — (o, —Uo)]
= G, ul(r,—u) —= (ro, —Up)l-

(4.17)

These fractions D,, and D¢ do not differ from the prob-
abilities of extinction of steady-state radiation in the
bulk and on the boundary surface obtained earlier [3].

In the absence of scattering, the radiation in ques-
tion is absorbed only on its path from point r in direc-
tion —u along ray b to point ry, while the remaining
radiation disappears at the surface at point r.

Stationary conditions (4.4)—(4.6) and (4.14)—4.16)
derived above are necessary but not sufficient. In order
to obtain a sufficient condition, we must impose a con-
straint on radiation sources. The sources must not
change with time. It is clear that if radiation sources
decay, the resultant radiation will be damped.

The necessary condition (4.4)—4.6) or (4.14)—4.16)
for the extinction of emerging radiation can be written
in the form of relations between the matrix elements of
the Green functions with preset coefficients of medium
absorption and polarization characteristics of theradia-
tion being analyzed. The Green functions are deter-
mined by all optical and geometrical parameters of the
object; consequently, the stationary condition obtained
aboveistheimplicit relation between these parameters,
whichisrequired for stationarity. L et us consider asim-
ple example of violation of the stationary condition
because of geometrical features of the emitter. Suppose
that a steady-state source of radiation is placed in a
purely scattering medium surrounded by a closed abso-
lutely reflecting medium. In this case, we can choose
the bounding surface Swith a given intensity of radia-
tion entering the emitter only outside the mirror. How-
ever, the radiation emitted by the object does not reach
this surface; i.e., the corresponding response functions
and the fractions of arriving radiation are equal to zero.
Since, in addition, radiation is not absorbed inside the
emitter, D,, = Dg= 0, and condition (4.6) or (4.16) can-
not be satisfied. Obvioudly, radiation in this case is
accumulated and cannot be steady-state radiation.
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5. RELATION
BETWEEN RADIATION COMPONENTS

The stationary conditions derived above make it
possibleto obtain relations between the radiation inten-
sity components. In order to derive the required rela-
tions, we will use the steady-state condition (4.16) and
the solutions to the steady-state transport equation in
the form (3.11), (312). We will connect the partial
intensity of radiation arriving at point (r, u) from point
(r', u’) or from point (rg, ug) with the fraction of radi-

Tl + Gu |qu(r, —U) + Gu |Uup(r1 —U) + Gu |VVp(r' —U)
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ation propagating in the opposite direction from (r, —u)
and absorbed at these points.

Using Egs. (3.11) and (4.14), we obtain

Dy[(r, —u) — (r', )]

_ KDl 0) = (r,U)]
pu(r', u’)

(5.1)
gv[(r',u) — (r,u)],

where the following notation is introduced:

Gul(r u) - (r,u)] =2

Gyy + Gy Uy(F, U)  GroUo (I, ) + Gryv (1, U) (52)
Similarly, we obtain from Eqs. (3.12) and (4.15)
DA (r,-) —~ (1 -up) = LD =g rp iy —ruy, 63
where
0el (1), up) — (r,u)] = 2t el * 61 0y(1 ) * By Vol 1) (54

The arguments of functions G, are [(r', u) —
(r, u)] intheexpressionsfor gy, and [(r, Ug) —= (r, U)]
in the expressions for gs. The arguments of functions
G, mare[(r,—u) — (r',—u")] intheexpressionsfor gy
and [(r, =u) —= (rg, —Ug)] in the expressions for gs.

Functions g,, and g5 depend on the first rows of the
Green matrices, which determine the scalar intensities
a the fina point of the path of polarized radiation
between two points. In addition, functions g, and gg
depend on the polarization of radiation at the initia
point of each such path.

Thefollowing important feature of expressions(5.1)
and (5.3) isworth noting. It can be seen from formu-
las (3.11) and (3.12) that the ratios

iS[(rE)’ U;)) - (rv U)]
I5(r o, Uo)

iy[(r',u) — (r,u)]
py(r', u’)

appearing in these expressions are determined by the
polarization of the primary radiation and by the Green
functions, but are independent of the intensities py
andlg of scalar primary sources. Consequently,
expressions (5.1) and (5.3) make sense for infinitely
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small values of these intensities also. When py, —= 0
and Ig— 0, indeterminacies of the 0/0 type can be
expanded with the help of formulas (3.11) and (3.12)
and are equal to the denominators of the expressionsfor
gv and gs.

Using formulas(5.1) and (5.3), we can write the sta-
tionary condition (4.16) in the form

Dy(r,-u) + Dgr,-u) = 1, (5.5
where
Dy(r,—u)
- [ér] d(_u.)kabs(r')iv[ér '&rq')uT ) RN

X gV[(r'! U') - (r! U)] )

e e il (To Up) — (1, )]
Dgr,—u) = '!d roz’[td( Ug) (ro )

(5.7)
X gg[(ro, Ug) —= (r, u)].
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Stationary condition (5.5) combined with relations (5.6)
and (5.7) reflects the relation between the partial terms
iy and igof the scalar intensity of radiation. Thisrelation
includes the quantities iy, k;,dPv, is, and Iswhich have
been investigated in spectroscopic experiments and
computations.

The following two remarks should be made con-
cerning the above relations. First, relation (5.5) isvalid
for any radiation frequency, although the quantitiesk,,
iv, Is, Py, @nd Ig appearing in it can change radicaly
with the frequency. Second, the relations for the neces-
sary stationary condition were derived using the solu-
tion of the steady-state transport equation which pre-
sumes the invariability of the primary sources of radia-
tion. Consequently, we can assume that this relation is
not only necessary, but also sufficient.

From theintegralsin the expressionsfor D, and Dy,
one can separate individual components. Thisis conve-
nient in the cases when these components can be deter-
mined directly from experiments. For instance, at least
two components of the integral in Eq. (5.7) can be
determined experimentally in different cases.

First, the relative partial intensity of radiation arriv-
ing directly from point r, of surface Sto point r in
direction u in the absence of interaction with the
medium is determined by the exponential function
exp[-t(r —» ry)] of the optical density. Integral from
formula(5.7) for Dgimplicitly containsthe correspond-
ing exponential component. If we separate this compo-
nent from integral Dg, the remaining partial intensity
describes radiation arriving from surface S to point
(r, u) only after scattering. In order to emphasize this,
we can denote the corresponding partial intensities as
is scal (Fo» Ug) — (r, u)]. The optical density can be
measured experimentally from the damping of external
radiation. The measurement can be made most easily
when the point of observation r aso lies on the surface
and isoppositeto point r, of the emitter; i.e., r =rg(see
Fig. 2).

Second, if surface Sconsists of aradiating part S,
where |5 # 0, and a nonradiating part S, that is not
illuminated from outside, where Ig= 0, we can write

S = Srad + Sﬂonrad'

It is possible to measure the fraction of primary radia-
tion emerging from surface S, (Se€ Section 5.3). We
denote this fraction of primary radiation by Dg . The
measurement of Dg, IS especialy simple when the
point of observation lies on the surface, i.e,, r =rs.
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Separating both of the above terms from Dg(r, —u),
we can write

Dgr,-u) = Dg_, «a(r, —U)

(5.8)
+ DSex(r, —u) + exp[—t(r —=ry)].
Here,
Dsxalls W) = [ dry [ d-uo)
Sw  2m (5.9)
lsaal o)) = (O WG sy o, u).

Is(r o Uo)

The quantity Dg_ o(r, —u) differs from Dg(r, —u)

in the domain of integration over the surface and in the
fact that it takesinto account the emergence of radiation
on surface S only after scattering. Substituting
Egs. (5.8) and (5.9) into relation (5.5), we obtain arela-
tion between radiation components, which is similar to
that obtained earlier in [3] for the case when polariza-
tion was disregarded. Clearly, other components can
also be separated in Dg(r, —u) when required.

Thus, the radiation extinction characteristics D(r, —u)
appearing in formulas (5.5)—(5.9) depend on the polar-
ization of the radiation under study at point (r, —u) and
the matrix elements of the Green functions G,,,
describing the passage of this radiation in various parts
of the abject. In addition, the application of the inten-
sity of radiation having direction u at point r (see
Egs. (5.1) and (5.3)) resulted in the characteristics of
polarization of primary radiation and matrix elements
of the Green functions, which describe the arrival of
thisradiation at point (r, u). These quantitiesappear inthe
denominators of functions g defined by formulas (5.2)
and (5.4).

5.1. Functions g,, and gg

Functions g, and gg in relations (5.5)—5.7) directly
take into account the polarization of radiation. Let us
consider these functions in greater detail in some spe-
cial cases.

1. We will use reciprocity relation (3.6) between
functions G and G, in order to replace the elements of
matrix G, [(r, —-u) — (r', u)] by elements of matrix
G, [(r',u) — (r, u)]. For this purpose, we must carry
out the multiplication of matrices on the right-hand side
of Eqg. (3.6) and compare, element by element, the
result with the matrix on theleft-hand side. Such acom-
parison of matrix elements leads to the quite expected
result for the elements appearing in expression (5.2):
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G ul(r,=u) — (r',=u’)]
= GII[(r'! ul) - (r1 U)],
Gyl (r, —u) — (', —u")]

= Gol(r, u) — (r,u)],

(5.10)
G, ul(r,—u) — (r',—u")]

G, + Ggigp(r, —u) — Gy up(r, —u) + Gy, v (r, )
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= _GUI[(rI! ul) - (rv U)] ’

G.vl(r, —u) — (r', =u)]
= Gyl(r,u)— (r,u)l.

Taking into account these expressionsinreation (5.2),
we obtain

gl (r',u) —= (r,u)] =

Here, all elements of the Green matrix depend on the
initial and final points of the radiation path, i.e., on

[(r', u) — (r, u)l.

The elements of the Green matrices appearing in
expression (5.4) for g satisfy relations similar
to (5.10). In order to write these relations, we must
replace (r', u’) by (ro, Up) and (r', —u') by (ro, —Uo) .

Thus, when relation (3.6) holds, functions g, and gg
are determined by the polarization of primary sources,
as well as by the first row and column of the matrix of
the response function describing the passage of radia-
tion from the points where it emerges to the point (r, u)
whereit is observed.

2. Let usnow consider function g in particular cases
of different polarization of primary radiation.

Let us suppose that the radiation initially emerging
in the emitter is nonpolarized natural radiation typical
of thermal sources. In this case, at points (r', u") and
(r,—u), we have g, = u, = v, = 0. If radiation entering
the emitter from surface Sis aso natura, we also have
g=u=v=0atpoints (ry Uy) of the surface.

In this case, we obtain from expressions (5.2)
and (5.4)

g, = Cunl(r. =) o ()]
R eV {CAT) e )

Gy ul(r,—u) — (ro, ~Uo)]
Gy[(ro.Uug) —= (r,u)]

(5.12)

Os =

If the reciprocity relation (3.6) and, hence, (5.10), is
alsovaid, we have

G+ GioQp(r', u) + Gyuy(r', u) + Gy v (r', u’) |

G,y ul(r,—u) —~ (ro, —Uo)]

(5.11)

o[ (r',u’) — (r, u)]
= Gl (ro, Up) — (r,u)] = 1.

Thus, the relation between radiation components
derived from stationary condition (5.5) combined with
relations (5.8) and (5.9) exactly coincides with that
obtained for the case when polarization was not taken
initialy into account, i.e., radiation was regarded as
natural everywhere, and the reciprocity relation was
satisfied in each scattering act [3].

It is well known that natural radiation passing
through a scattering medium can be polarized in it [18].
This also follows from formula (2.5) describing single
scattering. Indeed, if at least one nondiagonal element
of thefirst column of phase matrix Z differsfrom zero,
expression (2.5) for 1 .4, acquires, after multiplications
on the right-hand side, nonzero characteristics of polar-
ization even for ' = Uu' = v' = 0. The first column of
matrix Z usualy contains nonzero nondiagonal ele-
ments. In spite of polarization emerging during scatter-
ing of natural radiation, the value of the general (scalar)
intensity of scattered radiation is determined only by
the scalar quantity of primary flux and the first element
of the response function G, (or G, , ;).

When the radiation emerging initially in the bulk of
the emitter or on its surfaceis plane-polarized, we have
U, = Vv,=0andu= v =0intheregionsof itsemergence,
and the corresponding terms in the numerators and
denominators of functions g,, and g are absent. Various
combinations of the type of primary radiation are pos-
sible. Let us suppose, for example, that only natural
radiation emerges in the bulk of the emitter and the
outer radiation is plane-polarized. This can be realized
when athermal emitter isilluminated from outside by a
laser. In this case, gy = 1 everywhere in the volume,
while for gs, we find from (5.4)

(5.13)

9l (o Uo) —= (r,u)] =
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1

9l (1o up) —= (r,u)] =

Thus, in various specific cases of polarization, func-
tions g are simplified.

5.2. Relations between Radiation Components
in Special Cases

Relation (5.5) taking into account Egs. (5.6) and
(5.7) has been obtained in the general form and is not
commonly used for practical applications, However,
relations for various special cases can be easily derived
from it. Let us consider three such cases.

1. It is often assumed in experimental and theoreti-
cal studies of radiation that the main characteristics of
the medium, as well as primary sources in the bulk of
the emitter and onits surface, remain unchanged. Let us
suppose that ratio p,/K,, in the bulk of the volume,
intensity |5 on the boundary surface, and functions g,
and gg are constant, i.e., independent of coordinatesr,
ro and directions u, u,. Removing these functions from
the integrands in formulas (5.6) and (5.7) and taking
into account expressions (3.9) and (3.10) for intensities,
we can write stationary condition (5.5) in the form

I(r, u) I(r, u) _
mgv(r, u)+-—-|—S——gs(r, u) = L (5.16)

This relation connects the components of scalar inten-
sity 1.

2. Let Ig differ from zero and be constant only on
radiating surface S4. In this case, we can use rela-
tions (5.8) and (5.9) for Dg(r, —u) and abtain, instead of
relation (5.16),

ly(r, u) I salrs U)
pV/kabsgV(r, U) + —__-—Ig_——gs(r’ U)

+ Dg o(r, —u) + exp[-t(r —rp)] = 1.

(5.17)

The meaning of the terms and corresponding subscripts
isthe same asin relations (5.8) and (5.9).

3. Let a scattering and radiating medium be a mix-
ture of k different components, and let the following
relation hold:
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1+ Gol(ro, Up) —= (1, u)d(ro, Ug)/ Gyl (ro, Up) —= (r,u)l’

(5.15)

pulr, W) = 3R, ),
k

K1) = Kaps 1), (5.18)
K

ael) =3 K ).
k

Analogously to Eq. (3.4), we can write the vector of the
primary source of the kth component, assuming that the
polarization of primary radiation is the same for all the
components:

pi(r, u)
= plr, UL, aur, u), ug(r, u), v(r, u)l ™.

The scalar partia intensitiesi, and i,,, for each compo-
nent can be written analogously to expressions (3.11)
and (4.13), where py, isreplaced by p,. The absorption
of radiation in the vicinity of point (r', —u') at individ-
ual components is summed in accordance with rela-
tions (5.18). Consequently, instead of relation (4.14),
we obtain the following expression for the rel ative frac-
tion of the primary radiation of the kth component of
the mixture, which emerges at point (r, —u) and is
absorbed at point (r', —u’):

(5.19)

I [(r, u') — (r, u)]

Dy (1, =) — (1", )] = 5o

(5.20)
x Zkabs k(r‘)gV[(rl1 ul) - (rv u)] .
k

This expression is written analogously to Eq. (5.1).
Here, gy is defined by formula (5.2).

Integrating Eq. (5.20) over volume and directions,
we obtain

[(r, u) — (r, u)]
pk(r|! U')

Dy W, —U) = J'dsr' J'd(—u)
v.oam (5.21)

X Kas lr)Qul (1, U) — (1, U]
K

This expression can be used instead of Dy, in the rela-
tion (5.5) connecting the intensity components.
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Radiation passing through the emitter interacts with
all components of the medium; consequently, the ele-
ments of the Green matrices, aswell asfunctionsg, and
0s, depend on the optical properties of al these compo-
nents.

5.3. Possible Applications
of Sationary Conditions and Relations

The stationary condition (4.6) (or (4.16)), including
al elements of the Green matrices, is independent of
the shape or size of the emitter. This condition remains
valid irrespective of the radiation frequency, character-
istics of radiation scattering and absorption, or their
variation in the medium. On the other hand, the Green
functions depend considerably on all these quantities.
The stationary condition is exact when the linear theory
of radiation transport is applicable and the main
assumptions concerning the interaction of radiation
with the medium hold (scattering is elastic, the absorp-
tion coefficients are independent of the direction and
polarization of radiation, and the refractive medium of
the medium remains equal to unity between acts of
scattering). It follows hence that condition (4.6) can be
useful for determining the Green functions. Indeed, the
matrices of the Green functions are calculated for vari-
ous specific emitters (see, for example, [14-17, 19]). In
spite of numerous specific circumstances, the necessary
stationary condition must hold. This correspondsto any
region and direction of radiation in the emitter; preset
primary sources of radiation can aso be arbitrary and
may be located in the bulk of volumeV or on surface S
If the characteristics of radiation polarization are spec-
ified in aregion of the object as well as the absorption
coefficients in the emitter, expression (4.6) combined
with (4.4) and (4.5) describes the relation between
matrix elements of the Green functions. Since these
elements are determined only by the optical parameters
of the medium and affect the polarization, remaining
independent of the polarization of the radiation being
analyzed, one can specify various characteristics of
polarization at point (r, u), thus separating individual
matrix elements in accordance with formulas (4.4) and
(4.5). For example, for natural radiation, only elements
G, will be left in the expressions for Dy, and Dg, while
term G, is added in the case of plane-polarized radia-
tion. The stationary condition can be used in different
ways in different problems; in particular, the correct-
ness of computation of the Green function can be veri-
fied with the help of this condition analogously to [3],
where computations of radiation were verified without
taking polarization into account.

Relations (5.5)«5.7), (5.16), and (5.17) include
guantities that have been investigated in many experi-
ments. In spectroscopic experiments, the total intensi-
ties of radiation and some of their components are mea-
sured at different frequencies. The values of Dg ¢, can
also be measured in some cases, e.g., when radiation in
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Fig. 3. Schematic diagram of experiments studying the
effect of polarization on the passage of radiation through a
scattering medium: r and r, are the radius vectors of the
regions of external illumination and measurements on sur-
face S uq, —U4, Uy, and —u, are the unit vectors determining
the directions of illumination and measurements;, r, is the
radius vector of the point at which radiation from (r,, —u)
can arrive without being scattered.

a medium illuminated from outside is considered. In
order to determine the value of Dg  in this case, it is
necessary to obtain the ratio of the flux emerging in all
directions from the medium to the incident flux [3]. It
was mentioned above that optical density t also must be
measured.

On the other hand, such quantities as ratios p,/Ks
and characteristics of polarization of primary radiation
together with the Green functions g, and gs are of inter-
est in spectroscopic experiments, but cannot be mea-
sured easily. The stationary conditions may help in
determining the values of these quantities.

It was mentioned above that relations (5.5) and
(5.16) do not differ from those in which polarization is
not taken into account if primary radiation is not polar-
ized and g = 1 (seerdations (5.2) and (5.4). It follows
hence that al the applications of the relations connect-
ing intensity components [3] can aso be used here.
Among such applications, we can mention the determi-
nation of individual unknown terms to the resultant
radiation from other known components and determi-
nation of relative populations of the levels or corre-
sponding temperatures of the emitter when all radiation
components are known. Individual terms were deter-
mined in real experiments where the effect of macro-
particles on the profiles of atomic spectral lines in a
dusty plasmawas studied. The temperature of strongly
scattering solid porous materials was measured using
the stationary relations between the terms. In this case,
the theory of radiation transport isinapplicable, but (see
Introduction) steady-state relations between the radia-
tion components were derived in this case also.
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Let us consider a possible application of relations
connecting the radiation components in the experimen-
tal study of the effect of polarized radiation on the pas-
sage of external radiation through a purely scattering
medium surrounded by a transparent surface. Let us
suppose that collimated external radiation can be
directed onto the scattering medium alternatively from
the neighborhoods of two arbitrarily chosen points r,
and r, (Fig. 3). Let the direction of radiation in the
vicinities of pointsr, and r, be defined by the vectors
u; and —u,, respectively. In the same regions, we can
also measure the scalar intensity of radiation emerging
from the medium (in particular, in directions —u, and
u,, respectively). The regions of illumination and
observation can be interchanged.

Let us suppose that a neighborhood of point (r 4, u;)
isilluminated by arbitrarily polarized radiation of sca-
lar intensity I, the scalar intensity of scattered radia
tion measured in aneighborhood of point (r»,, u,) being
I,. We assume that scalar intensities and polarization do
not change in the regions of illumination and measure-
ments. If the regions of illumination and observation are
not very large, function ggin these regions are aso con-
gtant. In this case, we can use formula(5.17). For I, = 0,
we obtain

|
rjgs[(rl, Ug) — (2 Up)] + Dgedrp —Uy) (5.22)

+exp[—t(r; —rg)] = L.

This relation directly contains the quantity Dg e
describing the passage of scattered radiation through
the medium. In order to determine the value of this
quantity, we must measure intensity ratio |,/I; and opti-
cal density t(r, — rg,). In addition, we must know the
polarization characteristic gs. In order to calculate the
value of this quantity using formula(5.4), itissufficient
to measure the same scalar intensities, changing the
type of polarization of external radiation and using illu-
mination at both pointsr, and r,. Indeed, we can write
the expression for the observable scalar intensity using
the solution to transport equations (3.10), (3.12) and the
above assumptions. In the case when point (r,, u,) is
illuminated, we have

l2 = 1{G;i[(ry, us) — (ra uy)]
+ Gl (ry, uy) — (rp ux)lq(ry, uy)
+Gyy[(ry, uy) — (ro uz)u(ry, uy)
+Gy[(ry, up) —= (rp ux)]v(ry, u)}.

(5.23)

Let the external radiation not be polarized at point
(r4, uy); inthis case, we have

1,(ry, uy) = 14[1,0,0,0]". (5.24)
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Only the first term then remains on the right-hand side
of Eg. (5.23), and we can use the measured intensities
to determine the element

G [(ry, uy) —(rp uy)].

Let the external radiation at point (r 4, u,) be plane-
polarized (e.g., produced by alaser) and
14(rs, up) = 14(ry, u)[L,1,0,0], (5.25)
In this case, two terms remain on the right-hand side of
Eq. (5.23). Since the first element G, has already been
determined, we can find G, by measuring scalar inten-
sities. Thus, by complicating the polarization of inci-
dent radiation, it is also possible to find the remaining
two elements.

In exactly the sameway, it is possibleto measure the
elements of the Green matrix, which describe the pas-
sage of radiation in the opposite direction (from point
(r5, —u,) to point (rq, —U,)).

The above procedure for measuring scalar intensi-
ties makes it possible to determine the required matrix
elements of the Green function using formula (5.23)
and to analyze the effect of polarization on the passage
of radiation through a scattering object using steady-
state relation (5.22).

6. CONCLUSIONS

1. The necessary stationary condition (4.4)—4.6)
or (4.14)—(4.16) for a scattering medium has been
derived from an analysis of extinction of radiation as a
result of absorption of radiation by the medium and its
emergence at the emitter surface. The stationary condi-
tion is derived under the assumption that the linear
transport theory isvalid for describing radiation and its
extinction as well as the following assumptions con-
cerning the interaction of radiation with a substance:
scattering is elastic, the absorption and extinction coef-
ficients of the medium are independent of the direction
of radiation and its polarization, and the refractive
index of the medium between scattering centers is
equal to unity.

2. The stationary condition describes the relation
between the elementsin thefirst rows of the matrices of
the Green functions for given polarization characteris-
tics of radiation whose extinction is being analyzed and
for the preset absorption coefficients of the medium.
The condition is valid for an arbitrary radiation fre-
quency.

3. Relations between the scalar intensity compo-
nent of steady-state radiation are derived in integral
form (5.5)—(5.9). The function taking into account the
effect of polarization of radiation is separated as a fac-
tor in the integrands.

4. Special cases of the genera relation connecting
the scalar intensity components have been considered
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for different characteristics of the polarization of pri-
mary radiation, when the reciprocity relations hold,
and in the case of a multicomponent medium (see Sec-
tions 5.1 and 5.2). Useful relations have been derivedin
algebraic form in the case when the primary sources
of radiation do not change in the bulk of the emitter
and on radiating parts of its surface (see (5.16), (5.17),
and (5.22)).

5. It is shown that the stationary conditions and the
relations between intensity components in the case
when primary radiation is not polarized do not differ
from those in the absence of polarization. Conse-
guently, the stationary conditions and the relations can
be used in computations and experimental studiesin the
same way as in the absence of polarization, athough
radiation can be polarized as a result of scattering.
When primary radiation is polarized, additional possi-
bilities appear, in particular, for analyzing the matrix
elements of the Green functions.
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Abstract—The generation of low-order harmonics by a short ionizing laser pulse passing through a gas is
investigated in regard to the space-time phase-synchronism conditions. This investigation is based on the
results of hydrodynamic calculations for the model of [1] supplemented by taking into account the ionization
current [2-5] and on the numerical solution of a one-dimensional time-dependent Schrédinger equation. As
applied to the description of the third-harmonic spectrum, the hydrodynamic model with ionization current is
shown to be in good agreement with a quantum-mechanical model. In this case, the amplitude of the third har-
monic is determined by theintensity of the laser field at the moment of maximal ionization rate; thisfact allows
one to relate the amplitude of the third harmonic to the residual energy of electrons [5-8] and may provide
grounds for the diagnosis of the residual energy by the spectrum of the third harmonic, which is important
for the development of X-ray lasers based on ionization nonequilibrium plasma. © 2003 MAIK “ Nauka/Inter-

periodica” .

1. INTRODUCTION

In the last decade, the processes associated with the
optical ionization of a gas by a short high-power laser
pulse have been intensively studied (see, for example,
[1-10] and references cited therein). In addition to its
fundamental interest, thisfact isrelated to the prospects
of application of laser-frequency harmonics generated
during these processes to the fabrication of short-wave-
length radiation sources and the generation of attosec-
ond electromagnetic pulses [11, 12], as well as to the
possibility of using the information about the spectrum
of these harmonics for the diagnosis of processesin an
ionized gas.

The harmonics of a high-power laser pulse may be
generated due to cooperative processes—bremsstrahl-
ung of electrons asthey collide with any ions generated
by the plasma ionization [13]—as well as due to the
individual nonlinear response of the “ionized electron +
parent ion” system to the laser field. An efficient gener-
ation of harmonics by the first mechanism requires a
high density of asubstance, close to the solid-state den-
sity [14]; in this case, the efficiency of the bremsstrahl-
ung mechanism can be increased dueto the preliminary
excitation of a gasionized by alaser pulse [15]. In the
present paper, we consider the generation of low-order
harmonicsin the field of a femtosecond laser pulse for
a relatively low density of the ionized gas when the
bremsstrahlung mechanism of the harmonic generation
is neglected.

At present, the following viewpoint is widely
adopted: the generation of high-order harmonics that

manifest themselves as a plateau region in the trans-
verse-field spectrum [10] occurs under the radiative
recombination of an electron during itsreturn motionin
the field of the parent ion. To describe this process, both
guantum-mechanical [10, 16] and semiclassical [17]
methods have been applied. At present, there isno gen-
erally adopted viewpoint about the mechanisms of |ow-
order harmonic generation whose total energy is much
greater than the energy of high-order harmonics in the
plateau region. It is assumed that the generation of low-
order harmonics is associated with the bound—bound
transitions of electrons between energy levels of an
atom [18]. Moreover, there exists a simple hydrody-
namic model proposed in [1] in which one considers
harmonic generation due to the fact that the electron
density increases under tunneling ionization two times
within alaser period, at the moments corresponding to
the maximal intensity of the laser field. This model is
very attractive due to its simplicity and allows one to
carry out aself-consistent analysis of the harmonic gen-
eration in regard to the propagation of a laser pulse to
considerable distances. However, until recently, the
guestion has remained unsolved as to how adequately
the phenomenological model of [1] may describe areal
physical situation.

To clear up this question, in Section 3, we investi-
gate the generation of harmonics using both the hydro-
dynamic and quantum-mechanical models (which are
described in Section 2). Moreover, we investigate the
behavior of the amplitudes of the harmonics depending
on the number of bound states in a potential well. In
contrast to [18], where the authors investigated the
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spectrum of thethird-order time derivative of the dipole
moment of an atom in thefield of agiven laser pulse, in
the present paper, we investigate the spectrum of the
generated radiation propagating in an ionized gas with
regard to the space-time phase-synchronism condi-
tions. The latter conditions are naturally taken into
account in the self-consistent solution of the
Schrédinger equation and the Maxwell equations. We
show that the third harmonic of the carrier frequency of
laser radiation is well described by the hydrodynamic
model of [1] supplemented by taking into consideration
the ionization current that guarantees the energy and
momentum conservation laws of the laser pulse during
the gasionization [2-5]. This means that the amplitude
of the third harmonic is fully determined by the param-
etersof theionization front and the intensity of thelaser
field near the ionization front. In this case, one can
associate the amplitude of the third harmonic with the
residual energy of electrons. The latter is the energy
that is irreversibly transferred from the laser field to
electrons during their nonadiabatic interaction at the
moment of ionization [6]. The magnitude of the resid-
ual energy determines the generation efficiency of
coherent X-ray radiation in circuits with recombination
pumping [8]. Therefore, the possibility to diagnose the
residual energy of electrons by the third-harmonic
spectrum is important for designing X-ray lasers with
an active medium formed when a gas isionized by an
intense optical laser pulse. Note that three-dimensional
propagation of the third harmonic in a nonlinear
medium was investigated, in particular, in [19].

A model that associates the spectrum of the third
harmonic with the residual energy of electronsis con-
structed in Section 4. The absorption of the residual
energy by an electron generated by the gas ionization,
just like the harmonic generation, is, strictly speaking,
aquantum-mechanical process. Therefore, the compar-
ison presented in Section 4 between the hydrodynamic
formulas [6] used for calculating the residual energy
and the quantum-mechanical calculation of the residual
energy is of interest.

2. BASIC EQUATIONS

In the most general form within classical electrody-
namics, the generation of laser-radiation harmonicsin
an ionized gas can be described by the Maxwell equa-
tions

rote = _}68 rotB

0B o o L0E, 40P
cot’

T cot ¢ ot (D

and the corresponding equations for the dipole moment
of electronsin aunit volume of the gas,

P = —ez 0O
i
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(where the sum is taken over all electrons in this vol-
ume; the angular brackets denote averaging over the

wave functions of these electrons, [F0 = [W| CFO|W[]

for the operator [If[J; eisthe absolute value of the elec-
tron charge; and the contribution of the motion of ions
is neglected). In the approximation of a medium con-
sisting of noninteracting one-electron atoms, we have

P(r,t) = —eny(r, t) J’ra|LP(r,t,ra)|2dra. 2

Here, n, is the total concentration of atoms and ions,
which is equa to the initial concentration of the gas
(henceforth, we assume that it is independent of time);
r, are internal atomic coordinates with the origin at an
appropriate atomic nucleus; r is the radius vector of an
atomic nucleus; W is a one-electron wave function sat-
isfying the Schrodinger equation

iﬁ%——lf - —?—rnAW+[U(ra)+\7f(ra, ow, (3

where the spatial differentiation is carried out with
respect to the internal atomic coordinates; U(r,) is the
atomic potential; and V(r, t) isthe operator of inter-
action between electrons and the field.

From formulas (1) and (2), we obtain the following
wave equation for the dimensionless high-frequency
field a = eE/muyC:

Daz 20° 0
o2 "anog A0t T NR @
o’ [
R = _aa,u.?- 5

Here, € = ky(x — ct) and n = kX are coordinates tied to

the laser pulse (the laser pulse propagates along the x
axis),

2> o’

Ay = —+—,

T ey 97

Wy, and k; = wy/c are the frequency and the wave vector
of laser radiation in vacuum, N = ng/n,,

2
may,

a = eEau E = m’e’
au. — moooc’ au. ﬁ4
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isthe atomic field strength, t, is time in atomic units,

0 _ W0 -
3L, " Ty, 08 M9 Pau =

me

4
h3

is the atomic frequency, and the source R is expressed
inatomic unitsase=% =m=1, ¢ = 137. Using the fact
that, according to (3),

aaE:aD = pO+i Vs, rJO

where p =-il] isthe operator of canonical momentum,
and taking into account the explicit form of the operator

V¢ in the length calibration, in the dipole approxima-
tion (neglecting the dependence of thefield on the coor-
dinater,), we obtain

_ 0
R = aau.a_tam[l (6)

Using Eg. (3), one can easily reduce expression (6) to
the form (in the dipole approximation)

R = a+a,, [MU(ry)d @)

Thus, according to (5), (6), and (7), to calculate the
source R, one has to determine any of the three follow-
ing quantities: [0,[) (0 or TIU(r ). This problem
can be redlized in the most consistent form (under a
minimal number of assumptions) by numerically solv-
ing the Schrodinger equation (3). Recently, various meth-
ods have been developed for such a solution [20-23];
however, this problem is till laborious, especialy as
one has to solve it repeatedly to integrate wave equa-
tion (4). Therefore, approximate methods for calculat-
ing R, such as the numerical solution of a one-dimen-
sional Schrodinger equation for a one-dimensional
model atom [24, 25], aswell asthe approximate anal yt-
ical calculation of [#,[]16] and o[p 7D t, [10] under dif-
ferent assumptions, have become important. Among
these assumptions, the basic ones are the following:
first, the assumption that the binding potential weakly
affectsthe part of the wave function that corresponds to
the continuous spectrum; second, the assumption that
all bound states, except the ground state, are neglected;
and, third, the assumption that the depletion of the
ground state and its Stark broadening are not substan-
tial. Note that the assumption about the insignificant
role of the binding potential in the continuous-spectrum
region suggests that, strictly speaking, the correspond-
ing analytic theories can hardly be applied to the low-
order harmonics considered in this paper, with numbers
smaller than U,/:iw, [16], where U, isthe energy of the
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ground state of the binding potential. Another reason
for the possible inaccuracy of analytic quantum-
mechanical theories as applied to the calculation of the
third harmonic associated with the third above assump-
tion isdiscussed in [26].

The difficulties associated with the calculation of
the wave function of an electron and the subsequent
calculation of the source R in one of the forms (5)—(7)
seem inevitable in the case of high-order harmonics
that manifest themselves as a plateau region in the
transverse-field spectrum [10]. These harmonics are
generated due to a radiative recombination of the elec-
tron during its return motion in the field of the parent
ion [10, 16]. At the same time, we show below that the
low-frequency part of the transverse-field spectrum that
contains the third harmonic and in which the greater
part of thefield energy (except for the carrier-frequency
energy) is concentrated can be described much more
simply. To this end, in the tunneling-ionization regime
considered below [27], which is realized in the case of
sufficiently short and intense laser pulses [28], it suf-
fices to know the instantaneous ionization frequency,
for example, intheform givenin [29]. Theideaof such
a description was first put forward in [1]. Below, we
will show that the phenomenological model presented
in [1] can well describe the low-frequency part of the
spectrum provided that one takes into account—in
addition to the free-electron current J = —en,V, wheren,
isthe concentration and V isthe hydrodynamic velocity
of electrons—the “ionization” current associated with
the loss of energy and momentum of laser radiation due
to the gasionization [2-4]:

z,
E
|E|2 zlwzu Nz-1- (8)
Z=

ion

Here, U, istheionization potential of ionswith theion-
ization multiplicity z— 1, n,_, is the concentration of
these ions, W, is the ionization frequency, and z, is the
charge of the nucleus. In this case, the derivative of the
polarizability isdefined asasum of currentsJ + J;,. AS
a result, according to Egs. (1) and definition (4), the
source R is calculated as

R = 1 a(‘]-i-‘]ion) (9)

chye  0¢

(in dimensionless coordinates). Thus, to determine R
within this model (which is called a hydrodynamic
model inwhat follows), it sufficesto find the concentra-
tions n,_,, the ionization frequencies W,, and the
hydrodynamic velocity V. The electron concentration is
defined as

z,
Ne = ZznZ
z=1
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under the assumption that it does not differ from its
quasineutral value. Inthe weak-rel ativity approximation,
the velocity V is determined from the equation [6, 7, 30]

3" Tm E T (10)
where S= n,0Z/0t,
z,
z zn,
Z==— (12)

isthe average charge of ionsand Sistheionization rate.
In the approximation of successive ionization of elec-
tron levels, S satisfies the equations

z,
S = ZS{Z}, s? =wn,_,,
Moo g g5 521 721, (12
ot
6nz z}
W - S{ .

In the approximation of weak relativity and slowly
(within alaser period) varying amplitude of the carrier
signal, we can derive from Egs. (8)—(11) the following
final expression for R in the hydrodynamic model:

|

(13)

a9 O - u,n
S T A

where a = €/Aic and Uy, is the ionization potential of
hydrogen. The second term on the right-hand side
of (13) is attributed to the ionization current. For-
mula (13) issupplemented by theformulafor theioniza-
tion frequencies W,. In the tunneling ionization regime
considered here, when the Keldysh parameter [27] is

y = Wy./2MU,

elE|

clal W]

<1,

we can apply the adiabatic approximation by substitut-
ing the modulus of the instantaneous field [E| into the
formula for the ionization frequency [31]. In this case,
we can represent W, as

0 Zaau DUZD

[Pau™

= C,w,, a0 (14
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where C, and [3, are constants that depend on the shape
of the atomic potential. Equations (11)—14) fully
define the problem of finding R in the hydrodynamic
model.

3. COMPARISON OF HYDRODYNAMIC
AND QUANTUM CALCULATIONS
OF THE HARMONIC AMPLITUDES

Consider the problem concerning the applicability
of the hydrodynamic model considered above by com-
paring the solutions of the wave equation with the
hydrodynamic source (13) with those obtained with a
guantum-mechanical source. Aswas mentioned above,
analytical quantum-mechanical models for calculating
R may not be sufficiently accuratein the low-frequency
region of the spectrum. Therefore, it is expedient to
compare, first of al, the solutions obtained with the
hydrodynamic source (13) with the results of numerical
guantum-mechanical calculations. Tothisend, itiscon-
venient to use R in form (7).

Assuming that the transverse dimension o, of alaser
pulseis sufficiently large and that the distance x travels
in anionized gas is sufficiently small, x < koof/Z, and
taking into account that the radiation patterns of the
harmonics are narrow [32], we solve the wave equa-
tion (4) in the one-dimensional geometry, neglecting
the transverse Laplacian. We assume that the polariza-
tion of the laser pulseislinear and directed along the y
axis, a = ae,. The Schrodinger equation is also solved
in the one-dimensional geometry for amodel one-elec-
tron binding potential; here, we use the length calibra-
tion and the dipole approximation:

6‘P 16‘P Lgan

at 26y Qa DyalJJ+U(ya)‘4J.

(15)
We assume that the potential U(y,) is short-range,

Oy
Uy, = —2uexp5—4%, (16)
o

where the quantities o, ~ 1 and u ~ 1 are chosen so that
the ground state of energy coincides with the corre-
sponding atomic level from which the ionization
occurs. For potential (16), the constants (3, and C;
in (14) are equal to 3, =0 and

2
U,| ,. u,d
c, = F lim .y expiyi Fm .
Un| va— o 0 AU
respectively, where W,(y,) = W(y, t = 0) is the wave

function of the bound state. In addition to the simplicity
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arguments, such a choice of the potential is associated
with the fact that, for moderately small gas concentra-

tionsn, the oscillation amplitude 2rg = 2eE/mco§ of an

electron in the field of laser radiation may be so large
that the effect of a neighboring atomic residual isiden-
tical to the effect of the parent atom; to this end, 2r¢
must be greater than half the distance between neigh-

boring atoms n;tm /2, which is achieved for

1) Ao o'g Na D23>1

10 wiem?HL umd B8 oy

where (&) isthe laser intensity at the moment of max-
imal ionization rate. Thus, even for sufficiently small
intensities of laser radiation and moderate densities of
a gas, the potential of an ionized atom cannot be con-
sidered as the potentia of an isolated atom. For
instance, this means that part of the energy levels of
excited states of an isolated atom that condense toward
the boundary of the continuum of states of afree elec-
tron turn into a continuous spectrum. Thus, the poten-
tial well of the atomic residual contains only a finite
number of energy levels of bound states, asis exactly
the case for a short-range potential.

In what follows, we apply potential (16) to investi-
gate the dependence of the spectrum of radiation prop-
agating in an ionized gas on the number of bound states
in the atomic potential well. The number of bound
states may be varied by changing u and o, so that, in
addition to the bound state with the ground-state
energy, the potential well will contain two, three, etc.,
energy levels. In this case, the constants o, and u are
chosen so that the energy of the ground state is constant
and equal to U; = 24.6 eV, which corresponds to the
potential of singleionization of helium from the ground
state.

For o, = 1 and u= 0.807, the ground state with U, =
24.6 eV provesto bethe only state in the potential well.
For this case, Fig. larepresents the cal culated val ues of
the dimensionless ionization rate

S _ a0Z
nw, 03

the Keldysh parameter y, and the average ion charge Z,
which is determined by formula (11) in hydrodynamic
calculations and by the formula

Z = 1—Z|BP|n[ﬂ2 (18)

in quantum-mechanical calculations; here, |nllis the
wave function of the nth bound state. Figure 1b shows
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the cal culated spectrum of atransverse electromagnetic
field normalized by its maximum, |a(k)|*, and

ak) = Ia(E)eXIO(—i ke)dg

is the Fourier image of the high-frequency field. Fig-
ure la shows that, in the case of tunneling ionization
(y= 0.2 in the region of maximal ionization rate),
Egs. (12), (14), (11) well describe the time variation of
the average charge of ions. At the same time, the dia-
gram of theionization rate plotted versusthe coordinate
(x — ct)/A, related to the momentum, which is obtained
from the Schrédinger equation (15), shows additional
pesks as compared with the cal cul ations by formulas (12)
and (14). These peaks are attributed to the processes of
trapping of electrons generated due to the gas ioniza-
tion by the parent ions (which manifest themselves at
negative values of the ionization rate S (see Fig. 1a))
and to the nonadiabatic response of an atomic dipoleto
the rapidly changing electric field [33].

A comparison of the harmonic spectra (see Fig. 1b)
obtained by Egs. (4), (7), and (15) with the results of
hydrodynamic calculations by formulas (4) and (11)—
(14) both with and without regard for the ionization
current (in the latter case, the second termin (13) is set
to zero) shows that the source (13) with the ionization
current well describes the amplitudes of the third and
fifth harmonics and, satisfactorily, the amplitude of the
seventh harmonic. Moreover, this source well describes
not only the amplitude but also the shape of the third-
harmonic spectrum. Higher order harmonics cal culated
by the hydrodynamic model have substantially under-
stated amplitude values compared with the quantum-
mechanical results. Thisis associated with the fact that
the basic generation mechanism of these harmonics is
the electron trapping by the parent ions[10, 16], which
isnot taken into consideration within the hydrodynamic
model and manifestsitself in the aforementioned addi-
tional peaks on the &) curve.

Further, we change o, and u so that additional
energy levels appear in the potential well while the
ground-state energy remains unchanged, U, = 24.6 eV.
For o, = 1.5 and u = 0.685, an additional level with
energy U, =4.85€V appears, for o, =2.4and u=0.602,
two additional levels appear with energiesU, = 10.4 eV
and Uz = 1.5 eV; and, for o, = 3.4 and u = 0.553, three
additional levels appear with energies U, = 14.54 eV,
U; = 6.63 eV, and U, = 1.35 eV. The spectra corre-
sponding to these vaues of o, and u are shown in
Fig. 2. The constant C; in formula (14), calculated
by (17), is approximately equal to 4, 8, 24, and 130 for
thecasesa, b, ¢, and d, respectively. Figure 2 showsthat
an increase in the number of bound states in the poten-
tial well leadsto asubstantial increaseinthe amplitudes
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Fig. 1. (a) Dimensionlessionization rate St)/n4q and the averageion charge Z; solid lines represent the results obtained by solving
the Schrédinger equation (15); the dashed lines represent the results of hydrodynamic cal culations by formulas (11), (12), and (14);
and the dotted line represents the Keldysh parameter y. (b) The spectrum of transverse electromagnetic field radiated dueto the prop-
agation of alaser pulse through a gas layer of thickness x = 6Lgyp - The solid line represents the result of calculation with the
“quantum-mechanical” source (7), the dashed line represents the cal cul ation with the “ hydrodynamic” source (13), the dot-and-dash
curveillustrates the hydrodynamic cal culation without ionization current (the second term in (13) equals zero), and the dotted line
represents theinitial spectrum of the laser pulse before entering the gas. The parameters of the laser pulse are as follows: intensity

Imax = 10%® W/cm?, a Gaussian envelope with a full width at half maximum Trypm = Lewam/c = 13 fs, and the wavelength Ag =
0.8 pm; the gas concentration is ng/ne = 1072, and the ionization potential of asingle energy level isU; = 24.6 eV.

of the fifth, seventh, and higher order harmonics. The
amplitude of the third harmonic depends weakly on the
number of bound statesin the potential well and iswell
described by the hydrodynamic model (with theioniza-
tion current). The amplitude of the fifth harmonic is
also well described by the hydrodynamic model when
there are no excited energy levels and transitions
between them (Figs. 1 and 2a). However, in the pres-
ence of exited energy levels and transitions between
them, the amplitudes of thefifth, seventh, and ninth har-
monics cal culated by the quantum-mechanical methods
prove to be much greater than the results obtained by
the hydrodynamic model. Note that the conclusion that
the transitions between excited energy levelsareimpor-
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tant for the generation of such harmonics is in agree-
ment with the results of [18].

4. THE RELATION
BETWEEN THE THIRD-HARMONIC
AMPLITUDE AND THE RESIDUAL ENERGY
OF ELECTRONS

It follows from Section 3 (see Figs. 1 and 2) that the
amplitude of the third harmonic of fundamental fre-
guency wy, is well described by the hydrodynamic
model. Hence, the amplitude of the third harmonic is
fully determined by the laser-field intensity at the
moment of the maximal ionization rate. However, the
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Fig. 2. Spectraof thethird, fifth, seventh, and ninth harmon-
ics for atomic potentials with different numbers of energy
levels (U, = 24.6 eV): (a) with a single energy level Uy,
(b) with additional energy level U, = 4.85 €V, (c) with two
additional energy levels U, = 10.4 eV and U3 = 1.5 eV;
(d) with three additional energy levelsU, = 14.54 eV, Uz =
6.63 eV, and U, = 1.35 eV. The solid lines represent quan-
tum-mechanical calculations, and the dashed lines represent
hydrodynamic calculations. The spectra obtained after a
laser pulse has passed through a gas layer of thickness x =
2.2LpwHMs Trwnm = 25 fs; other parameters are the same
asinFig. 1.

residual energy of electronsis also determined by the
latter quantity [6]. This fact allows us to express the
residual energy of electronsin terms of the amplitude of
the third harmonic, which can be used for diagnosis of
the residua energy by the third-harmonic spectrum.

For this purpose, we use the Fourier transformation
of Egs. (12) and (4) with source (13) with respect to &.
Thus, we abtain the following equation for the Fourier
image &(k) of the high-frequency field, expressed
neglecting the second derivative with respect to n in
Eq. (4):

Zﬂ [oe]
a N —_ i A _ I
257809 = N3o S [atk—K)
2=1% (19)
x[é(z)(k') a’U, 2

T (k)}dk, K20,

where é(z)(k) isthe Fourier image of the dimensionless
ionization rate

- g2
N5t W
and & isthe Fourier image of S9/|af.

For further transformations of Eq. (19), we assume
that the dimensionless distance n = kyx traveled by a
laser pulse in a gas satisfies the inequality n <
6(n,/n.)7%; this allows us to neglect the saturation phe-
nomena of the third harmonic that are associated with
the difference between the group velocities of the first
and third harmonics and with the attenuation of the
laser pulse during ionization. In this case, taking into
account that the intensity of higher order harmonicsis
small compared with that of the fundamental harmonic,
we obtain from (19) the following linear dependence of

the third-harmonic intensity &(3) onn:

7, 2+,
22 = N1 S Ca
a3) = = an J' a3-k)
2127, (20)
&2 2
8K) _30°U: £ @] g
x[ AT (k)}dk,

where A, is the characteristic width of the first-har-
monic spectrum, which isdetermined by the laser-pul se
duration. Note that the term proportional to o is attrib-
uted to the ionization current J;q,.

Formula (20) enables one to express the amplitude
of the third harmonic of the laser field in terms of the
spectrum of theionization rate. Aswill be shown bel ow,
the residual energy Q. of electrons can also be
expressed in terms of this characteristic. Within the
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hydrodynamic model, the residual energy can be repre-
sented as Q,, = Qjin(§ —= —), where Q;;(€) isapart of
the total energy that determines the fraction of energy
irreversibly transferred from the laser field to the elec-
trons generated during the gasionization [6]. When the
ionization occurs in the tunneling regime (y < 1) and
the intensities are nonrelativistic, according to [6, 7],
Qiin(&) can be represented as

3y k@M E)
Quin(§) = &4 z '

S k@)

13
2) 0
pare j SPEDQLE, EDdeL]

(22)
QRE) =

Here, QEiZ,z is the energy component (reduced to the
dimensionless form by the coefficient mc? [7]) of a
group of electrons that are generated by z-fold ioniza-
tion, K@ = n/n, is the degree of the z-fold ionization,
and

€ 2
Q€20 = ;[ ja(&')dz}
€0

is the dimensionless energy obtained by the moment &
by an electron generated at the moment &*. Note that,
just as in the case of the third harmonic, the hydrody-
namic calculation of the energy fraction Q;,(€) isin
good agreement with the results of the quantum-
mechanical calculation of the total energy of electrons
by the formula

ﬁ 9’

2my2

(seeFig. 3). Figure 3 shows that, everywhere except for
the initial stage where the ionization occurs, the curve
Qiin(&) representsthe lower envelope of the curve Q(§).

To establish a relation between Q,, and &(3), we
rewrite expression (21) for

Q) = <W(E Ya) |-

W, a)>

Q¥ = Q(f — —)

@ = (2nk?)™ JQe< 8%k, (22)
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Fig. 3. Quantum-mechanical calculation of electron energy
(solid line) and hydrodynamic calculation of the part of
energy transferred from the field to electron (dashed line)
for the parameters given in Fig. 1.

where Qc(K) is the Fourier image of the energy
Q(~, &) and k¥ = K@(E —» ). To analytically
determinetherelation between Q,, and &(3) , one hasto

simplify expressions (22) and (20). To thisend, we con-
sider the approximation of a given laser pulse:

a(§) = a(§)cost,
Qut, €0 = 3al(ED)sin’s T+ Zal(@)sin'e
~a,(EDa, £ sngCsing,

(23)

where g, (§) isthe envelope. For a(§) and Qg(§) in form
(23) under the assumption that

KoL rwhm > koLS(z) >1

(where L, isthe characteristic width of theionization

front when z-fold ionized ions are being formed and
Lewun 1S the full width at half maximum of the laser
pulse), one can substitute the following approximations
for the Fourier images a(k) and Qe(k) into each sum-
mand in the sum over zin Egs. (20) and (22):

aK) = aL(EZ)ZT[[é(kZ— 1) , o(k+ 1)}

2

Q) = (Uayal(ean] a - LGA -2

where &, is the moment of maximum of the zth ioniza-
tion front. Asaresult, we obtain the following algebraic
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equations for &4(3) and Q,, from (20) and (22):

z,
Z (Z)Q(Z)
Q. = i,
Z K@ (24)
9= —aL(az)[l ul,
aray ~ NN i )
a(3) -~ 24 ZlaL(EZ)Koo
o s (25)
@, He  6a’® U, uy? }
M - -1)
[ > T U
where
o 5%@)
21 = ~(2) ’ I = 11 21
S7(0)

and a, (§,) isthe value of the envelope at & = &,. When
deriving (25), we used the equality

A (2 A2

) =[S+ 7@ = 212872 -8%0),

which is valid in the approximation of slowly varying
amplitudes. Moreover, we took into account that

%0 = [s"@)dk = k2.

To calculate u2|) for real multielectron atoms, we

use a formula for the ionization frequencies W,
from [29], according to which the constantsin (14) are
equal to

_ Dt 7

B,=2n,,-1, C,
Dn*,ZD 2Ttn,<1Z

where e' = exp(1) and n, , =z,/Uy/U, isthe princi-
pal quantum number. Next, consider the approximation
of slowly varying amplitudes and take into account that
the maximal contribution to the harmonics of the ion-
ization rate are made by the neighborhood of its maxi-
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mum point &,. Then, we obtain the following expres-
sion for p&:

~(2) w2
(2 _ J2| ~2 _ g COS(ZIE)
o = %(Z)! 20 — T T
0 0 (cos’€) (26)
x eXIOD— dE
Oe (cos &) %
where
ei(au(6)) = 372l

is a quantity that is small in the ionization region
(e, = 1/3).

Using the fact that €, is small, we can obtain
from (26) the following asymptotic expansion for p$?

which iswritten below up to terms on the order of sﬁ:

0 = 1evelhn, o+
3] 21 2070
+EZ|:| Z+ 4n*,Z_ 32D (27)
a0, 2 _201 14197
e, tON, - 5 n, .+ & O

A similar asymptotic series can also be written for

1 ; however, this series converges more poorly than

series (27). At the same time, the general expression
(26) is inconvenient for computations. Therefore, it is
expedient to apply the following approximate expres-

sionfor p{ , which is based on the results of numerical
calculations:

n? = 0.4ud. (28)

According to (25) and (28), in the tunneling regime,

1 makes a small contribution as compared with p?

to the calculated value of &(3) ; therefore, the possible

error in determining u(z) by formula (28) is insigni-
ficant.

Generaly speaking, Egs. (24)—«28) allow one to
express Q,, in terms of &(3) only in the case of single
ionization of a gas. In the case of multiple ionization,
information about the amplitude of the third harmonic
isinsufficient for determining the residual energy; one
also needs information on the spectrum of this har-
monic; to this end, one hasto consider the original sys-
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tem of integral equations (21), (20). However, in this
case, system (24)—(28) alows one, in principle, to

(Zmax)

determinetheresidual energy Q.. of agroup of elec-
trons that are generated during the formation of ions of
maximal multiplicity of ionization. To this end, it is
necessary that the ionization peaks corresponding to
the ionization of various electron levels should be sep-
arated sufficiently clearly (asin the case of helium). To
put it more precisaly, it is necessary that the inequality

a&,,) > alE,, -1

should hold. L et us substitute the threshold field for the
Zna-fold ionization instead of a (€, ) [34],

azmax
A,y

(U, _1Uy)’
T 16Zp

It is convenient to rewrite thisinequality as

O Uzmax Dzzmax -1
|:Uz lD

max

> 1.

(29)

Zmax

When inequality (29) holds, one can omit all the terms
in (25) except for those proportional to a, (¢, ) , which

make the maximal contribution. Taking into account
the numerical result (28) aswell, we obtain

A N (Zrmax)
a3 = Spa(E, K"

Uz (2 _ 1)i| (30)

2
x [LZué‘“)—L (20

22(E, )Un

Substituting expression (27) for p™ into Eq. (30),
weobtain that the quantity a (&, ) canbeexpressedin
terms of the ratio &(3) /Nnk'™ 1 Thisis achieved by
calculating the quantity

_ 3aL(E'Zmax)|j1*vaa>DS
©7 Aau. |:|Zma>< 0

which represents the root of the following equation

1 The quantity n must not be too large in order that the saturation
phenomena of the third harmonic should not manifest them-
selves.
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derived from (30) and (27):
B +¢g[A-2B] —£°[C,—2BC,] +£°[C, - 2BC,]
~£'[C,C,~2BC,] +£°[C,C5—2BCq] +...
+(-1)""*€"[C,C,_,—2BC,;] = 0

(31)

with the coefficients

A =
NnKEOZmax) a,, Ju,0

-2
_ 400 [P o] -
B =84 Hdgn  Ge=12

L2072, e

(32)
C2 =-- n*, 2 C3

T3 A

2 3
w27 Ny 20 o0

J1419 200 o

C4 64 8 *,

Here, C,,n=2, 3, ..., are the coefficients of the asymp-
totic expansion

(Zma) _
5 =

2 3
1-g, +Cxe, —Cgg, +..

(see (27)). Taking into account that € is small, we can
easily represent the solution to (31) as the power series

€ = 8(0)"'8(1)"'8(2)"‘ eay

_ D,+,/Di+4BD,

G 2D,
3
g, = —@Ps 2 (33
(1) 28(0) D2 - Dl (O)’
2 2 4
8(2) — 38(0)8(1)D3_8(1)D2_8(0)D4 |:|g(20)_._
2¢D,—D;

where D,, is the coefficient multiplying e, n=1, 2, ...,
in Eq. (31).
Having determined the root € and the quantity
Sa-aLu.D Zmax |:|3

a(&,) = 3 m*’zmm

(34)

from formulas (24) and (27), one can easily find the

value Qi,zm“). The dependence of this value on the
amplitude of the third harmonic will be determined by
the dependence of the obtained value of € on coeffi-
cient A (32). Equations (31)—(34), (24), and (27) show
that the residual energy can be experimentally deter-
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Comparison of the residual energy (expressed in terms of a(3)) calculated by formulas (31)—(34), (24), and (27) with that

obtained by formula (21)
Data of hydrodynamic (Zmax)
Parameters of the problem calculations of a(3) Qa (Zma)
caculated | Qo
by formulas | calculated
| maxe Nyt N n/c (31)—(34), | by formula
Zmex | Yz &V Wiz | Ao MM Trw, fS . a) T | (24),and (21)
(27)
1 13.6 10 0.8 13 1072 1.86 x 10 3 8.2 6.6
1 13.6 10%° 1.08 50 1072 2.22x 1074 2 6.7 7.0
1 246 | 5x10% 0.8 13 107 8.8x 10 3.0 40 42
1 246 | 5x10% 0.8 50 107 10.7 x 10 13 25 27
2 544 | 4x10% 0.8 13 5x10° | 13.1x10* 2.1 215 205
2 544 | 4x10% 0.8 50 5x107° | 14.75x 10 0.66 172 127
5 979 | 4x10Y 0.8 20 2x10° | 13.66x 10* 15 484 305

mined in principle by the optical measurements of the
third harmonic of laser radiation that generates the
plasma.?

The comparison of the values of fo“a*) calculated

by formulas (31)—(34), (24), and (27) with those
obtained by formula (21) is shown in the table. These

results are obtained in the case when terms up to sfmax

are taken into account in asymptotic series (27), while,
when finding the root of polynomial (31), terms up to
€ are taken into account. These calculations show
that, with respect to the amplitude of the third har-
monic, the diagnosis of the residual energy of electrons
ionized from internal energy levels satisfactorily (to an
accuracy of no worse than 50%) agrees with the results
of calculating the residual energy of this group of elec-
trons by formula (21). Note that the best agreement
between the above resultsis observed in the case of sin-
gleionization of helium because, on the one hand, for-
mulas (24) and (25) contain only onetermwithz=11in
this case and, on the other hand, the tunneling ioniza-
tion condition y < 1 is satisfied by a sufficiently large
margin (y =< 0.3in calculations). The accuracy of calcu-
lations for hydrogen is lower because, in this case, the
parameters chosen are on the verge of the tunneling
ionization regime (y ~ 0.5). For doubly ionized helium,
the approach proposed also allows one to describe sat-

(Zmx)

isfactorily the quantity Q. since the ionization

peaks corresponding to the successive ionization of the
first and second electrons are sufficiently well sepa-

(Zmax)

00

2 The degree of ionization k must be estimated from indepen-
(Zmad 1

00

dent considerations. Below, we assume that k
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rated,® which is also manifested in the fact that the | eft-
hand side of inequality (29) is approximately equal to
2.5 in this case. For nitrogen, the accuracy of the
approach proposed is somewhat lower because the
appropriate ionization peaks in nitrogen are less sepa-
rated (in this case, the quantity on the left-hand side of
inequality (29) is approximately equal to 1.3).

5. CONCLUSIONS

Thus, we have shown that the spectrum of radiation
dueto theionization of agasby an intense femtosecond
laser pulse strongly depends on the structure of atomic
levels in the region of the harmonics with frequencies
w = 5wy. The intensity of these harmonics provesto be
the higher, the greater the number of energy levels of
bound states in the field of the atomic potential. The
maximum of the spectral density and the shape of the
line corresponding to the third harmonic of laser radia-
tion are virtually independent of the intra-atomic struc-
ture of the energy levels and are determined by theion-
ization potential and the parameters of the laser pulse.
This fact alows one to construct a simple hydrody-
namic model using the quantum probabilities of ioniza-
tion in the laser-pulse field to describe the third-har-
monic generation due to ionization. Within this model,
one can determine the residual energy of electrons gen-
erated due to ionization by the amplitude of the third-
harmonic spectrum. This meansthat the third-harmonic
spectrum can be used for the optical diagnosis of asub-
stance during its ionization.

3 The separation of these peaks in the calculations presented in the
fifth row of the table is more pronounced than those represented
in the sixth row. This fact accounts for the higher accuracy of cal-
culations represented in the fifth row.
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Abstract—The self-consistent field model is modified to take into account the effect of orientation correlations
on the behavior of an electron solvated in apolar liquid. Thismodel is used asthe basis for cal culating the max-
imum of the absorption spectrum as well as the temperature dependence of this maximum for an electron sol-
vated in water and ammonium. The results are in accord with experimental data and with the results of calcu-
lation by the quantum molecular dynamics method. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Interest in the problem of excess electrons solvated in
a polar liquid has persisted for several decades [1-4].
This attention to the problem is due to the fact that, on
the one hand, a large body of experimental data have
been obtained [5—7] on the effect of a polar liquid on
the behavior and parameters of solvated electrons; on
the other hand, excess electrons in aliquid are the sm-
plest examples of a quantum-mechanical—classical sys-
tem. A solvated electron may serve as an excellent test
for verification of varioustheoretical approaches [8-10].
However, the simulation of the behavior of excess elec-
tronsin aliquid taking into account the detailed micro-
scopic structure of the medium involves considerable
computational expenditure. The application of various
approaches of dtatistical physics (group-theoretical
expansion, the apparatus of correlation functions, etc.)
makesit possible to reduce the problem to computation
of average equilibrium characteristics and, in some
cases, to use analytic estimates instead of computa-
tions [9, 10]. In fact, the problem can be reformulated
as the problem of self-consistent calculation of the
effectivefield, which determines the behavior of aclas-
sical ensemble of particles in a liquid as well as the
wave function of the excess electron [10].

Recently, we used this approach for anayzing the
behavior of excess electronsin Coulomb liquids[11, 12]
and calculated the absorption spectrum for an electron
solvated in alkali-halide melts as well as the variations
of these spectrum, associated with changes in tempera-
ture, density, and composition of the solution. These
calculations were made in the standard format of the
mean-field model. For strong electrolytes, this
approximation is sufficient for obtaining correct esti-
mates of energy and structural parameters of a sol-
vated electron [13]. However, in the case of dipolelig-

uids, this approximation leads to a wrong estimate on
the dielectric properties of the liquid due to the long-
range nature of orientational correlations and can
hardly be used for calculating the parameters of sol-
vated electrons.

Here, we generalize our approach to polar liquids.
Themain difficulty intheanalysis of such systemisthat
orientational correlations between particles must be
taken into account for such liquids. Consequently, this
study is aimed at the devel opment of a modified mean-
field model for calculating the characteristics of an
electron solvated in a polar liquid. The paper is con-
structed asfollows. In Section 2, the theory is described
briefly, while the results are given in Section 3, where
the calculations are performed for asolvated electronin
a polar liquid with parameters typical of water and
ammonium.

2. THEORY

We consider an excesselectroninapolar liquid with
density n,, which consists of classical particles with a
dipole moment m. The behavior of such a system is
determined by the large partition function =,

= =((ex BEI’+ N R -
= = p|:_ 0 izuej(ri iiWiEi|
X (M
+§zuss(Ri—Rj>—uN> >S,
i#] e

where symbols [l..[d and [I..[4 indicate averaging over
the electron coordinate and over classical degrees of
freedom, the latter including both the coordinates
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RN ={R,,R,, ..., Ry} of the centers of mass of parti-
clesin the liquid and the orientations wi™ = {w;, w,,
..., Wy} of the dipole moments of the particles. Inrela-
tion (1), B isthe inverse temperature, T is the electron
kinetic energy, W isthe chemical potential of particlesin
the liquid, ug is the potential of interaction between
these particles, and ug isthe electron—solvent potential;
we assume that these are paired potentials.

When the electron ground state predominates, the
averaging over the electron coordinate can be reduced
to the averaging over the wave function @(r) of the elec-
tron ground state [25]. In fact, this |eads to the replace-
ment of potential ug in formula (1) by its mean value

[Ug(R, W)L = Iuej(r —R, w)@(r)dr. 2

This potential [l(R, w), can be regarded as an
external field acting on an ensemble of classical parti-
cles. The source of this external field is an excess elec-
tron. Thus, the problem can be reduced to the estima-
tion of the large partition function for a classical liquid
in an external potential. Having obtained such an esti-
mate, we must self-consistently calculate the electron
density ng(r) = ¢?(r) for the excess election inducing
thisfield.

In the general case, potential Uy includes both the
electrostatic interaction and the short-range compo-
nent. These contributions exert different effects on the
solvent. The short-range component |eads to the forma-
tion of a cavity (solvatophobic effect), while the long-
range component induces the polarization of the
medium and orientation ordering of particlesinthelig-

uid. Since the sizer, = DZEfZ of the electron density
distribution is much larger than the characteristic size
of variations of the short-range component, we can
characterize the short-range contribution u,. by only
one parameter a > 0 and write ug(R, w) in the form

1
uej(R’W) = uec+m(Wj)Dﬁ
_ 3
= ad(R) + mO—.
Rl

Similarly, we can separate in the interparticle potential
U the short-range component ug and the long-range
contribution associated with the dipole—dipole inter-
action:

Us(Ri—R;j i —w;) = U(R—R;)

) @
mw)M(R; -R;)m(w)),

3RR |

M(R) = =
R R

()
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where M (R; — R)) is the dipole interaction tensor and
| isasecond-order unit tensor.

We introduce the collective variable n(R, w), i.e.,
the generalized number density of particles in the
liquid,

N

Nes(R, W) = ZE(R—Rj)ES(W—Wj). (6)
j

Then we can write the large partition function in func-
tiona form:

== |:é)(p[_[?’Esolv[nes]]Ds'

U+ mTm
= Tan, (st MTM)

Esolv[ nes] 2

(7
1
+Ng EBjec + mmﬁg |:hes_ H D’]es-

In this relation, the dot indicates convol ution,

Our task isto find the functional dependence Eg,, [Nl
and then calculate the distribution n(R, w) of particles
in the liquid. For this purpose, we must carry out aver-
aging of the solvation energy Eg,; this, inturn, requires
knowledge of the Jacobean J(n., Rw) of the transition
from the coordinate representation { Rw} to collective
variables n. Naturally, relation (7) formally does not
simplify the averaging procedure, but the bilinear func-
tional dependence Eg,,[n.] makesit possible to obtain
the approximate estimate (7) from physical consider-
ations.

First of al, we note that the polarization induced by
an electron makes the main contribution to the solva-
tion energy. Thus, the estimation of the polarization
contributions in Eq. (7) makes it possible to estimate
E.,, on the whole. For this purpose, we transform
Eqg. (7) into acontinual integral with respect to the elec-
tric field strength E (see the Appendix) and then esti-
mate this integral by the steepest descent method:

exp[-BQu] = [EXp[BEIL

8
D [DIE] exp[-BSE)] = exp[-BE)]. ©

where E,, is the mean field strength, which is deter-
mined from the extremum condition

aS(EzEm)_O
dE -

After a series of manipulations, we obtain an explicit
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expression for the thermodynamic potential,

1
Qsolv(nesp-) = _ép (M [P

©
~ B nof (e (L + 3 nohe. O (.,

where h(R) is the correlation function for a pure sol-
vent, which is determined by the short-range repulsion:

Mol 1+ hy(IR=R)] (10
= 6(|R—R1|)6(|R'—R2|)exp{—gzuss(|Rm—Rk|)}> .
mk

S

Inrelation (9), P(R) isthe polarization of theliquid and
f is the Mayer function; these quantities can be
expressed in terms of the generalized density and the
mean field strength:

P(R) = J'm(w)nes(RW)dW, (11)

f(nes) = exp[_B(uec [he+mM EP_“)] -1 (12)

Variation of functional Qg,, with respect to chemi-
cal potential 1 leads to the following expression for the
density n(Rw) of the solvent:

6Qsolv
SU(Rw)
= No[1 + Ny f(Neg) Ched [ F(ned) + 1]

= nes(RW) = n0[1+hes(RW)] (13)

Thus, combining Egs. (12) and (13), we can find
Qu[ne]- In order to determine the functional
Qg v[Ned, We must also know the explicit dependence
K[, which can be obtained by inverting relation (13).
However, thisinversion can be carried out only with the
help of additional approximations in view of the non-
linearity and nonlocality of relation (13). For example,
in the standard format of the mean field model, we
assume that the chemical potential 1 = const [15]. In
view of the long-range nature of orientational correla-
tions, this approximation for dipole liquids is not quite
correct because of a wrong estimate of the dielectric
properties of the liquid [16].

In principle, the p[n] dependence can be obtained
on the theory of density functional [15]; in the general
case, this dependence leads to integral equations of the
Ornstein—Zernike type [16]. However, this problem can
apparently be solved in the simplest way by using the
local approximation

Bu(R) = In(fexp[BmEy] dw). (14)
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This approximation takes into account two physical
effects: the asymptotic behavior of chemical potentia
M(R —= o) and the saturation of dipole orientationsfor
R — 0. Using this approximation, we obtain an
explicit expression for the Mayer function in terms of
the electric field strength:

exp[_B(uec [he + mEm)] _
J’ exp[-BmE,] dw

Here, the mean field strength E_,, is determined through

the Maxwell equation (26) and can be expressed in

terms of polarization P, whose longitudinal component
P, is, in turn, connected with E,,, viathe relation

fe(RW) = 1. (15

P,(R) = —nom[ coth(BmE,,) — (BME,)"']

(16)
X [1_ nofes |:hss] exp[_Buec Ehe] )

where
fes = exp[_Buec |:he] -1

If we disregard the short-range interaction, expres-
sion (15) corresponds to the point dipole model [17]; a
similar model was used for estimating the absorption
spectrum of a solvated electron in amorphousice [18].

Using standard thermodynamic relations between
the thermodynamic functional and the free energy of
the system,

F _UN = Qsolv’

we obtain the final relations for functional F[g, E,,] of
the free energy of a solvated el ectron:

F = [ @) - [[¢0 - 52|

21
2
R ; 1
xb-T’;-(le-ldR —B o fes CHL+ SNohis Ofegy (A7)
1

~5En M [E,, +P(E,) (E,,

Minimizing this functional with respect to the electron

wave function, we arrive at the Schrédinger equation
with the self-consistent potential V/(r):

St

+1ga(f o+ 1)(1+ Nohyg Dfes)}cp(r) = Eo(r).

The mean field strength E,, is determined from
Egs. (26) and (16). Thus, in order to calculate the char-
acteristics of an electron solvated in a polar liquid, we
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must find self-consistent solutions to Egs. (16), (18),
and (26). Then we can caculate the first excited level
for the fixed self-consistent potential V(r) and estimate
the maximum in the absorption spectrum of a solvated
electron as

AE = |E0_E1|

3. RESULTS

We have calculated the characteristics of a solvated
electron, namely, itsmean radiusr,, free energy F, total
E, potential W [land kinetic [(TCenergies, the absorption
spectrum peak AE, and the temperature dependence of
this peak dAE/ot for the parameters typical of water
and ammonium. For water under standard conditions,
we used the following values of parameters: m =
1.854 D, n, = 0.0334 A-3, thermal expansion coeffi-
cient dlnny/dt = 2.5 x 10~ grad [20], and hard sphere
diameter 0 = 3.15A.

It should be noted that among the parameters of our
problem, it ismost difficult to estimate parameter a. We
estimated this parameter on the basis of the electron—
hydrogen ug,(r) and the electron—-oxygen ug(r) inter-
action potentials used for calculating hydrated electron
by the methods of quantum molecular dynamics or
integral equations [21-24]. In these calculations, we
assume that this potential at small distances differs
from the Coulomb interaction potential, i.e.,

Ug(r <R) = Ug(R) (i =0, H).
Usually, R, =0 A, whileO< R, <1A. Inour calcula
tions, we used the value of Ry = 0.5 A. Taking into
account approximation (3), we find that

00

a = AT([Ueo + 2Uq — (2o + 22,,)/1] rPdr
|
0

= 4nz, Rﬁ/3,

where z, are partial charges of atoms. We calculated
correlation function hy(r) in the hard sphere model by
numerically solving the integral equation with Percus-
Yewick closure [25].

In the case of ammonium, for t = —=33°C, we took
m=1.471 D, n, = 0.024 A-3, thermal expansion coeffi-
cient dlnny/ot = 1 x 10~ grad™, and hard sphere diam-
eter 0 = 3.65 A. Parameter a was estimated and corre-
lation function hy(r) was calculated in the same way as
for ahydrated electron.

In the general case, adetailed analysis of the charac-
teristics of a solvated electron requires numerical
solution of Egs. (16) and (18); our previousinvestiga-
tions [13] proved, however, that these characteristics
can be estimated accurately by the variational method
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Characteristics of an electron solvated in water and ammo-
nium (experimental values are given in the parentheses)

Water (t = 25°C) ﬁ@rﬂggi}g‘
o, A 25 30
Thev 132 0.96
VeV 482 351
E, eV 35 255
F eV 101 (-1.6[26]) | -0.72
AE, eV 159 (172[27)) | 1.16(08[28])
DE/t, 1115(-29[28]) | —22(-15+0.2[28])
103 v K-

also by choosing a certain type of trial functionsfor the
electric field and the electron wave functions, after
which function (17) for these functions is minimized
directly. For such trial functions of the ground and first
excited electron states, we used the following approxi-
mations:

(19)

here, a and a, are variational parameters characterizing
the electron density distribution in the ground and
excited states. We approximated the electric field
strength E,,, as

r

E.r) =% J'(pZ(R) RodR. (20)
r 0

It should be noted that the variational parameter y has
the meaning of reciprocal permittivity; i.e., y* = €.f,
which the choice of approximation (20) for the electric
field is dictated by the fact that this approximation
becomes accurate in the asymptotic limit correspond-
ing to the continual model of theliquid, when theradius
of short-range interactions tendsto zero, and y* = e.

The results of calculations compared to experimen-
tal data are given in the table. A comparison of these
data shows that our model makesit possible to estimate
correctly the structural and thermodynamic parame-
ters of electrons solvated in water and ammonium.
Our calculations are aso in qudlitative agreement with
the data obtained by the quantum molecular dynamics
method. For example, for an electron solvated in ammo-
nium, we obtained E=-1.84 eV and AE=1.32 eV [29],
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\
|

0.05 -
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1.0 1.5 2.0 2.5 3.0 3.5 4.0

Fig. 1. Relative variations of thetotal energy oE (1), absorp-
tion peak SAE (2), and the mean radiusr, (3) for ahydrated

electron as functions of parameter a characterizing the
short-range repulsion between an electron and the solvent.
All quantities are hormalized to the corresponding values
fora=1.4at. units.

whilefor a hydrated electron, we have E = -2.4 eV and
AE = 2.2 eV [30]. These values are close to our esti-
mates; however, our model predicts a slightly higher
value of the mean radius for a hydrated electron and a
dlightly lower value for an electron solvated in ammo-
nium (the cal culations based on the quantum molecular
dynamics method giver, = 2.3 A [29] and 3.8 A [30]).
In our opinion, thisis associated with the peculiar way
the short-range contribution u, isincluded in the elec-
tron—solvent interaction potential. We analyzed the

F,eV
—-0.94 — T T T T T

—-0.96

-0.98

-1.00

-1.02

-1.04

—-1.06

_ 1 ‘08 1 1 1 1 1 1
30 40 50 60 70 80 90

T, °C

Fig. 2. Temperature dependence of the free energy of a
hydrated electron. The solid curve correspondsto our calcu-
lations, while the dashed curve corresponds to the results
obtained in [24].
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effect of parameter a, characterizing this contribution,
on the results of calculations. Figure 1 shows the rela
tive variation of the total energy E, the absorption max-
imum dAE, and the mean radius r, for a hydrated elec-
tron as functions of parameter a. It can be seen that a
fourfold increase in this parameter does not lead to an
appreciable change in the total energy, while the mean
radius increases by 10% and the transition energy
increases by 20%. Thus, our results show that a more
detailed account of the short-range contribution to the
electron—solvent interaction potential is required for
estimating the characteristics of a solvated electron
mode accurately.

Another important feature of our model is that it
enabl es usto calcul ate the temperature variations of the
transition energy also (see table). Our calculations are
in quantitative agreement with experimental datafor an
electron solvated in ammonium, while only a qualita-
tive agreement is observed for ahydrated electron. This
peculiarity is due to anomal ous temperature properties
of water [20], for which the thermal expansion coeffi-
cient is amost an order of magnitude smaller than for
other polar liquids. In our opinion, thisfeatureisinturn
determined by the peculiarity of formation of hydrogen
bonds in water, which is not taken into account in our
simple model in any way. By way of example (see
Figs. 2—-4), let us compare our results with the results of
calculations for the temperature dependences of the
free, kinetic, and total energies of a hydrated electron,
which were obtained by the method of integral equa-
tions taking into account the molecular structure of
water [24]. It can be seen that our calculations for the
free and total energies lead to shifts opposite to those
obtained in [24]. Thisis apparently associated with the
specific way in which the effects of cavity formation in

—_
\O
T
1

—
~
T

—_ —_ —_
SN W @)}
T T T
1 1 1

1'2 | | | | | |
30 40 50 60 70 80 90

T,°C

Fig. 3. Temperature dependence of the kinetic energy of a
hydrated electron. Notation is the sasme asin Fig. 2.
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Ey, eV
20— T T T T T

-2.5

-3.0

as—

—40F -

_4.5 1 1 1 1 1 1
30 40 50 60 70 80 90

T,°C

Fig. 4. Temperature dependence of the total energy of a
hydrated electron. Notation is the same asin Fig. 2.

the molecular model of water are taken into account
(short-range interactions and the temperature factor are
significant for these effects). It should be noted that an
analysisof such changesrequiresavery accurate calcu-
lation of the parameters of a hydrated electron. For
example, a change in the free and total energies of a
hydrated electron in the range of 0-50°C amounts to
only 5%, which is obviously at the margin of accuracy
in our simple model. In our opinion, more adequate
molecular models are required for estimating such tem-
perature variations.

It should be noted in conclusion that our model
makes it possible to calculate the behavior of an elec-
tron solvated in a polar liquid taking into account
microscopic parameters of the medium and its thermo-
dynamic state. We believe that the methods devel oped
in this study enable one to quite easily obtain self-con-
sistent estimates for an excess electron in various polar
disordered media and then to adapt the results to real
systems. The proposed approach reduces the problem
to the calculation of average equilibrium parameters
and permits the replacement of the calculation by vari-
ational estimates. This makes it possible to consider-
ably reduce the computer time as compared to a direct
simulation by the Monte Carlo or quantum molecular
dynamics methods without deteriorating the accuracy
of computations.
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APPENDIX

Transformation of Partition Function

Transforming afunctional to an integral continual in
the field, we must take into account the degeneracy of
dipole interaction with respect to orientations of parti-
clesin aliquid. The physical meaning of this effect is
that an additional charge may inducein the general case
not only the longitudinal, but also a transverse electric
field. Taking this into account, we transform the large
partition function (7) into a continual integral with
respect to electric field strength E, using the relation

exp[—gnesDnM m Ehes}
(21)
= ID[E] exp[gE mY EE—BnESEmE},

where T~ is a matrix inverse to the dipole interaction
tensor. Applying the Hubbard-Stratonovich transfor-
mation [19], we ultimately obtain

exp[-BQqn] = J’D[E] exp[-BYE)] = J’D[E]
1 -1 1
x exp[gBE - neDm—E M [% - neDm—E} (22)
X Dexp[_Bnes l:(mE + Ugs [he_ M+ Usg l:hes)] ll

Asaresult, action S(E) isfactorized, and we can obtain
an explicit equation for this quantity in terms of one-
and two-particle irreducible correlation functions,

_ B rlowvrtE_n Lo
SE) = 2% N0 M CHE nO0

(23)
~Bnof(B) 1+ 5nohs LH(E) |
where f(E) isthe Mayer function,
f(E) = exp[B(uec he t ME—-W)] -1. (24

The extremum of action SE) with respect to the elec-
tric field strength leads to an integral relation between
the field strength and polarization:

— i l_ ' '
EnR) = nlg+ MR -RIPR)IR,  (29)

which can be written in the form of the Maxwell equa-
tion

UE,, = 4mn,—4nP. (26)
Using Egs. (24) and (25), we obtain Eq. (9).
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Disregard of the short-rangeinteractionsin (23)—(26)
leads to the Debye-Huickel limit, while the lineariza-
tion of dependence (24) (for P U E) leads to the linear-
ized Debye-Hickel model. We can aso write an auxil-
iary relation between P and E,

1

_€—
P(R) = —T[E, (27)

4

which serves as the definition of permittivity e. Com-
bining this expression with Eqg. (26) in the case when an
excess electron charge is considered as a point charge,
we arrive at the Clausius-Mossotti relation for permit-
tivity e. Thus, various approximations can be obtained
with the help of Egs. (24)—(27). The choice of an
approximation is determined by the accuracy required
for calculating the microscopic structure of the liquid.
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Abstract—The paper presents results obtained in studying 13°L aand *®Mn nuclear magnetic resonance spectra
and nuclear magnetic relaxation in the temperature range 21-220 K augmented by data on the magnetic and
transport properties of ferromagnetic (Lay _,Sr,)1 — s§MNnO3 manganites (x = 0, 0.075, and 0.125, 4 = 0.03-0.05).
The transition from the ferromagnetic state with semiconductor-type conductivity to the ferromagnetic state
with metallic conductivity as the degree of doping x increased was related to the redistribution of the volumes
of two phases (two types of regions) with different degrees of freedom of electron holes on manganese sites.
The ferromagnet—paramagnet phase transition was a smooth redistribution of the volumes of ferromagnetic and
paramagnetic (or antiferromagnetic) regions in a wide temperature range. Ferromagnetic conductivity was
caused by the “double exchange” mechanism, whereas, in comparatively nonconducting regions, double
exchange was considerably weakened and involved fairly slow thermally activated motion of Jahn-Teller
polarons. The dynamics of nuclear spins was evidence of internal inhomogeneity of each of these phases.

© 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Ferromagnetic La, _,A,MnO; manganites (A = Ca,
Sr, Ba, or Pb) with perovskite-like structures have been
the objects of extensive studies in recent years because
of the so-called giant magnetoresistance effect close to
the temperature of magnetic ordering of manganese
spins [1-3]. The close relation between the magnetic
and electric properties of these compoundsis explained
interms of the double exchange model [4], according to
which electron holes induced by doping exhibit a ten-
dency to easily jump between neighboring manganese
sitesif both sites have parallel orientations. Asaresult,
ferromagnetic ordering, for instance, in “optimally”
doped samples (x = 0.3) is accompanied by a sharp
decrease in electric resistance directly below the Curie
temperature T [5, 6]. More recent studies, however,
showed that the transition to metallic conductivity often
occurred far below T [7-9]. What is more, with alow
concentration of holes, strong disorder or lattice distor-
tions, and substitutions in manganese sites, the ferro-
magnetic state can be formed without a decrease in
resistance. Such a state (the ferromagnetic insulating
state) has a semiconductor-type conductivity even to
the lowest temperatures [7, 10, 11]. The nature of such
states, which do not fit in with the base concept of dou-

T Deceased.

ble exchange, remains unclear. For this reason, other
models are currently being actively discussed, such as
the phase separation into ferromagnetic metallic and
insulating clusters with charge ordering, ferromagnetic
superexchange, charge and/or orbital ordering, cluster
spin glass, or a nonuniform ground state (e.g., see [3,
12-15)).

Because of its local nature, nuclear magnetic reso-
nance (NMR) allows vauable information to be
obtai ned about the specia features of the magnetic state
of such systems. The 13*La NMR spectra of various fer-
romagneticinsulating LaMnO;, sand La, - ,CaMnO;., 5
manganiteswere studied in [16]. A substantial decrease
in the intensity or the complete disappearance of the
NMR signal was observed for all samplesin a certain
temperature range. The authors of [16] related this
observation to slow diffusion of lattice excitations. The
source of such excitations was assumed to be small
Jahn—Teller polarons. Similar results were obtained in
studies of the **La NMR spectra of La,_,CaMnO,
[17]. A decreasein theintensity of the NMR signal was
explained in [17] by quasi-static distortions of manga-
nese octahedra in the ferromagnetic insulating phase.
The ®*Mn NMR spectra of the corresponding systems
were studied in [18-21]. The dynamics of nuclear
spins, which contains important information about the

1063-7761/03/9703-0573%24.00 © 2003 MAIK “Nauka/Interperiodica’
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Crystal lattice parameters of (La; _,Sr,)1 - sMNO5; samples

V/formula
X a A ¢, A unit, A3
0 5.523(1) 13.359(1) 58.8
0.125 5.5265(15) 13.336(3) 58.8

special features of the structure of the ferromagnetic
state of such systems, has not, however, been studied.

Thiswork presents the results of a detailed study of
the NMR spectra and nuclear magnetic relaxation for
the *°La and %Mn nuclei in the (La, _,Sr); _sMnO;

system with comparatively low concentrations of Mn*
ions (x = 0, 0.075, and 0.125). These data are aug-
mented by the results obtained in measuring the mag-
netic and transport properties of the system. Our pur-
pose was to study the transition between the ferromag-
netic insulating (FMI) and ferromagnetic metallic
(FMM) states. The objects of study were selected from
the following considerations. It is known that, apart
from doping with strontium atoms, manganese variable
valence and, accordingly, the ferromagnetic state can
be formed in manganites by creating cationic vacancies
predominantly in lanthanum sites[11, 22-25]. Depend-
ing on synthesis conditions, both the ferromagnetic
metallic and ferromagnetic insulating states can be
obtained. An increase in the degree of doping with
strontium under constant synthesis conditionsincreases
Tc and stabilizes the ferromagnetic metallic state. A
similar system was studied in [26] by elastic neutron
scattering (PDF analysis). The authors advanced the
suggestion that carriers in self-doped lanthanum man-
ganites (X = 0) could be captured by cationic vacan-
cies, which explains the low thermally activated elec-
tric conductivity, whereas doping with strontium
caused the formation of mobile polarons responsible
for metallic conductivity. The NMR data obtained in
thiswork show that the compounds under study simul-
taneously contain two types of ferromagnetic regions
with different electron hole mobilities in manganese
sites. Depending on the relative volumes of these
regions, the ground state may be either conducting or
semiconducting. We al so found that the phase transition
from the ferromagnetic to the paramagnetic state was
smeared and occurred as a smooth redistribution of the
volumes of ferromagnetic and paramagnetic (or antifer-
romagnetic) regions in awide temperature interval.

2. EXPERIMENTAL

Polycrystalline (La, _,Sr,); - sMNO5; samples (x = 0,
0.075, and 0.125) were synthesized by the standard
ceramic technique with sintering in air, because pre-
cisely thismethod of synthesisallowsthe required con-
centration of carriersto be obtained viathe formation of
vacanciesin La/Sr sites[27]. Theinitial materialswere
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La,03, MNnO,, and SrCO; powders of high purity.
These materials were mixed in a stoichiometric ratio
and thoroughly ground in an agate mortar under recti-
fied ethanol. After drying, the batch mixture was
pressed into bars. The samples were preliminarily
heated at 1000°C for 21.5 h. They were then thoroughly
ground, pressed into bars, and eventualy sintered at
1100°C for 30 h.

The crystal structure of the samples was determined
by X-ray diffraction, NiK, radiation. According to the
X-ray data, the samples were single-phase and had a

rhombohedral structure (R3¢ symmetry). The cell
parameters of the samples of the limiting compositions
are listed in the table. The parameter values are in
agreement with the literature data on similar composi-
tions[22, 27]. The  values were estimated by compar-
ing the lattice parameters (table) with the data reported
in[22, 27]; thisgave d = 0.05and = 0.03 for x =0 and
x = 0.125, respectively. Note that the reflections from
the sample with x = 0 were broadened compared with
the doped x = 0.125 sample; thisislikely to be evidence
of a greater defect structure of the sample with x = 0
because of the presence of cationic vacancies.

Magnetization and initial magnetic susceptibility
measurements were performed on a SQUID magne-
tometer. The magnetization curves were recorded in
fields up to 5 T. Spontaneous magnetic moment values
were obtained by extrapolating the curve portions
recorded at fields above the saturation field to a zero
magnetic field. The resistive measurements were per-
formed by the four-point-probe method. The results of
these measurements are shown in Fig. 1, according to
which the ferromagnet—paramagnet transition in the
sample with x = 0 is smeared over a wide temperature
range. Thetransition becomes sharper as the concentra-
tion of strontium grows. Simultaneously, the Curietem-
perature T, determined as the inflection point of the
susceptibility curve, systematically increases. In addi-
tion, the sample with x = 0 has semiconductor-type
resistance in the entire temperature range of measure-
ments, whereas the transition from semiconductor-type
to metallic conductivity is observed for the samples
with x = 0.075 and 0.125 as temperature decreases.
Note that the temperature of the insulator—metal transi-
tion is substantialy lower than T for the doped sam-
ples, especialy for the sample with x = 0.075.

NMR measurements were performed on an NMR
spectrometer with a slow frequency sweep and boxcar
detector signal averaging. The NMR spectra were
recorded using the two-pulse spin echo sequence
T-T,_,—T, Where 1,_, isthe time interval between excit-
ing pulses of width T = 0.5-1.0 ps. Because of rapid
relaxation, the spectragiven in thiswork were recorded
using a minimum 17, time interval limited by the
“dead” time of the detector and transition processes.

The 175 time was 15 pis for measurements on *La
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nuclei and 3-3.5 ps for **Mn nuclei. Spin-spin relax-
ation was studied by recording the dependences of the
area under the envelope of the spin-echo signal on the
T,_, time interval in two-pulse T, experiments. Spin—
lattice relaxation was studied by recording signal resto-
ration curvesversustimet after the inversion of nuclear
spins by a180° pulse at afixed 1,_, value, 180°—-90°—
T,.,—180° (three-pulse T, experiments). All recorded

X, arb. units

575

signals had alarge NMR amplification factor, n = 600,
which was evidence that they originated from ferro-
magnetic regions.

3. THE NMR RESULTS

The ®La and
(Lay -,Sry),-sMnO; at T = 77 K are shown in Fig. 2.
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NMR spectra of

Fig. 1. Temperature dependences of (&) initial magnetic susceptibility and (b) specific electric conductivity of (Lay _,Sry); — sMnO3

samples with x = 0 (1), 0.075 (2), and 0.125 (3).
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Fig. 2. (a) **Laand (b) °*Mn NMR spectraof (La, _,Sr,); _sMnOg at T= 77 K. Theintensities of the spectra of the x = 0 sample

areincreased 10 times.
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Fig. 3. Temperature evolution of the ®Mn NMR spectra of LMO recorded using T1_2=35us(T=21-50K) and11_,=3 pus(T=
63 K). The dashed lines schematically represent the contribution of phase | (see text) to the NMR spectra at |ow temperatures.

The *LaNMR spectrum consists of afairly broad sin-
gle line centered at an f = 17 MHz frequency for x =
0.125 and 0.075. The signal is not observed at x = 0.
Thisisin agreement with the data reported in [16, 17],
according to which the 1*®*LaNMR signal disappears at
nitrogen temperatures in ferromagnetic insulating man-
ganites such asthe sample with x = 0 because of asharp
decrease in the spin—spin relaxation time T,. Note that
the amplitude of the signal for the composition with x =
0.075 istwo times lower than for x = 0.125, which cor-
responds to the tendency mentioned above toward a
decrease in time T, in compositions in which the type
of conductivity changes from metallic to semiconduc-
tor at T< T¢. A similar situation is observed in the ®*Mn
NMR spectra. The amplitude of the NMR signal for the
line centered at about 380 MHz in the spectrum of the
sample with x = 0.125 is 2.5 times larger than for the
sample with x = 0.075 and 60 times larger than for the
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samplewith x = 0. In addition to theline at f = 380 MHz
caused by averaging superfine fields on *Mn nuclei by
fast motions of electron holes over manganese sites
Mn* <—— Mn* (with a characteristic hopping fre-
quency fno > fumr), the NMR spectra of the samples
with x=0.125 and 0.075 contain aline at f = 325 MHz,
which corresponds to quasi-localized (fip < fymg) MN*
states [28].

Further, we concentrate on the samples with x = 0
(LMO) andx=0.125 (LSMO), which, at T< T, asfol-
lows from Fig. 1, are manganites with semiconductor-
type and metallic conductivities, respectively. The tem-
perature evolution of the >Mn NMR spectraof LMQ s
shown in Fig. 3. The data given in this figure were cor-
rected to exclude the A O L/T temperature factor of the
NMR signal amplitude caused by the Curie law for
nuclear magnetization. The behavior of the intensity of
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Fig. 4. Dependences of the spin echo amplitude of °®Mn nuclei in LMO on the T, interval at various temperatures: (1) 21K (f =
385 MHz), (2) 30 K (f = 384 MHz), (3) 50 K (f = 382 MHz), (4) 63 K (f = 380 MHz), (5) 100 K (f = 369 MHz), (6) 130 K (f =

356 MHz), and (7) 160 K (f = 337 MHz).

theprincipal line (f=380 MHzat T=77K) isindicative
of the existence of three characteristic temperature
intervals. In the temperature range 63 K < T < 120 K,
the reduced line intensity is virtually constant. At T <
63 K, the intensity of the signal substantially increases,
which is evidence of the appearance of some additional
contribution at f = 390 MHz (T = 21 K). Moreover, a
new line at f = 310-325 MHz corresponding to quasi-
localized Mn** states appearsin the spectrum. Itsinten-
sity rapidly increases as temperature decreases. Lastly,
a T > 120 K, the NMR signal amplitude decreases
because of a decrease in the T, time for >Mn nucle,

which becomes comparable with the T3 time, and, as

shown below, because of a decrease in the number of
nuclel that contribute to the resonance, that is, a
decrease in the volume of ferromagnetic regions.

Note that, along with the signa of Mn** ions, the
low-temperature NMR spectrum of LMO contains a
satellite line at f = 295-300 MHz. It is likely that this
line corresponds to the presence in LM O of manganese
sites with a decreased Mn-O distance, that is, Mn—O
bonds more covalent in character. The presence in
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LMO of manganese sites with different Mn-O dis-
tances along with a large number of vacancies in lan-
thanum sites can also be the reason for broadening
X-ray reflectionsin this sample compared with LSMO.
A similar shape of ®®*Mn NMR spectra was observed
in [19] for self-doped lanthanum manganite.

The temperature evol ution of the>>Mn NMR spectra
of LMO shown in Fig. 3 is evidence of the presence of
two types of ferromagnetic regions with different
dynamics of electron holes in manganese sites. The
NMR spectrum of regions of type | consists of asingle
line (f = 380 MHz at T = 77 K) corresponding to fast
motion of electron holes over manganese sites; thisline
is observed in a broad temperature range. The NMR
spectrum of regions of type |l is complex. It consists of
two lines corresponding to quasi-localized Mn** ions
(f= 325 MHz) and, as shown below, Mn®* ions (f =
390 MHZ2); this spectrum is only observed at low tem-
peratures. The contributions of regions of two types to
the line at f = 380-390 MHz is clearly seen in the
dependences of the spin echo amplitude onthet,_, time
interval at various temperatures (Fig. 4). At T 2 63 K,
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Fig. 5. Dependences of the spin echo signal amplitude for
55Mn nuclei in LMO on the T,_, interval at f = 385 MHz
and various radiofrequency field B,; amplitudes, T = 21 K:
(2) 0.125, (2) 0.25, and (3) 1 G. Shown in the inset are the
B, dependences of the amplitudes of the rapidly relaxing
(To =5 ps, the solid curve) and slowly relaxing (T, = 17 ps,
the dashed curve) echo signal components obtained by
decomposing experimental curvesinto two constituents.

these dependences are well described by a single expo-
nential function, namely,

AT1) = Agexp(=2T,,/T,), N

where T, is the spin—spin relaxation time in regions of
typel. At T < 63 K, ®Mn nuclei in regions of type Il
make an additional rapidly relaxing contribution to the
spin echo amplitude. Such a contribution in ferromag-
nets can in principle berelated to an admixture of asig-
nal of more rapidly relaxing nuclei in domain bound-
aries. The NMR amplification coefficient n for nuclel
in domain boundaries should then be substantially (asa
rule, by one to two orders of magnitude) larger than for
nuclel within domains because of the high susceptibil-
ity of reversible domain boundary displacements [29].
However, it follows from Fig. 5 that, for our samples,
the optimal radiofreguency field amplitude B,; for excit-
ing the rapidly relaxing component of the NMR signal
issubstantialy larger than for the slowly relaxing com-
ponent. It follows that, as distinguished from the situa-
tion with domains and domain boundaries, the ) value
for therapidly relaxing component in our spectraisfour
times lower than n for the slowly relaxing component.
We therefore deal with signals of two types of ferro-
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magnetic regions (further called phases | and Il) with
different effective magnetic fields of crystalographic
anisotropy H,. For phase |1, this anisotropy is approxi-
mately four times larger (n ~ H/H4, where H,, is the
hyperfine magnetic field).

The presence of the contributions of two phases to
thelineat f = 380-390 MHz also follows from spin- at-
tice relaxation measurements. The curves of restoration
of the longitudinal nuclear magnetization component
M(t) at two T,_, interval values are shown in the insets
in Fig. 6. At 1,_, = 14 us, when the observed signal is
determined by the contribution of nuclel in phasel, the
curve iswell described by the exponential function:

AlD) = Ag[1—exp(=2t/T,)], @)

where T, = 1.04 msisthe spinattice relaxation timein
phasel.At1,_, = 3.5 us, the curve of restoration of M(t)
can be described by the superposition of two exponen-

tial functionswith relative amplitudes of A}) =0.36and

A'OI = 0.64 determined from T, measurements and

relaxationtimes T, = 1.02 and 0.143 msfor phases| and
I1, respectively. Note the close agreement between the
T, timesfor phase | obtained in two independent exper-
iments. The contribution of phase | to the NMR spectra
recorded at |ow temperatures is schematically shownin
Fig. 3 by dashed lines. The amplitude of this contribu-
tion was determined by decomposing the dependences
of the spin echo amplitude on the 1,_, interval (Fig. 4)
into two components.

The results of studying the dynamics of nuclear
spinsfor theline at f = 325 MHz, which corresponds to
phase Il alone, show that the dependence of the spin
echo amplitude on the t,_, interval is only approxi-
mately described by asimple exponential function; that
is, in this phase al so, we observe a distribution of times
T,. Interestingly, the shape of the curves obtained at
various By; field amplitudes remains almost unchanged,
which is evidence of the homogeneity of the NMR
amplification factor and, therefore, magnetic anisot-
ropy in phase ll.

The temperature evol ution of the>>Mn NMR spectra
of LSMO isshowninFig. 7. The shape of the spectrum
for this composition weakly changes as temperature
varies. The observed decrease in signal intensities as
the temperature increases is caused by a decrease in
both the T, time for nuclei within domains and the vol-
ume of the ferromagnetic phase.

At low temperatures (T < 120 K), the shape of the
line a f = 385 MHz depends on the 1, interval
(Fig. 8a) because of the characteristic frequency depen-
dence of T, with aminimum at the center of the NMR
line (Fig. 8c). Thisfeatureisrelated to the Suhl-Naka
mura interaction between nuclear spinsviavirtual spin
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Fig. 6. Dependence of the amplitude of the *>Mn echo signal in LMO on the 1,_ interval at f = 385 MHz, B,; = 0.25G, and T =
21 K. Shown in the insets are the curves of restoring the longitudinal nuclear magnetization component M(t) recorded with 1,_5 =

3.5and 14 ps.

waves[29], which hasthe highest intensity at the center
of the line because most nuclear spins precess at the
corresponding frequency or near it. Interestingly, this
mechanism is not effective for theline at f = 330 MHz,
not only at T=63 K, asis shown in Fig. 8, but also at
the lower temperatures.

Another frequency-dependent dynamics of nuclear
spinsthat make contributionsto thelineat f = 385 MHz
appearsat T > 120 K. Namely, asthe 1,_, time interval
increases, the width of the NMR linefirst decreases and
then, after a certain 1,_, value is attained, ceases to
change. According to [30], this behavior can be
described on the assumption that two unresolved NMR
lines (A; and A,) with different times T, are present
rather than one line. Such a dynamics of nuclear spins
is evidence that, as in many manganites with metallic
conductivity, ferromagnetic phase | in LSMO is itself
spatially inhomogeneous and consists of nanoscopic
regions with different mobilities of electron holes and
different double exchange intensities [30].

The data obtained in studying spin—spin relaxation
of ¥Lanuclei in LMO and LSMO are shownin Fig. 9.
At al temperatures, the dependences of the spin echo
amplitude on the 1,_, timeinterval were recorded at the
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center of the NMR line. For LM O, these dependences,
like those for ®Mn nuclei in phase |1, are not described
by a simple exponential function. An increase in tem-
perature causes a sharp acceleration in relaxation.
Simultaneously, the amplitude of the slowly relaxing
contribution decreases (the dashed linesin Fig. 9). Asa
result, the NMR signal completely disappears at T >
60 K. Thisis evidence of inhomogeneous rel axation of
139 a nuclei with a broad distribution of times T,,
which corresponds to the results obtained in [16, 17].
For LSMO, spin—spin relaxation is ower and weakly
depends on temperature, and the NMR signal ampli-
tude is approximately constant upto T = 160 K. A fur-
ther increase in temperature decreases the intensity of
the signal because of a decrease in the volume of the
ferromagnetic phase. Note that the data on LSMO
givenin Fig. 9 were not corrected for the A O /T tem-
perature dependence of the NMR signal amplitude to
prevent the superposition of the curves. Also note that,
at low temperatures (T < 90 K), the shape of spin echo
decay curves contains a Gaussian contribution of the
form A = Agexp[—(t/T,g)?] along with the Lorentz con-
tribution of form (1). The Gaussian contribution causes
deviations of the experimental dependence at large

No. 3 2003



580

ATJf?

1
400

1
350
f, MHz

Fig. 7. Temperature evolution of the ®Mn NMR spectrain
LSMO. The spectrawere recorded with T,_, =3 us.

time lags from the Lorentz component shown by the
dashed line.

4. DISCUSSION

The main results that follow from the NMR spectra
and relaxation data on LMO and LSMO are summa-
rized in Figs. 10-12. Figure 10 contains the tempera-
ture dependences of spin—spin relaxation times T, of
SMn and ¥La nuclei. If the relaxation cannot be
described by a simple exponential function (Mn** and
lanthanum sites in LMO), the T, values for the slowly
relaxing component are given, which, as follows, for
instance, from Fig. 9, well characterizes the tempera-
ture evolution of the dynamics of nuclear spins. For the
same reason, the T, values for **¥Lain LSMO at low
temperatures correspond to the initial exponential por-
tion of the spin echo decay curves (T,_, < 400 ps). The
relative volume of regions A; with a higher mobility of
electron holesfor phasel in LSMO isshownintheinset
inFig. 10 asafunction of temperature. Thetemperature
dependences of the relative Mn NMR freguency
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changes are compared in Fig. 11 with the relative
change in the spontaneous magnetic moment. Lastly,
the temperature dependences of the volumes of mag-
netic phases are shown in Fig. 12; these volumes are
proportional to the areas of the corresponding Mn
NMR lines corrected taking into account spin—spin
relaxation and the NMR amplification factor. They are
shown in comparison with the temperature depen-
dences of the spontaneous magnetic moment. For
LMO, only estimates of the corresponding volumes at
21 K are given because of the inhomogeneous distribu-
tion of times T, in phase lI.

Taking into account these data, the phase composi-
tion and properties of separate phasesin the manganites
under consideration can be interpreted as follows. The
ferromagnetic state in the LMO and LSMO samplesis
inhomogeneous and contains two ferromagnetic phases
with different mobilities of el ectron holesin manganese
sites. The ®*Mn NMR spectrum of phase | contains a
single line corresponding to fast maotion of electron
holes over manganese sites. The temperature depen-
dence of the spin—spin relaxation time (Fig. 10) obeys
the exponential law with a slope (on the logarithmic
scale) characteristic of single-phase manganites with
metallic conductivity below T [31]. Lastly, asin other
conducting manganites [30], the dynamics of nuclear
spinsin LSMO isindicative of the appearance of inter-
nal nanoscopic inhomogeneity of this phase a T >
100 K; this refers to the mobility of electron holes and,
accordingly, double exchange intensity. Taking these
observations into account, phase | should be treated as
a ferromagnetic metallic phase with the double
exchange conductivity mechanism. This phase predom-
inatesin LSMO, which resultsin itsmetallic conductiv-
itya T<Te. InLMO, thisisaresidua phase whose
volume only amounts to 1.5-3% of the total volume of
ferromagnetic regions at low temperatures (Fig. 12).

The results obtained for ferromagnetic phase 11 in
LMO are of the greatest interest. This phase gives a
complex >Mn NMR spectrum, and its spin-spin relax-
ation time sharply decreases as temperature increases.
As a result, the corresponding NMR signals of LMO
can only be observed at T < 60 K. Important character-
istics of this phase are also asharp decreasein the spin—
spin relaxation time of *°La nuclei as temperature
increases and inhomogeneous relaxation of both Mn
and 13%La characterized by a broad distribution® of
timesT,. In[16], the anomaloudly fast spin—spin relax-
ation of ***La nuclei in ferromagnetic insulating man-
ganites is related to electric field gradient fluctuations
caused by the diffusion of lattice distortions as a result
of the slow motion of Jahn—Teller polarons. This sce-

I Notethat, for LSMO, where the 13%_aNMR signal largely orig-
inates from the ferromagnetic metallic phase, the spin-spin
relaxation of 1¥La nuclei (Fig. 10, LSMO) comparatively
weakly depends on temperature, as in other conducting manga-
nites [31, 32].
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Fig. 8. Evolution of the shape of the SMn NMR spectraof LSMO a T =63 K and t,_, valuesof (a) 3, 6.5, 11, 17, 24, and 31 ps
(curvesfrom top to bottom) and (b) 3 ps[the spectrum is decomposed into two lines (the dashed curves)]; (c) frequency dependence

of time T,.

nario is in agreement with the results obtained in this
work. The motion of Jahn-Teller polarons causes not
only electric field gradient fluctuations on ***La nuclei,
but also slow manganese valence fluctuations, which
explains the sharp temperature dependence of T, for
5Mn nuclei, similar to that observed for 1*°La ones
(Fig. 10). This dependenceis, however, caused by fluc-
tuations of the longitudinal component of the local
magnetic field H,, on %Mn nuclei. As distinguished
from the ferromagnetic metallic phase, where spin—
spin relaxation is explained by fidd H, fluctuations
caused by rapidly moving electron holes (f > fyur) [31],
we here deal with dow (f < fywgr) field H,, fluctuations.
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The mean frequency of these fluctuations passes the
fywr Value as temperature decreases to 60 K, and indi-
vidual contributions, which, in the ionic approxima-
tion, correspond to the Mn** and Mn3* states, appear in
the NMR spectrum. The time T, sharply increases as
the characteristic frequency of fluctuations decreases
compared with the NMR frequency. It follows that
phase |1 can be identified with the ferromagnetic insu-
lating phase, in which double exchange is considerably
weakened and is largely caused by comparatively slow,
thermally activated motions of Jahn—Teller polarons.
This phase predominates in the LMO sample (Fig. 12)
and, as shown below, is responsible for semiconductor-
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Fig. 9. Dependences of the spin echo amplitude of 23°Lanuclei in LMO and LSMO on the T1_p timeinterval at various tempera-
tures. The solid lines correspond to approximating the data by two exponential functions, and the dashed lines are the slowly relax-

ing approximation components.

type conductivity together with paramagnetic and/or
antiferromagnetic regions. Although itsslopeis smaller
than that observed for LMO, the line corresponding to
Mn* in the spectrum of LSMO is likely to originate
from the residual ferromagnetic insulating phase
because the temperature dependence of time T, for this
line is sharper than the corresponding dependence in
the ferromagnetic metallic phase (Fig. 10). In principle,
the presence of the line corresponding to Mn* ionsin
the ®>Mn NMR spectrum is not sufficient proof that the
system is not single-phase and can also be a conse-
guence of ferromagnetic state nonuniformity, when

JOURNAL OF EXPERIMENTAL AND THEORETICAL PHYSICS Vol. 97

part of the holes are localized at low temperatures
because of local disorder. However, the spin—spin relax-
ation of ®*Mn nuclei in Mn** sites should then be slower
than in Mn*/Mn3* sites, and an increase in temperature
and hole delocalization can level times T, [33, 34]. As
follows from Fig. 10, no such behavior is observed in
our experiments.

It should be stressed that, according to the NMR
data, it isprecisely slow valence fluctuationsrather than
the localization of the Mn®* and Mn** states that occur

in the ferromagnetic insulating phase. If localized Mn3*
ions with nonzero orbital momenta, which are relax-
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Fig. 10. Temperature dependences of spin-spin relaxation time T, for 13%La and ®®Mn nuclei in LMO and LSMO. Shown in the
inset is the temperature dependence of the relative volume of phase A; in LSMO (see text).

ation centers with a strongly anisotropic spectrum of
fluctuations, were present, it might be expected that
nuclear magnetic relaxation would be determined by
the spin-attice contribution and, in the limiting case,
we would have the equality T, = 2T,. Thetime T, for
the ferromagnetic insulating phase in LM O is substan-
tially shorter than for the ferromagnetic metallic phase.
Nevertheless, T, < T, inboth cases, at least at T= 21 K
(see Fig. 6), which corresponds to an isotropic spec-
trum of local field fluctuations on *Mn nuclei. The dis-
tribution of the times T, for the ferromagnetic insulat-
ing phase specified above is evidence of the inhomoge-
neity of Jahn-Teller polaron activation energies
resulting from lattice disorder largely caused by vacan-
cies in lanthanum sites in the system under consider-
ation. Such aninhomogeneity can also be the reason for
the strong magnetic crystallographic anisotropy of the
ferromagnetic insulating phase compared with the fer-
romagnetic metallic phase. Note that antiferromagnetic
interactions between localized states can frustrate the
ferromagnetic order when holes slowly move over
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manganese sites; that is, the specified characteristics of
the ferromagnetic insulating phase can also correspond
to astate of the type of a cluster spin glass, whose fea-
tures were observed in self-doped lanthanum mangan-
ites[14].

Next, consider the temperature dependences of the
volumes of the ferromagnetic metallic and insulating
phases. The temperature dependence of the ®*Mn NMR
frequencies corresponds to a good approximation to the
temperature dependence of local magnetic moments on
the corresponding manganese sites [35, 36]. Figure 11
shows that the magnetic moment on Mn** sites (the fer-
romagnetic insulating phase) decreases as temperature
increases more rapidly than the magnetic moment on
Mn*/Mn** sites with a rapidly changing manganese
valence (the ferromagnetic metallic phase), especially
inLMO. A similar behavior wasreported in[19]; it cor-
responds with the interpretation given above, according
to which double exchange isweakened in the ferromag-
netic insulating phase. It is noteworthy that, for both
compositions, relative temperature-induced changesin
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the NMR frequencies of both the ferromagnetic metal-
lic and insulating phases are substantially smaller than
changes in the spontaneous magnetic moment. Thisis
evidence that a decrease in magnetization as tempera-
tureincreasesislargely caused by adecreasein thevol-
ume of ferromagnetic regions rather than the local
moment on manganese sites. In other words, the transi-
tion from the ferromagnetic to the paramagnetic stateis
a smeared first-order phase transition, which occurs as
a smooth redistribution of the volumes of ferromag-
netic and paramagnetic (or antiferromagnetic) regions
in awide temperature range. Thisisclear from Fig. 12,
where the temperature dependence of the spontaneous
magnetic moment of LSMO is compared with the tem-

JOURNAL OF EXPERIMENTAL

perature dependences of the relative volumes of the fer-
romagnetic metallic and insulating phases determined
from the NMR data.? The smeared character of the fer-
romagnet—paramagnet transition is the obvious reason
why the dielectric-metal transition temperature for
LSMO (T = 170 K) islower than the Curie temperature
Tc =232 K formally determined as the inflection point
of the susceptibility curve. This discrepancy does not
contradict the double exchange concept. Actualy, the
dielectric-metal transition occurs when ferromagnetic

2 Note that, because of a decrease in time T, the NMR spectra at
T> 210 K contain only the contribution of line A;, which
amounts to 50% of the total volume of the ferromagnetic metallic
phase according to the data given in theinset in Fig. 10.

AND THEORETICAL PHYSICS Vol. 97 No.3 2003



INHOMOGENEITY OF THE FERROMAGNETIC STATE

metallic regions with metallic conductivity occupy the
larger part of the crystal volume.

For LMO, the NMR data can only be used to reli-
ably determine the temperature dependence of therela
tive volume of the more slowly relaxing residua ferro-
magnetic metallic phase. The volume of the major fer-
romagnetic insulating phase is difficult to estimate
because of inhomogeneity of spin—spin relaxation and
its rapid acceleration at higher temperatures. Estimates
based on the most reliable data obtained at T = 21 K
show that the volume of the ferromagnetic insulating
phase is about 97% of the total volume of ferromag-
netic regions. Accordingly, the ferromagnetic metallic
phase volume amounts to about 3% (see Fig. 12). The
relative volume of the ferromagnetic metallic phase in
this compound can also be estimated by directly com-
paring the intensities of the NMR signals of LMO and
LSMO at T =77 K, which gives avalue of about 1.5%
of the total volume of ferromagnetic regions. Although
we were able to determine the temperature dependence
of local magnetic moments in the ferromagnetic insu-
lating phase only to T = 60 K, the NMR frequency
adready a these comparatively low temperatures
decreased slower than the spontaneous moment (seethe
insetin Fig. 11). We can therefore suggest that the tem-
perature dependence of the spontaneous magnetic
moment in LMO islargely determined by adecreasein
the volume of the ferromagnetic insulating phase. The
interpretation given above, according to which mag-
netic interactions are considerably weaker in the ferro-
magnetic insulating phase, leads us to expect a more
rapid decrease in the volume of the ferromagnetic insu-
lating phase in LMO compared with the volume of the
ferromagnetic metallic phase in LSMO. Also note that
the spontaneous magnetic moment of LSMO per man-
ganeseionat T=20K, My = 3.53}g, iscloseto the spin
value M, = 3.8 expected for the complete ferromag-
netic ordering of magnetic moments. At the same time,
the observed magnetic moment of LM O issubstantially
smaller, My = 2.31pg, which can either be related to
phase separation into the ferro- and paramagnetic (or
antiferromagnetic) phases even at this temperature or
be evidence of a spin glass-type state, as mentioned
above.® The complex shape of the temperature depen-
dence of resistance in LM O with atemperature-depen-
dent activation energy (see Fig. 1) can therefore be

3n principle, the decreased magnetic moment value can also be
related to magnetic structure noncollinearity. According to
numerous experimental and theoretical results (e.g., see [1, 37),
phase separation or spin glass state models should, however, be
given preference for the compounds under consideration. In addi-
tion, a homogeneous noncollinear model of the magnetic struc-
ture of LMO isincapable of explaining the observed temperature
dependences of the magnetic moment and NMR frequency. Such
an explanation would require us to assume that the magnetic
structure continuously changes toward antiferromagnetic order-
ing as temperature increases. At the same time, magnetic ordering
inLMO existsup to T = 200 K, which is substantially higher than
the antiferromagnetic ordering temperature Ty = 140 K in the sto-

ichiometric LaMnO3 compound.
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related to a redistribution of the volumes of paramag-
netic (or antiferromagnetic at low temperatures) and
ferromagnetic insulating regions in a wide temperature
range.

Interestingly, the relative volume of the ferromag-
netic metallic phase in LMO shows some tendency to
increase in the temperature range 60—130 K in spite of
the temperature-induced sharp decrease in the volume
of ferromagnetic regions (seetheinset in Fig. 12). This
behavior can be explained by the delocalization of part
of holes in the ferromagnetic insulating phase as tem-
peratureincreases [ 33, 34]. Accordingly, the volume of
the residual ferromagnetic insulating phase in LSMO
also shows a tendency to decrease, however, at higher
temperatures (T = 130 K), which can be explained by a
lower mean activation energy of Jahn—Teller polarons
in LSMO compared with LMO. According to the above
interpretation of the relaxation of Mn nuclei in thefer-
romagnetic insulating phase, the decrease in activation
energy should manifest itself by slower relaxation than
in LMO, which is actually observed.

The substantial magnetic inhomogeneity of ferro-
magnetic manganites with cationic vacancies observed
in this work by the NMR method is not likely to be
related to the defect structure of the polycrystalline
samples. Rather, it is the intrinsic property of these
samples. Because the NMR method is local, polycrys-
talline sample defects, whose volume is substantially
smaller than that of crystallites, have a weak influence
on the reliability of the results obtained in both record-
ing NMR spectra and studying the dynamics of nuclear
spins. This, for instance, follows from the results
obtained in [21], in which magnetic inhomogeneity of
La _,CaMnO; single crystals (0 < x < 0.15) grown by
zone melting and polycrystalline samples (x = 0.2 and
0.3) was studied.

5. CONCLUSIONS

We used thelocal NM R method to show that thefer-
romagnetic state in (La; _,Sr,);_sMNnO; manganites
was spatially inhomogeneous because of the simulta-
neous presence of two types of qualitatively different
ferromagnetic regions with different mobilities of elec-
tron holes in manganese sites. The ferromagnetic con-
ducting phase is determined by the double exchange
mechanism, whereas double exchange is considerably
weakened in the ferromagnetic insulating phase and
mainly occurs as a result of slow, thermally activated
motions of Jahn—Teller polarons at a characteristic fre-
guency comparable with the NMR frequency. The
dynamics of nuclear spins is evidence of the interna
inhomogeneity of both phases. Additional inhomoge-
neity is caused by the smearing of the ferromagnet—
paramagnet phase transition. A comparison of the
NM R and magnetization data shows that thistransition
occurs as a smooth redistribution of the volumes of fer-
romagnetic and paramagnetic (or antiferromagnetic)
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regionsin awide temperature range. The ferromagnetic
conducting phase is a residual phase in self-doped
La, - sMnO; but becomes predominant as the concen-
tration of strontium increases to x = 0.125. Combined
with a narrowing of the temperature interval of the fer-
romagnet—paramagnet transition, this causes a change
in the character of electric conductivity from semicon-
ductor-type conductivity at x = 0 to metallic conductiv-
ity at low temperaturesfor thex =0.075 and 0.125 com-
positions.
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Abstract—An exact expression for the random magnetic field distribution function is obtained for a ssimple
model of arandom system of 1sing magnetic dipoles. The magnetic phase diagram for such a system is deter-
mined within the framework of the random mean field theory. The magnetic characteristics of individual phases
of this system are described. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The magnetic state of a random system of interact-
ing magnetic dipoles cannot be described within the
framework of the traditional mean field theory sincethe
latter is applicable only for homogeneous systems in
which local fields are identical for all interacting mag-
netic fields. In contrast to thermal fluctuations, spatial
fluctuations of a local field, which exist in a random
system, prevent the establishment of a magnetic order
even at zero temperature. For this reason, a correct
description of such systems requires a more genera
approach.

Zhang and Widom [1] used one of the possible ways
for generalizing the mean field theory to analyze aran-
dom system of Ising spherical dipoles of afinite diam-
eter.! They proved that the ground state of such a sys-
tem becomes ferromagnetic only when the mean dis-
tance between spherical dipoles is comparable to their
size; otherwise (in the case of large distances between
dipoles), the system is paramagneticeven a T = 0. In
other words, the ferromagnetic state is possible only in
a system in which the dipole concentration exceeds a
certain critical value; this is generally in accordance
with tendencies in the behavior of dipole system with
configuration disorder [3].

However, the above result was obtained under two
assumptions, both of which are dubious. First, the spa-
tial dipole distribution function was factorized as is
usually done in an analysis of random systems. This
function was represented by the product of two identi-
cal one-particle distribution functions g(r) each of
which depends on only one spatial coordinate, viz., the
distance r between a given particle (dipole) and the
other particle placed at the origin): g(r) O r?forr > a

1The energy of interaction of uniformly magnetized spherical
dipoles (one-domain spherical grains) coincides with the energy
of interaction of two equivalent point dipoles[2].

(aisthe particle diameter) and g(r) = O for r < a. This
isjustified for a system of point particles (a = 0) but is
not observed in the case considered here since the
arrangement of a finite-size particle is determined by
the position of not one, but many neighboring particles
even in the absence of magnetic correlations. One could
hope that this approximation would not lead to consid-
erable errors in the case of strongly rarefied systems,
for which the probability of a close neighborhood of
more than two particlesislow (na® < 1, n being the par-
ticle concentration), but it was used in [1] for na3 ~ 1.
Second, the approximation used is equivalent to the
assumption that the correlation length of spatial fluctu-
ations of the magnetic moment directions of dipolesis
larger than the dipole diameter, which can also only be
justified for strongly rarefied systems.

These assumptions set alimit on the applicability of
the obtained conclusions. In this study, another
approach is proposed, which makesit possibleto obtain
an exact result for point Ising dipoles and to trace the
modification of this result for finite-size dipoles. Using
this approach, amagnetic phase diagram is obtained for
a random system of Ising dipoles and the magnetic
parameters of individual phases of this system are
determined.

2. GENERALIZED MEAN FIELD THEORY
FOR POINT (SPHERICAL) DIPOLES

The magnetic moment m; of Ising dipoles can
assume only two values: m; = £me,, where g, isthe unit
vector parallel to the direction of the dipoles. Inthetra-
ditional theory, it is assumed that each dipole is acted
upon by the same local field H,, which determines the
mean value [in; 4 of the magnetic moment of any mag-
netic dipole (angle brackets correspond to averaging
over the ensemble and subscript T corresponds to ther-
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modynamic averaging). For Ising dipoles, H || g, and
we obtain

z mexp(mH,/kT)

M = == = meotanh%l:(l—l—%,
S exp(mH/kT) T
m = +me, U)

| = ninfd,

where | isthe system magnetization and n isthe dipole
concentration. For asamplein the form of along cylin-
der whose axis is parallel to the direction of magnetic
dipoles, thelocal field Hyisalso parallel to the cylinder
axisand is proportional to the magnetization:

Here,

2
H, = mz3cos Oy —1 3)

3
ikl pM

is the component of the local field produced by al
dipoles of the Lorentz sphere along the direction of e,
Piw 1S the distance between the chosen dipole placed at
the center of the sphere (origin of the coordinate sys-
tem) and adipole in position (ikl); and a;, isthe angle
formed by the line connecting these dipoles with the
direction of g,.

L et us suppose that asystem with arandom arrange-
ment of dipolesisin the ferromagnetic state character-
ized by the average magnetization | || e,. Local mag-
netic fieldsH; are different for different dipolesand can
be characterized by the distribution function F(j; H),
which generally depends on the relative magnetization
j = I/mn of the system determined by the fraction n =
(/2)(1 + j) of dipoles whose average magnetic
moments are directed along the magnetization | of the
system [F(1; Hj) isthe distribution function in the case
when all the dipoles in the Lorentz sphere are parallel
to one another].

The generalized mean-field theory proposed in [1]
for arandom system of spherical dipolesisbased on an
approximate and not quite correct (see the Introduc-
tion) method for calculating the distribution function
F(1; Hy) for local magnetic fields. At the sametime, this
function can be determined exactly using a simple but
quite reasonable model. For this purpose, we apply the
Markov method for determining the probability of the
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sum of alarge number of random quantities[4], accord-
ing to which

00

F(1; Hy) = %TJ' A(s) exp(—isH3)ds,
o -~ v @
A(s) = ,\Ilimm[J’J’ exp[ish(p, a)]T(o,a)dasp} ,

ap=0

where h(p, a) = m(3cos’a — 1)/p® is the effective mag-
netic field produced by a point dipole with coordinates
p, a at the origin (in the case considered here, thisfield
is equal to the component of the magnetic field of the
dipole aong its direction), t(p, a) is the distribution
function for these coordinates, and N is the number of
dipoles in a sphere of radius p,,, over which integra-
tionis carried out. If we assume further that (i) the ran-
dom nature of arrangement of dipoles does not change

their average concentration n (i.e, N — 4np§]axn/3
for P — ); (ii) the distribution of angles a is uni-

form; and (iii) coordinates p and a are not correlated,
then

2 .
1(p, a)dpda = P dp [QZISIH ada )
AT P /3

Substituting Eq. (5) into (4), we obtain
A(s) = exp[-nC(s)],

00

C(s = ZHJ'sin adaJ‘{ 1—exp[ish(p, o)]}p *dp. ©
a 0

While integrating with respect to p, we must use the
above expression for h(p, a) and take into account the
fact that

- I
J' = du = >
0
This gives
Tf /2
nC(s) = 2 r;msj‘sin0(|3c0520(—1|d0( = sh,, (7)

0

where h, = 8m®mn/9./3 is the characteristic field
approximately egual to the field of a dipole separated
from the origin by a distance on the order of the mean
distance nV® between dipoles; factor 2 takes into
account the existence of two regions equivalent to the
angular interval 0 < a < 172.
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For the distribution function F(1; Hy), we finally
obtain

F(L Ho) = 57, [ cos(|Hyls) exp(sho)ds

(8)
_1g he
T2 4 4L

Thisis aLorentzian distribution? of width hy, whichis
centered at the mean field (H;= 0. The result obtained,
which differs in principle from the Gaussian distribu-
tion predicted in[1] for asimilar system (in the approx-
imate model), can be easily interpreted if we assume
that strong fields H are mainly produced by nearest
neighbors. The law w,(p) for distribution of distancesp
to the nearest neighbor is defined by the formula[4]

w,(p) = 4mpnexp(—4mp'n/3) O p?,

while the field H produced by this distribution is pro-
portional to 1/p®. It follows hence that

F(H) = wy[p(H)]ldp/dH| O 1/H?,

which correctly describes the “wings’ of the Lorentz-
ian distribution in the range of strong fields.

A remarkable property of the obtained distribution,
which is not obvious at first glance, is that it predicts
equal probabilities for fields H of opposite polarities.®
It will be shown below that such a symmetric spread of
Lorentzian fields “hampers’ the emergence of mag-
netic ordering in the system under investigation. As a
matter of fact, the noted property is preserved for any
random distribution of these directions in spite of the
fact that distribution (8) was abtained for arandom sys-
tem in which the directions of the magnetic moments of
all dipoles coincide. In other words, the emergence of a
magnetic order in arandom system of dipoles does not
in any way affect the form of the distribution function
for the Lorentzian field; i.e., F(j; Hg) = F(1; Hy).

2 The fact that distribution (8) predicts that EI-@] = o0 is obvioudy
connected with the assumption that the distance between dipoles
can be infinitely small. Deviations from this distribution should
be expected for fields Hg > m/pﬁ'1in , where P is the minimal
possible spacing of dipoles (e.g., their characteristic size).

3 Thisis formally connected with the specific form of the angular

dependence of the field of a point dipole, h(p, a) O (3cos?a — 1),
which, together with the angular dependence of distribution
1(p, o) O sina, ensures the equality of the “angular factors’ for

the regions 3cos?0 —1 < 0 and 3cos?0 — 1> 0 corresponding to
negative and positive values of field Hs.
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L et us now demonstrate that magnetic ordering can-
not exist in the random system of point Ising magnetic
moments considered here. The magnetization of the

system is defined as | = nOm}., where the average

magnetic moment [} must be calculated taking

into account the spread in Lorentzian fieldsH; using the
obvious generalization of relation (3) pertaining to a
regular system:

| = nOnd

m(41t /3 + H,) 9)

= an’tanh[ T }F(J; Hg)dH,.

Using expression (8) for the distribution function
F(1; H3) =F(j; H3), wederive the generalizing equation
for mean field:

j = 1 [tenn] 5 Fhu+ ]

1+0°

o (10)
A arctanudu

- —_wc Sh[ %AU N 4TEJD}

where| = I/l (Is = nm) is the reduced magnetization of
the system, ® = KT/n?n is the reduced temperature
(equal to the ratio of the thermal energy to the charac-
teristic energy of magnetic interaction between

dipoles), and A = 8r%/9./3 = 5.065. The paramagnetic
state (j = 0) is obviously a solution to this equation.
AnaIysus shows that this equation has no other solu-
tions;* this obviously corresponds to the absence of fer-
romagnetic ordering in arandom system of point Ising
dipoles. This conclusion coincides with the result
obtained in [4], according to which the system could
become ferromagnetic only for a high dipole concen-

tration npﬁ1in > 0.300, where py;i, is the minimal spac-

ing of spherical dipoles.® In our model, we assume that
Pmin = O (not spherical but pointlike dipoles); for this
reason, the dipole concentration is always “low.”

4As ©@ — 0, the right-hand side of Eq. (10) asymptotically
approaches (2/m) arctan(41j/3A) < 8j/3A=0.526j <j.

5In[4], the criterion for the emergence of spontaneous magnetiza-
tion in arandom system of rigid spherical Ising dipoles of diame-

ter a is written in the form (Tv6)na® > 0.157. The minimal dis-
tance between the centers of dipoles in this system is py,in = &,

which leads precisely to the above condition n p?nin > 0.300.
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Fig. 1. Temperature dependences of spontaneous magneti-
zation j of a system with a random field distribution trun-
cated from above for different values of the truncation
parameter (external field Hg = 0).
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Fig. 2. Temperature dependences of the threshold value of
parameter n pﬁqm for which a spontaneous magnetic
moment arises in a system of random Ising dipoles and of
the maximum value Hyj = mv prsnin of random field H3 cor-
responding to this value (He = 0).

The impossibility of unlimited decrease in the dis-
tance between dipolesleadsto a“truncation” of theval-

ues of magnetic field from above by a value of H,,,, ~

m/pﬁ1in . For thisreason, we can easily passto spherical
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dipolesin theframework of our model by truncating the
wings of distribution function (8), which correspond to

fields [Ha| > Ho = MV
F(1; Hy)

h
: E, [Hol < Hic (11)

ﬁZarctanEHh D} Ehz

Ep, [Hg > H -

Inthiscase, instead of Eq. (10), we obtain thefollowing
equation for the mean field:

L Hm @D}
2arctan
I= [ O, O
o/ Mo (12
x J’ tanh[ %Au+4nDLdu .
+U

—H /N

An analysis shows that this equation acquires the
second (nonzero) root corresponding to spontaneous
magnetization of the system for H,,,,./hy < 1.08 (at zero
temperature). This condition can be written in the form
of acriterion for the concentration of spherical dipoles
(which is required for the emergence of spontaneous

magnetization): nps;, > 0.183; this criterion differs

significantly from that obtained in [4] (npZ,, > 0.300).
In order to ensure aferromagnetic ordering at T > 0, the
truncation of the distribution function F(1; Hs) upon an
increase in temperature must be more radical; at acon-
stant concentration of dipoles, this can be ensured only
by increasing the minimal dipole spacing. (Parameter
Prmin 1S bounded from above by the natural “geometri-
cal” condition np,,, = 1.) However, at a high tempera-
ture (© = 4.2), the system remains paramagnetic even
for pyin — . The corresponding temperature depen-
dences of spontaneous magnetization and threshold

values of npﬁ1in and H,, are shown in Figs. 1 and 2,
respectively.

The magnetization of the system in question in the
paramagnetic state is determined by the external mag-
netic field H. In order to find the magnetization, it is
sufficient to carry out the substitution 41d/3 —»
4m1/3 + H. in Eq. (9), after which the argument of the
hyperbolic tangent in Eq. (10) is supplemented with the
term (HJ/hy)©™. The solution of the equation obtained
in thisway describes the temperature dependence of the
system magnetization in the applied magnetic field.
Figure 3 shows a series of such dependencesfor various
magnetic fields. As expected, these dependences differ
considerably from the Langevin dependence, according
to which magnetization | = | under saturation (i.e., at
low temperatures), which means that j = 1. It can be
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seen from Fig. 3 that the saturation of the magnetization
of arandom system always correspondsto j = j, < 1.
The field dependence of the low-temperature magneti-
zation jo(H,) is shown in theinset to Fig. 3.

3. NUMERICAL EXPERIMENT:
COMPARISON WITH THEORY

The magnetic “behavior” of random systems of
point Ising dipolesis obviously determined to aconsid-
erable extent by the distribution function F(1; Hj) of
local magnetic fields. In this connection, it is expedient
to obtain an additional proof of the correctness of the
theoretical scheme used for determining this function.
For this reason, in addition to the derived analytic
expression (8) for function F(1; H;), we calculated this
function by simulating a random system of Ising
dipoles.

The system was “created” using a random uniform
arrangement of dipolesin asphere (the total number of
dipolesis5 x 10° or 4 x 10%), after which the magnetic
field H; was calculated at the center of this sphere.

Function F(1; H3) was found by sorting out a large
number (approximately 10%) of realizations of such a
system. The distribution function determined in this
way isshown in Fig. 4. It can be seen that the shape of
this function is close to the Lorentzian (solid curve),
especially on the wings, where the function remains
Lorentzian up to very high values of field H; = 100mn
(seetheinset to Fig. 4). At the same time, an attempt to
approximate function F(1; H;) by a Gaussian function
proved futile (dashed curve in Fig. 4). Since strong
fields are mainly created by nearest neighbors, the
shape of the distribution function in this region is not
sensitive to the choice of the total number of dipoles
taken into account in calculations. This, however, does
not apply to the range of weak magnetic fields (H =< hy)
produced by a more or less symmetric aggregate of a
large number of neighboring dipoles. Verification
(involving an increase in the number of dipoles taken
into consideration) confirms the correctness of the
results depicted in Fig. 4.

4. CONCLUSIONS

We have proved that the system studied here can be in
the ferromagnetic state in the case of appropriate trun-
cation of the region of strong random fields (which is
equivalent to a transition from point dipoles to finite-
size dipoles). To find out whether this is the ground
state, note that the energy density of the sysemat T =0

SFor © —> 0, Egq. (10) assumes the form j
(2/m) arctan(41G/3A+ H/Ahy) ; for j < 1, we have jg

(2/T)(A —8/3)H, = 0.265H,..
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Fig. 3. Temperature dependences of magnetization j of a
system in the paramagnetic state for different values of the
external magnetic field Hg. Theinset shows the field depen-
dence of magnetization at T = O (the dashed straight line
depicts the linear dependence jg = 0.265H,).
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Fig. 4. Distribution function F(1; H3) for arandom system
of point Ising dipoles, approximated by the Lorentzian
(solid) and the Gaussian (dashed) curves. The inset gives a
representation of function F(1; Hy) demonstrating the cor-
rectness of the Lorentzian approximation in the range of
strong fields.
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is W = nlwL] where the mean energy of a dipole is
given by

WO = —n [HyJ = [—nm+<1—n)m]<%‘l + H3>

(averaging is carried out over the ensemble of parti-
cles), and | = mn(1—2n), n being thefraction of dipoles
with magnetic moments directed along the magnetiza-
tion. Sincethedistribution function F(1; Hy) iseven, we
obtain

<%"| + H3> = %%Tl + HF(1; H)dH,

_ 4, _ 4m

3 gmn(l—Zr])

and finally
W = —m’n’(2n -1)°<0.

The paramagnetic state (N = 1/2) correspondsto W= 0;
in the ferromagnetic state, we have W < 0; conse-
quently, the ferromagnetic phase predominates at low
temperatures.

It should be emphasized that al the results obtained
in this study pertain exclusively to a “liquid” random
system, in which magnetic dipoles can be arranged in
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any spatial region. For thisreason, it would be incorrect
to apply these results for describing the properties of
“crystalline” random systems, in which dipoles can
occupy (with a certain probability) only quite definite
positions in a certain crystalline structure. The method
applied here is unsuitable for studying such systems
since these are not random systems in the Markovian
sense. In this case, theinitia crystal should be divided
into nonequival ent subl attices and the distribution func-
tions for random fields in each sublattice should be cal-
culated numerically.
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Abstract—A generalized mean field theory is constructed for a system of rodlike Ising magnetic dipoles of a
finite length a with configuration disorder. The theory is based on an analysis of the local magnetic field distri-
bution function. It is shown that the magnetic state of such a system is determined by the dipole concentration n:
the system is paramagnetic for na® < 5 x 102, while ferromagnetic ordering exists for na® = 5 x 10%. The sus-
ceptibility of the system in the paramagnetic state is determined. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The magnetic state of a system of interacting mag-
netic dipoles is determined by a complex “game” of
long-range interaction and anisotropy of such an inter-
action with thermal and spatial magnetic field fluctua-
tions (the latter are associated with a random arrange-
ment and orientation of dipoles). In the traditional
mean field theory, thermal fluctuationsareincluded, but
the mean local field is assumed to be the same for all
dipoles. Consequently, spatial fluctuations of a local
field, which are significant in arandom system and pre-
vent the establishment of amagnetic order even at zero
temperature, are not taken into account.

To obtain a correct description of the magnetic sys-
temsin question, the traditional mean field theory must
be generalized appropriately. One possible way for
doing this was proposed by Klein et al. [1] and then
used by Zhang and Widom [2] to analyze a random

system of spherical dipoles.! They proved that the
ground state of such a system is paramagnetic as long
as the mean distance between spherical dipoles is
larger than their size. The ferromagnetic state is possi-
ble only in a system in which the dipole concentration
exceeds a certain critical value. The same result was
obtained in [4] by adifferent method.

However, many real systems of this type (e.g., fer-
roliquids or patterned media, which are promising
materials for magnetic recording [5]) consist of essen-
tially nonspherical dipoles. For this reason, for a high
concentration of such dipoles (when the mean distance
between the dipoles is comparable with their size), the
type of their interaction differs considerably from the

1The energy of interaction of uniformly magnetized spherical
dipoles (one-domain spherical grains) coincides with that of two
equivalent point dipoles[3].

interaction of point dipoles. We will illustrate this state-
ment for asystem of rodlike uniformly magnetized rod-
like dipoles with magnetic moments m. The interaction
energy for two such dipoles with parald magnetic
moments (the center of one dipoleisat the origin and the
center of the other dipole is determined by radius vec-
tor R) isgiven by the relation [6]

weeMpo2 11 p
7 422HR| |[R+2ae]| |R-2ag”

(1)

where g, is the unit vector in the direction of the mag-
netic moment of the dipolesand 2aisthelength of each
dipole. If the angle between vectorse, and R isequal to
a, Eq. (1) can be written in the form

)

B
P Jo*+4+4pcosa  JJp?+4—4pcosa

where p = |R|/a. For p > 1, relation (2) is transformed
into the well-known expression for the energy of inter-
action between point dipoles: wy = m?(1—3cos?a)/|R .

The sign of energy wy determines the type of the
ground state of a system of two dipoles: if wy <0, the
magnetic moments of the dipoles are paralel (ferro-
magnetic state); otherwise (wy > 0), these moments are
antiparallel (antiferromagnetic state). The plane con-
taining both dipoles under investigation (for definite-
ness, the xz plane; the magnetic moments are directed
along the z axis) splitsinto two regions with different
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Fig. 1. Boundaries of the regions of ferromagnetic (FM) and
antiferromagnetic (AFM) ground states of a system of two

Ising dipoles. Dashed lines x = +z./2 correspond to point
dipoles and solid curves are rodlike dipoles of length 2a.
Solid curves correspond to a constant energy of interaction
of rodlike dipoles (the digits on the curves indicate energy wy

in units of m?/4a®).

signs of wy (and, hence, with different types of the
magnetic ground state). Figure 1 shows these regions
for point and rodlike dipoles. For point dipoles, the
relation between the sizes of these regionsis indepen-
dent of the distance between the dipoles, while the
fraction of space corresponding to the antiferromag-
netic ground state of a pair of closely spaced rodlike

dipoles (p = +/(x/a)*+ (z/a)® =< 1) is much larger.

However, this does not lead to a conclusion on a
strong tendency of a system of alarge number of rod-
like dipoles toward antiferromagnetism since the
degree of anisotropy of the interaction of rodlike
dipoles differs significantly from that for point dipoles.

Thus, nonsphericity of dipoles must considerably
affect the magnetic state of a dipole system. This study
is devoted to generalization of the mean field theory for
arandom system of rodlike dipoles.

2. GENERALIZED MEAN FIELD THEORY
FOR RODLIKE DIPOLES

L et us suppose that a system consisting of randomly
arranged dipolesisin the ferromagnetic state character-
ized by average magnetization | || g,. Local effective
fields —wy/m produced at the origin of coordinates by
randomly arranged dipoles are different for different
dipoles, and the random value of their sum H; can be
characterized by the distribution function F(j; Hs),
which generally depends on the relative magnetization
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j = I/mn of the system (n is the dipole concentration)
determined by the fraction n = (1/2)(1 + j) of dipoles
whose average magnetic moments are directed along
the magnetization | of the system (F(1; Ho) isthedistri-
bution function in the case when all the dipolesin the
Lorentz sphere are parallel to one another).

In order to determine the form of this function, we
apply the Markov method [7], according to which

F(ji HY = 5 [ A exp(-iaHs)d

A(Q) ©)

Prmax N

ﬂ',iﬂnm{ﬂf eXp[iqha(p,a,Z)]T(o,a,Z)dadde} :

(ap=0

where (see Eqg. (2))

hZ(p! a, Z) = Zh(p’ G),

mfl 2 1
h(p,a) = 5[ 2+ —
4a’l P /o2 + 4+ 4pcosa (4)

+ 1 }
Jp? +4—4pcosa

is the effective magnetic field produced by a point
dipole with random coordinates p, a at the origin (in
the case considered here, thisfield is equal to the com-
ponent of the magnetic field of the dipole aong its
direction); the random parameter { assumes values +1
and -1 (with a probability n and 1 — n, respectively)
and determines the direction of the magnetic moment
of the dipole, 1(p, a, ) isthe distribution function for
random values of coordinates and parameter ¢, and
N is the number of dipoles in a sphere of radius pa.
over whose volume the integration is carried out. If
we assume further that (i) the random nature of the
arrangement of dipoles does not change their average
concentration n (i.e, N — 41(ap,,)°n/3 for
Pmax — ©); (ii) the distributions of coordinates and
parameter { are uniform; and (iii) correlations are
absent, then

1(p, a,()dpdad]
= [(1-n)8(Z+1) +nd(L—1)] dT AT al3) " (5)
x p’dp (2msin ada.

No. 3 2003



MAGNETIC PROPERTIES OF A RANDOM SYSTEM OF RODLIKE ISING DIPOLES

Substituting Egs. (4) and (5) into (3), we obtain

A(Q) = exp[-na’C(q)],

0

C(q) = 2n(1-n) Ipzdp
0

T

xJ'{ 1-exp[-igh(p, a)]} sira da
0

+2qu%qﬁ1—amnmugan}$uda ©)

= 2T[J' p°dp
0

XJ’{l—cos[qh(p, a)] —ijsin[gh(p, a)]} sirx da.

0

In particular, it follows from Egs. (3) and (6) that in the
absence of magnetization (j = 0), the distribution func-
tion F(0; Hy) of local fieldsiseven, i.e., symmetric with
respect to H; = 0.

Relations (6) do not lead to asimple analytic expres-
sion for the distribution function F(j; Hs). For this rea-
son, we determined this function using two mutually
complementing methods: (i) the “small q approxima-
tion” based on the fact that the region of large values of
g isinsignificant in the inverse Fourier transformation
of (3) [2] and (ii) numerical calculations for a model
random system of rodlike Ising dipoles.

In the first approach, functions coggh(p, a)] and
sin[gh(p, a)], which are to be integrated in Eq. (6), are
replaced by their approximate power expansionsin the
small argument gh (up to the first nonvanishing term
in gh). After this, it becomes possible to carry out inte-
gration, leading to

[

Ipzdpj'[l — cos[gh(p, a)]] sina da

¢ g 7
= 20,30 (7
oo oo = 2T
{p dpJ’sm[qh(p, a)]snada = 3
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Substituting Egs. (7) into (6), we obtain
. 1 (Ha+ jH))*
F(j; Ha) = exp =1
¥ 2no 20°
Hj _ 4n
== 8
e = 3 4.2 (8)
o _Jm1 _089

Thus, in the small g approximation, distribution func-
tions F(j; H;) have the form of Gaussian functions
whose maximum (H; =—jH;) is shifted linearly upon an
increase of magnetization to the region of negative val-
ues of magneticfield H 2The approximation used here
is valid if the probability of the emergence of strong
local fields for which gh = 1islow. The Gaussian dis-
tribution function obtained above (with exponentialy
decreasing “wings’) does not possess such a property.
However, as the concentration of rodlike dipoles
decreases, their finite size becomesless and less signif-
icant, and such dipoles can be treated as point dipoles
for na® < 1. Inthiscase, the systemisknown to be char-
acterized by a Lorentzian distribution function [4] with
“long” wings decreasing according to a power law.
Consequently, distribution (8) holds only in the concen-
tration region na® = 1. On the other hand, strong fields
aremainly created by the nearest neighbors[7], and the
probability of their production increaseswith the dipole
concentration n, when the mean distance between
dipoles becomes smaller than the dipole size a. Conse-
guently, the approximation used becomes inapplicable
for na®> 1. In order to determine the limits of its appli-
cability more precisely, we numerically calculated the
local field distribution functions in a model random
system of rodlike Ising dipoles.

The system was “created” via a uniform random
arrangement of dipoles over a sphere (the total number
of dipoles is 10%), after which the magnetic field H; at
the center of this sphere was calculated. Functions F(j;
H,) were determined by running through a large num-
ber (about 10%) of realizations of such a system. Figure
2 shows the distribution functions F(j; Hs) determined
as aresult of such anumerical calculation for a system
with na® = 1. It can be seen that these functions are
close to Gaussian functions, their widths and the posi-
tions of peaks being close to those predicted by rela-
tions (8). Figure 2 also shows that the shape of the dis-
tribution functions in the wings differs considerably

2 Formally, this is connected with the specific form of the angular
dependence (4) of the rodlike dipole field. As was mentioned ear-
lier, there is an increase (as compared to point dipoles) in the
fraction of space corresponding to the antiferromagnetic interac-
tion of apair of closely spaced rodlike dipoles (p < 1).
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Fig. 2. Distribution functions F(0; H3) and F(1; Hy) of local
fields for a model system of randomly distributed rodlike

Ising dipoles with na® = 1. Solid curves correspond to
approximated Gaussian functions. The discrepancies are
most noticeable on the left wings of the distributions. The
inset shows the distribution function F(1; Hg) for a system

with na® = 0.01 close to asystem of point dipoles (the solid
curve corresponds to the L orentzian approximation, and the
dashed curve, to the Gaussian function).
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Fig. 3. Concentration dependences of calculation parame-
ters (position of the H; peak and width o) of distribution

F(1; Hs) for amodel system. Theinclined dashed line cor-

respondsto the «/na3 power dependence, while the verti-
cal dashed line isthe left boundary between the ferromag-
netic (FM) and paramagnetic (PM) phases.

from the Gaussian shape especially for fields lying to
the left of the peak). These region correspond to strong
(in absolute magnitude) fields which cannot in princi-
ple be described correctly by the approximation of
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small g. The shape of the distribution function F(1; H)
in this region will be determined in the Appendix.

As the dipole concentration decreases to values
na® < 1 and the system becomes equivalent to a ran-
dom system of point dipoles, the shape of the distribu-
tion indeed becomes close to Lorentzian shape. This
can be seen from theinset to Fig. 2, corresponding to a
system with na® = 0.01: the right wing of the distribu-
tion functioniscloseto the Gaussian distribution, while
its left wing is already Lorentzian.

Figure 3 shows the dependences of parameters H;
and o of the distribution function F(1; H;) on the dipole
concentration determined by the value of na. It can be
seen that the functiona dependences H; /h, = const and
o/h, O (na®)~Y2, which are predicted by the smal q
approximation, are observed in the concentration range
1 =< na® = 103 i.e, for systemsin which the mean dis-
tance between dipoles is 1-10 times smaller than their
Size.

3. MAGNETIC PROPERTIES
OF A RANDOM SYSTEM
OF RODLIKE DIPOLES

The considerable shift of the distribution function
F(1; Hy) to the range of negative magnetic fields for
na® = 1 “prevents’ the formation of magnetic ordering
in the system considered here. The system magnetiza-
tion is | = nin;§, where the mean magnetic moment
;3 must be cal culated taking into account the spread
of local fields Hj via the obvious generalization of the
equation

| m(4Td/3+ Hy)
mn ta”h[ KT }

corresponding to aregular system (here, theterm 4rd/3
corresponds to the magnetic field produced by dipoles
on the surface of the Lorentz sphere):

I m(4Td/3+ Hj)

—00

}F(j; HydH,.  (9)

Obvioudly, Eg. (9) may havethe solutionj=1a T=0
only under the necessary condition F(1; H; < 41d/3) = 0,
which can never be realized in a system of dipoles
arranged absolutely at random. As in the case of point
dipoles [4], the emergence of ferromagnetism can be
“facilitated” by limiting the configuration randomness
(e.g., by appropriately setting the lower limit on dipole
spacing, whichisequivalent to “trimming” the wings of
the random field distribution function).
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Using expression (8) for the distribution function
F(j; Hs), we arrive at an equation generalizing the stan-
dard equation for mean field:

1 oo rldm
J—m(clho):[otmh[em3j+ }

. 2
< cxp| LMD
2(a/h,)

(10)

where © = kT/nn is the reduced temperature (equal to
the ratio of the thermal energy to the characteristic
energy of magnetic interaction between dipoles).

The paramagnetic state (j = 0) is obviously a solu-
tion to this equation since its right-hand sideis equal to
zerofor j = 0. In order to find out whether this equation
has a solution corresponding to the ferromagnetic state
(j #0), we note that this equation for @ — 0 assumes
the form

j = —sgn(zy) (|2 j), (11)

where

o) = -%T _!exp(—xz)dx

is the probability integral and z, = (Hi/h, —
41v3)(hy/ +/2 6). Equation (11) has asolution j # 0 only
in the case when z,< 0, |z,| > J/Tt/2, i.e., for

4n Tl
— > .+ -,
3 Mn H; 0/\/;

The meaning of the last condition is that the collec-
tive field (4173)mn created by dipoles on the surface of
the Lorentz sphere must “overcome” local fields of the
reverse sign with the mean value —H; and a spread +o.
It can be seen from Fig. 3 that this condition holds only
for na® = 5 x 107, i.e,, for afairly high dipole concen-
tration. In this case, the system is ferromagnetic and
Eg. (10) can be used for deriving the temperature
dependence of its magnetization, which is shown in
Fig. 4. The temperature range in which the magnetiza-
tion differs from zero expands upon an increase in the
dipole concentration na®. The corresponding concen-
tration dependence of the Curie temperatureisgivenin
Fig. 5. It can be seen from Fig. 3 that H;, 0 — 0 for
na® —» oo, This means that the distribution function
F(j; Hs) approaches a delta function centered in the
vicinity of H; = 0. In this case, Eg. (10) can be reduced

to the equation j = tanh(415/30); for © = O (for

(12)
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Fig. 4. Temperature dependences of the system magnetiza-
tion in the ferromagnetic state for different dipole concen-
trations.
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Fig. 5. Concentration dependences of the low-temperature
susceptibility of the paramagnetic phase and the Curie tem-
perature of the ferromagnetic phase of a random system of
rodlike Ising dipoles. As the dipole concentration increases

(na3 — o), the Curie temperature attains saturation
(©c — 41U3). The vertical dashed lineis the left bound-

ary of the ferromagnetism region.

j <€ 1), this egquation shows that ©- = 4173 for high
dipole concentrations.
In the limit of low dipole concentrations (na® < 1),

the system under study resembles a random system of
point dipoles without ferromagnetic ordering [4].3

3 We are speaking of a system in which dipoles can be arranged at
infinitely small distances relative to one another and the distribu-
tion function is Lorentzian. In such a system, strong random
fields corresponding to long wings characteristic of such func-
tions suppress ferromagnetism.
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tion F(1; Hy) of local fieldsfor rodlike dipoleswith aconcen-

tration corresponding to na® = 10~3: Lorentzian function (1)
and power dependences 1/H*(2).

Nevertheless, complete equivalence between the sys-
tems of linear and point dipolesis attained only in the
limit of their vanishingly low concentration. As a mat-
ter of fact (see the Appendix), the distribution function
in the region of strong fields for any finite dipole con-
centration decreases much more rapidly than the
Lorentz function, namely, according to the law 1/H*
(see Eq. (20)) (naturally, the low-field boundary of this
region depends on the dipole concentration and is
shifted towards stronger fields upon a decrease in the
concentration).

One of the model distribution functions correspond-
ing to the dipole concentration na® = 102 is shown in
Fig. 6, demonstrating the wings of thisfunction rapidly
decreasing according to the 1/H* law corresponding to
formula (20).

In the range of low concentrations (na® < 5 x 109,
the system is paramagnetic. In order to describe the
properties of this system in an external magnetic field
He, it is sufficient to carry out the substitution H; —
H; + H, in the argument of the hyperbolic tangent in
Eq. (9). This will lead to the substitution u — u +
HJhy in Eq. (10). In awesak external field (Hd/hy < 1),
the magnetization of the paramagnetic system is low
( < 1). Expanding the functions appearing in Eg. (10)
inH, and j, we obtain

j = IlD?J-l-hOD_IZhOJV (13)
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where

2
—X"/2
e

x
|, =
! JZTJ; Ocosh’[ (6/h,®)x]

dx,
(14)

)

1 ’ o
|, = — xtanh[—x}e dx.
? A/2T[:l’ h,©

Relation (13) makes it possible to find the low-field
magnetic susceptibility of the system x = I/H, =
J/(HJ/hy) and its temperature dependence.

At hightemperatures (© > 1), wehavel, =1/© —»
0,1, — Oandit followsfrom Eq. (13) that x(© > 1) =
1O, or I = mn(mHJ/KT) is the conventional Curie law
for noninteracting Ising dipoles.

At low temperatures (© < 1), we have

2h,

I, =1, = .
1 2 no

which gives
_ _n0/mo | H; amgt
= (:) < = - !
Xo = X( 1) Dk/;ho+h0 30

i.e, a temperature-independent susceptibility. In the
vicinity of the ferromagnetic transition (whose bound-
ary is determined by condition (12)), it increasesindef-
initely. The concentration dependence of ¥, isshownin
Fig. 5.

4. CONCLUSIONS

Asapplied to random systems, the mean field theory
for a system with magnetic interaction requires a gen-
eralization taking into account nonequivalence of indi-
vidual magnetic moments forming the system. We have
considered a version of such a theory, based on the
determination and analysis of the distribution functions
for random magnetic fields produced by magnetic
moments with an irregular spatial distribution. These
distribution functions have been determined by two
methods: analytically, with the help of the Markov
method [ 7], and numerically, by processing statistically
the results of calculations of random fields in a model
system. In the case considered here, the former method
makes it possible to derive only approximate equations
for distribution functions in a limited range of dipole
concentrations; however, these expressions give areli-
able qualitative idea on the form of these functionsin
the magnetic state of the system under study.

The main results were obtained by numerically sim-
ulating arandom system of rodlike Ising dipoles. It has
been shown in the framework of the generalized mean
field theory that the magnetic state of such asystem is
determined by the dipole concentration n: for dipole
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concentrations exceeding na® = 5 x 10?, the system is
ferromagnetic, while for lower concentrations, it is
paramagnetic. In the region of low concentrations
(na® < 1), the system is close to an ensemble of point
dipoles but is not equivalent to such an ensemble since
the distribution function in the region of strong random
fields is characterized not by long Lorentzian wings,
but by a more rapid decay (the 1/H* law).
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APPENDIX

We can get an idea of the form of the distribution
function F(1; H) intheregion of strong fields by assum-
ing that field H is mainly produced by the nearest
dipole. Thewg(R) law describing the distribution of dis-
tances R to the nearest neighbor for a random (noncor-
related) distribution of dipolesis given by [7]

Wr(R) = 4TR’nexp(—4mR°n/3), (A1)
whilethe distribution w,(a) of anglesa between vector
€, and vector R determining the position of the nearest
dipole will be regarded as uniform: w,(a) = [sina|da.

In contrast to the energy of interaction of point
dipoles, which increasesindefinitely upon adecreasein
their spacing, the energy of interaction of rodlike
dipoles has three (infinitely large) extrema (see Fig. 1)
corresponding to the convergence of their centers
(R<a)orends(R—2a < a sina — 0). It follows
from Eq. (2) that

H= 2RH1

(A.23)

in the vicinity of these extremafor R < a, while

a
4.J(R—2a)’ + 4a%a

H=

H, (A.2b)

forR-2a<a,a'=aora =m-a, whereH, = mas.
The three indicated regions determine the shape of the
distribution function f(H) for large absolute values
of H. For the function corresponding to negative values
of the magnetic field (A.2a), we obtain

F(1; H)DWR[R(H)]‘dR(H) = ’ZT”H_aBH%EA
! (A.3)
x exp[ —nagg:lllg} H<O.
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For regions with positive magnetic field (A.2b), we
can use the following rule of transformation of random
quantities[8]: if the distribution functionsf,(r) and f,(x)
for independent random quantities r and x are known,
the distribution function for the random quantity A =

Jr?+x? isgiven by

2n

fA(N) = A [ f(Acos) f(Asing)do.
0

It follows hence that the distribution function f,,(h) for
random quantity h = UA = 1/./r’ + x* isgiven by

fy(h) = fﬂ/\(h)]‘%%‘

2T[

[EosP . [BNd
J’f o fXDhqu).
0

Inour case, r = R—2a, x = 2aa', H = (m/4a?)h and
fi(r) =wr(2a + 1), f,(x) = (L/2a)f,(x/2a). Consequently,

2
F(L; H)Dz‘ll%fhD H [

Ly aa™
3 3 21 2
_1na’ Hi L1
0
x exp%_SZnna [1+ lH—cosq)T] [lH smq)}‘ 0]
o 3 8 H 8H

(factor 2 on the right-hand side of the first relation
in (A.4) takesinto account the existence of two extrema
of the positive magnetic field). For fields H/H, >

JJna®, distribution function (A.4) hasaform similar to
Eq. (A.3):

F: 1y 0 M

] 32mna D
2R, 0R0 ®PO 3 |

O

o (A.5)
><Esm [4nr;a(Hl/H)]E, H>0.
g 4mna’(H,/H) O

It follows from Egs. (A.3) and (A.5) that the left
wing of the distribution function F(1; H) must be higher
than itsright-hand wing. This can clearly be seeninthe
inset to Fig. 2. For alow dipole concentration (na® < 1),
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both wings of the distribution function have, in accor-
dance with Egs. (A.3) and (A.5), identical power form

3 4
F(L; Hy 0 M HO

which considerably differs, however, from the L orentz-
ian profile.

As regards the region of weak magnetic fields (H <
H,), such fields are produced by amore or less symmet-
ric set of all neighboring dipolesand it isimpossible to
determine the form of the corresponding distribution
function f(H) using the nearest neighbors approxima-

4In contrast to Eq. (A.6), the wings of the Lorentzian distribution
decrease at a much slower rate (according to the law JJHZ), ie,

s0 slowly that the root-mean-square value »/ [H ’0 of the random
field isinfinitely large. It is for this reason that ferromagnetism is
impossible in the system of point dipoles; consequently, the
wings of the Lorentzian distribution corresponding to [H| = 5hq
must[ge trimmed for the emergence of spontaneous magnetiza-
tion [4].
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tion. Inthiscase, an appropriate statistical method (e.g.,
the Markov method) has to be used.
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Abstract—The strong effect of amagnetic field on the starting stress and mobility of individual dislocationsis
discovered in silicon grown by the Czochralski method with a high concentration of dissolved oxygen. It is
shown that exposure of dislocations preliminarily introduced into the sample to a magnetic field considerably
reduces the starting stresses for the motion of these dislocations. The effect is not observed in samples with a
low oxygen concentration. It is assumed that the magnetic field induces singlet—triplet transitions in thermally
excited states of silicon—oxygen complexes in the dislocation core, thus stimulating a change in the state
(atomic configuration) of oxygen already located at dislocations. As aresult, the mean binding energy of oxy-
gen with adislocation decreases. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Analysis of the interaction between dislocations in
silicon and intrinsic and impurity point defectsis essen-
tial for the development of modern el ectronic technolo-
giesinvolving, in 90% of cases, silicon crystals grown
by the Czochralski method. In integrated circuit tech-
nologies, such studies are important, first, due to the
wide use of thedislocationsfor gettering harmful impu-
rities and, second, in view of the dislocation pinning
required for preventing their multiplication and pene-
tration into the active regions of integrated circuits dur-
ing technological operationsinvolved in production. In
the past few years, the interest in studies of the interac-
tion between dislocations and impurities has grown still
further in connection with the use of cheap polycrystal-
line silicon for manufacturing solar cells. Dislocations
strongly affect the lifetime of minority carriers in this
material and determine the efficiency of solar cellsto a
considerable extent. It is well known that “pure’ and
defect-free 60° didocations in silicon determine the
existence of comparatively shallow (about 70-80 meV)
one-dimensional bands that weakly affect the lifetime
of minority carriers; consequently, didocations are
effective recombination centers only due to the pres-
ence of some specific defects and impurities in their
cores [1]. For this reason, it is important to study the
interaction and reactions between impurities and dislo-
cations, as well as the effect of impurities on the prop-
erties of dislocations, and to find methods for control-
ling these properties.

In some cases, the interaction between impurities
and dislocations has the form of solid-state chemical
reactions (see, for example, [2, 3]); at the intermediate
stages of such areaction, “broken” valence bonds with

an unpaired electron spin may appear. Hence, it cannot
be ruled out that an external magnetic field mixing trip-
let and singlet states at intermediate stages of reactions
may strongly affect the kinetics and course of such
reactions. Some spin-dependent chemica reactions
strongly affected by magnetic field were discovered in
liquids and gases and studied in detail [4]. Unfortu-
nately, spin-dependent reactions of defects in crystals
have been studied insufficiently.

The measurement of dislocation mobility isasensi-
tive integrated method for detecting various reactions
of defects in crystals. The effect of magnetic field on
plastic properties of alkali—halide and some other crys-
tals has been established quite reliably [5-7]. This phe-
nomenon is known as the magnetoplastic effect. It is
generally assumed that a change in the dislocation
mobility as aresult of exposure of samplesto magnetic
field is associated with changes in the properties of
intrinsic and impurity defects; however, the micro-
scopic mechanisms of such processes have not been
studied in detail.

In view of the considerable practical importance of
silicon as a basic material for electronics, analysis of
spin-dependent processes in silicon is of prime impor-
tance (especially on account of growing interest in
spintronics). Only spin-dependent recombination of
electrons and holes at defects has been investigated ear-
lier in detail (see, for example, [8]), while reactions
between defects and impurities have been studied insuf-
ficiently. It should be noted that the effect of magnetic
field on some electrical and mechanical properties of sil-
icon samples, which can apparently be attributed to reac-
tions with defects, was observed in some cases [9, 10].
However, the effects described in these publications
have not only been insufficiently studied, but aso
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poorly reproducible. For example, in spite of several
attempts, we failed to reproduce the results presented
in[9, 10]. The effects described in [9, 10] are deter-
mined by certain poorly controllablefactorsand require
additional experiments for clarifying their origin.

In this study, we report on the results of analysis of
the effect of a magnetic field on starting stresses and
mobility of individual dislocations in silicon single
crystals.

2. EXPERIMENTAL TECHNIQUE

The experiments were performed on initially dislo-
cation-free n-type silicon single crystals with a phos-
phorus concentration of (3-5) x 102 cm3. We used two
types of crystals differing in the concentration of dis-
solved oxygen, viz., crystals grown using the Czochral-
ski method (Cz-Si) and those containing 10*® cm of
dissolved oxygen and grown using float zone method
(Fz—Si) with an oxygen concentration on the order of
10 cmrs,

Samples having a shape of right prisms with a size

of 35 x 4 x 1 mm? and with (111), (112), and (110)
face orientations (the symbols of faces are given in
decreasing order of their areas) were cut by a diamond
saw and polished mechanically by diamond powder to
obtain an optically smooth surface. Then the surface
layer, 20-50 um in thickness, which was damaged dur-
ing mechanical treatment, was removed by chemical
polishing in a 7HNO; : 1HF solution.

After polishing, dislocations were introduced into
the samples by pricking the wide (111) face with an
indenter (diamond pyramid). The load applied to the
pyramid during indentation, reduced shear stresses T,
duration At, and loading temperature T were chosen so
that individual dislocation haf-loops 10-20 pm in
diameter were generated, as arule, as aresult of each
indentation. In our experiments, these parameters were
as follows: T = 600°C, 1 = 50 MPa, and At = 10 min.
Then the dislocation sources (in the indentation
regions) were removed by chemical polishing and the
samples were loaded again at T = 600°C to increase the
size of the initial dislocation half-loops increased to a
diameter on the order of 500-600 pm.

After low cooling of the samples (together with the
furnace), the dislocation outcrops at the sample surface
were revealed by selective chemical etching (Sirtl
etchant: 1CrO; + 2H,0 + 3HF); the samples prepared
in thisway were used for measuring the velocity of dis-
locations and starting stresses for their motion.

The mobility of individual dislocations at a fixed
stress T was measured by loading the samples using

four-point bending around the [112] axis over time At.
The track lengths L of individual dislocations over the
loading time At were determined by repeated selective
etching. Length L of the dislocation tracks was mea-
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sured using a Neophot-32 optical microscope with a
micrometer eyepiece having a scale division value of
about 0.2 pm/division. In order to measure the depen-
dence of dislocation velocity V = L/At on stresst and to
determine starting stresses 14 for moving dislocations,

we use three-point bending around the [112] axis lead-
ing to alinear law of t distribution aong the long edge
of the sample.

In order to improve the precision of measurements
of dislocation velocity for afixed load, we determined
in each experiment the vel ocity of several tens of dislo-
cations and determined the average velocity. The defor-
mation temperature T was monitored by a platinum—
platinum-rhodium thermocouple and was maintained at
a constant level to within £0.5 K in the course of the
experiment.

In order to study the effect of magnetic field, the
samples with introduced dislocations were held for a
certain time at room temperature in a field of B =
20 kOe prior to velocity measurements. The magnetic
vector was perpendicular to the (111) face.

The experimental results considered below were
obtained for 60° segments of dislocation half-loops of

the (11 1) [011] Slip system, which had been introduced
on the compressed, as well as extended, side of the
sample.

3. EXPERIMENTAL RESULTS
AND DISCUSSION

It was found that the average velocity of individual
60° dislocationsin Cz—Si crystals after exposure of the
samples to magnetic field at room temperature
increases by 30-40% as compared to the average
velocity of dislocations in the same sample, measured
before exposure to magnetic field. Figure 1 shows the
relative variation (Vg — Vp)/V, of the didocation veloc-
ity under a load of T = 50 MPa at a temperature of
550°C as a function of the exposure time in field B =
20 kOe at room temperature. Here, V, and Vg are the
average velocities of dislocations measured before and
after exposure of the sample to magnetic field. The
average velocities of disocations depicted in Fig. 1
were obtained as a result of averaging the path lengths
of 50-100 individual dislocationsin each sample. It can
be seen that the strongest effect is attained after 3 h of
exposure to magnetic field; a further increase in the
exposure time does not |ead to a considerable changein
the effect. For this reason, the samples were treated in
magnetic field for three hoursin hour experiments.

Within the measurement error, the effect of an
increase in the dislocation velocity due to exposure of
the samples to magnetic field remains unchanged after
holding for 100-150 h at room temperature and
decreases by half only after 300-400 h. Thismeansthat
magnetic field induces changesin the system of defects
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that become active immediately after exposure to the
field. The effect persistsfor along time.

The measurements of the temperature dependence
of the velocity of individual dislocations before and
after exposure to magnetic field proved that such expo-
surein the temperature range 500-650°C studied in our
experiments does not lead to an appreciable change in
the activation energy U, =2.15 £ 0.01 eV of the mobil-
ity of dislocations.

Similar measurements were made on Fz—Si single
crystals. It was found that within the experimental
error, exposure of the samples to magnetic field does
not change the mobility of individual dislocations in
Fz—Si. Since the main difference between Cz—Si and
Fz—Si samples is that the oxygen concentration in the
former samplesistwo orders of magnitude higher than
in the latter, it is natural to assume that the effect is
associated with spin-dependent reactions involving
oxygen.

It is well known that a large number of impurities
and defects (including oxygen-contai ning complexesin
silicon) may affect the motion and multiplication of
didocations to a considerable extent [11]. A natura
guestion arises whether the observed effect of magnetic
field is associated with a change in the state of oxygen
inthe bulk of the sample or with achange in the state of
oxygen accumulated directly at dislocations in the
course of sample preparation.

Our measurements of optical absorption spectra at
T=77 K in aregion of 1100-1150 cm™, which are
associated with vibrational modes of oxygen in silicon,
have not reveadled any significant difference between
the states of oxygen in the bulk of the samples before or
after the action of magnetic field. This suggeststhat the
observed effect is associated with the change in the
state of oxygen located directly at dislocations, which
is stimulated by magnetic field.

The only sensitive method revealing changes in the
system of defectsand impuritiesin thevicinity of adis-
location core is the measurement of starting stresses,
i.e., the minimal stresses under which dislocations
beginto move[12, 13]. It wasshownin[12, 13] that the
magnitude of starting stresses 14 is directly connected
with theinteraction of adislocation core with surround-
ing impurities and point defects. In the first (rough)
approximation, we have 14 ~ NUg, where N isthe num-
ber of impurity atoms per unit dislocation length and
Ug is the binding energy between the impurity atoms
and the dislocation core.

We measured the starting stresses in Cz-Si samples
before and after the action of magnetic field. For thiswe
measured the dependences of dislocation path length L
on the shearing stress (T = 600°C, At = 10 min) before
and after exposure to magnetic field using the three-
support bending method. Figure 2 showstypical depen-
dences of L/At on T obtained in this way. Each point
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Fig. 1. Variation of the velocity AV/Vy = (Vg — Vg)/V, of 60°

dislocations in Cz—Si as a function of exposure time for a
samplein amagnetic field of B = 20 kOe at room tempera-
ture. The dislocation velocity was measured at 550°C under
ashearing stress of T =50 MPa

L/At, 107% cm/s
12 T T T T T T
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Fig. 2. Dependence of the velocity of individual 60° dislo-
cations on the shearing stress, measured at 600°C on a
Cz-Si sample before (curve 1) and after (curve 2) exposure
of the sample for 3 h to a magnetic field of B = 20 kOe at
room temperature. Symbols represent data for solitary dis-
locations, while the curves were obtained by averaging
(parabolic smoothing) over 13 dislocations. Arrowsindicate
starting stresses.

corresponds to the path length of an individual disloca
tion, while continuous curves were obtained by averag-
ing (parabolic smoothing) over 13 points (dislocations).
It can be seen that exposure of the sample to magnetic
field leadsto anoticeable (to almost one-half theinitial
value) decrease in starting stresses for dislocation
motion.

Thus, these results can be used to formul ate the fol -
lowing preliminary model of the observed effect.
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Fig. 3. Velocity Vg of 60° dislocations after exposure to
magnetic field as afunction of velocity Vq of these disloca-

tions before exposure to thefield for severa different Cz—Si
samples. The dashed line shows the dependence in zero
magneticfield, i.e., for Vg = V. Thevelocity of dislocations

was measured at 600°C under a sharing stresst = 50 MPa.

The Cz-Si samples exhibiting a decrease in the
starting stresses and an increase in the mobility of indi-
vidual dislocations as aresult of their exposure to mag-
netic field differ from the Fz—Si samples in which this
effect is not observed at a considerably higher concen-
tration of interstitial oxygen.

Theoretical calculations[2, 3] show that the energy
of oxygen molecules in dislocation cores is consider-
ably lower than the energy of interstitial molecular oxy-
genintheidea silicon lattice; i.e., we can speak of the
presence of a considerable binding energy between
oxygen molecules and adislocation. Oxygen molecules
in dislocation coresin silicon may bein several differ-
ent configurations differing in binding energy. Thus, we
can assume that the disocations implanted into the
crystal accumulate oxygen in their cores due to reac-
tions between dissolved oxygen and a moving disloca-
tion; this must reduce the dislocation mobility and lead
to the emergence of considerable starting stresses. It is
known from experiments that the presence of oxygenin
silicon indeed increases the starting stresses for dislo-
cation motion [12, 14].

The diffusion coefficient for interstitial oxygen at
room temperature is very small (below 10722 cm?/s)
[15]; for this reason, the average diffusion length for
oxygen over the time of magnetic field treatment (3 h)
hardly exceeds the unit cell size for silicon. Thus, we
can disregard the effect of a magnetic field on the
growth of oxygen precipitates or the mean oxygen con-
centration in the bulk of the crystal. We can assume that
the magnetic field leading to singlet—triplet transitions
in thermally excited states of silicon—oxygen com-
plexes stimulates the change in the state (configuration)
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of oxygen molecules, which have already occupied dis-
location cores, so that the average binding energy Ug
between oxygen and dislocations decreases. The
decreasein the binding energy reduces starting stresses
(t¢ ~ NUg). This aso leads to oxygen loss by disloca-
tions after their motion begins[16]. Impurities|ocated
in a dislocation core decelerate its motion; conse-
guently, a decrease in the oxygen concentration in a
dislocation core increases the velocity of the dislo-
cation.

It should be noted that the amount of oxygen accu-
mulated by a dislocation during the formation of adis-
location half-loop depends on the path traversed by the
didocation, the time the sample is held at a high tem-
perature, the concentration of the defects of dislocation
core reconstruction, and other parameters depending on
past history. This must lead to a spread in the values of
starting stress and velocity of disocations in different
samples (the larger the amount of accumulated oxygen,
the smaller the dislocation velocity V, at a fixed load
must be). Assuming that the magnetic field stimulates
the detachment of oxygen from a dislocation, we can
expect that the dislocation velocities Vg in different
samples exposed to magnetic field must tend to a cer-
tain value typica of “pure’ didocations. This is actu-
ally observed in experiment. Figure 3 showsthe depen-
dence of the average velocity Vg of dislocations after
the action of magnetic field on vel ocity V, of these dis-
locations before the action of magnetic field measured
for alarge number of samples with different past his-
tories. It can be seen that magnetic field weakly affects
the velocity of dislocationsin sampleswith ahigh ini-
tial velocity of dislocations, in which the concen-
tration of oxygen strongly coupled with dislocations
islow.

The proposed model is a preliminary one; a number
of additional experiments are required for determining
the microscopic mechanisms of spin-dependent reac-
tions occurring in the oxygen-dislocation system.
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Abstract—Stationary states of molecular negativeions (anions) near the surface of asolid areinvestigated. The
lone electron is assumed to interact with a diatomic molecule and the surface of the solid. The energies of elec-
tron levels are determined by solving the 2D Schrédinger equation. It is shown that its stable solutions exist at
distances from the surface greater than some critical distance, otherwise the electron is detached from the anion.
In the case of attraction between the el ectron and the solid, the interaction potential between the anion and the
solid appears to have the Lennard—Jones form and the ion is separated from the surface by some equilibrium

distance. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The interaction of electronegative molecules and
negative molecular ions (anions) with surfaces of con-
densed state has extensively studied within the last
decades. One of the problems most interesting to usis
the formation and evolution of negative ion resonances
(NIRs) on surfaces [1-4]. As in the gas phase, NIRs
can also be generated at surfaces by the attachment of
free electrons to absorbed molecules at a defined
energy [1-3]. It has been recognized that the photo-
chemical behavior of adsorbed molecules can effec-
tively be governed by the photoinduced el ectron trans-
fer from the substrate to the adsorbed molecule [5-7].
In some systems, NIRs thus formed are considered the
driving force for the respective photochemical reaction.

The formation and evolution of NIRs are usualy
appreciably modified when passing from the gas phase
to the surface [8, 9]. This concerns the energy of the
temporary negative ion, its lifetime (with respect to the
electron loss and dissociation), and the branching ratios
between the dissociative attachment channels.

Some electron scattering experiments have been
performed on molecules deposited on cold noble gas
substrates (solids). Here, a noble gas layer of variable
thickness can be used to study the influence of the
metallic substrate on the particular process, e.g., the
(dissociative) attachment cross section or the energy
shift of the negative ion resonance [8-10]. In addition,
substrate-induced el ectron transfer reactionsviatheini-
tial formation of an electron exciton precursor in the
noble gas layer could be observed [3, 13].

TThis article was submitted by the authorsin English.

The stability of molecular negative ions at or near
the surface is an essential point in the investigation of
low-energy el ectron-driven reactions on adsorbed and
condensed molecules[14]. In addition to itsimportance
from the standpoint of basic science, the stability of
negatively charged particles at or near asolid surfaceis
an important issue in many technological processeslike
photocopying, laser printing, etc.

In [15], it was shown that the interaction of a nega-
tive ion with anonpolar liquid resultsin a considerable
shift of its photodetachment threshold. Apparently,
noticeabl e shifts can be expected in theinteraction of an
anion and the surface of asolid. In [16-18], the dynam-
icsof the processes of charge transfer and production of
molecular anionsin thevicinity of asurface wereinves-
tigated. It was recognized that an accurate calculation
of electron energies requires solving the 2D
Schrodinger equation, because the spherical symmetry
for the lone electron is broken at a short distance from
the surface [18]. Consequently, on the basis of one-
dimensional perturbation theory, sufficiently accurate
values of the electron energy cannot be found at short
distances from the surface because higher order terms
require nonspherical corrections to the wave function.

The objective of this paper isto calculate the station-
ary-state energy of the lone electron of a molecular
anion near the surface of a solid by solving the station-
ary 2D Schrodinger equation. The interaction of the
lone electron with the diatomic molecule is described
by a polarization pseudopotential; the interaction with
the solid is characterized by a single parameter, the
effective energy of the electron inside the solid, V.

In this formulation, the problem has a two-dimen-
siona axial symmetry with the axis perpendicular to
the surface, and we must therefore solve the 2D

1063-7761/03/9703-0606%$24.00 © 2003 MAIK “Nauka/Interperiodica’
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Schrédinger equation. Solutions of the multidimen-
sional Schrdédinger eguation are known in the cases
where spatial variables can be separated (asin the the-
ory of the Stark effect). In the case of inseparable vari-
ables, due to the complexity of the genera mathemati-
cal formulation, no regular methods, either analytic or
numerical, have been developed to date. As arule, the
multidimensional Schrédinger equation is reduced to a
guasi-one-dimensional one, specific for the problem
under consideration. There are several approaches to
the treatment of multidimensional equations. Among
them, the split-step Fourier scheme [19] was used
in[20] for the investigation of white noise in the 2D
nonlinear Schrodinger equation. The 3D wave packet
propagation method was used in [21] to describe the
propagation of an electron near the surface of asolid.

We propose a solution of this problem assuming that
the electron stateisin fact a superposition of stateswith
different values of the angular momentum in the corre-
sponding effective spherically symmetric potentials.
The state with zero angular momentum is assumed to
predominate. An exact solution of the Schrodinger
equations is then sought as a linear combination of the
wave functions corresponding to different values | of
the angular momentum. Thus, the 2D Schrédinger
equation is reduced to an infinite set of one-dimen-
sional equationsfor the radial wave functions. It can be
shown that its solution can be approximated to a very
good accuracy by the truncation of the infinite set to
two equations for | = O (zero approximation) and | = 1
(first approximation). The latter iseasily solved numer-
ically by the iteration method. This makes possible cal-
culation of the lone electron energy as afunction of the
parameters characterizing itstotal interaction potential.

Two cases must be distinguished, the repulsive sur-
face (potential barrier) and the attractive surface (poten-
tial well). Repulsion of the electron from the surface
causes pure repulsion of the anion from the surface;
there is a minimum distance at which a stationary state
is possible. At shorter distances, nonstationary states
emerge, which proveto have decay timestoo short to be
detected experimentally. Thus, detachment of the elec-
tron from a diatomic molecule occurs, and the electron
is removed into the vacuum.

In the case of an attractive surface, the existence of
an electron stationary state depends on the values of
potential parameters. If the potential well in a solid is
too deep, no stationary state is possible and the electron
is detached from the anion at the distance where the
anion decay time becomes shorter than its residence
time near the surface of the solid. If the well depth is
moderate, there is a finite range with some minimum
and maximum distances from the surface where a sta-
tionary solution exists. If the potential well is shallow,
there is only the minimum distance, as in the case of a
potential barrier. In the case of surface attraction,
detachment of the lone electron implies its tunneling
into the potential well of a solid. If stationary states
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exist, the curve of interaction between the anion and the
surface of the solid has a form characteristic of the
interatomic interaction (the Lennard-Jones potential).
Asisknown, this potential has an equilibrium distance.
Hence, a molecule-like equilibrium state of the anion
near the surface emerges. Thismakesit possible to pre-
dict not only the shift of the electron level (of the elec-
tron photodetachment threshold), but also the distance
from the surface at which the anion can be found.

This paper is organized as follows. In Section 2, the
interaction potential for the lone electron and the
Schrddinger equation to be solved are written; in Sec-
tion 3, itsasymptotically exact solution isfound and the
first-order approximation to this solution is considered.
Potential curves for anions near the surface are calcu-
lated in Section 4; the results obtained are analyzed in
Section 5.

2. PROBLEM FORMULATION

We consider asystem consisting of ahighly polariz-
able diatomic molecule, the surface of a solid, and a
lone electron. The interactions between the molecule
and the surface are assumed to be negligibly small, and
we can therefore take into account only the interactions
between the lone electron and molecule, and between
the electron and the surface. We let V, and V denote the
respective interaction potentials.

We introduce the spherical coordinate system with
the origin at the point of location of the molecule and
with the polar axis perpendicular to the surface. The
polar axis is directed toward the surface. The corre-
sponding spherical coordinates are denoted by r and 6.
The distance between the molecule and the surface is
Z,. The half-spacerg < z, (§ = cos) isthe vacuum, and
the other half-spacer§ = z, is occupied by the solid; the
surface is defined by the equation r§ = z,. At a suffi-
ciently large distances from the molecule in the vac-
uum, r = r., wherer, is the molecule hard-core radius,
the lone electron polarizes core electrons of the mole-
cule, and the interaction can be described by the polar-
ization potential

Vv

_ -4
p = —ar’,

where a is the molecule polarization in the units of ag
(ay is the Bohr radius) [22]; the length and energy are
measured in the units of a, and in Ry, respectively (in
contrast to atomic units, we measure the energy in Ry).
At small distancesr < r., due to the Pauli principle, a
short-range repulsion occurs, and we can therefore set

Vp =+ at r<r,

p
(see [22]). Thus, we use a sphericaly symmetric
pseudopotentia to describe a lone electron. Because a
real diatomic molecule is not spherically symmetric,
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U(r, 1)

Fig. 1. Interaction potential for the attractive surface along
the polar axis.

this assumption is made for simplicity. We also assume
that the electron charge is screened inside the solid and
therefore does not interact with the molecule, which
dlowsustosetV,=0forré =z,

The lone electron polarizes the surface of the solid,
and the arising electrostatic image force is responsible
for the interaction between the electron and the surface
a large distances. At short distances and inside the
solid, the electron experiences attraction caused by
polarization of surrounding molecules by itscharge and
the Pauli repulsion. For simplicity, we do not take the
details of this interaction into account and use its sim-
plest form instead.

We note that the characteristic length of variation of
the image force potential is given by severa ag,
whereas the characteristic length of the lone electron
localization (the width of the electron wave function) is
about 10a,. Obviously, V, must be uniform inside the
solid. This enables approximation of Vg by a simple
“step” potential V,=0forr§ <zyand V.=V, forr§ = z,.
The interaction between the electron and the surface is
therefore allowed by a single parameter V,. This
parameter characterizes the interaction as a whole and
is essentialy an effective one. Its sign depends on the
ratio between the strengths of the attractive electrostatic
image force outside the solid and the Pauli repulsion
inside it. Thisratio is defined by constants characteriz-
ing the molecule and the solid. In some cases (e.g., the
surface of a metal), the image force predominates, and
V, < 0. In this case, a potential well occurs, which
causes attraction, at large distances at least. If V, > 0,
the solid isrepresented by apotential barrier and the net
effect isrepulsion.

Although the details of the potential V. can be
included (as, e.g., in [21]), this can considerably com-
plicate the analysis of the results obtained and mask the
nature of the effectsthat we want to demonstrate. At the
same time, any complicated form of the electron-sur-
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faceinteraction potential can beincluded in our formal-
ism if necessary.

Thus, the total electron interaction potential

U=V,+V,
isgiven by
D+O°l r'<rC
0
ur.§) = oar™, Er.<ir<z )
0 ErZZO

It is shown in Fig. 1. Because potential (1) has axial
symmetry, the electron energy isfound from the 2D sta-
tionary Schrédinger equation

Hy = E, 2

where (r, &) isthe electron wave function and E; isthe

energy. In spherical coordinates, the Hamiltonian H is
given by

—r o
1 2, 0 0 ©
—r—z[(l—z )a—az—zzﬁ} U, ).
The boundary conditions for the wave function are
Pre, §) = W(», &) = 0. (4)

3. METHOD OF SOLUTION

To solve Eq. (2), we have to additionally assumethat
its solution has the same symmetry as the potential
U(r, &) in Eq. (1), i.e., axial symmetry. Thisis correct
for the ground state, which is a single state for most
diatomic anions in the approximation of the simplified
electron—molecule interaction potential V,,.

A solution of Eq. (2) can be represented as an expan-
sion in any complete set of functions of . Similarly to
the quantum scattering theory, we use the Legendre
polynomials P,(€). However, in contrast to scattering,
we seek a stationary bound state localized in a finite
spatial region with the real energy E, less than the min-
imum value of potential (1) at r —= oo, Thus, we can
represent the solution as a series in the Legendre poly-
nomials

0,8 = 35 0(PCE). ©)
=0
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The wave function @ is normalized to unity,

o

21TJ’r2dr INJ(I‘, )Pde = 1. (6)
0 -1

It follows from the discussion above and condition (6)
that ¢,(r) arereal functions. Substituting (5) into (6) and
recalling the normalization and orthogonality condition
for the Legendre polynomials,

[PiO® = 355, [PEPE® = 0,
_ %k,

we obtain the normalization condition for the functions

&i(r),

4T[|Z()[2I+1J'¢,2(r)dr} =1 ™

Because the Legendre polynomials are eigenfunctions
of the square angular momentum operator,

dpy

d’P,
€ -1 2

= 1(I+1)P, (8)

substitution of expansion (5) into Schrédinger equa-
tion (2) yields

_zﬂ

+U z Pudy = Esz Pdy-
k=0 k=0

> z k(k+1)Pd,
9)

We multiply both sides of Eq. (9) with P,(€) and inte-
grate over & from —1 to 1 to derive

% + |:Es I+ 1)}¢| kZOthbk =0, (10)
where the matrix elements
i = {+ J[uror@P@E @

are the effective spherically symmetric potentials; they
arerelated by theratio

= 21+ 1
Vik = T 1Vkl (12)
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The boundary conditions for set of equations (10) are
Oi(rd) = ¢y(») = 0.

Thus, we have reduced the 2D Schrddinger equation to
an infinite set of ordinary differential equations (10),
each of which corresponds to a certain value of the
angular momentum.

Solution of Egs. (10) makes sense only if series (5)
converges fast. This means that some state must pre-
dominate in superposition (5). Because the increase in
the hard-core parameter r. of the potential V, by afew
percent leads to the disappearance of the bound state of
an isolated anion, we can assume that if the lone elec-
tron is localized on the molecule, the deviation of its
wave function from the spherically symmetric form is
moderate. Hence, the s-state (I = 0) must predominate,
and we can truncate the set of equations (10) at some
finite value of I. The error involved in this truncation
can easily be estimated by inclusion of a higher order
equation. Thus, (10) can be regarded as a key to obtain
an asymptotically exact solution.

In the zero approximation (I = 0), Egs. (10) are
reduced to the one-dimensiona Schrédinger equation
for the radial wave function ¢4(r)/r in the sphericaly

averaged interaction potential Voo(r) in Eq. (1),

(13)

dd:"°+[E Va6 = O, (14)
where
1 1
Voolr) = 5 [U(r, )06 = V(1) + 5 [ Vi, D)k
1 ]
%&oo r<re (15)
D—O(r Me<r <z,

L A0
%L_?D_Er_ o

In the zero approximation, nonsphericity is obviousy
not alowed. Far from the surface, the lone electron
wave function can be approximated by that of an iso-
lated anion ¢,(r)/r. By definition,

r>z,

oo,
e 4 1B,V = O, (16)
dr?
where
E, = lim Eq
ZO‘;OO
No. 3 2003



610

is the electron energy of an isolated anion (—E, is the
electron affinity of an isolated molecule), and we can
therefore obtain the electron energy from (14) as

1

E;=Ep+ 21 Po(rV(r, E)dE.
-1

This coincides exactly with the result of perturbation
theory if Vistreated as asmall perturbation.

At the surface (small distance z), V,isnot small and
thefirst order of perturbation theory therefore does not
provide high accuracy. Calculation of higher order cor-
rections of perturbation theory is impossible, because
the nonsphericity effect is not included. But we can
handle small distances z, even in the first approxima
tion on the basis of set of equations (10). In thisapprox-
imation, (10) is truncated into two equations for | = 0
and 1,

d’d, - -
el +[Es—Voa()]¢o—Va()p, = 0,  (17)

d’9, 2 g v
d_:'; + [Es_r_Z_Vll(r)}¢1—3V01(r)¢o =0 (19

where relation (12) is used,
1
Valr) = 5[, B
-1

r<z, (19)

, I'<r.

0

BYAN 0
D—Qﬂ—%—%[ﬂﬁ%, r2z,
020 O 2r'0 r

and the wave function is the sum of two terms

(20)

W0, €)= 20o(r) + £04)] (21)

normalized by the condition

]l Go(r) + d3(r)/3]dr = 1.
0
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We can estimate the accuracy of this approximation by
comparing the electron energy EL” obtained from (14)

with that calculated using (17) and (18), E{"..

Set of equations (17) and (18) can be solved numer-
ically using the iteration method. First, we set

¢4(r) =0,

and (17) becomes a one-dimensional equation. This
equation is solved with the boundary conditions

¢O(rc) = 0’

where C, is an arbitrary number; the parameter E;
appearing in the equation is adjusted to satisfy the
boundary condition

¢o() = 0.

The obtained value of E; and the calculated function
¢o(r) are then substituted into Eg. (18), which is solved
with the boundary conditions

000 =0 B0 =c.
The value of C, is then varied to satisfy the boundary
condition

¢y() = 0.

For the next iteration, the calculated function ¢4(r) is
substituted into Eq. (17), etc. This iteration procedure
terminates when the difference in the values of E;

obtained from successive iterations, Ego) - Egl) , 1ssuf-
ficiently small. Obviously, the procedure described can

also be used for a set containing more than two equa-
tions.

4. CALCULATION RESULTS

For numerical calculations, we considered two mol-
ecules, O, with a moderate polarizability and highly
polarizable Br,. The molecule O, was sel ected because
it iswidely used in experiments. In addition, in spite of
the obviousinternal asymmetry, the excess electron can
be approximately treated as a lone electron, which
makesit possibleto solve the one-el ectron problem. Br,
isan example of adimer with avery high polarizability.
Polarizabilities a and electron affinities —E, for these
molecules [23] are listed in table. The values of hard-
core radii r of the potentia V, were adjusted to fit the
corresponding experimental electron affinities by the
values of —E, obtained from the ground state sol ution of
Eq. (16).
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WX, 0, Z)
0.004+

0.002+

\&80

Fig. 2. Wave function for Br;, in the XZ plane (repulsive
surface, Vo = 1 eV). The plane Z = 227 (7, = 2ay) indicates
the location of the surface of the solid.

Set of equations (17) and (18) was solved numeri-
cally using the procedure discussed in the previous sec-
tion for different values of the interaction potential
parameter V,. We first consider positive V,. Figure 2

illustrates the solution of Egs. (17) and (18) for Br;, at
Vy=1eV and z, = 2a,. Inthisfigure, wave function (21)
is plotted in the XZ plane (Y = 0) of the Cartesian coor-
dinate system whose Z axisis parallel to the polar axis
of the spherical coordinate system used in the forego-
ing. The spherical coordinates are related to the Carte-
sian ones as follows:

2 2

r=Jx+z°, & =1zr,

x = 0.075(X—200), z = 0.075(Z - 200).

It isseenin Fig. 2 that the front of the wave functionis
lowered near the repulsive surface. Thisisindicative of
a considerable repulsion of the wave function from the
surface. Theratio

Egl) _ E(SO)

E, = 0.17

is moderate, however.

The lone electron energy as a function of the dis-
tance fromthe solid surfaceisshownin Fig. 3. Itisseen
that theresultsaresimilar for O, and Br;, although the

differences in polarizabilities and electron affinities for
these molecules are about an order of magnitude. Each
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E,JE,
1.0

0.8

0.6

0.4

0.2

%y, ag
Fig. 3. Lone electron energy as a function of the distance
from arepulsive surface. 1—Br,, for V= 0.5 eV; 2—Br,

for Vp=1eV; 3—0, for Vy=0.5€eV; 4—0, for Vo=1eV.

curve drops abruptly at some small distance, and E,
vanishes, which isindicative of the existence of amin-
imum distance at which a stable state of the anion is
possible (at this distance, E; = 0). At shorter distances,
the electron is detached from the anion and is removed
to infinity in the vacuum, which means electron detach-
ment. Fast vanishing of the effect of the surface as the
anion moves away from the surface is also seen in this
figure. We note that the electron energy at a short
distance from the surface cannot be calculated on the
basis of perturbation theory; at moderate distances, the
results of the latter are of no interest due to this
vanishing.

In the case of an attractive surface, the form of the
wave function is qualitatively similar to the previous
case, but the front of the wave function israised near the
attractive surface, which is indicative of the attraction
of the wave function. The potential curve E{(z,) ismore
complicated, however. In Fig. 4, the relative energy
shifts are shown for the values of V, that coincide with
the corresponding energies E, of isolated anions. For
both molecules, potential curves have the form of the

Parameters of diatomic molecules

Polarizabilit - .
Molecule o Electéon a{f/fmlty Cutoff radius
a! ao 01 e rc, ao
0O, 10.6 0.46 0.909
Bra 43.6 2.6 1.457
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(E; —OEo)/Eo

-0.02
-0.04
—-0.06

—-0.08

-0.10 L L L
4 6 8 10
Zy, ag

Fig. 4. Relative electron energy shifts as functions of

the distance from an attractive surface at Vp = Eg. 1—Br ;

2—0,.

Zeq’ ap

VolEy

Fig. 5. Equilibrium distance as a function of V, for an

attractive surface. 1—Br, ; 2—0, .

L ennard—Jones interatomic potential with ashort-range
repulsion and vanishing long-range attraction. This
behavior of a potential curve holds for any negative
value of V. The reason of such behavior is asfollows.

At a large separation z, from the surface, |V (z)| <
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|V, and the effect of the surface amounts to lowering
the energy Es. Because |V (r )| > |E|, the inequality
IVo(20)] > |V holds at sufficiently short distances
(interaction of the electron with the molecule is stron-
ger than with the surface), which resultsin the increase
of Eg due to the confinement of space available for the
electron and in the consequent increase in its kinetic
energy.

A stable electron state is realized only if the energy
E, is less than the minimum value lim U(r, &) ; other-

wise, the tunneling to the region of the lower potential
must lead to electron detachment. In the previously
considered case of a repulsive potentia (V, > 0), this
minimum isequal to zeroat § =-1. If V, <0, itisequal
to V, a & = 1. In the latter case, the region of stable
states is therefore limited by the condition Eg < V.

In the case of an attractive surface, the existence of
a stable state depends on the ratio of parameters E; and
V. If |Eg > |V,|, abound state is possible at z, —»
at least, where E = E,. Therefore, a bound state exists
at a sufficiently large distance z, > Z.,,,, where z,;,, isa
single root of the equation E(zy) = Vy. If |Eq| < |V,
electron detachment occurs at large distances and the
region of possible bound statesisfinite: z;, < zy < Zmnax.
where z,,, and z,, are two roots of the equation
E(zy) = Vy- AsV,increases, z,in —* Zmax, and at some
value Vo = Viins Zmin = Zmax- Obvioudly, this case corre-
sponds to the bottom of the potential curve E(z). At
[Vl > |Vuin » NO stable state is redlized; in this case,
only electron detachment is possible.

We note that independently of z, and the sign of V,,
the interaction with a surface leads to a decrease in
anion stability, |E(Vmin) — Viminl < |Eq| , due to broken
spherical symmetry of the lone electron state in an iso-
lated anion.

If we neglect the interaction between the molecule
and the surface, which ismost likely a hard-core attrac-
tion at small distances, then the energy E.— E, isthat of
the anion as awhole. The condition

UE_SD =0
Cdz, -,

defines some distance z,, at which the energy Eq(z)
reaches the minimum and an equilibrium bound state of
the anion at the solid surface is realized. We note that
the interaction between the molecule and the metal sur-
face may noticeably contribute to the total energy of the
anion, especially in the region of short distances z,, but
we can expect that this does not change the situation
qualitatively. Equilibrium distances z,, and the corre-
sponding equilibrium state energies Eo, = Ez,) are
showninFigs. 5and 6 asfunctions of the potential well
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depth V,. It is seen in Fig. 5 that the equilibrium dis-
tance increases sharply as V, — 0 and that the curves

for O, and Br, amost coincide. The quantities
|Eeq(Vo)| increase with |V, until the condition Es=V,
(dashed curvein Fig. 6) is satisfied. In Fig. 6, the inter-

section points of solid curves with the dashed curve
indicate the maximum well depths at which bound

states can occur. For O, the maximum value of Vy/E,
is1.04; for Br,, itis1.12.

5. DISCUSSION

In this paper, we have solved the 2D Schrodinger
equation for alone electron interacting with adiatomic
molecule and the surface of asolid. Our solution makes
it possible to calculate electron energies of an anion at
the surface. In the case of an attractive surface, we pre-
dict molecule-like bound states of the anion, which are
realized if the potential well depth |V characterizing
the interaction with the surface does not exceed some
threshold value. We have determined this value, above
which the electron detachment occurs and the lone
electron is removed either into the vacuum or into the
solid.

Molecule-like states of the system under consider-
ation can exist only if the vibrational energy quantum
hw, ismuch smaller than thewell depth E, — E.. For the
potential curves shown in Fig. 4, the estimate

h 2(Ep—Eqy)
Zeq_zmin M

is valid, where M is the mass of a diatomic molecule.
Because the ratio m/M is small, the resulting condition

hw, O

4m >

M aO(Zeq me) Ry(EO eq)_l <1

issatisfied for both Br, and O, (the product in the left-
hand side is on the order of 10~ for Br, and 107 for

0,). We note that a similar phenomenon of levitation
above the surface is known for liquid helium [24].

The objective of introducing potential (1) was to
qualitatively include all possible cases of the interac-
tion between the lone electron and the solid. For some
particular anion and a surface, the interaction potential
may not be reduced to its simplest form (1). A rigorous
answer to the question concerning the existence of an
equilibrium state for the given experimental conditions
implies calculation of a real interaction potential
between the |one electron and the surface. This compli-
cated problem (see, eq., [21]) requires additiona
investigation.

It is natural to discuss the lifetimes of transient
anion states near the surface. The lifetime of an anion
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Fig. 6. Equilibrium energies as functions of Vg for an attrac-

tive surface. 1—Br, ; 2—0O,; dashed curve indicates the
line Eg= V.

above the éectron detachment threshold can be esti-
mated as the time of tunneling under the barrier with

the height —E, and width z,,
Eo

EéoyD

For typical values used in our calculations, T reaches
the minimum time necessary for experimental detec-
tion of an anion (103 s) at z,> 60ay, i.€e., at Mesoscopic
distances, where its interaction with the surface is neg-
ligibly small. Therefore, it isimpossible to observe an
anion in the instability region: the electron detachment
isvery fast.

Itisclear that the higher the value of | isat which set
of equations (10) is truncated, the higher the accuracy
of the calculated electron energy. Because (5) is an
exact solution of (10), the sequence of approximations

EQ, EP, EP, ... converges to the exact energy E..

From the standpoint of the variationa principle, the
higher the approximation order, the closer the “trial”
wave function

. D2T[ﬁ

k
PO =S PE)
=0

isto the exact solution for which the energy reachesthe
minimum. Therefore,

E.<EMY<EY,
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and the accuracy of ES” Y canbe roughly estimated as

|E(sk+1)— Egk) . In our calculations, this accuracy
depends primarily on the relative energy shift (Es —
Ey)/Ey, and the accuracy is better than 4% for an attrac-
tive surface. If necessary, higher values of | can be
included. The iteration method discussed above can
also be applied for the solution of the corresponding set
of equations.

Itisinteresting to note that for truncated set of equa-
tions (17) and (18) for an attractive potential, a stable
solution disappears at some threshold value of E; some-
what higher than V,,; that is, the limit condition E; = V,
does not automatically hold. However, the threshold

value of E convergesto V, asl increases. Thus, for O,
in the zero approximation, this threshold value is Eg =
1.4 eV; inthefirst approximation, Es= 0.8 eV; the exact
valueis0.52 eV.

One can expect that the accuracy of the method
described in this paper is very high and that it is com-
patible with the accuracy of spectroscopic measure-
ments. Thus, calculation results could be directly com-
pared with, e.g., measurements of electron photode-
tachment threshold shifts.

We now discuss possible experimental realization of
the effects proposed in this paper. Layers of noble gases
are frequently used as smple model surfaces to study
the effect of a condensed environment [25]. In atypical

experiment, O, anionsare deposited on ametal surface

covered with approximately ten monolayers of a noble
gas (krypton). Because the energy of the electroninside
the solid (relative to the vacuum) can range from —2 to
—1 eV, the case of attraction would be realized in such
an experiment. The case of repulsion could occur when
the metal is coated with a polyethylene film. If thisfilm
issufficiently thick, the energy of the electron insidethe
solid can vary from 0.5 to 1 eV. The problems of possi-
ble experimental investigation are also generaly
related to the photochemistry of adsorbed molecules
viaphototransfer of substrate electronsto the adsorbate
molecules. Such problems can be treated experimen-
tally by charging experiments.

We hope that the solution of the 2D Schrodinger
equation proposed in this paper is sufficiently universal
to be used in other applications where the effect of the
wave function nonsphericity is not negligibly small.

A more detailed investigation of the stability of
anions requires solution of the time-dependent
Schrodinger equation, because electron detachment
occurs as atunnel process. In addition, the effect of the
image force has to be included more accurately in the
calculation of the overall interaction potential.
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Abstract—The possibility of realizing a quantum plateau of magnetization in [Mn(hfac),BNOg] metal—organic
compounds isinvestigated theoretically. A model of a one-dimensional ferrimagnetic chain (5/2, 1) is used for
cal culating the magnetization as afunction of an external field by the method of discrete path integral represen-
tation (DPIR). Within this model, the coexistence of classical and quantum plateaus of magnetization is
revealed. It isshown that the critical field Hg, that destroysthe classical plateau (ground-state magnetization) is
determined by the optical gap in zero field, which is estimated by the matrix-product method and a numerical
method of exact diagonalization (recursion method). © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The quantization of magnetization isone of the most
interesting phenomena in the physics of low-dimen-
sional magnetic materials. Magnetization plateaus
were abserved in strong magnetic fieldsin many quasi-
one-dimensional compounds: in spin chains with spin
S=111], organic spin ladders [2], etc.

In [4], the authors applied the Lieb—Schultz—Mattis
theorem [3] to derive a general condition for the exist-
ence of a magnetization plateau,

S-m0O Z, 1)

where S and m are the sum of spins over al sites of a
unit cell and the magnetization per period (magnetiza-
tion of aunit cell), respectively.

Ferrimagnetic spin chains are of specia interest
among the above-mentioned systems. Real prototypes
of such compounds include MCu(pbaOH)(H,0); -
2H,0 bimetal chains [5], where M = Mn (S=5/2), Fe
(5=2), Co(S=3/2), and Ni (S=1). Methods of modern
synthesis have made it possibleto realize anew class of
quasi-one-dimensional  ferrimagnets—metal—organic
compounds with the genera formula
[Mn(hfac),BNOg] (R=H, F, Cl, Br) [6].

One-dimensional ferrimagnets, including metal—
organic compounds, exhibit many interesting thermo-
dynamic properties. Due to the existence of an optical
gap in the excitation spectrum, these materials are sim-
ilar to antiferromagnets with integer spin at high tem-
peratures, whereas, at low temperatures, they exhibit
properties characteristic of ferromagnets due to the
existence of spontaneous magnetization [7, 8].

The quantization of magnetization for one-dimen-
sional ferrimagnets has been intensively studied via an
example of model (1, 1/2). In this model, the magneti-
zation curve of the ground state has a plateau. However,
the existence of this plateau may have a classical expla-
nation due to the presence of an optical gap in the spec-
trum of elementary oscillations (classical plateau) [9].
In [7], it was pointed out that quantum ferrimagnets
consisting of two types of spins (S, s) each greater than
1/2 may exhibit other kinds of plateaus (quantum pla-
teaus) with the magnetization

m=S-s+1,S-s+2,...,S+s-1.

The origin of these plateaus cannot be accounted for
either in the classical Ising model or in the classical
Heisenberg model. Bimetal compounds of the type
M Cu(pbaOH)(H,0); - 2H,0 cannot be used in search-
ing for quantum plateaus since the copper spin S Cu) is
equal to 1/2. Metal-organic compounds are more
promising in this respect.

To describe the magnetic properties of
[Mn(hfac),BNOg] (Fig. 1), one can apply the model of
aferrimagnet consisting of two types of spins (5/2, 1).
This approximation is justified when the ferromagnetic
interaction between the spins of NO groups (s= 1/2) is
sufficiently strong so that one can consider these spins
asasinglespins=1[10].

According to condition (1), a plateau of magnetiza-
tion M isrealized under the condition that S, (1 —M) [J
Z,where S, isthe maximal value of spin per unit cell
(S = 7/2), and the magnetization M is normalized by
its saturation value +1. Thus, one can expect that the
magnetization has a plateau at M = 3/7, which corre-
sponds to the ground state (a classical plateau) at M =

1063-7761/03/9703-0615%$24.00 © 2003 MAIK “Nauka/Interperiodica’
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Fig. 1. The structure of the spin chain of [Mn(hfac),BNOg]
compound.

5/7 (a partially polarized state or a quantum plateau),
and at M = 1 (acompletely polarized state).

Theaim of this paper isto investigate the possibility
of realizing a quantum plateau of magnetization within
the model of a one-dimensional quantum ferrimagnet
(5/2, 1). To take into consideration strongly devel oped
guantum fluctuations when calculating magnetization,
in Section 2 we apply the method of discrete path inte-
gral representation (DPIR) [11]. This method allows us
to transform the origina one-dimensional gquantum
spin Hamiltonian into a classical two-dimensional one
according to the generalized Trotter formula [12],
which is used for numerical investigations by the
Monte Carlo method. In[7], it was demonstrated that it
isthe classical scenario (spin-wave excitations against
the background of Néel ordering), rather than excita-
tions, that destroys singlet bonds (valence-band states
(VBSs)) [13], which ismore appropriate for explaining
the nature of the initial plateau. From the viewpoint of
spin-wave theory, the ground-state magnetization per
unit cell (m = 3/2) as a function of applied field h
increases by one when the field value reaches the antifer-
romagnetic excitation gap A. Therefore, in Sections 3
and 4, we caculate this quantity by the recursion
method [14, 15] and the matrix-product method [16].

2. CALCULATION OF MAGNETIZATION

A one-dimensional quantum ferrimagnetic chain
consisting of two types of spins S=5/2 and s=1 and
placed in an external magnetic field h is described by
the Heisenberg Hamiltonian

N N
H=JS[SHE)+(s Bl +hY [S+s], @

where N is the total number of unit cells in the system
and J > O isthe integral of antiferromagnetic exchange
interaction. Concerning Hamiltonian (2), note that the
basic feature of one-dimensional ferrimagnets is the
presence of long-range ordering at zero temperature,
which manifests itself under strongly developed quan-
tum fluctuations. As applied to these systems, a spin-
wave description of the properties of the ground state
gives sufficiently good results, which, however, can be
refined by the variational matrix-product method,
which takes into account the formation of VBSs [10].
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This fact specifies the difference between one-dimen-
sional ferrimagnets and antiferromagnetsin which fluc-
tuations destroy long-range ordering so that the spin-
wave theory becomes inapplicable. From a theoretical
viewpoint, for antiferromagnets with integer spin, first
of al, with S=1, it is more convenient to consider a
generalization of the Heisenberg Hamiltonian that
takes into account biquadratic exchange terms,

H= S [(S05.)-B(S 5.7 3

Although less redlistic, this consideration explicitly
demonstrates the possibility of realizing, as the ground
state of an antiferromagnet, a VBS with singlet bonds
(for example, an Affleck—Kennedy—Lieb—Tasaki
(AKLT) model with B = —1/3) that does not break the
trandational symmetry and is characterized by the
exponential behavior of correlation functions and an
energy gap above the ground state. Moreover, for 3 =1,
such amodd can be solved exactly [17]. A qualitative
picture of the evolution of the ground state of an anti-
ferromagnetic model with spin S= 1 and biquadratic
exchange terms, proposed by Affleck [18], was con-
firmed in numerical analysis with the Monte Carlo
method [19], by cal culating the spectrum of low-energy
excitations with the matrix-product method [20], and
by the magnetization curves that exhibit a cusp singu-
larity in moderate fields [21].

Since one does not face the above-mentioned funda-
mental difficulties when studying the properties of the
ground state of aferrimagnetic chain, the description of
this chain within the Hel senberg Hamiltonian provesto
be acceptable and realistic.

Note that the decomposition of interactions into
intrablock (H; ;) and interblock (H; ;. ) ones is artifi-
cia. Therefore, for further analysis, it is convenient to
rewrite the original Hamiltonian as

2N
1 + ~— — VA
H = Zlé(s S_L+1+SiS+1)+SiSZ+1
2N

h, .
+§(SI +Sz+1) = .ZlHi,Hl,

where the original Hamiltonian (2) is represented as a
sum of “two-particle” operatorsH; ; . ;. When Hamilto-
nian (2) becomes a sum of operators H; ;. 1, two such
operators are contained in asingle unit cell.

Let us estimate the statistical sum of the original
system:

Z = Tr(e®) = Z [U|exp(—BH)|u]
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where B = 1/kgT. Since the Hamiltonian cannot be
exactly diagonalized, we apply the so-called discrete
path integral representation (DPIR). The basic idea of
this method is to convert a quantum spin of each site
into a p-component vector u = (U, U?, ..., UP), where
p — oo, Each component u* (t=1, 2, ..., p) isaclassi-
cal spin variable—a set of eigenvalues of appropriate
operators, i.e., u=0, £1for &and u = +5/2, £3/2, £1/2
for & The introduction of an additional dimension
defined by the parameter p represents quantum indeter-
minacy by producing replicas of the original variable.
The quantum spin Hamiltonian can be transformed into
the classical one; then,

2N p
Z= Zmﬂ[l—l expg—B)Hi'%E (]

p 2N
I]J(t) (t)
“2.2-2 111
N exp% BH, P+ Dlu(t+1) I(t++11)D

The matrix

Hii. + +
Q L—m(t) (t)]JeXpDB i,i |:||u(t 1) |(t+1l)[|

617

A; = 1-3sz-5yz, Ag = 1-3sz+ 2yz,

Ao = 1-3sz+7yz, u”+u), —g
Ao = 1+3sz—-5yz, A, = 1+ 3sz+2yz,

Ap = 1+3sz+7yz, ul+ul), = _g,

Az = 1—-sz-5yz, Ay = 1l-sz+2yz,

Mg = 1-sz+7yz, u’+u?, = %
A = 1+sz-5yz, A; = 1+sz+2yz,
Mg = L+sz+7yz, o +ul), = —%

where s= h/4, y = /2, and z = 1/p. Since the original
guantum model has been reduced to the classical two-
dimensional model, one can apply the double-chain
approximation (DCA) [22], where a two-dimensional
system is represented by parallel double chains in an

effective external field h. In this case, the statistical
sum is calculated exactly along a “fictitious’ direction
p and, in the mean-field approximation, along a direc-
tionin areal space

z =2z, Z&, = lim ZAF.

is decomposed into subblocks that relate the states with P
identical full projections u® + u®, per unit cell. Cal- A direct calculation yields
culating the eigenvalues of these matrices, in the limit
asp — o, we obtain Zpca = %XIOD ZTD+9XP$+GXPEQ7TE..E
A, = 1+7sz-5yz, A, = 1-7sz-5yz, -
oho 8hm
LR 4 cosh
WO+ U, = £, X EPosh G * 0SNG
= 1- = 1- (AT g, (B0
A; = 1-5sz+5yz, A, 51 5sz+ 2yz, B,prm 2TD+ eXp A 00sh e
®, 0O _
U ' +Ui = 35,
2 + ex D?hg
pD eosh
As = 1+5sz—5yz, A; = 1+5sz2+2yz, ZTD T
The free energy per unit cell isf = F/IN = 2TInZpc, .
U y® . = ) The magnetization per unit cell is given by the exp-
i 2' ression
- -g% - %[(exp(—5/2T) + exp(UT) + exp(7/2T))(sinh(h/4T) + 3sinh(3h/4T))
+5(exp(=5/2T) + exp(1/T)) sinh(5h/4T) + 7exp(=5/2T) sinh(7h/4T)] @)

x [(exp(=5/2T) + exp(L/T) + exp(7/2T))(cosh(h/4T) + cosh(3h/4T))
+ (exp(=5/2T) + exp(U/T)) cosh(5h/4T) + exp(-5/2T) sinh(7h/4T)]

whereﬁ =h+m.
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Fig. 2. The curves of magnetization m of the chain (5/2, 1) versus applied external field h for various temperatures T: (a) 0.05,

(b) 0.1, () 0.15, (d) 0.4, (€) 0.7, and (f) 1.0J.

The dependence m(h) calculated by formula (4) for
different temperatures is shown in Fig. 2. As expected,
the calculation demonstrates the coexistence of classi-
cal and quantum plateaus in this model.

One can propose the following qualitative interpre-
tation for this dependence relying on the analysis of the
ground state of mixed ferrimagnetic chainsfor the gen-
eral case (S s) [23] and the particular cases (3/2, 1) and
(2, 1) [24], where each spin is greater than 1/2, as a
function of the external field h, as well as using the
analysis of the ground state of the chain (5/2, 1) [10].
The process of magnetization saturation corresponds to
the scheme represented in Fig. 3. The initial plateau
with m = 3/2 corresponds to the state with a broken
trandational symmetry with two singlet bonds and a
noncompensated spin S= 3/2, which is responsible for
the spin-wave “ferromagnetic” branch of excitations
[8] (Fig. 34). The initia plateau begins to destruct at a
certain critical value H, of the field due to a break of
one singlet bond in a block and the formation of atrip-
let. This fact gives rise to a partially polarized phase

JOURNAL OF EXPERIMENTAL AND THEORETICAL PHYSICS Vol. 97

with one singlet bond that corresponds to the magneti-
zation plateau with m=5/2 (Fig. 3b). A transition to the
saturation magnetization m= 7/2 takes place under full
destruction of the remaining singlet bonds (Fig. 3c).

Such an evolution of the ground state accounts for
the fact that the linear spin-wave theory provides a suc-
cessful explanation for the properties of the ground
state and low-energy excitations. A classical picture—
spin-wave excitations above the Néel ordering—proves
to be adequate [25]; at the sametime, it failsto describe
the optical mode of excitations, where local singlet—
triplet excitations play the key role. The magnitude of
the optical gap A = 3J provesto be strongly understated
compared with the numerical result and the value
obtained by the matrix-product method, which takes
into account local quantum fluctuations. The optical
excitation mode, called an antiferromagnetic mode in
what follows, isformed in the same way as that in one-
dimensional ferrimagnets with integer spin (in particu-
lar, for S= 1) with the Haldane gap, which are different
from antiferromagnets of half-integer spin with gapless
excitations and linear k dependence [20].
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Thus, from atheoretical point of view, investigation
of the magnetization curve is very important since the
curve m(h), while reflecting the structure of the ground
state in finite fields, contains information about excited
statesin zero field.

3. NUMERICAL ANALYSIS

To obtain the acoustic and optical excitation
branches in zero externa field, we calculate the
dynamic structural factor

Sk ) = ¥[mS+sdoffa(w- (.~ ).

Sk w) = Z|m|si+sllotlf6(w—(En—Eo))

n

for the ferro- and antiferromagnetic excitation
branches, respectively. Here, nlis the eigenstate of the
Hamiltonian corresponding to energy E, and E, is the
energy of the ground state, which, according the Lieb—
Mattistheorem [26], has the spin (S—s)N. To obtain this
state, one hasto diagonalize the original Hamiltonian (2)
of a finite chain with periodic boundary conditions
applying, for example, the restarted L anczos method.

Since the total magnetization M =y, Si+sj is

invariant, one can diagonalize Hamiltonian (2) in each
subspace with fixed M. For instance, when dealing with
the ground state of achain of length N = 7 sites, instead
of approximately 6.12 x 108 states of the total Hamilto-
nian, we have states of the subspace N(S — s) with an
approximate dimension of 5.54 x 105 The subspace
corresponding to the acoustic mode of excitationshasa
magnetization of M = N(S—s) — 1, while the optical
mode corresponds to the total magnetization of the
chanM =N(S-9) + 1.

L et us express the dynamic structural factor interms
of the appropriate Green function as

1
Tt

SOk, w) = —=ImG°°(k, w),

where 0 = 1 and 6 = —o. This Green function is
defined as a continued fraction,

00 ¥ °) (s, [l
Gk, w) = m(§k+5k)(5kb:$)|0 ,
w—ay— —
b3
(.0—8.1—
W—a,—

where the coefficients a, = [,|HIf,[H,|f,L) bﬁ =
i, |f, L2, _ 4 |f,, _ ,Cland by = 0 are determined by the set of
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Fig. 3. Schematic representation of the ground state of the
spin ferrimagnetic chain (5/2, 1) versus external magnetic
field. The arrow denotes a spin of 1/2. The dashed (solid)
lines correspond to the formation of a singlet (triplet) pair.
The ovals represent the construction of spin 5/2 or 1 by
symmetrizing five (one) spinsinside them.

orthogonal states

|f e 0= HIf ,O-ay|f,O-b2|f,_,0)

|fol= (s +S)l00

When implementing the method, the initial state is
chosen as the lowest energy state with the quantum
number M = N(S—s). The Fourier images of spin oper-

ators are determined by the relations S =
— ik(j—1/4) &t + _ ik(j+1/4)
Nuzzjel (i )ST andskzNuzzjeu (i+ )Sj-

The energy of elementary excitations is determined
from the position of the maximum of spectral intensity.
The results obtained by the recursion method are dis-
played in Fig. 4 for selected values of the wave vector
k=2rm/N, m=0, 1, ..., n—1. Thedotson the diagram
are obtained on chains of lengthN =4, 5, 6, 7.

As applied to the given system, the recursion
method rapidly converges to the thermodynamic limit.
The table presents the ground-state energy per unit cell
as a function of the number N of unit cells. Such fast
convergence is attributed to the small correlation
length, which ison the order of thelattice constant; cor-
relation lengths in various approximations were esti-
mated in [10]. In numerical calculations, the shape of
the density of states of spin excitations stabilizes suffi-
ciently rapidly even for small values of n. The optical
gap proves to be equal to A = 3.793J, which is much

The ground-state energy per unit cell, Ey/JN, as afunction of
chain length N, calculated by the recursion method

N 3 4 5 6 7
Ey/d |-5.9281|-5.9161 | -5.9141 | -5.9135 | -5.9133
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greater than the result obtained by spin-wave theory but
isin excellent agreement with the variant of thistheory
that takes into account the spin—wave interaction [27].

4. MATRIX-PRODUCT METHOD

The method of the density matrix renormalization
group (DMRG) proposed by White [28] turns out to be
very fruitful for investigating the properties of one-
dimensional quantum systems. Based on the idea of
renormgroup in areal space, the DMRG method allows
oneto construct quantum states of an infinite chain sub-
ject to periodic conditions in the form of special prod-
ucts (matrix products) composed of the states of a unit
cell. The numerical implementation of the DMRG
algorithm by an iterative method involves the construc-
tion of a projector from the states of asingle cell to the
basis of the new lowest energy effective states of the
cell; the calculation of observables on these states
yields the results of the thermodynamic limit. Later, it
was shown in [20] that these states can be obtained via
a simple variational ansatz without using the renorm-
group procedure. Thisisthe idea of the matrix-product
method.

As applied to quantum ferrimagnets, this method
has been applied mainly to the spin chain (1, 1/2).
Unfortunately, this model does not illustrate the poten-
tials of the matrix-product method because there are a
relatively small number of quantum statesin amagnetic
cell. This applies, for example, to the choice of the
number of effective states. Therefore, we first consider
in detail the calculation of the ground-state energy of
the spin chain (5/2, 1) by using matrix products of dif-
ferent dimensions.

4.1. The Ground-State Energy

The trandation-invariant wave function of the
ground state of a chain of length N with cyclic bound-

_2,38 _Fw o2k
/5 |22/ 7A157|22

where the following notations are used: u= C357, v =

CL¥? andw= C2. For such achoice of the basis, we

take into account only the states ‘ gM> of the magnetic
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ary conditions can be represented as [16]

Aliall Al

[QO= Tr(8,6;...0x)-

The site matrices gi” are constructed as follows:

A s k s j ok
o = 5 Cf { ,}quswlm
292w |

k

where[...] are the Clebsch—Gordan coefficients, [SM ]
is the spin function of the ith magnetic cell, and Xg =

(TE)T are basis matrices. The matrices T'; represent a
matrix representation of irreducible tensor operators of
the rotation group of rank k. The quantity j is the
“hyperspin” of the ith magnetic cell in the “expanded”
space, which represents a direct product of the matrix
space and the Hilbert space of the cell. The value of |
should be specified when constructing |QLI If al the
cells are assumed to be identical, thenj = S—s, or 3/2

as in our case. The variationa coefficients C'® are
determined from the condition that the ground-state
energy is minimal. The wave functions of the magnetic
cell are constructed in a standard way:

{5/2 1 s} ‘§M1>I1MZD

5
SMLE |21SM) =
| ‘2 > ZMleMZ

M, M,
where possible values of S are 3/2, 5/2, and 7/2. The

problem of choosing the matrix basis X'c(, does not have
a unique solution. The rank of the basis matrices of
dimension (N + 1) x (N + 1) may take valuesfrom 0 to
N. Apparently, an optimal size of matrices should be
specified for each particular problem. We have calcu-
lated the ground-state energy for the spin chain (5/2, 1)
by using the basis of matrices of dimensions 2 x 2 and
3 x 3. On the basis of 2 x 2 matrices [10], we have

2 |55
3|22

3,033, 2 |53 H
B‘*[s,vﬂ‘zz Ul—s‘”‘z%

o o

©)

cell and the lowest state

gM> . Introducing a transfer
33t 33
~22

matrix G = %EE 0§, wecan represent the ground-

state energy per unit cell as
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33 33
£, [%22 0 slsz“zﬂe“‘ 1} ¥ Tr[%22 0 s,6°33 0 sl‘zﬂc-;” 2} o
= , 6

IN

where the symbol [0 stands for the external product of
matrices. Since formula (6) contains the powers of the

matrix G, it is convenient to reduce this matrix to the
Jordan form (G isnonsymmetric). Fortunately, the Jor-

dan form of G provesto be diagonal; this fact substan-
tially simplifies the calculations and allows us to repre-
sent the ground-state energy in the thermodynamic
[imit N — oo in an analytic form. Formula (6) aso
shows that the number of independent variable param-
eters equals two. The numerical minimization of the

+E—A/ZB+A/%%‘§—
Sy ‘5>

33
22 _

«
[
o o

Although this matrix contains a much greater number
of variable parameters

2,32
C3z

0,327
C3/2

Cl, 32
q = 3/2 B —_

0,3/2’
C3/2

1,52
_CE

0,3/2’
C3/2

2,512
C:3/2

0,3/2’
Cap

2,712
- C3/2

032’
Csz

o =

33
the expression for g** contains the whole family of
wave functions of the magnetic cell.
An attempt to calculate the ground-state energy by
reducing the matrices G to the Jordan form gives an
incorrect result in this case. The analysis of the matrix

G showsthat it has two nearly coinciding eigenvalues;
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expression for the energy by the simplex method yields
the following result:

Eo/N =-5.806J
with variational coefficients

w

— = —0.5798, T —0.9131.

This value of energy proves to be somewhat greater
than that obtained by the recursion method. On the

basis of 3 x 3 matrices, the matrix § is expressed as

L3 .
J35 22 J70

RE meal

L

therefore, the transfer matrix that reduces G to the Jor-
dan form proves to be degenerate. An aternative is a
direct calculation by formula (6) for a chain of finite
length (N = 200) without reducing matrix G to the

diagonal form. Thisyieldsthe value of the ground-state
energy closeto that obtained by the recursion method,

Eo/N =-5.903J.
The values of the variable coefficients are as follows:
a=190, B=132, y=0.84, 6=0.12, n=0.72.

Note that the contribution of the state ‘ glg M> cannot

be assumed negligible. We have also caculated the
ground-state energy on the basis of 3 x 3 matriceswith-
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Fig. 4. Dispersion curves of the ferrimagnetic and antiferro-
magnetic branches of elementary excitations. The results
obtained by spin-wave theory without taking into account
the interaction of spin waves [25] and with regard to their
interaction [27] are shown by solid and dashed lines,
respectively. Calculation by the matrix-product method on
thebasisof 2 x 2 matricesisillustrated by circles, whilethe
squares represent the results obtained by the recursion
method.

ElJ
20 T T T T T T T T T

0

=20

— —5.9127N + 3.7995

40
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-80

| | |
0 2 4 6 8 10 12 14 16

~100 1 1 1 1
18 20
N

Fig. 5. Total energy of the spin chain (5/2, 1) with excitation
Ey = g asafunction of itslength N calculated by the matrix-

product method on the basis of 3 x 3 matrices. The solid
curve represents a linear approximation of the results
obtained.

5,7

out taking into account the state | =1- M> (the coeffi-

272

cient n was assumed to be zero; the minimization was
carried out with respect to the remaining parameters).
The value thus obtained is

Eo/N =—5.840J,

which is closer to the value obtained on the basis of
2 x 2 matrices. One can conclude that the dimension of
the basis matrices must be so that it allows one to take
into account the whole family of wave functions of the
magnetic cell. For the chains (1, 1/2) that have been
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intensively studied in the literature, the basis of matri-
ces 2 x 2 is quite sufficient. For the chain (5/2, 1) con-
sidered in this paper, the choice of such a basis makes
it possible to obtain quite reasonabl e results. The use of
the extended 3 x 3 basis alows one to obtain the
ground-state energy with an accuracy comparable to
that of numerical calculations, although at the expense
of considerable complication of calculations.

4.2. Calculation of the Optical Gap

The simplest form of the wave function of an optical
magnon with momentum k was proposed in [29]:

kO= ze‘k”m

INO= Tr{g;...0,_10nGn+1---On} -

The matrix g is constructed for the state of a magnetic
cell with the hyperspinj + 1 (g in our case).

Thetotal energy of the chain with excitation isgiven
by the expression

_ KHKO
Ek - D(lkl], (7)

and the value of the optical gap is given by
wW(0) = Ey-o—NE,, (8)

where E; isthe ground-state energy. A detailed account
of the cal culation technique in the one-magnon approx-
imationisgivenin [20]. Our calculation on the basis of
2 x 2 matricesyields the following value for the optical
gap: w(0) = 3.61527 (in the thermodynamic limit
N — ).

The calculation of the antiferromagnetic gap on the
basis of 3 x 3 matrices has been carried out on chains
with the lengths ranging from 5 to 15 unit cells. The
results obtained are presented in Fig. 5. The linear
dependence of the total energy E, -, on N, which fol-
lows from (7), is clearly displayed even for chains of
length greater than five sites. Application of the least-
squares method to the linear dependence yields the fol-
lowing value for the optical gap:

w(0) = 3.7995J,
which coincides with the result of the recursion method
up to three decimal places.

5. CONCLUSIONS

As predicted in many publications, the analysis car-
ried out has confirmed that metal—organic compounds
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are suitable objects for searching a quantum plateau of
magnetization. The model of a quantum ferrimagnetic
chain (5/2, 1) proposed for describing such materials
reveals the coexistence of classical and quantum pla-
teaus. The value of thefirst critical field H., (at which a
transition form the ground-state plateau to the plateau
with magnetization 5/2 occurs) obtained by the discrete
path integral representation in the double-chain approx-
imation is closer to the result of linear spin-wave theory
(3J) and smaller than the values of the optical gap
obtained by the recursion method (3.793J) and the
method of matrix products (3.7995J). The values of the
latter quantities are closer to the center of the quantum
plateau (about 3.5-3.6J).

In conclusion, note that the fields that enable one to
observe quantum plateaus of magnetization are suffi-
ciently high, on the order of the exchange integral, and
amount to about 10°-10’ Oe.

ACKNOWLEDGEMENTS

We are grateful to the Department of Parallel Com-
putations, Institute of Mathematics and Mechanics,
Ural Division, Russian Academy of Sciences, and per-
sonally to S. Sharf for affording us the opportunity to
carry out numerical calculations. We also thank
N.B. Baranov and K. Inoue for discussing a number of
questions considered in this paper.

Thiswork was supported by the program “ Universi-
tiesof Russia,” grant UR.01.01.005. One of the authors
(V.E.S.) gratefully acknowledges the support from the
Noncommercial Program Foundation “Dynasty” and
from the International Center for Basic Physics
(Moscow).

REFERENCES

1. M. Hagiwara, K. Koboyashi, and T. Chihara, J. Phys.
Soc. Jpn. 66, 1702 (1997).

2. K. Katoh, Y. Hosokoshi, K. Inoue, and T. Goto, J. Phys.
Soc. Jpn. 66, 1702 (1997); T. Goto, M. |. Bartashevich,
Y. Hosokoshi, et al., Physica B (Amsterdam) 294-295,
43 (2001).

3. E. Lieb, T. Schultz, and D. Mattis, Ann. Phys. 16, 407
(1961).

4. M. Oshikawa, M. Yamanaka, and |. Affleck, Phys. Rev.
Lett. 78, 1984 (1997).

5. D. J. Van Koningsbruyjhnggen, O. Kahn, K. Nakatani,
et al., Inorg. Chem. 29, 3325 (1990).

JOURNAL OF EXPERIMENTAL AND THEORETICAL PHYSICS Vol. 97

6.

7.
8.

9.

10.

11

12.
13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24,

25.

26.
27.

28.

29.

623

K. Inoue, F. Iwahori, A. S. Markosyan, and H. Iwamura,
Coord. Chem. Rev. 198, 219 (2000).

S. Yamamoto, Phys. Rev. B 61, 842 (2000).

A. S. Ovchinnikov, |I. G. Bostrem, V. E. Sinitsyn, et al.,
J. Phys.: Condens. Matter 14, 6188 (2002).

T. Sakai and S. Yamamoto, J. Phys.: Condens. Matter 12,
9787 (2000).

A. S. Ovchinnikov, |. G. Bostrem, V. E. Sinitsin, €t al.,
J. Phys.: Condens. Matter 13, 5221 (2001).

R. M. Stratt, Phys. Rev. B 33, 1921 (1986); Z. Y. Li and
Q. Jiang, Phys. Lett. A 138, 247 (1989); X. Y. Chen,
Q. Jiang, and Y.-Z. Wu, Solid State Commun. 121, 641
(2002).

M. Suzuki, Progr. Theor. Phys. 56, 1454 (1976).

I. Affleck, T. Kennedy, E. H. Lieb, and H. Tasaki, Phys.
Rev. Lett. 59, 799 (1987).

S. Haas, J. Riera, and E. Dagotto, Phys. Rev. B 48, 3281
(1994).

E. R. Gagliano and C. A. Balseiro, Phys. Rev. Lett. 59,
2999 (1987).

A. K. Kolezhuk, H. J.-Mikeska, and S. Yamamoto, Phys.
Rev. B 55, R3336 (1997).

L. A. Takhtgjan, Phys. Lett. A 87, 479 (1982);
H. M. Babujian, Nucl. Phys. B 215, 317 (1983).

I. Affleck, T. Kennedy, E. H. Lieb, and H. Tasaki, Comm.
Math. Phys. 115, 477 (1988).

M. Uchinami, Phys. Rev. B 39, 4554 (1989).

S. Ostlund and S. Rommer, Phys. Rev. Lett. 75, 3537
(1995); S. Rommer and S. Ostlund, Phys. Rev. B 55,
2164 (1997).

K. Okunichi, Phys. Rev. B 60, 4043 (1999).

J. A. Plascak and N. A. Siwa, Phys. Status Solidi B 110,
669 (1982).

S. Yamamoto and T. Sakai, Phys. Rev. B 62, 3795
(2000).

T. Sakai and S. Yamamoto, J. Phys.: Condens. Matter 12,
9787 (2000).

S. Brehmer, H.-J. Mikeska, and S. Yamamoto, J. Phys.:
Condens. Matter 9, 3921 (1997).

E. Lieb and D. Mattis, J. Math. Phys. 3, 749 (1962).

S. Yamamoto, T. Fukui, and T. Sakai, Eur. Phys. J. B 15,
211 (2000).

S. R. White, Phys. Rev. Lett. 69, 2863 (1992); Phys. Rev.
B 48, 10345 (1993).

A. K. Kolezhuk, H.-J. Mikeska, K. Maisinger, and
U. Schollwéck, Phys. Rev. B 59, 13565 (1999).

Trandated by I. Nikitin

No. 3 2003



Journal of Experimental and Theoretical Physics, Vol. 97, No. 3, 2003, pp. 624-631.

Trangated from Zhurnal Eksperimental’ noi i Teoreticheskor Fiziki, Vol. 124, No. 3, 2003, pp. 691-699.

SOLIDS

Original Russian Text Copyright © 2003 by Buchstaber, Karpov, Tertychnyi.

Electronic Properties

The Dynamics of Transients
in an Overdamped Josephson Junction
Biased by Trains of Short Current Pulses
with Controllable Parameters

V.M. Buchstaber, O. V. Karpov*, and S. |. Tertychnyi

Research Ingtitute of Physicotechnical and Radio Engineering Measurements,
Mendeleevo, Moscow oblast, 141570 Russia
*e-mail: mera@vniiftri.ru
Received August 19, 2002

Abstract—The paper discusses the development of the method for studying the dynamics of an overdamped
Josephson junction biased by a periodic current with controlled parameters, suggested earlier by the authors.
The results obtained allow several known experimental observations to be explained. Analytic expressions for
the rate of transient process damping and energy expenditures necessary for switching a Josephson junction
from one quantum state to another are derived. Problems of interactions between the bias current and supercur-
rent and the influence of cos¢-type terms on the rates of transient process damping and energy conversion are
discussed. The results for junction biasing by short (uni- or bipolar) & function-shaped pulses are obtained in
the form of exact analytic expressions. Diagrams illustrating the dependence of the Shapiro step width on the
shape of biasing pulses are given. © 2003 MAIK “ Nauka/lnterperiodica” .

1. INTRODUCTION

Recently, an important practical application of the
Josephson effect isitsusein DC voltage standards. The
Volt unit isreproduced by apparatus based on this effect
in nearly all countries having national metrological
centers. The successin the devel opment and wide prac-
tical use of DC voltage standards has stimulated works
on creating quantum AC voltage synthesizers [1-4].

Instantaneous electric voltage V(8) applied to a
Josephson junction is known [5, 6] to be related to
changesin the ¢(0) function by the Josephson equation

_ Podd
VO = Fnae: @
where ¢(0) is the phase difference of order parameter
functions in weakly coupled Josephson junction super-
conductors (in what follows, junction phase function or
merely junction phase), 8 is the current dimensional
time, ®, = h/2e is the magnetic flux quantum, h is the
Planck constant, and e is the charge of the electron.
Note that, in metrology, the el ectric current voltage unit
is reproduced using the Josephson constant K;_qy =

K, = 483597.9 GHz/V = ®;" GHz/V = ®;" rather than
the @, constant, which may be refined as new knowl-
edge is accumulated [7, §].

The principle of the generation (synthesis) of AC
voltage using the Josephson effect is based on control-

ling the dynamics of the ¢(B) phase in such away that
the alternating “ step” voltage (1) has the desired shape
with fundamental accuracy. The dynamics of the ¢ =
¢(6) phase of a Josephson junction with afinite electric
capacitance C when the junction is biased by an exter-
nal current is described by the solution to a second-
order differential equation (e.g., see Eq. (2.42) in [5]).
Under the conditions of phase ¢ locking by an externa
alternating bias current with frequency f, constant-volt-
age regions, so-called Shapiro steps [5], appear in the
-V characteristics of Josephson junctions. Within a
certain time, the reproducible (observed) voltage
defined by the equation

0+A0
() = Aie [ v©)de
0 (1)
1 (0 +00)—(©)
~ 21K, AB

becomes equal to kf/K; to within the width of these
steps. Here, k=0, 1, +2, £3, ... isthe ordinal number
of the Shapiro step and A6 > 1.

The nonzero capacitance C leads to a hysteresis of
the junction |-V characteristics [6] and, as a conse-
guence, a nonunique dependence of the U(B) on bias
current parameters. In particular, at equal bias current
parameters, voltage U(B) can take on values corre-

1063-7761/03/9703-0624%$24.00 © 2003 MAIK “Nauka/ Interperiodica’



THE DYNAMICS OF TRANSIENTS IN AN OVERDAMPED JOSEPHSON JUNCTION

sponding to different numbers k depending on the pre-
history of phase evolution. This makesit difficult to the
use of such Josephson structures for synthesizing AC
voltage.

To minimize the undesirable effect of capacitance C
on the dynamics of the Josephson junction phase, it is
necessary that the condition [5, 6]

w, < (RyC)™ )

be satisfied, where Ry is the normal resistance, w, =
2ri R\K; is the critical frequency, and I, is the critical
junction current. This condition is met in so-called
overdamped Josephson structures. In these structures,
the dynamics of the ¢(8) phase can be described by the
first-order differentia equation [6], which, in dimen-
sionless variables, has the form

o(t) + sing(t) = i(t). ©)

Here, t = w0 isthe dimensionless time; i(t) =iy + i4(t)
is the dimensionless external bias current with
0,(00=0; ip = Iyl and I, are the dimensionless and
dimensional constant bias current components, respec-
tively; i,(t) = 1,(t)/1. and I,(8) are the dimensionless and
dimensional high-frequency bias current components,
respectively; and the dot denotes the differentiation
with respect to time.

Equation (3) was obtained based on the RSJ (Resis-
tively Shunted Junction) model of the Josephson junc-
tion on the assumption that w,RC < 1. As far as we
know, no rigorous theoretical proof of the applicability
of this model to real Josephson structures has been
found. However, the results of numerous experimental
studies of overdamped Josephson junctions[6], includ-
ing studies of the |-V characteristics of two-barrier
SINIS structures [9-11], are in good agreement with
this model. What is more, currently, the quality of
SINIS- and SNS-type Josephson structures is some-
times estimated by the correspondence of their |-V
characteristics to that derived from the model based on
Eq. (3).

At present, there are several competing scientific
and technical approachesto the development of quantum
AC synthesizers based on modd (3). One of theseisvia
controlling the dynamics of the Josephson junction phase
by biasing the junction with a sinusoida [1, 12-14] or
short-pulse [2, 15-17] high-frequency current having
variable parameters (amplitude and pulse repetition
rate).

We used mode! (3) of the Josephson junction, in par-
ticular, to show [16, 17] that, for the biasing current of
the form

i(t) = if +2mig Y 8(t—nT) (4a)
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(unipolar pulses) or

i(t) = i+ 2Tl

(bipolar pulses) [17], the phase ¢ locking condition can
be expressed as the inequality |D| > 1. Here, o(t) isthe
Dirac & function, T = w.f~ is the dimensionless pulse
repetition period, T is the dimensionless |apse between
pulses of different polarities within one period (0<T <
T2), it =iy — 2Ty TS, and i, = 15" 04(t)0 is the
dimensionless“integral” amplitude of a separate pulse.
Thefunction D =D(iy, iy, T) isdefined by the equations

D = coshd 1—i3Ecos(ni01)

7]
i - (53)
S *ZsinhEE 1—i5 Hsin(micy)
l_io
for bias current (4a) at |ig| <1 and
. 2 .
- - ;_a_Sn (To)
D= coshEQT 1_'91_ 1
° (5b)
o ] r 7]
><[cosh[12 1—|q]—coshDEQ—r% 1—'@}

for bias current (4b) at |io] < 1. [If |ig] > 1in (5a) or
lig] > 1in (5b), we must use the analytic continuations
of the hyperbolic functions to trigonometric functions,

which corresponds to the substitution Jl—ig —

J—-1,/i2=1] Notethat the use of & functions asamath-

ematical model of a high-frequency junction bias current
pulseisadmissibleif the pulsewidthismuch smaller than

thetime w;l (ashort pulse or shock pulse excitation).

Equations (5) determine the ranges of i, ig;, and T
bias current parameter variations within which phase
locking conditions is satisfied. A complete description
of U(t), however, requires knowledge of the evolution
of the phase differencein the last multiplier in theright-
hand side of (1'). For phase locking, Eq. (1') for the
phase difference can be written in the dimensionless
form [16]

Ot + A —d(t) = 2T[kA?t + u(t, Ab), ©6)

where At = NT, N = 1, 2, 3, ...; the u(t, At) term
describes the additional phase contribution related to
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Fig. 1. Plotsof (1) U(t), (2) log|u(t, T)|, and (3) d(t) func-
tions.

transient processes, U(t, At) tending to zero ast — oo
at fixed bias current parameters.

To illustrate the aforesaid, the functions U(t) and
¢(t) plotted in arbitrary units are shown in Fig. 1
(curves 1 and 3, respectively). These dependences were
obtained by the direct numerical integration of (3) with
the right-hand side of (4a) for T = 5.3. Bias current i(t)
was set asfollows. Fort< 0, i(t) = 0.6 and ¢(t) = const;
for 0 <t < 5T (phase locking conditions are met for the
zeroth step),

4
i(t) = 06+022x2my §t-05T—nT),

n=0

and for t = 5T (phase locking conditions are met for the
first step),

10

i(t) = 0.6+(0.22+09)21y &t—-05T—-nT).

The log|u(t, T)| function is also shown in Fig. 1
(curve 2). This function characterizes the accuracy of
the voltage generated. The figure shows that the p(t, T)
function can be comparatively large for parameter t
variation intervals on the order of several periods T.

The purpose of this work was to further develop the
method suggested in[16, 17] for studying the dynamics
of the phase and transient processes in an overdamped
Josephson junction based on model (3), to obtain new
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results, substantiate the most important and fundamen-
tal old results, and determine particular analytic depen-
dences for exactly solvable bias current models (4).

2. PROBLEM STATEMENT
AND ANALYTIC SOLUTION

2.1. Problem Satement

The dynamics of transient processes in an over-
damped Josephson junction will be studied by the
method suggested by usin [17]. In place of phase ¢(t),
we introduce two real functions x(t) and y(t) according
to the equation

o _ X—=jy
e’ = Xty @)

This equation defines the functions x(t) and y(t) to
within some factor, which is a nonzero real function.
Thisfunction can be selected in such away that x(t) and
y(t) related to ¢(t) that satisfies (3) be solutions to the
following system of equations[17]:

2x(t) = x(©) +iOy®),
=2y(t) = i(Ox(®) + y().

Note that an arbitrary nonzero solution to system (8)
determines the solution to (3) (see Section 3) to within
asummand multiple to 21t

Two points should be mentioned. First, system (8)
can be reduced to a second-order Hill-type equation if
thei(t) functionis periodic. Solutionsto such equations
have been well studied and proved to play akey rolein
many practically important applications. In particular,
the solution to the Schrodinger equation that deter-
mines the form of the allowed energy bands for the
electron in a rectangular periodic field [18] leads to a
dependence formally similar to (5).

Secondly, system (8) with the replacement t —
jw.0 becomes formally similar to the system of quan-
tum-mechanical equations first used by Josephson to
describe the Josephson effect. Hopefully, thissimilarity
can be used as a basis for rigorously substantiating
mathematical model (3) of some overdamped Joseph-
son structures.

Next, note that system (8) of linear differential
eguations sati sfies the conditions of the Lyapunov the-
orem [19] if i(t) =iy +i4(t) isperiodic. According to this
theorem, provided the criterion for phase ¢ locking by
periodic external current i(t) is satisfied, any solution
to (8) can be represented in the form

{x(t)} = L) {xl(t —to)},
y(t) ya(t—to)

(8)

(9a)
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where L(t) isaperiodic 2 x 2 matrix, that is,
Logt+T) = Loq®, p=12 q=12

and the x,(t) and y; (t) functions generally have theform
xi(t) = exp(Ait) and yy(t) = exp(Ast) or x(t) = [t +
X1 (to)]exp(At) and y;(t) = exp(At) in the degenerate case,
where,, A,, A, and x;(ty) are somereal constantsand t,
is some initial time. Note that the degeneracy takes
place at the boundary of the regions of theig, ip;, and T
parameter values which satisfy the conditions of phase
locking and does not correspond to the phase locking
conditions.

Moreover, it can be shown that A, = —-A, = A,
because the trace of the matrix of system (8) is zero.
Under phase locking conditions, Ay # 0. Further, for
definiteness we assume that A, > 0. Equation (9a) is
then simplified and can be rewritten in the form

X(t) = Ly(t)exp[Ao(t —to)] + Lio(t) exp[-Aq(t—1to)] ,
(9b)
y(t) = L) exp[Ao(t—t5)] + Lo(t)exp[-Aq(t—to)].

2.2. Phase Locking Regions
and Exactly Solvable Models

If an overdamped Josephson junction is biased by
external current i(t) (4a) or (4b), the A, value can be
found from the equation [17]

K = 2A,T = 2In(|D| + /D* 1), (10)

where D = D(ig, igg, T) i, as previously, defined by (5).

Examples of the regions of the presence (absence)
of phase locking calculated from the condition [D| > 1
(ID] = 1) by (5) are shown in Fig. 2. The same figure
showslevelsof equal k valuesgiven by thin lineswithin
phase locking regions (zones). Such graphic maps can
be used to construct any 1-V characteristic of an over-
damped Josephson junction corresponding to fixed
parametersiy, ig;, and T of the bias current (4).

Note in particular that the 1-V characteristic of a
Josephson junction biased by unipolar pulses (449) is
asymmetric with respect to the axis of an direct bias
current component i. Thisis related to the presence of
an additional constant component equal to 21y, T in
bias current (4a).

If aJosephson junctionisbiased by bipolar pulses (4b),
the T parameter becomes important. The projections of
the ¢ phase locking region [Eqg. (3)] onto the direct bias
current ig—high-frequency bias current 2ri,; plane are
shown in Figs. 2b and 2c for T = T/2 and U/T < 1,
respectively, a¢ T = 5.3. The series of graphic maps
shown in Fig. 2 demonstrates the dependence of the

Fig. 2. Influence of the shape of bias current pulseson phase
locking zones. Phase locking zones are shown by light
regions; zones without phase locking are shaded. The con-
stant kK = 1, 2, 3, 4, 5 vaue levels (k increases from the
boundaries to the center) are shown by lines. (8) Unipolar
pulse, (b) bipolar “centered” pulse (t = 0.5T), and (c) bipo-
lar “noncentered” pulse (T = 0.005T).
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configuration of the phase locking regions of system (3)
on the shape of high-frequency bias current pul ses.

2.3. Analytic Solution
Equation (7) determines the x(t) and y(t) entering
into system (8) of linear equations to within some fac-
tor, which isanonzero real function. Wewill now com-
plete the definition of these functions by representing
them in the form

X(t) = exp[)\ot+2p(t)} cosq)(t)

) = e[t + 3p(0) [sin®

Here and throughout, the p(t) = p(t, Ay) function is
defined by the equation

exp[p(t)] = {[Lut) + Lia(t) exp(-2Xct)]*
+[La(®) + Lot exp(=2A0t)]
and the ¢(t) phase function, by (7).
Substituting (11a) into (8) and performing certain

transformationsyields a system of linear homogeneous
equations for sin(d(t)/2) and cos(¢p(t)/2), namely,

(11b)

[1-2Ao—p(V)] cos($/2) +[i(t) —d(t)] sin(¢/2) = 0,
(12)

[i — ()] cos(@/2) +[1+2A,+p(H)] sin(¢/2) = O.

The compatibility condition for (12) can be written in
the form
1-[20+pOI - [I) -6®]" = 0, (139

or, taking into account the initial equation i(t) — ¢(t) =
sing(t) [Eq. (3)], in the form of two equations

sing(t) = i(®) — (),

Two remarks should be made. First, thesign “+” ischo-
sen for cos¢ term in the second equation in (13b)
because the equation with —cos¢(t) does not corre-
spond to a solution of (8). Secondly, the compatibility

cosh(t) = 2he+ p(t). (13b)

—2arctan

o(t) =

Loy (t) exp[Ao(t —to)] + Loo(t) exp[—Aq(t —tg)]

BUCHSTABER et al.

conditions for (13) mean that the A, constant and the

“new” p(t) function can be used to describe the dynam-
ics of the phase ¢ in (3) if they are given an explicit
physical interpretation. It should at the same time be
emphasized that the quantities A, and p(t) are not inde-
pendent parameters.

Next, note that, for phase locking at N —» oo, the
p(t + NT) term in (13b) becomes a periodic function of
time t; therefore, NIim [(p(t+ NT)J = 0, where the

angle brackets denote averaging over time interval T.
Taking this and (13b) into account, we obtain

Ay = %J‘igqmccos[¢(t+ NT)]O

and, therefore, A < 1/2. Similarly, we obtain

A = %,\I‘iinm[tos[q)(t ~ NT)|O.

Further, let us express cog¢(t + NT)] via the
Lp, «(t £ NT) functions. The equations for A, then take
the form

N = iim [ E2zta) - Ly [Lemle) gy
O 2N o Lil+|_§ 2N - —o |_22 L

3. THE DYNAMICS OF TRANSIENT PROCESSES
AND THE ASYMPTOTIC PROPERTIES
OF THE PHASE FUNCTION

3.1. The Dynamics of the Phase

Although Egs. (9)—<14) do not yield acompl ete ana-
Iytic solution of system (8) of linear differential equa-
tions, they nevertheless can be used for analysis of the
evolution of the ¢(t) phase determined by (3) and there-
fore transient processes if the conditions of the phase
locking by a periodic external bias current i(t) are satis-
fied. Indeed, using the transformation

—2arctan Etg +21)(1),

inverseto (7), and the solution to system (8) in form (9b),
we obtain

o(t) = (15)

where the x(t) function in (15) is some step function
experiencing jumps of +1 at the points at which the x(t)
denominator vanishes. As previously, the L, (t) =

JOURNAL OF EXPERIMENTAL AND THEORETICAL PHYSICS Vol. 97

L11(t) exp[Ao(t —to)] + Lio(t) eXp[—Ag(t —tg)]

+ 21x(1), (16)

Ly, (t; to, T, ig, igy) functionsiin (16) are periodic func-
tlons of time t, which depend on parameter t, and bias
current i(t).
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Ast changesin therange —o < t < oo, the ¢(t) phase
function in (16) changes from

_ L 2o(t)
¢_.(t) = —2arctanm + 21)(t) a7
to
() = —2arctant%8 +21)(t). (18)

It follows that, for —o <t < oo, the solution to (16)
describes the natural (that is, depending on the prehis-
tory) transition of system (3) to the only possible “sta-
ble” asymptotic state given by (18) [20]. Therate of the
trangition of system (3) from one state to another and
the rate of transient process damping in (16) are char-
acterized by the A, exponent. This means that, no mat-
ter what theinitial conditionsat timet = t, for the phase
0< ¢(ty) < 21, system (3) sooner or later (depending on
the Ay # 0 value) experiences the transition to a stable
state with a priori known properties determined exclu-
sively by bias current parameters.

So far, we assumed that
Ao = Ng(to; Ty i ig) > 0.

If Ay < O, we similarly obtain the second solution
to (3) towhich (17) correspondswhent —» . Inthese
conditions, (16) describes the natural transition of sys-
tem (3) inthe —o < t; <t < o interval to the only possi-
ble stable asymptotic state given by (17).

3.2. The Asymptotic Properties
of the Phase Function

Consider the behavior of [ (t+ NT)JasN —» .
Taking into account the periodicity of L, .(t) and the

properties of the function x(t) introduced in (16), we
can write

NIim b (t+ NT)O
i (N D)T) 0+ NT) _ 2k (19
CN-w T ST

where, aspreviously, k=k(ig, ig;, T) isthe number of the
Shapiro step.

Further, (19) and (3) can be used to show that, in the
stationary (asymptotic) state, the equation

21

lim CHn[o(t+ NT)D = i, = -k

(20)

N - o
is valid. By its physical meaning, 1, = iy(k, ¢4) corre-
sponds to the mean superconduction current (supercur-
rent) that flows through the Josephson junction.
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Indeed, using (13b), we obtain
C N[00 i, _ ig—2mkT
e N O R Y Y

where, for the phase functionintheform ¢, (t) = ¢,(t) +
o, the following equations are valid:

lim Csin[@y(t+ NT)]D = 0,

: . (21b)
lim Coos[y(t + NT)]0 = Aig(K).

Wethen havei, = Aig,(K)sing,. Here and throughout, ¢,
is some constant defined only under phase locking con-
ditions that characterizes the state of system (3) and is
equal to the phase difference between the external bias

current with frequency foogl and the supercurrent with

mean frequency [ (t)0. If |ig] < 1andiy =0, weobtain
k = 0 and Aig,(k) = 1 and arrive at the well-known
Josephson relation i, = sing [5, 6].

4. ENERGY CONVERSION AND BALANCE

Let us consider the physical meaning of the func-
tions ¢(t), p(t), sin[¢(t)], and cog[¢(t)] functions and
the constant A,. For this purpose, we will use the RSJ
model of Josephson junctions [5, 6]. According to this
model, an overdamped Josephson junction can be rep-
resented by two functional elements. The first element
is a supercurrent generator; the generated supercurrent
direction and value are determined by sin[¢(t)]. The
second element isthe“ Ohmic” normal resistance of the
Josephson junction. The voltage drop acrossthe normal
Josephson junction resistance [according to (3)] and the
current and supercurrent that flow through this resis-

tance are described by ¢(t).

Next, differentiating the second equation in (13b)
yieldsthe p(t) =—-sin[¢(t)] §(t) equation for the power
spent (acquired) by the supercurrent of unit strength in
overcoming the ¢(t) potential of the barrier to the tran-
sition. In other words, p(t) determines the interaction
power between the supercurrent of unit strength and the

bias current (high-frequency current absorption or
emission, bias current transformation into a direct or

high-frequency  supercurrent, etc.). Then p(t)=
p(t)dt" + const describes the work performed by the
supercurrent of unit strength in some time interval.
It follows (also see [6, p. 31]) that changes in the
E(¢) barrier energy of a Josephson junction related to
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the work of the supercurrent of unit strength with phase
¢(t) can be described by the equation

E(0(t) = ESP[2N,— coso(t)], (22a)

where E = fiw, = 26V, and V, = Ryl . isaconstant, the
so-caled critical voltage determined by the gap width
of the superconductor.

By way of example, consider the case of |ig| <1 and
ipz = 0. The supercurrent that flows through the junction
is then i, = sing,, and the barrier potential is zero.
Changesin the E(¢) barrier energy caused by the inter-
action with the supercurrent, should also be zero.

Indeed, as ¢(t) =0for |ig| < 1andiy = 0and the expo-

nent 2\, = +,/1—i2 = cosd,, we find from (22a) that
E(¢y) =0for al ¢y intheinterval —v2 < ¢, < 02

Next, note that the 2\, = 2Aig,(k)cosd, value corre-
sponds to the current flowing through the barrier by its
physical meaning [see (20) and (21a)]. For this reason,

the equality E&? = hl/2e should preferably be used in

Eqg. (22a) for the kinetic energy of the supercurrent.
Taking thisinto account, let usrewrite (22a) in theform

E((t) = BEY[2Ao— cosd(t)], (22b)

where value B = ESY/ES = Ry(h4e?) = RyR, plays
therole of the “viscosity” parameter of the medium and
R, = 6.4 kQ is the fundamental constant, the so-called
guantum Hall resistance [7, 8]. In our problem, the 3
parameter characterizes (according to the widely used
but, probably, not quite adequate, terminology) the
degree of “strong shunting” (or screening) of the
junction.

To summarize, we showed that the p(t) function
corresponds to the E(¢) energy of the interaction
between the Josephson junction barrier and the super-
current by its physical meaning. Comparing the second
equation in (13b) with (22a), we then eventually obtain

_2MBE(9)

T hi - (23)

p(t) =

For real overdamped Josephson junctions produced
by the SNS or SINIS technology, the Ry normal junc-
tion resistance isin the range of 0.01-0.1 Q. We there-
fore have B ~ 105-10-5. This means that the duration
of transient processes, which has the same order
of magnitude as the 1/2\, value, can amount to (0.01—
0.5)f under real operation conditions of overdamped
Josephson junctions.
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5. CONCLUSIONS

The approach to studying the dynamics of the phase
and transient processes suggested by usin [16, 17] was
developed based on model (3) of an overdamped
Josephson junction. The results explained several most
important and fundamental experimental facts that
determined the dynamics and asymptotic properties of
the phase of the Josephson junction biased by an exter-
nal current.

In particular, (16) can be used to describe the
dynamics of the Josephson junction when it is switched
from one quantum state into another by an external bias
current and to determine the rate of transient process
damping and the rate at which asymptotic operation
conditions are reached. Simultaneously using (16) and
(23), we can determine energy expenditures necessary
for establishing such conditions.

In addition, we touched upon problems of the inter-
action of the bias current with the supercurrent flowing
through the junction. It was shown that the rate of
energy conversion was determined by the barrier poten-
tial of the junction, which was, in turn, determined
(controlled) by bias current parameters. Several ques-
tions, however, remain open, for instance, the question
of the influence of the function ¢,(t) in (21b) on the
Aig, (K) function, which requires additional studly.

The results obtained in this work can find applica
tions in the physics of processes whose dynamics is
described by (3) and in designing Josephson chips for
guantum AC voltage synthesizers for telecommunica
tion purposes and metrol ogy.
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Abstract—The interaction of strongly correlated electrons with phonons in the framework of the Hubbard—
Holstein model is investigated. The electron—phonon interaction is considered to be strong and is an important
parameter of the model, in addition to the Coulomb repulsion of electrons and the band filling. Thisinteraction
with nondispersive optical phononsistransformed to the problem of mobile polarons using the canonical trans-
formation of Lang and Firsov. We discuss the case where the on-site Coulomb repulsion is exactly canceled by
the phonon-mediated attractive interaction. It is suggested that polarons exchanging phonon clouds can lead to
polaron pairing and superconductivity. The fact that the frequency of the collective mode of phonon cloudsis
larger than the bare frequency then determines the superconducting transition temperature. © 2003 MAIK

“ Nauka/Interperiodica” .

1. INTRODUCTION

Since the discovery of high-temperature supercon-
ductivity by Bednorz and Miller [1], the Hubbard
model and related models such as RVB and t—J have
been widely used to discuss the physical properties of
the normal and superconducting states [2—6]. However,
a unanimous explanation for the origin of the conden-
sate in high-temperature superconductors has not
emerged so far. One of the unsolved questions is how
far phonons can be involved in the formation of the
superconducting state. In experimental and theoretical
works, the change in phonon frequencies and phonon
lifetimes associated with the superconducting transi-
tion was mostly discussed. For example, the decrease
in frequencies of Raman-active phonons at the transi-
tion [7], observation of the isotope effect for nonopti-
mally doped superconductors [8], and observation of a
phonon-induced structurein the tunnel characteristics[9]
are evidence in favor of strong electron—phonon cou-
pling in the cuprates.

The aim of the present paper is to gain further
insight into the mutual influence of strong on-site Cou-
lomb repulsion and strong el ectron—phonon interaction
using the single-band Hubbard-Holstein model and a
recently developed diagram approach [10-14].

TThis article was submitted by the authorsin English.

For smplicity, we consider coupling to dispersion-
less phonons only, although this might not be the most
interesting case as regards superconductivity. However,
previous investigations [15-17] have shown that the
Hubbard—Holstein model [18, 19] constitutes a formi-
dable problem of its own. Other authors have also
intensively studied this model Hamiltonian [20-23].

Because the interactions between electrons and
between electrons and phonons are strong, we include
the Coulomb repulsion in the zero-order Hamiltonian
and apply the canonical transformation of Lang and
Firsov [24] to eiminate the linear electron—phonon
interaction. In the strong electron—phonon coupling
limit, the resulting Hamiltonian of hopping polarons
(i.e., hopping electrons surrounded by clouds of
phonons) can lead to an attractive interaction among
electrons mediated by the phonons. In this limit, the
chemical potential, the on-site Coulomb energy, and the
frequency of the collective mode of phonon clouds
(which is much larger than the bare frequency of the
Einstein oscillators) are strongly renormalized [17, 25,
26], which affects the dynamical properties of the
polarons and the character of the superconducting tran-
sition. In our discussion of this, we assume that the
renormalized on-site Coulomb repulsion and attractive
electron—€lectron interaction completely cancel each
other. We suggest that the resulting superconducting
state with polaronic Cooper pairs is mediated by the

1063-7761/03/9703-0632%$24.00 © 2003 MAIK “Nauka/Interperiodica’
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exchange of phonon clouds during the hopping pro-
cesses of the electrons.

2. THEORETICAL APPROACH

2.1. Lang—Firsov Transformation
of the Hubbard-Holstein Model

Theinitial Hamiltonian of correlated electrons cou-
pled to optical phononswith bare frequency wy isgiven
by

H = Fo+ Hon+ Ho g, (1)
He= 5 {t(i~1)—eod} Ajoao+UY NN, (2)

i,j,0 i

%Sh = Zﬁwo%)rbi +%%.

(©)
Heon = gz niq;,
niznim nic = aiToaioi
° . (4)
= —(b +b)),
ql /\/é( |+ I)

where a'; (a,) and b] (b) are creation (annihilation)
operators of electrons and phonons, respectively; i
refers to the lattice site, and o to the spin; g; is the
phonon coordinate; g is the electron—phonon interac-
tion constant; U is the on-site Coulomb repulsion;

t(j — i) isthe two-center transfer integral; and e, = €, —
M, with alocal energy of €, and a chemical potential

of u. The Fourier representation of t(j —i) isrelated to
the tight-binding dispersion g(k) of bare electrons,

(i-i) = = 5 e exp{-ik R, ~R)},
k

with a bandwidth of W. The energy scale of this model
is fixed by the parameters W, U, g, and %wy,. An addi-
tional parameter is given by the band filling.

After applying the Lang—Firsov transformation [24]
¥, = eHe>, ¢, = e’

T 5)

S -S
Cis = € aq,€
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with

= 0 . D. a = i
§=-0) np. 9= 7o

_ (6)
IR
P = (bl-b),

where p; is the phonon momentum and g isthe dimen-
sionless interaction constant, we obtain the polaron
Hamiltonian:

%p = %g+%gh+%inty (7)

9 = Z%iopi ¥, = Eznio"'Unirni“ (8)

Hiw =3 (i =1)CjoCio, (9)
ij,o
where
Cly = al,exp(—igp), Co = a.exp(igp), (10)
Gzéo—ﬂv ﬂ:u+aﬁw07
_ 11
U=U-2afkw, o= 1gz. (1)

2

To derive the polaron Hamiltonian, it was necessary to
include the shift of the phonon coordinate g, of theform

eSQie_s =g —9n;,

which is responsible for the elimination of the linear
el ectron—phonon interaction. The polaron Hamiltonian
isapolaron—phonon operator by its nature; i.e., the cre-

ation operator cf0 and the destruction operator €,

entering ¢, must beinterpreted as creation and destruc-
tion operators of polarons (electrons dressed with dis-
placements of ions) that couple dynamically to the
momentum of the optical phonon. In the zero-order
approximation (omitting 7€;,), polarons and phonons
are localized with the strongly renormalized chemical
potential i and on-site Coulomb interaction U . The
operator €, describes tunneling of polarons between

lattice sites, i.e., tunneling of electrons surrounded by
clouds of phonons.

2.2. Expansion around the Atomic Limit

The problemisnow to deal properly with theimpact
of electronic correlations on the polaron problem. This
can be done best using Green’s functions provided one
finds akey for dealing with the spin and charge degrees
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of freedom. In the general case where U is different
from zero, the Coulomb interaction must beincluded in
the zero-order Hamiltonian. As a conseguence, conven-
tional perturbation theory of quantum statistical
mechanicsis an inadequate tool because it relies on the
expansion of the partition function around the noninter-
acting state (achieved using the traditional Wick theo-
rem and conventional Feynman diagrams). A similar
situation occurs for composite particles such as
polarons,

Cis = aexp(igp;),

involving operators for the electron and phonon sub-
systems.

Hubbard [27] proposed a graphical expansion for
correlated electrons about the atomic limit in powers of
hopping integrals. This diagram approach was system-
atically reformulated for the single-band Hubbard
model by Slobodyan and Stasyuk [28] and indepen-
dently by Zaitsev [29], and further developed by
Izyumov [30Q]. In these approaches, the complicated
algebraic structure of the projection or Hubbard opera-
tors was used. It therefore appeared to be more appro-
priate to devel op adiagram technique involving simpler
creation and annihilation operators for electrons at al
intermediate stages of the theory (see[10, 11] for
details). In the latter approach, the averages of chrono-
logical products of interactions are reduced to the n-
particle Matsubara Green’s functions of the atomic sys-
tem. These functions can be factorized into independent
local averages using a generalization of the Wick theo-
rem (GWT), which takes strong loca correlations into
account (detailsaregivenin[10, 11, 25]). Application of
the GWT yields new irreducible on-site many-particle
Green's functions, or Kubo cumulants. These new
functions contain all local spin and charge fluctuations.
A similar linked-cluster expansion for the Hubbard
model around the atomic limit was recently reformu-
lated by Metzner [31].

2.3. Averages of Phonon Operators

We define the temperature Green’s function for
polaronsin (7) in the interaction representation by

Cg(xv g, Tlxlv 0'! T') = _Drcxo(‘[)cx'cr'(‘[')u(ﬁ)[g (12)
with
Ceo(T) = exp(#°1)Cioexp(—H"1),

Co(T) = exp(F°1)cl exp(—#°1),
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where 7€° = %76?, + %3h and the evolution operator is
given by
B
0 0
U = TeXpG-IdT Hin(T)D, (13)
[l 5 [l

X, X' are site indices; T, T' stand for the imaginary time
with 0 <1 < f3; T isthetime-ordering operator; and 3 is

the inverse temperature. The Statistical average 0..[§

is evaluated with respect to the zero-order density
matrix of the grand canonical ensemble of localized
polarons and phonons,

exp(-p°)
Trexp(-pH°)

exp(-BHip) _exp(-BHip)
A Trexp(—BFH,) Trexp(—BH i)

(14)

The superscript ¢ in (12) indicates that only con-
nected diagrams must be taken into account. Density
matrix (14) isfactorized with respect to the lattice sites.
The phonon part is easily diagonalized using the free

phonon operators b; and biT, while the on-site polaron
Hamiltonian contains the polaron—polaron interaction

proportional to the renormalized parameter U, which
can only be diagonalized using Hubbard operators[18].
At this stage, no special assumption is made about the

quantity U and its sign; we set up the equations of
motion for the dynamical quantities in this general
case, but investigate the equations in detail only in the

special casewhere U = 0.

TheWick theorem of weakly coupled quantum field
theory can be used in evaluating statistical averages of
phonon operators; e.g., the propagator of the phonon
cloud,

B(1;[Ty) = B(1,~T,) = Texp{iglp(r) - p]} T
= ep 20’ Tpm) -pe T (19
= exp(-a(B) + o (|1, ~ 1),

D(14, T, T3, Ty)
= Mexp{ig[p(ty) + p(t2) — p(ta) — P(T)]} L

= exp 50 (T p(r) + p(ta) - p(ra) - (L] 115 (16)

= exp{o(|t1,—14) +o(|1,—14) + o(|T,—T4))
+0(|1,-14) —0(|1y—T,) —0(|13—-14) —20(B) } ,
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where
o(|T,—14) = 0T p(ty) Pt}

0 N
cosh%ﬁwog —|T1—T2|% 17)

=a

sinh 05 0O

We now discuss the problem of calculating chrono-
logical averages of combinations of polaron operators.
Here, we use the above-mentioned new diagram tech-
nique and the GWT [10, 11]. The many-particle on-site
irreducible Green's functions are the main element of
diagrams in this approach.

3. POLARON
AND PHONON GREEN'S FUNCTIONS

In the zero-order approximation, the one-polaron
Green’'sfunction is given by

Go(X|X) = =T Co(T) G (T a8
= ~Ta,,(0) 2 TGP|T) = G4 (x|x)P(|1),

where x = (x, 0, T). The smplest new element of the
diagram technique is the two-particle irreducible
Green's function, or Kubo cumulant, which is equal to

(0)ir —
(gz (Xli X2|X31 X4) - 6x1, xzéxl, x36x1, Xy

(0)ir (19)
X Gy (01, Ta; Oz 15|03 Tg; Oy Ty),
where
(0)ir i .
2 (Gl! Tlv 02! T2|0-31 T31 0-41 T4)
= Drcol(Tl)Ccz(TZ) (_-"03(-[3) C04(T4)Q) (20)

- DI—CGI(T 1) CO'A(T4)Q) DI—COZ(T 2) C03(T S)Q)
+ Drcol(T 1) Ccs(T B)Q) ar CGZ(TZ) C04(T 4)|:J) .

Thefirst term in the right-hand side of Eq. (20) is

DTCOI(T 1) CGZ(TZ) Cos(T 3) CGA(T 4)Q) (21)
= Mg, (T1)a,,(12)35,(T3) a6, (T P(Ty, T, T3, Ta)-

Asthe number of polaron operators increases, more
complicated irreducible Green's functions like

GO (3. x| X, ...X,) with n > 3 and al possible
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terms of their products appear. The sum of al strongly
connected diagrams (i.e., those that cannot be divided
into two parts by cutting asingle hopping line) contain-
ing al kinds of irreducible Green’sfunctionsin the per-
turbation expansion of the evolution operator defines
the special function Z(x|x) (see [10, 11] for details).
This function contains al contributions from charge
and spin fluctuations. Together with the mass operator
(which is the hopping matrix element in our case), it
allows us to formulate a Dyson-type equation for the
one-polaron Green's function [10-14],

G(x|x) = A(X|X) + Z/\(x|1)t(1—2)<9(2|x'), (22)
1,2

where
AX|X) = G0(x|x) + Z(x|X), (23)
t(X—=X) = 8y »O(T—T)t(X —X). (24)

Here, x again denotes x, o, T, and the sum is over the
discrete indices and includes integration over 1. Using
the Fourier representation for these quantities,

Go(x|T) = %Zé
k

x Z exp(—ik X —iw,1)9Gs(k|iw,),

n

N(X|T) =

I

2

x Z exp(—ik X —iw,T)A(K|iw,),

W,

Zlr

(25)

n

B
Go(X|iw,) = %J’drexp(iwnT)CQG(xu),
B

B
Aolxlic) = 3 [ drexp(io,) A,
-B

we obtain Dyson equation for the renormalized one-
polaron Green's function,

Aog(k|iw)

Golk|iwy) = T—e(AK[iw)

(26)
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where
2n+1)m
o, = ¢ : )
isthe odd Matsubara frequency.

To discuss Y, (Kliw) further, we need the Fourier rep-
resentation of the zero-order one-polaron Green’sfunc-
tion 6% definedin (18). In order to facilitate theinves-

tigation, we have evaluated the propagator of the
phonon cloud (16) in the strong-coupling limit a > 1
[15, 16, 26]:

(1) = %Qzexp(—inn(r))a(mn), (27)

B
Q) = —e—XP—(—_Eg@DJ’dTeXp(iQnr ra(lt))), (28)

where Q,, = 2n1U3. Tofind ®(iQ,,) , we use the L aplace
approximation [32] for integral (28), which contains an

exponential function with the parameter a. In the
strong-coupling limit a > 1, we obtain

— gz

o3iQ,) = 5, W, = how, = oy (29)

n C

This term is the harmonic propagator of the collective
mode of phonons belonging to the polaron clouds.
There are further terms describing anharmonic devia-
tions. For o > 1, these terms can be omitted because
they are small compared with the harmonic contribu-
tion. Using the L aplace approximation [32] and

1 — . D .
CD(Tl, T2|T3, T4) = El Z ¢(|Ql,|Qz||Q3,|Q4)

Q,..Q,

(30)

X exp(—i Q1 —iQ,T, +1Q5T5 +1Q,1,),
B B

D>iQ,,1Q,|iQ4,1Q,) = [...[dr;...dr

(iQ, 2| 3 4) IIl 4 (31)

X eXp(I Ql‘[l + inTz - | Qa‘[a - | Q4T4)q)(‘[1, T2|T3, T4),

we then obtain the Fourier representation of the phonon
correlation function,

B0, 10,[1Q,10,)
o (32)
=[3q, 0,90, 0, * 90, 0,00, 0 ] P(1Q)P(IQ,),
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which corresponds to

D(Ty, T5|T3 Ty)

(33)
= ®(Ty| T3) P(T,|T4) + P(T4|T4) P(T|T3).

Thisimpliesthat in what follows, we can keep only the
free collective oscillations of phonon clouds (29) sur-
rounding the polarons and use the Hartree—Fock
approximation: (32) and (33) for their two-particle cor-
relation functions. In particular, we investigate the
influence of the absorption and emission of this collec-
tive mode by polarons on the superconducting phase
transition.

With the harmonic mode given by (29), the Fourier
representation of the local polaron Green's function

B
(0)

Gpo(iwy) = deeXp(lw 1) Gpo(T) (34)
becomes
Goalia) =5

[?XIO( BEo) + N(w) (exp(—BEo) + exp(-BE,))

i, + Eg—E; —w,

4 &XP(BE;) + N(wJ) (exp(—BE,) + exp(-BE,))
i, + Eg—Eg + w,

(35)

L &XP(BE o) + N(0o) (exp(-BE,) + exp(-BEy))
iw,+E_,—E,—

L &XP(BE,) + N(wo) (exp(-BE,) + exp(-BE2)) g

iw,+E ,—E,+ w, [
where
Zy =1+ exp(-BE,) (369
+ exp(-BE_;) + exp(-BE,),
E, =0, E,=¢€ E,=UH+2e, (36b)
N(e) = (exp(Be) +1) (37)

N(w) = (exp(Bw,)—1)".

Equation (35) shows that the on-site transition energies
of polarons are changed by the collective-mode energy
+w, of the phonon clouds. The delocalization of
polarons due to their hopping between lattice sites
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causes the broadening of the polaron energy levels.
Equation (35) can be further simplified for a small on-

site interaction energy U of polarons. For U = 0, we
obtain

N(w,) + 1 —n(e) N N(w,) +n(e)
W, —€e—w, W, —€+ W,
. (38)
_ (iw,—e€)coth(Bw/2) + w tanh(Be/2)

(iw,—€)’—w;

Goo(io|e) =

This function has the antisymmetry property

Go(—iwn|—€) = ~Gpo(iey|e) (39)

which aso holdsfor the renormalized polaron quantities,

Aok, <€) = (K, it|€),

. . (40)
Go(K, i 03| =€) = ~Go(K, iy [€).

Setting U = 0, we assume that the strong on-site Cou-
lomb repulsion of polarons can be canceled by the
attraction induced by the strong el ectron—phonon inter-
action. We consider this as a model case that allows us
a transparent discussion of the polarons exchanging
phonon clouds during hopping between lattice sites.

4. TWO-PARTICLE IRREDUCIBLE
CORRELATION FUNCTIONS

In what follows, we discuss the influence of astrong
electron—phonon interaction on the two-particle irre-

ducible Green’sfunction. For U =0, the electronic cor-
relation function in (22) is given by

(g, (t1)as,(T2)a5,(T2) 35, (T4,
= Ta,,(11)a,, (1)} (Ta, (1) 2, (T5),
— [Ma, (1) &,,(Tx)) T, (1) 8, (T14)0)

because the standard Wick theorem is now applicable.

637
Using (33), we obtain the relation
(g(z())ir(cln Ty; Oy, T5| 03, Tg; Oy Ty)
= 8y 405 0.9 (1, - 1)%90 (1, - 15)
0y,0,4-0,5 0320 \ M1 4) o, \t2 3
X O(1; —T5)P(1,—1,) (42

~84, 6,06, 0,85 (1, ~13) G5 (1, ~ T4)
X P(T;—T,) P(T, —Tp)

for the two-particle irreducible Green’s function (21).
In the absence of exchange of phonon clouds by
polarons, this quantity must vanish. Indeed, if the elec-
trons keep their initial phonon clouds during the time of
propagation of two polarons, then the irreducible two-
polaron Green's function (21) vanishes for U = 0.
However, because two electrons can be exchanged
(independently of the exchange of phonon clouds), we
obtain new contributions corresponding to two
polarons with the exchanged phonon clouds. Alterna
tively, we can say that for U = 0, the Wick theorem
applies separately to free electrons and free phonons;
however, it does not apply to polarons as composite
particles and their cumulants do not therefore vanish.

The Fourier representation of (42),

(0)ir . . . .
2 (04, 10; 0y, 10|03, 1 W3] Oy, 10)

B
...[dt,...dt
.!: 1 4

Oy »

(43)
x G (04, 13; 0, To| Og, Ta; Oy To)
X eXp(io;T; +iwt, —iWsT;—iw,T,),
is given by
O)iry oo : Lol ;
(gZ (011 le! 0-21 IOO2|O'3, |(A)3, 04! lel)
= Ba@1+w2vm3+w4
—(0)ir . . . .
2 (04,105 0y, 100;| O3, 1035 Oy, 10y)
= B6w1+w2, w3+w4{ 601, 04602, (o (44)
(41) X Ag 6,(01, 10;; Oy, 10| Oy, 10035 O3, 100,)
_601, 0570, 0,
X Ag, 0,(01, 1] Oy, 10| Oy, 100 O, 105) },
where
2

o 1
As, 6,(01, 105 Oy, 10| Ty, 1W; Oy, 100) = BZ
Q
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with Q; = W, — w;. The summation leads to
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As, 0,(01, 1] Oy, 100;| O, 1Wg; Ty, 10)

-2 )thanh(BEIZ)[|w1+ i, — 2€] [26F — (iw, —€)(iw, —€) — (iw, —€)(iw; —€)]
T 0 (i —e)’ ~ [0, —€)? — i [ (i —€)? — wf] [ (i, —€) — ]
203 [iw; +iw, = 2¢] “coth (Bwe/2)[ 26 — (i — €) (iws —€) = (iw, —€) (iw, —€)] (46)
[(1Q1)%— (200)°] [ (0, —€) — il [ (i 0, — €)* — Wil [ (i 005 — €)* — W] [ (i 00y — €)* — ]
coth(Bw,/2) (i, —€)(iws—€) + 30, (iw,—€)(iw, —€) + 30, }%
W[ (1Q1)* - (200)7] [0, —€)* — il [(iws—€)* ~wi]  [(i,—€)* il [(iw,—€)*~wi] | O
The function A, ,, contains contributions of the dif- © ¢ (k)
ferent spin channels to the two-particle on-site Green's No(i0) = Gpolio) - BNZ D.(k, im)
function. The spin structure in Eqg. (44) is due to the ¢ !
conservation law for the spins of the polarons. x { Ag(io)[1—&(—k) /\4(_, w)]
5. SUPERCONDUCTING PHASE TRANSITION (_)S(k)Y"' ~(16) Y=o o(102)}
—(0)ir . . . .
In what follows, we check whether the polaronic x%," (0,iw; 0,iw |0, iw; 0,iw) (48)

system can have a superconducting instability in the
absence of a direct attractive interaction for the

polarons, i.e., for U = 0. In this case, the attraction is
only induced dynamically by polarons exchanging
phonon clouds. To describe superconductivity, we need
the anomal ous propagators [33] in addition to the nor-
mal state Green’sfunction (13). For simplicity, welimit
the discussion to the s-wave superconductivity as in
previous investigations of superconducting instabilities
inthe Hubbard model [13, 14] and in the Hubbard—Hol -
stein model in the strong-coupling limit a > 1 [26].
To describe the superconducting state, we need

three irreducible functions As, Y; 5 and Y_g o that
represent infinite sums of diagrams containing irreduc-
ible many-particle Green's functions. In order to obtain
aclosed set of equations, werestrict ourselvesto aclass
of rather simple contributions, which nevertheless con-
tain the most important charge, spin, and pairing corre-
lations; see [26] for details. This class of diagrams is
obtained by neglecting contributions for which the Fou-
rier representation of the superconducting order param-

eters Y, ; and Y_5 o depend on the polaron momen-
tum K. In this approximation, Y, _; is to be obtained
from

8(k)£( K) Yo, o(i0)
Dgy(k, iw)

Yo, o(i®) =

BNZ

(0,iw; —0,—w| 0, iw; —0, - w).

(47)

(0)

In the same approximation, /\ isto be computed from
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Z A S CRE AT )
() Yo oli ) Vo ofi) }

(0)

G, (o,iw; —0,—iw|—0,-iw; 0,iw),

with
Dok, i) = [1-e(k)As(1w)][1—e(-K)A_o(-i w)14 o
+£(K)e(K) Yo, (i) Yoo, ofi ).

The corresponding equation for Y_s 4(iw) can be
obtained from the expression for Y, _,(iw) .

Together with the equations for the one- and two-
particle Green’s functions, the above equations com-
pletely determine the properties of the superconducting
phase, provided it exists. In order to gain further insight
into the physics contained in (47) and (48), welinearize
the equationsin terms of the order parameter Y, _.(iw)
that determines the critical temperature T.. The result-
ing equation for the order parameter is

Yo olie) = 5
) £(K)&(k) Yo, (i) (50)
Z [1-e(k)As( )] [1—e(=K)A_5(—iw)]
x CQ(O) (0,iw; =0, —iw| 0, iwy; —0, i wy).
No.3 2003
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This equation must be solved together with the equa-  in (50) and (51) can be written as
tion for A,(iw), which can be approximated by setting SOir, . o
the order parameters to zero, with the result %" (0,100} 0, i3]0, i 0, 100)
, . o Cl “*) {262(x + x) tanh (Be/2)
Aiw) = Cg(o)(iw)__lz _ERNG(10) i (52)
o po BN 2 1—e(k)A, (i) coth(Boo/2)
W (iw—iw)’ —4w]
SO, . .
*9e (01w 0 la|o,1o; 0, 10) X [0+ WD) (A + 8af) ~ 265(A + B) (0~ )]}
£°(k)Ag(iw) (51) g 2w,
BNZl SOA_(0) (0,iw; -0, iwy|-0,i0y; 0,iw) = o
x{ (X +Xx)(A+A)tanh(Be/2) (53)
S Oir, . . Co 53
x%, (o0,iw; -0, i -0, iw; 0, iw). + coth(Bwy/2) (X + x,)z(xx| —wﬁ)}
To determine T,, we must solve (51) for A, and . Coth(Bao/2) (xx, + 3u;)
insert the result in (50). The irreducible functions W AN, ’
(0)”(0 lw; -0, —w| 0, iw; -0, —w)
~ 2¢(20,) *tanh (Be/2)[iwioy, + €* — 0]
[00° + (€ + 00) ] [0 + (e = 00c)  [] + (e + ) T [f + (€ = )] 58
N 2w, coth(Bw./2)[iwiw, + 2w (e —w,) — (e —ooc)z]
[00° + (€ =) T[] + (€ =) T [(@ —)” + (20) ]
N 2w.coth(Bw /2)[iwiwy — 2w (€ + w,) — (€ + wc)z]
[0 + (e + ) [f + (e + )] [(@ - ) + (260,)
where 9o(iw) = Go(x = X'|iw)
e — i N2 2 G(l(),)) (57)
X=iw—€, A= (iw—€)—-wg, (55a) NZl SN0
X = iw—€, O =(iw-€)’-w (55b) ()
To analyze (50) and (51) further, weintroducethenotas = lz _e(k)e(k) .
tion NZL[1-e(K)A(iw)][1-e(-K)Ao(-iw)] (58)

L e (K)A(iw)
%9 = XD T 00Al0)
‘ (56)
_1 e(k)
- Ngl e(K)A(iw)’
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Aol A (i)

We also assume that (k) = £(—k) holds with
z g(k) = z e%(k) = 0.
k k
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We replace sums with integrals,

Y = [depde), (59
k

(60)

where W is the bandwidth and p, is the model density
of states of a semidliptic form. Since we do not con-
sider magnetic states here, the spin subscript can be
omitted in the paramagnetic phase,

Aio) = A(iw) = Aiw), (61a)
P(iw) = (i) = Qiw), (61b)
0w = @oiw) = @(iw). (61c)

However, the spin subscript is essentia for the super-
conducting order parameter Y, _(iw),

Yo, o(iw) = g5 Y(iw), (622)
Goo = B, =B, (62b)

where Y(iw) is an even function of the frequency,
Y(iw) = Y(Hw). (63)

We finally add the equation that determines the chemi-
cal potential,

N (64
= 25 aliwep(n0) = T

where N, isthe number of polaronsand N isthe number
of lattice sites. With (59) and (60), functions (56) and
(57) can be written as

MOSKALENKO et al.

2

H - J1-2Mw

(i) = =
e =w Miw) )
_4 Aiw)
w >
H1+ J1-2(w)5

where
Aiw) = (WI2A(iw).
In order to check whether the state determined from

Eq. (51) is metallic or dielectric, we must analyze the
renormalized density of states given by

o(E) = —%[Img(E +i0")

_ _Z_legl.—A/l—)\z(E+i0+)%

Mg AE+i0) O

(67)

where A(E +i10*) is the analytic continuation of A(iw).

6. ANALYTIC SOLUTIONS

The expressions for A(iw) and Y(iw) can be simpli-
fied using notation (56) and (57) and symmetry prop-
erty (62),

. 1 SCy/-
Yiw = 5 w
(iw) B%cp (i) (68)
x @(0)"(0, iw; —0, - w| 0, iw; —0;, —iw)Y(iw),
Aliw) = GV(iw)

—%Z(p(imo[@(o)"(o, iw; 0,iw|0,iw; 0,iw) (69)

—(0)i . . . .
+CQ( )”(o, iw; —0,iw|-0,iw; o, iw].

Wiw) == 3
2 N(iw)
W Al] (65 Tofind the solution of Eq. (68), weinsert (54), replace
E (iw) . Y(icy) with
|:| _ 20 |:| . SC .
ot V1-Aleg Yiw) = ¢@X(w)Y@), =0,  (70)
. g, . . L .
X(iw,) = Ez&@: (0,iw,; =0, —iwy,|0, iw; —0, - W)
“ (72)
20w, —etanh(Be/2) cosh (Bw,/2)] + cosh(Bw,)(—w; + € + wi)(cosh(Bw,) —1) ™
[00n + (@ +€)°] [ + (00— €)7] ’
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and use the Poisson summation formula
1 . _ 1 f(2)
Bz fliw,) = 2nijdze_ﬁz+ "
Wy, C

where C denotes the usual counterclockwise contour of
the imaginary axis. With the help of the analyticaly
continued function X(2) for Z = Z, = 0, we then obtain
an equation for the critical temperature T, from
Eg. (68),

(72)

X(0|€)¢™(0l¢) = 1, (73)

X(0le) = %wc[wc—etanh(Bce/Z)coth(BCwC/Z)]
(74)

€2 —w?) cosh(B.w s o2
i CRD
This quantity is evenin €, and therefore only the abso-
lute value of € = €0 — [ determines kgT, = B .
From (58) and (65), we can make a rough guess
on the quantity ¢*(0),

2
¢ =ML

a0 y2’

y = 31+ 1=\ (0+i5)),

(75)

/\(I (A)n) = —

641

where y must satisfy the condition y(—€) = y(e). This
guantity can be obtained self-consistently from Eq. (64)
for the chemical potential. For simplicity, we here

replace[1+ /1 —)\2(0 +id) ] with 2y. Then (64) can be

written as

\—ZlégA(in)exp(iwnU) . %’ (76)

Using (69) together with (52) and (53), we can express
NA(w,) as

(10— ) Ay(e) + By (e)
(i, —€)" ~
, @el(i00, =€) Ax(e) + cBy(€)]

[(iw,—€)’— ]’

Niw,) =

(77)

with unknown coefficients A; and B;. They can be found
from Eq. (69) or more easily from the asymptotic
behavior of (77) as|w,| — oo,

A At @B Ay (0 + €7) + 2e,B, + W2A,

o~ 10, (jeo)?

.3
(iwy,) 78)

. A (€2 + 3ew?) + By(w: + 3€’wy) + 02(3eA, + 0.B,) .

(i)

If we compare this with the asymptotic behavior of the
full one-polaron Green's function (see the Appendix)
by invoking the methods of moments together with the
asymptotic behavior of g(iw,) in (66), we obtain

Afe) = 1, (793)

By(e) = —(%C[Ml+e], (79b)

Ajf€) = %[M2+2eml+ez—w§—9%’gj, (790)
By(e) = wlg

x[—M3—3€M2+ MIB»§—362+3%VZ\EZE (79d)

2
+€(A)§—€3+3€S-A4—E },
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where M; is the ith moment of the one-polaron Green's
function. The results in (A.5) for the moments in the
lowest order alow us to evaluate A, and B;, see (A.7).
A; = 1 describes the asymptotic freedom of the

polarons. B; = tanh(Be/2) isidentical toitsvalueinthe
zero-order polaron Green's function (38). The two new
guantities A, and B, are small, being proportional to

wy/w, = Va.
Inserting (77) in the left-hand side of Eg. (76) and
performing the summation, we obtain

% Y Alien)exp(ien0") = n(e)

, tanh(Be/2)[ tanh(Bw,/2) ~1][1— tanh’(Be/2)]
2[1 - tanh’(Bwy,/2) tanh’ (Be/2)]
1 — tanh’(Be/2)
1 — tanh’ (Be/2) tanh’ (Bw,/2)

(80)
+ B.(€)
4

tanh(Bw,/2)
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_E‘_‘*lc[

Ag(e€) + By(€) Ag(€) — By(€)
i ]

cos [ B0, + €)/2]  cosh?[ B(e,—e€)/2] )’

which is equal to (y/2)(N/N) in accordance with
Eq. (76). Because the collective frequency is large,
Bw. > 1, we can omit exponentially small quantities
like exp(—wy,). Sincewe areinterested in theresultsfor
electron numbers that are close to half-filling (e = 0),
also |e| < w, holds. We also neglect contributions on
the order of l/a. Then the equation for chemical
potential (74) issimply

ne) = yny/2, n, = N/N. (81)

If we set y =1 (free polarons), we obtain from (75) that

¢(0) = (Wi4)*, (82)
which alows us to write the equation for the critical
temperature T, as

€2+ 0 — 2ew tanh(Bel2) = (w?—e€2)’(4IW)2. (83)

In this approximation, T, depends only on the local
parameters, but we expect that close to half-filling, this
should give an indication of which of the local quanti-
ties is most important for superconductivity in the
strong-coupling limit of the Hubbard-Holstein model.
Precisely at half-filling, Eq. (83) can only be satisfied if
w, = WI4. Thismight be an unphysically large value for
arenormalized quantity. It also shows that the specific

limit U = 0is probably the critical value for the occur-
rence of superconductivity in the framework of the
Hubbard—Holstein model. It is clear that superconduc-

tivity is possible for U < 0, but in this case, it would
have to compete in energy with the energies of charge-
ordered states.

For the special case where w, = W/4, we obtain

NEF[~ [0 2|e| [ﬁcelm
Q,OD[?’ E@D} anh (84)

Because e/w, < 3 holds (Which we do not discuss in
detail), we can seek solutions in the case where |e| <
W, leading to

37 120
(85)
_ Wr,_ 200erf,
12[ 3 O }

In spite of the many approximations used (al of
which are reasonable, however) the result for T, is
remarkable because it shows that the critical tempera-
ture depends on the bandwidth (corresponding to the
largest cutoff energy of the model) and not on the effec-
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tive mass of the ions. For small deviations from half-
filling, T, decreases and is independent of the sign of e.

For different values of wy,
W, =W/ -y, (86)

with 'y # 0, there are only solutions other than at half-
filling. In this case, Eq. (84) can be written as

1+K

Belel = InT—, (87)

2 2 2, 2 242

—(4/W -
(= ST @WI@ =€) o g (g9)
2|efwy,

The condition k < 1isequivalent to

le] + w, < W/4. (89)

On the other hand, the condition K > 0O is reformul ated
differently depending on the parameter .

W <W/4, y>0: (W/A—w,)’ <€’ <ery, (90)

w.>W/4, y<O0: emm<e <é (91)

max 1

2 L 10N | O O

— 2
€max, min ~ wc 2[|4|:| DSD D4|:| 8(‘) . (92)

For small y, we can simplify (87) and (88) as
2
K= LE,Ez[g,_gDiD }

(93)

with the following restrictions for e:

29 >

y>0: yP<e? <3 Sy s + 2,

40 6

VP < 3EWD
a0

(94)

25 29
y<0: By + 2 2wyl +22y”. (95)
Large values of T, can be achieved for k = 1 and in the

vicinity of half-filling (e # 0),

W5 B¢’
KeT. = ——— 5= —>1,
BeT12(5-1) Wyl (%)
w
y = Z_(‘)Cl

but only for y < 0, and hence, w, > W/4.

7. CONCLUSIONS

We have discussed the occurrence of superconduc-
tivity in the strong-coupling limit (g > 1) of the Hub-
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bard—Holstein model. Strong coupling leads to arenor-
malization of the one-polaron Green's function already
in the local approximation. For g > 1, we found a col-
lective mode for the phonon clouds estimated by evalu-
ating integrals in the Laplace approximation. Because
of the absorption and emission of this mode by
polarons, the on-site energies of polarons are renormal -
ized. Similarly the irreducible two-particle Green's
functions are renormalized. Allowance for the
exchange of polarons, including their phonon clouds,
leads to a new irreducible Green’s function that has
been used to study spin-singlet pairing of polarons.
Analytic results for the superconducting phase have
been obtained in the limiting case where thelocal repul-
sion of polarons is exactly canceled by their attractive
interaction. The resulting equation for the critical tem-
perature has been obtained by assuming alarge collec-
tive-mode frequency and a nearly half-filled band case.
The parameters that determine T, are w, (w0, = W/4), €
(with € = O corresponding to half-filling), and the band-
width W. In the strong-coupling limit, we obtain a crit-
ical temperature on the order of w.J/3.

It is interesting to note that a similar result for the
value of T, has been established in [34, 35] for such
anomalous low-temperature superconductors as Pb,
Hg, and Nb realized within the framework of Eliash-
berg's theory [36].

In the Eliashberg theory, the retarded nature of the
photon-induced interaction and the pseudopotential
treatment of the screened Coulomb interaction are
taken into account. For example, in [35], the maximum

value of the critical temperature T.° is equal to
[exp(3/2), where [bOis the average phonon fre-
guency taken over the phonon density of states [~
0.5uy. Our equations involve only the collective fre-
quency w, = awy, o > 1.

It is possible to estimate the values of T, not only
analytically, but also via calculations using Eq. (83), or
mere precisaly, Eq. (73). Indeed, such numerical results
have been obtained by assuming certain values of the
theory’s parameters and of the interval of interesting
values of T.. From the three parameters in our theory
(0., W, and €), we first choose the value of the collec-
tive frequency .. Assuming that wy, isequal to 0.07 eV
for cuprates and that the dimensionlessinteraction con-
stant g is equal to 3, we obtain a = 4.5 and w, =
0.315 eV. Next we fix the value of T, e.g., as equa to
100 K. With these values of w, and T, the following
pairs of the other two parameters are compatible;

e=0.10515eV and W=1.68057 eV,
e=0.20348eV and W=2.07383¢V,
€=0.30149eV and W=2.46594¢V.
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APPENDIX

The Method of Moments

Using the Heisenberg representation of the one-
polaron Green's function

Gx =X |T-T) = Teo(DCxo()Th, (A1)
where

(1) = € c e, (A.2a)

Eo(T) = € ¢ e, (A.2b)

we can write the asymptotic expansion of the Fourier
representation in (25) for |w,| — o« as
Go(x = 0liw,) = goliw,)
-1 M, + M, _ M,
(w)” (i) (i)

i,
— T
Mo = T U gl L) 49

where the statistical average [..[[ is defined with
respect to the full density matrix of the grand canonical
ensemble. In the simplest approximation, we obtain the
first three moments of the Green’s functions as

M, = —(e + w tanh(Be/2)),

(A.3)

(A.58)

M, = € + i+ (W/4)* + 2ew tanh(Be/2)

(A.5b)
+ Wyw.coth(Bw,/2),

My = { €+ 3e[ 0 + w,0,cosh (Bw,/2) + (W/4)?]
+ o tanh(Be/2)[3€” + 3(W/4)? + o’ + wp (A.50)
+ 3wyw.coth(Bwy/2)]} .

The expressions for the moments can be used to deter-
mine the unknown coefficients A (e) and B,(€) in the
relation for Ay(iw), Eq. (78), by also considering the
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asymptotic behavior of g,(iw) in (66) for small values
of Ay(iw),

We

9o(iw) = (2/W)A4(i0)
, (A.6)
x [1+ (N2/4) +2(\%14)° + ..].

then insert the asymptotic form of A,(iw) from (78).

Comparison of the corresponding equations fixes the
coefficients A,(e) and B,(€) as

Ae) = 1, (A.73)

By(e) = —wl[ M, +€] = tanh(Be/2),  (A.7b)
A) = S[M, +2eM, + € — o — (W/4)?]

We (A.70)

W
~ o, coth(Buwy/2),

By(e) = —[~Mg—3eM, + M, (w? — 3¢% + 3(W/4)?)

Nooghkrwbd

10.

11.

12.

C

+ e’ — €2+ 3e(W/4)?] (A.7d)

~ %:tanh(BEIZ)[g—: 4 3coth([3w0/2)]
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Abstract—We propose a semiclassical theory of dc magnetotransport in atwo-dimensional electron gas mod-
ulated along one direction with weak el ectrostatic modulations. We show that oscillations of the magnetoresis-
tivity p; corresponding to the current driven along the modulation lines observed at moderately low magnetic
fields can be explained as commensurability oscillations. © 2003 MAIK “ Nauka/Interperiodica” .

The theory of dc magnetotransport in modulated a
2D electron gasis well developed at present, and most
of the effects observed in such systems at |ow magnetic
fields have been explained by both quantum mechani-
cal (inasemiclassical limit) [1-7] and classical [8-12]
transport calculations, giving consistent results. One of
the few exceptions is the effect of oscillations of the
resistivity component p that corresponds to the current
driven paralel to the modulation lines. These oscilla-
tions were observed along with the commensurability
oscillations of the other resistivity component p corre-
sponding to the current driven across the modulation
lines. The p; oscillations have the same period asthe pp,
ones and the opposite phase. The oscillations of p have
been explained as an effect that originates in quantum
oscillations of the electron density of states in the
applied magnetic field [1, 3].

On the other hand, the observed coincidence of peri-
ods of the low-field commensurability (Weiss) oscilla-
tions of the resistivity component p; and the weaker
antiphase oscillations of p; provides grounds for the
assumption that these oscillations have the same nature
and origin for both resistivity components. The purpose
of the present paper is to demonstrate that the most
important characteristic features of the low-field oscil-
lations of the resistivity p; can be qualitatively repro-
duced within the semiclassical transport theory. To sim-
plify the following calculations, the anisotropy effects
in electron scattering are neglected and the relaxation
time approximation is used. It is also assumed that the
external magnetic field is moderately weak, such that
the electron cyclotron radius R is considerably smaller
than the electron mean free path | but larger than the

period of modulations A, and that R > ./IX . This pro-

TThis article was submitted by the author in English.

vides the preferred conditions for observation of com-
mensurability oscillations of transport coefficients of
the 2D electron gas.

We consider electrostatic modulation with a single
harmonic of the period A = 217/g along the y direction
given by

sy = S

The screened modulation potential V(y) is parameter-
ized as

eV(y) = eEgsingy,

where E¢ isthe Fermi energy of the 2D electron gas. We

examine weak modulations, and hence, |egl| < 1. The
electron current density in the 2D electron gas modu-
lated along they direction also depends on y and can be
written as

i) = Ne* [ SEvy, W, v, ®
0

where N = m/T2 is the el ectron density of states on the
Fermi surface, and m and e are the effective mass and
charge of the electron. The electron velocity vector
v(y) hasadirection of u(y) = (cosy, siny) and amag-
nitude of

v(y) = v/l +esingy,

where v is the Fermi velocity in the unmodulated 2D
electron gas. The distribution function ®(y, ) satisfies

1063-7761/03/9703-0645%$24.00 © 2003 MAIK “Nauka/Interperiodica’
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the linearized Boltzmann transport equation where

D[®] +C[®P] = EDV, 2 Jo(gR) -
where E isthe electric field. The collision term C[®] is 1-J3gR)

written in the relaxation tune approximation with the
relaxation towards the local equilibrium distribution,

1|:| 121'[ 0
Clo] = 7000, ) —5- [ W), i (3
0

and the drift term is given by

D[] = v(y)smw%—"y’+<v'(y)cosw+9)g—$, (@)

where Q isthe electron cyclotron frequency. Linearized
transport equation (2) with the collision and drift terms
of form (3), (4) was used in [8] and agrees with the
transport equationsin [9-11].

Following the standard approach [10], we write
Dy, Y) as

oy, ) = DY) (y)+porx(y, ¥,

where p, isthe Drude resistivity and T is the relaxation
time. The homogeneous distribution function

Do(P) = PoTVo Lo

describes the linear response of the 2D electron gas to
the field E in the absence of modulations, and the func-
tion x(y, Y) satisfies the transport equation

DIx] + CIX]I = =v'(Y)v(Y)ioy- (6)

Here, asbefore, j, isthe current density for the unmod-
ulated 2D electron gas.

To proceed, we expand X(y, {) in aFourier seriesin
the spatial variabley, which leadsto a system of differ-
ential equations for the Fourier components. Solving
these equations and keeping the terms on the order of or
larger than (egR)?, we obtain the approximation for the
distribution function x(y, W)

_ v . siny
X W) = — egliQEPosw — 51

x Esin(gRCOSllJ +gy)
U

(7)
_ %egR[cos(gRCOSllJ) cos’gy

—%sin(chosw)sinZgy}

OO
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and Jy(gR) isthe Bessel function. Using the distribution
function obtained, we can easily calculate the electron
current density given by (1).

Keeping only the leading terms in the expansion of
X (Y, ©) in powers of the small parameter (Qt)~2, wefind
that only the j, component receives a correction due to
the modulations along the y direction, whereas the

component j, remains equal to jS and does not depend

on spatial coordinates. This agrees with the continuity
equation

0g = o,

which is necessary in order to obtain correct results
for electron transport coefficients in a modulated 2D
electron gas [10].

To proceed, we define the effective conductivity ten-
SOr Oyt 8S

21/g

j= El(y)D-— J’ j(y), dy =0«E. (9)

To justify the definition adopted in (9), we note that the
expressions for transport coefficients obtained with
either quantum mechanical or classical calculations
must be consistent a low magnetic fields. Quantum
mechanical calculations of magnetoconductivity [3, 6, 7]
yield an expression that passes to the classical conduc-
tivity tensor averaged over the period of modulations.
The latter is therefore an accurate semiclassical analog
of the conductivity calculated within the proper quan-
tum mechanical approach and our definition of o4
agrees with this.! The same definition was previously
used in [11].

As aresult, we find that only oly; is affected by the
modulations,

_J3(9R)
°1-3%(gR)’

XX 0
Oy = ———— + 10
eff 1+t ) ( €9 ) (10)
where g, = 1/p, is the Drude conductivity of the elec-
tron system. The second term in (10) represents the

L For electrostatic modulations, definition (9) actually gives the
same results for magnetoresistivity components as the alternative
definition pg{ICE E used in [10]. However, there is a significant
difference in results based on these definitions when magnetic
modul ations are considered.
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electron diffusion along the x direction caused by the
guiding center drift [8].

The effective magnetoresistivity tensor is here
defined as the inverse of the effective conductivity,

o a
Pef = Oy

For the current driven across the modulation lines, the
corresponding resistivity is

» Jo(gR) O

. 11
1-J5(gR)D (D

g 1
Po = Py = po%ﬂ-"‘z(egl)

Assuming that the current flows along the modulation
lines, we obtain

> Jo(gR) O

) 12
1-J5(9R)0I (12

01
PI = P = Polll —7(egR)
0

For moderately weak magnetic fields (gR > 1), the
results in (12) and (13) describe oscillations of both
magnetoresistivity components periodic in the magni-
tude of theinverse magnetic field. The oscillations of p
and p; have the same period in 1/B and opposite phases,
which corroborates the experimental resultsin [1]. The
amplitude of the oscillations of p; is considerably
smaller than that of py, and this also agrees with the
experiments of [1] and with the results of numerical
guantum mechanical calculationsin the limit of aweak
magnetic field [3]. The result for the resistivity p; also
agrees with the corresponding results in [8-11]
obtained within the classical magnetotransport theory.

However, expression (12) for p, differs from the
well-known result in the current semiclassical theory.
To analyze this discrepancy, we now calculate the cur-
rent density taking into account the next terms in the
expansion of distribution function (7) in powers of
(Q1)L. Keeping terms on the order of not less than
(egR/QT)?, we find that the grating-induced correction

to the Drude conductivity tensor G, isgiven by

say) = —2—aw)n(@D°OTE (3)
1+(Q1) 00t —10

Here, correction a(y) ison the order (egR)2. With some
formal transformations of transport eguation (6), we
can represent [d (y)Lin the form

2n

0= 5[ VO)SYCY. YLy, (149
0
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where G(y, ) satisfies the equation

p[G] +C[q] = ~2LWNVO)

Ve

(15

This gives expressions for 04 and pg that are totally
consistent with the existing semiclassical theory [8-12].
However, expression (13), which isthe starting point in
the derivation of these results, is obviously incorrect
because it violates the continuity equation for the cur-
rent density. This gives grounds to seriously doubt the
results of earlier works [8-12], especialy those con-
cerning pj.

A detailed analysis shows that simplified transport
equation (2) can be successfully used in calculating the
leading termsin the expansions of transport coefficients
in powers of (Q1)7, and expressions (12)—(14) are
therefore valid. To obtain the next termsin these expan-
sions, we must modify transport equation (2) in both
the drift and collision terms. For this, we must consis-
tently and systematically consider effects of theinternal
electrochemical field arising due to grating-induced
inhomogeneity of the electron density. This is impor-
tant because redistribution of the electron density in the
presence of modulations provides thelocal equilibrium
of the system.2 Taking into consideration magnetic
modulations, we arrive at similar results [13].

Finally, the novel result in this paper is a quaitative
explanation of the low-field oscillations of the magne-
toresistivity component p; in the 2D electron gas mod-
ulated along one direction within a semiclassica
approach. We have shown that these oscillations of p; at
low magnetic fields are commensurability oscillations.
At low temperatures, with the quantum oscillations of
the electron density of states at the Fermi surface
resolved, Shubnikov—de Haas oscill ations can be super-
imposed on the geometric oscillations of the magne-
toresistivity. However, this does not change the classi-
cal nature of the effect itself.

The author thanks G.M. Zimbovsky for help with
the manuscript.
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