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#### Abstract

We consider the structure of the cosmological singularity in Veneziano's inflationary model. The problem of choosing initial data in the model is shown to be unsolved-the spacetime in the asymptotically flat limit can be filled with an arbitrary number of gravitational and scalar field quanta. As a result, the universe acquires a domain structure near the singularity, with an anisotropic expansion of its own realized in each domain. © 2003 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

An effective inflationary model is known to be very difficult to construct in the low-energy approximation of the string theory [1]. The effective potentials of the scalar field responsible for the inflationary pattern of the cosmological dynamics that arise in attempting to solve the problem do not ensure the satisfaction of the slow-roll condition $|\dot{H}| \ll H^{2}$. Thus, the Friedmann decelerating expansion is typical of this effective gravitational theory even in the presence of a scalar field.

Actually, this implies that the problem cannot be solved by a brute-force method: new ideas based on the nontrivial low-energy spectrum of the string theory or the nonperturbative effects arising in this theory should be invoked to obtain an inflationary scenario in terms of the string theory. One might probably expect the field dynamics at the inflationary phase to be also nontrivial.

The appearance of Veneziano's paper [2] may be considered to be the birthing of one of these nontrivial scenarios. The basic idea of this study is as follows.

Let us consider the low-energy effective action of an arbitrary theory of closed superstrings [3], with our analysis being restricted to the field problem with zero vacuum averages of the fermion fields, the $R-R$-sector fields, and the antisymmetric field $B_{\mu \nu}$. The sector left after this projection has the same structure for any superstring theory, ${ }^{1}$ and the corresponding effective action (in dimensionless units) is

$$
\begin{equation*}
S=-\int \sqrt{-g} d^{d+1} x e^{-\phi}\left(R+g^{\mu v} \partial_{\mu} \phi \partial_{v} \phi\right) . \tag{1}
\end{equation*}
$$

Here, $d$ is the dimension of space. We will seek a spatially homogeneous classical solution to the equations

[^0]of motion derived by varying this action. To this end, as usual, we should set
\[

$$
\begin{gather*}
g_{\mu \nu}=\left(1,-a^{2}(t) \delta_{i j}\right)  \tag{2}\\
\phi=\phi(t) \tag{3}
\end{gather*}
$$
\]

Substituting (2) and (3) into (1), we easily find that

$$
\begin{equation*}
S=-\int d^{d+1} x a^{d} e^{-\phi}\left(\dot{\phi}^{2}-2 d H \dot{\phi}+d(d-1) H^{2}\right) \tag{4}
\end{equation*}
$$

As can easily be seen, this action is invariant with respect to the field transformations

$$
\begin{gather*}
a(t) \longrightarrow \frac{1}{a(t)}  \tag{5}\\
\phi \longrightarrow \phi-2 d \ln a,  \tag{6}\\
t \longrightarrow-t \tag{7}
\end{gather*}
$$

Therefore, the equations of motion following from (4) have a classical solution that describes the accelerating expansion corresponding to inflation at $-\infty<t<-0$ and the Friedmann decelerating expansion at $0<t<\infty$ :

$$
\begin{gather*}
a_{+}(t)=\left(\frac{t}{t_{0}}\right)^{1 / \sqrt{d}}  \tag{8}\\
\phi=(\sqrt{d}-1) \ln \frac{t}{t_{0}}, \quad t>0 \\
a_{-}(-t)=\left(-\frac{t}{t_{0}}\right)^{-1 / \sqrt{d}}, \\
\phi=-(\sqrt{d}+1) \ln \left(-\frac{t}{t_{0}}\right), \quad t<0 \tag{9}
\end{gather*}
$$

The physical meaning of this solution is as follows. The
universe is initially an asymptotically flat world in the sense that the Riemann tensor components tend to zero as $t \longrightarrow-\infty$. In addition, this world is absolutely coldit contains no clustered matter. Starting from this maximally symmetric state, the universe undergoes superinflation (the prefix "super" implies that $\dot{H}>0$ ) at $-\infty<t<0$ and gives way to decelerating Friedmann expansion at $t>0$, which corresponds to the transition from the superinflation branch to the dual branch.

Significantly, as $t \longrightarrow-0$, the spacetime curvature tends to infinity. Therefore, sooner or later, we will go outside the validity range for the low-energy approximation of the string theory and action (1) in our solution.

The invariance of action (4) with respect to transformations (5)-(7) was called SF duality. ${ }^{2}$ If it holds not only for the low-energy approximation of the string theory but also for the total nonperturbative GreenSchwartz action, then a solution of type (8) and (9) actually corresponds to the saddle point in the complete field problem; i.e., it describes the cosmological dynamics in this theory. However, since the SF duality itself is an essentially nonperturbative effect, we cannot ascertain whether it exists in the nonperturbative string theory in the low-energy approximation. Gasperini and Veneziano [4] argued that the nonperturbative SF duality does hold.

The most interesting and critical (from the viewpoint of the scenario) point on the time axis is $t=0$ at which the cosmological singularity is reached. ${ }^{3}$

Our objective is to elucidate the pattern of field dynamics near the singularity and to check within the framework of the low-energy approximation whether allowance for the fluctuations of the classical trajectory (8) and $(9)$ leads to a general softening of the singularity.

## 2. AN ANISOTROPIC SOLUTION IN VENEZIANO'S MODEL

The equations of motion that follow from the fourdimensional theory with the action

$$
\begin{equation*}
S=-\frac{1}{\lambda_{s}^{2}} \int \sqrt{-g} d^{4} x e^{-\phi}\left(R+(\partial \phi)^{2}\right) \tag{10}
\end{equation*}
$$

(here, we introduced the constant $\lambda_{s}$ to reduce the action to dimensionless form) are

$$
\begin{gather*}
-D_{\mu} D_{v} \phi+\frac{1}{2} g_{\mu v}(D \phi)^{2}=R_{\mu v}-\frac{1}{2} g_{\mu \nu} R  \tag{11}\\
D_{\mu} D^{\mu} \phi=(\partial \phi)^{2} \tag{12}
\end{gather*}
$$

[^1]Analysis of these equations can be greatly simplified if we note that the theory described by action (10) is conformally equivalent to the general theory of relativity with the scalar field

$$
\begin{equation*}
S=-\frac{1}{\lambda_{s}^{2}} \int \sqrt{-g} d^{4} x\left(R-\frac{1}{2}(\partial \phi)^{2}\right) \tag{13}
\end{equation*}
$$

Indeed, if the metric $g_{\mu v(E)}$ is the solution of the Einstein equations, then $g_{\mu v(S)}=g_{\mu v(E)} \exp (\phi)$ is the solution of Eqs. (11) and (12). The reverse is also true (below, we call $g_{\mu v(E)}$ and $g_{\mu v(S)}$ the metrics in the Einstein and string frames, respectively).

Let us try to go beyond the scope of the homogeneous problem and to construct an exact solution that corresponds to a classical strong gravitational wave propagating against a homogeneous background and strong inhomogeneous scalar field perturbations in the Einstein frame. Since, in general, this solution, clearly, cannot be found, we restrict our analysis to the quasi-two-dimensional problem. Let all metric components and the scalar field depend on the coordinates $t$ and $x$ alone. This problem can be solved completely (see, e.g., [6]), and the answer is the axisymmetric EinsteinRozen metric.

We seek the corresponding solution in the form

$$
\begin{equation*}
d s_{(E)}^{2}=e^{2 A} d t^{2}-e^{2 C} d x^{2}-e^{2 B}\left(e^{\gamma} d y^{2}+e^{-\gamma} d z^{2}\right) \tag{14}
\end{equation*}
$$

where $A, B, C, \gamma$, and $\phi$ are functions of $t$ and $x$ alone. Since the Einstein equations are invariant with respect to the gauge transformations $\tilde{t}=\tilde{t}(t, x)$ and $\tilde{x}=$ $\tilde{x}(t, x)$, we may set $g_{00}=-g_{11}$ and $g_{01}=0$, i.e., $A(t, x)=$ $C(t, x)$.

The Einstein equations impose the following constraints on the functions $A, B, \gamma$, and $\phi$ :

$$
\begin{gather*}
A^{\prime \prime}-\ddot{A}-2 \ddot{B}+2 \dot{A} \dot{B}+2 A^{\prime} B^{\prime}-2(\dot{B})^{2}-\frac{(\dot{\gamma})^{2}}{2}=\frac{1}{2}(\dot{\phi})^{2}, \\
-2 \dot{B}^{\prime}+2 A^{\prime} \dot{B}+2 B^{\prime} \dot{A}-2 B^{\prime} \dot{B}-\frac{\dot{\gamma} \gamma^{\prime}}{2}=\frac{1}{2} \phi^{\prime} \dot{\phi}  \tag{16}\\
\ddot{A}-A^{\prime \prime}-2 B^{\prime \prime}+2 A^{\prime} B^{\prime}+2 \dot{A} \dot{B} \\
-2\left(B^{\prime}\right)^{2}-\frac{\left(\gamma^{\prime}\right)^{2}}{2}=\frac{1}{2}\left(\phi^{\prime}\right)^{2}  \tag{17}\\
\ddot{B}+2(\dot{B})^{2}=B^{\prime \prime}+2\left(B^{\prime}\right)^{2}  \tag{18}\\
\ddot{\gamma}+2 \dot{B} \dot{\gamma}=\gamma^{\prime \prime}+2 B^{\prime} \gamma^{\prime} \tag{19}
\end{gather*}
$$

Finally, the equation of motion for the field $\phi$ appears as

$$
\begin{equation*}
\ddot{\phi}+2 \dot{B} \dot{\phi}=\phi^{\prime \prime}+2 B^{\prime} \phi^{\prime} . \tag{20}
\end{equation*}
$$

We can easily find from (18) that

$$
\begin{equation*}
B=\frac{1}{2} \ln \left(f_{1}(\xi)+f_{2}(\eta)\right) \tag{21}
\end{equation*}
$$

where $\xi=t-x, \eta=t+x$, and $f_{1,2}$ are arbitrary functions of their argument. Let us now use the remaining gauge invariance with respect to the transformations $\tilde{\xi}=$ $H_{1}(\xi)$ and $\tilde{\eta}=H_{2}(\eta)$ and assume that

$$
B=\frac{1}{2} \ln \left(-\frac{t}{t_{i}}\right)
$$

Equations (19) and (20) can then be easily solved:

$$
\begin{gather*}
\phi=\psi \ln \left(-\frac{t}{t_{i}}\right)  \tag{22}\\
+\sum_{k}\left[c_{1 k} J_{0}(k t)+c_{2 k} N_{0}(k t)\right] e^{i k x}+\text { c.c. } \\
\gamma=\beta \ln \left(-\frac{t}{t_{i}}\right)  \tag{23}\\
+\sum_{k}\left[c_{3 k} J_{0}(k t)+c_{4 k} N_{0}(k t)\right] e^{i k x}+\text { c.c. }
\end{gather*}
$$

An expression for $A(t, x)$ can be derived by using the equations

$$
\begin{gather*}
\dot{A}=\frac{t}{4}\left(\left(\phi^{\prime}\right)^{2}+(\dot{\phi})^{2}+\left(\gamma^{\prime}\right)^{2}+(\dot{\gamma})^{2}-\frac{1}{t^{2}}\right)  \tag{24}\\
A^{\prime}=\frac{t}{2}\left(\phi^{\prime} \dot{\phi}+\gamma^{\prime} \dot{\gamma}\right) \tag{25}
\end{gather*}
$$

It is convenient to separate the function $A(t, x)$ into homogeneous and inhomogeneous parts. The former can be easily derived from Eq. (24):

$$
\begin{gathered}
A_{\mathrm{hom}}=\frac{1}{4}\left(\psi^{2}+\beta^{2}-1\right) \ln \left(-t / t_{i}\right) \\
+\frac{1}{4} \sum_{k}\left\{c_{1 k} c_{1 k}^{+} \frac{(k t)^{2}}{2}\left[J_{1}^{2}(-k t)-J_{0}(-k t) J_{2}(-k t)\right]\right. \\
+\left(c_{2 k} c_{1 k}^{+}+c_{1 k} c_{2 k}^{+}\right) \frac{(k t)^{2}}{4}\left[2 J_{1}(-k t) N_{1}(-k t)\right. \\
\left.-J_{2}(-k t) N_{0}(-k t)-J_{0}(-k t) N_{2}(-k t)\right] \\
\left.+c_{2 k} c_{2 k}^{+} \frac{(k t)^{2}}{2}\left[N_{1}^{2}(-k t)-N_{0}(-k t) N_{2}(-k t)\right]\right\} \\
+\frac{1}{4} \sum_{k}\left\{c_{1 k} c_{1 k}^{+} \frac{(k t)^{2}}{2}\left[J_{0}^{2}(-k t)+J_{1}^{2}(-k t)\right]\right.
\end{gathered}
$$

$$
\begin{gathered}
+c_{2 k} c_{2 k}^{+} \frac{(k t)^{2}}{2}\left[J_{0}^{2}(-k t)-J_{1}^{2}(-k t)\right] \\
+\left(c_{1 k} c_{2 k}^{+}+c_{2 k} c_{1 k}^{+}\right) \frac{(k t)^{2}}{4}\left[2 J_{0}(-k t) N_{0}(-k t)\right. \\
\left.\left.-J_{1}(-k t) N_{-1}(-k t)-J_{-1}(-k t) N_{1}(-k t)\right]\right\} \\
+(1,2) \longrightarrow(3,4)
\end{gathered}
$$

The inhomogeneous contribution to the function $A(t, x)$ is easier to determine from Eq. (25):

$$
\begin{align*}
& A_{i n h}=\psi \sum_{k}\left[c_{1 k} J_{0}(-k t)+c_{2 k} N_{0}(-k t)\right] e^{i k x} \\
& +\sum_{k} \frac{k l t}{k+l} e^{i(k+l) x}\left[c_{1 k} J_{1}(-k t)+c_{2 k} N_{1}(-k t)\right] \\
& \quad \times\left(c_{1 l} J_{0}(-l t)+c_{2 l} N_{0}(l t)\right) \\
& \begin{array}{c}
+\sum_{k, l, k \neq l} \frac{k l t}{k-l}\left[c_{1 k} J_{1}(-k t)+c_{2 k} N_{1}(-k t)\right] \\
\times \\
\quad\left[c_{1 l} J_{0}(-l t)+c_{2 l} N_{0}(l t)\right]+\text { c.c. } \\
\quad+(1,2, \Psi) \longrightarrow(3,4, \beta)
\end{array} \tag{27}
\end{align*}
$$

Let us first consider the homogeneous limit ( $c_{\alpha k}=0$, $\forall \alpha, k)$. In the string frame, the spacetime metric is

$$
\begin{align*}
& d s^{2}=\left(-\frac{t}{t_{i}}\right)^{\frac{1}{2}\left(\psi^{2}+\beta^{2}-1\right)+\psi_{1}}\left(d t^{2}-d x^{2}\right)  \tag{28}\\
& -\left(-\frac{t}{t_{i}}\right)^{1+\psi_{1}+\gamma_{1}} d y^{2}-\left(-\frac{t}{t_{i}}\right)^{1+\psi_{1}-\gamma_{1}} d z^{2}
\end{align*}
$$

The scalar curvature corresponding to this metric is

$$
\begin{equation*}
R=-\frac{\psi^{2}}{t^{2}}\left(-\frac{t}{t_{i}}\right)^{\left(1-\beta^{2}-2 \psi-\psi^{2}\right) / 2} \tag{29}
\end{equation*}
$$

It tends to zero as $t \longrightarrow-\infty$ for any point in parametric space $(\psi, \beta)$. If $\beta=0$ and $\psi^{2}=3$, then the spacetime (the background spacetime in the inhomogeneous problem) is isotropic. In this case, metric (14) is identical to Veneziano's solution, which is asymptotically equivalent to Minkowski's flat universe for $t \longrightarrow-\infty$. Below, precisely this choice of parameters will be of particular interest to us.

## 3. THE LIMIT <br> OF ASYMPTOTICALLY FLAT SPACETIME: QUANTIZATION

Below, we will see that the modes in expressions (22) and (23) can be interpreted as dilatons and gravitons propagating against the background of curved spacetime. We choose the initial conditions as follows: we specify a sufficiently large time $t_{i}$ [this time appears in (22), (23), and (26)] and discard all the modes that do not satisfy the condition $k\left|t_{i}\right| \gg 1$; i.e., we neglect the modes with a wavelength longer than the cosmological horizon in the initial state. However, the existence of these modes is in conflict with causality, unless the initial state itself defined in this way arose from inflation. Below, by the limit $t \longrightarrow-\infty$, we mean all $t$ such that $|t| \gg\left|t_{i}\right|$. In this case, the following asymptotics is possible for all the modes without exception:

$$
\begin{align*}
& J_{0}(-k t) \approx \sqrt{\frac{2}{\pi(-k t)}} \cos \left(-k t-\frac{\pi}{4}\right), \\
& N_{0}(-k t) \approx \sqrt{\frac{2}{\pi(-k t)}} \sin \left(-k t-\frac{\pi}{4}\right) \tag{30}
\end{align*}
$$

It thus follows that the "correct" modes ${ }^{4}$ are

$$
\frac{1}{2} e^{i \pi / 4} H_{0}^{(1)}(-k t) e^{-i k x}
$$

and

$$
\frac{1}{2} e^{i \pi / 4} H_{0}^{(1)+}(-k t) e^{i k x}
$$

which correspond to the substitutions

$$
\begin{equation*}
b_{1 k}=e^{i \pi / 4}\left(c_{1 k}-i c_{2 k}\right), \quad b_{2 k}=e^{i \pi / 4}\left(c_{1 k}^{+}-i c_{2 k}^{+}\right) \tag{31}
\end{equation*}
$$

Let us now turn to quantization. We will construct the scalar product $\langle\phi, \phi\rangle$ (for the field $\gamma$ corresponding to a graviton, the procedure is similar). To this end, we introduce an Abelian gauge field in such a way that the Lagrangian of the theory is

$$
\begin{gather*}
\sqrt{-g} L=\frac{1}{\lambda_{s}^{2}} \int d V \sqrt{-g} e^{-\phi}  \tag{32}\\
\times\left[g^{\mu v}\left(\partial_{\mu}-i A_{\mu}\right) \phi\left(\partial_{v}-i A_{v}\right) \phi\right]
\end{gather*}
$$

and then calculate $\sqrt{-g} \delta L / \delta A_{0}$. (Here, the integration of $d V$ is performed over a spacelike hypersurface on which the result does not depend because of the validity of the Gauss theorem; we assume that only the background contributes to $\sqrt{-g} e^{-\phi}$, which corresponds to the assumption that the quanta propagate against a

[^2]homogeneous background and that their inverse effect on the background metric may be disregarded.) Hence, we can easily find that
\[

$$
\begin{gather*}
\left\langle\phi_{1}, \phi_{2}\right\rangle=-\frac{i}{\lambda_{s}^{2}}  \tag{33}\\
\times \int\left(\phi_{1} \partial_{\mu} \phi_{2}^{+}-\phi_{2}^{+} \partial_{\mu} \phi_{1}\right) n^{\mu} e^{-\phi} \sqrt{-g} d V
\end{gather*}
$$
\]

It is convenient to take $t=$ const as the hypersurface over which the integration is performed. In that case,

$$
\begin{gather*}
\left\langle\phi_{1}, \phi_{2}\right\rangle=-i \frac{L^{2}}{\lambda_{s}^{2}} \int\left(\phi_{1} \partial_{\mu} \phi_{2}^{+}-\phi_{2}^{+} \partial_{\mu} \phi_{1}\right)  \tag{34}\\
\times n^{\mu}\left(-\frac{t}{t_{i}}\right)^{1 / 2\left(\psi^{2}+\beta^{2}+1\right)+\psi} d x
\end{gather*}
$$

where $L$ is the linear size of the space. To correctly normalize the modes

$$
u_{k}=\frac{1}{2} e^{i \pi / 4} H_{0}^{(1)}(-k t) e^{i k x}
$$

we calculate the commutator $\left[b_{k}, b_{k^{\prime}}^{+}\right]$. For $t \longrightarrow-\infty$, we have

$$
\begin{equation*}
\left\langle u_{k}, u_{k^{\prime}}\right\rangle=\frac{2}{t} e^{2 A+2 B+\phi} \delta_{k k^{\prime}}=F(k, t) \delta_{k k^{\prime}} \tag{35}
\end{equation*}
$$

Hence, assuming that

$$
\begin{gather*}
{\left[\phi(t, x), \phi\left(t, x^{\prime}\right)\right]=0, \quad\left[\pi(t, x), \pi\left(t, x^{\prime}\right)\right]=0}  \tag{36}\\
{\left[\phi(t, x), \pi\left(t, x^{\prime}\right)\right]=-\frac{i}{L^{2}} \delta\left(x-x^{\prime}\right)} \tag{37}
\end{gather*}
$$

where

$$
\pi(t, x)=\frac{\delta \sqrt{-g} L}{\delta \dot{\phi}}=-\frac{2}{\lambda_{s}^{2}} \sqrt{-g} e^{-\phi} g^{00} \dot{\phi}
$$

we can easily find that

$$
\begin{equation*}
\left[b_{k}, b_{k^{\prime}}^{+}\right]=\frac{\pi \lambda_{s}^{2} t_{i}}{2 L^{3}} \delta_{k k^{\prime}} \tag{38}
\end{equation*}
$$

and the correctly (half-quantum) normalized modes for $t \longrightarrow-\infty$ are

$$
u_{k}=\sqrt{\frac{-\lambda_{s}^{2} t_{i}}{L^{3} k t}} e^{-i k(x-t)}
$$

To physically interpret these quantum modes, we calculate $\left\langle T_{00}\right\rangle$. In the Einstein equations, the $(0,0)$ component is

$$
\begin{gather*}
4 \dot{A} \dot{B}-2 \ddot{B}-2 \dot{B}^{2} \\
=\frac{1}{2}\left[(\dot{\phi})^{2}+\left(\phi^{\prime}\right)^{2}+(\dot{\gamma})^{2}+\left(\gamma^{\prime}\right)^{2}\right]=T_{00} \tag{39}
\end{gather*}
$$

(we carried over $\gamma$ to the right and now interpret this part of the metric as the contribution of gravitons). If the paired correlators are assumed (in this case, it does not matter whether we consider the amplitudes of the modes $b_{\alpha k}$ to be classical but randomly distributed Gaussian variables or operators) to be

$$
\begin{gather*}
\left\langle b_{\alpha k} b_{\beta l}^{+}\right\rangle=n_{\alpha}(k) \delta_{\alpha \beta} \delta_{k l}, \quad\left\langle b_{\alpha k} b_{\beta l}\right\rangle=0,  \tag{40}\\
n_{1}(k)=n_{2}(k), \quad n_{3}(k)=n_{4}(k) \tag{41}
\end{gather*}
$$

(the physical meaning of this condition is that the flux of rightward-propagating quanta is equal to the flux of leftward-propagating quanta), then

$$
\begin{equation*}
\left\langle T_{00}\right\rangle=\langle\hat{H}\rangle=\sum_{k} \frac{\lambda_{s}^{2} k t_{i}}{L^{3} t}\left(n_{1}(k)+n_{3}(k)\right) . \tag{42}
\end{equation*}
$$

Thus, we see that for $t \longrightarrow-\infty$, the asymptotically flat world is filled with gravitational and scalar field quanta, which are naturally called gravitons and dilatons, respectively. Their energy density tends to zero as $t \longrightarrow$ $-\infty$, which corresponds to a usual redshift.

Finally, let us find out what an observer moving inertially with respect to the cosmologically distinguished frame of reference (in which the background spacetime is homogeneous and isotropic) will see [7]. As the detector for photons of the field $\phi$, we consider a type of matter for which the field $\phi$ enters into the effective gravitational constant. Let $\left|E_{0}\right\rangle$ and $|E\rangle$ be the quan-tum-mechanical states of the detector before and after the detector has interacted with the field $\phi$. The perturbation of the Hamiltonian for the detector corresponding to this interaction is

$$
\begin{equation*}
V=\lambda d(\tau) \phi[x(\tau)]\left(-\frac{t}{t_{i}}\right)^{\psi} \tag{43}
\end{equation*}
$$

where $x(\tau)$ is the trajectory along which the detector moves, and $d(\tau)$ is the monopole moment operator for the detector. We can then easily see that the transition probability of the detector excited by quanta of the field $\phi$ from the initial state to all the possible states is

$$
\begin{equation*}
\left.w=\lambda^{2}\left(-\frac{t}{t_{i}}\right)^{2 \psi} \sum_{E}|\langle E| d(0)| E_{0}\right\rangle\left.\right|^{2} F\left(E-E_{0}\right) \tag{44}
\end{equation*}
$$

The first factor under the summation sign describes the detector selectivity, and the second factor describes the response function, which is interest to us. We calculate it by assuming that the detector moves inertially with respect to the cosmologically distinguished frame of references (i.e., $x=v t / \sqrt{1-v^{2}}$ ):

$$
\left.\begin{array}{rl}
F(E) & =\int_{a}^{b} d \tau \int_{a}^{b} d \tau^{\prime} \exp \left[i E\left(\tau-\tau^{\prime}\right)\right] G\left(x(\tau), x\left(\tau^{\prime}\right)\right) \\
& =\frac{\lambda_{s}^{2}}{L^{3}} \sqrt{1-v^{2}} \tau_{i}^{1 / \kappa} \int_{1 / t_{i}}^{\infty} \frac{d k}{k} n_{1}(k) \int_{a}^{b} \frac{d \tau}{\tau^{1 / 2 \kappa}} \\
& \times \exp \left\{-i k \sqrt{\frac{1-v}{1+v}} t_{i}\left(\frac{\tau}{\tau_{i}}\right)^{1 / \kappa}+i E \tau\right\}  \tag{45}\\
\times \int_{a}^{b} \frac{d \tau^{\prime}}{\left(\tau^{\prime}\right)} \\
\quad+\left(\sqrt{\frac{1-v}{1+v}} \exp \left\{i k \sqrt{\frac{1-v}{1+v}} t_{i}\left(\frac{\tau^{\prime}}{\tau_{i}}\right)^{1 / \kappa}-i E \tau^{\prime}\right\}\right. \\
\frac{1+v}{1-v}
\end{array}\right) .
$$

Here, we use the following notation:

$$
\begin{gathered}
\kappa=\frac{1}{4}\left(\psi^{2}+\beta^{2}+3\right)+\psi, \quad \tau_{i}=\frac{t_{i}}{\kappa} \\
t=\frac{t_{i}}{\sqrt{1-v^{2}}}\left(\frac{\tau}{\tau_{i}}\right)^{1 / \kappa}
\end{gathered}
$$

$t$ has the meaning of world time, and $\tau$ is the proper time of the detector.

Thus, calculating the response function $F(E)$ reduces to taking the integral

$$
\begin{gather*}
I(k, E)=\int_{a}^{b} \frac{d \tau}{\left(\tau^{\prime}\right)^{1 / 2 \kappa}}  \tag{46}\\
\times \exp \left\{-i k \sqrt{\frac{1-v}{1+v}} t_{i}\left(\frac{\tau}{\tau_{i}}\right)^{1 / \kappa}+i E \tau\right\}
\end{gather*}
$$

If the detector moves moderately fast and if the condition $a, b \gg \tau_{i}$ is satisfied, then integral (46) can be taken by the stationary-phase method:

$$
I(k, E) \approx \frac{i \kappa E^{1 / 2 \kappa-1}}{k t_{i}} \sqrt{\frac{1+v}{1-v}}
$$

$$
\begin{aligned}
& \times\left\{\frac{\exp (i E b)}{(E b)^{1 / 2 \kappa}} \frac{\exp \left\{-i k t_{i} \sqrt{\frac{1-v}{1+v}}\left(\frac{b}{\tau_{i}}\right)^{1 / \kappa}\right\}}{\left(b / \tau_{i}\right)^{1 / \kappa-1}}\right. \\
& \left.-\frac{\exp (i E a)}{(E a)^{1 / 2 \kappa}} \frac{\exp \left\{-i k t_{i} \sqrt{\frac{1-v}{1+v}}\left(\frac{a}{\tau_{i}}\right)^{1 / \kappa}\right\}}{\left(b / \tau_{i}\right)^{1 / \kappa-1}}\right\}
\end{aligned}
$$

The final form of the detector response function $F(E)$ is

$$
\begin{gather*}
F(E)=\frac{\lambda_{s}^{2}}{L^{3}} \sqrt{1-v^{2}} \tau_{i}^{1 / \kappa} \int_{1 / t_{i}}^{\infty} \frac{d k n_{1}(k)}{k^{3} E^{2}} \\
\times\left\{\left[\frac{\kappa \cos \left(E b-\xi k(E b)^{1 / \kappa}\right)}{\xi(E b)^{1 / \kappa-1} b^{1 / 2 \kappa}}-\frac{\kappa \cos \left(E a-\xi k(E a)^{1 / \kappa}\right)}{\xi(E a)^{1 / \kappa-1} a^{1 / 2 \kappa}}\right]^{2}\right.  \tag{48}\\
\left.+\left[\frac{\kappa \sin \left(E b-\xi k(E b)^{1 / \kappa}\right)}{\xi(E b)^{1 / \kappa-1} b^{1 / 2 \kappa}}-\frac{\kappa \sin \left(E a-\xi k(E a)^{1 / \kappa}\right)}{\xi(E a)^{1 / \kappa-1} a^{1 / 2 \kappa}}\right]^{2}\right\} \\
+\left(\frac{1-v}{1+v} \longrightarrow \frac{1+v}{1-v}\right),
\end{gather*}
$$

where

$$
\xi=\sqrt{\frac{1-v}{1+v}} \frac{t_{i}}{\left(E \tau_{i}\right)^{1 / \kappa}}
$$

We see that, if the detector is in a switched-on state at $\tau \in(a, b)$, then it is excited by quanta with momenta $k$ from the interval

$$
\left(E\left(\frac{a}{t_{i}}\right)^{1 / \kappa} \sqrt{\frac{1-v}{1+v}}, E\left(\frac{b}{t_{i}}\right)^{1 / \kappa} \sqrt{\frac{1-v}{1+v}}\right)
$$

So, for $t \longrightarrow-\infty$, the asymptotically flat spacetime (the background-related energy decreases as $1 / t^{2}$ ) is filled with particles whose energy density cannot be ignored (it decreases as $1 / t$ ). The cosmological solutions with zero occupation numbers have a zero measure in the function space of the problem and, in this sense, are atypical. Thus, there is an infinite arbitrariness in choosing the initial state for Veneziano's model, and the problem of initial data remains to be solved (see [8]).

## 4. THE SPACETIME STRUCTURE NEAR THE SINGULARITY

In the limit $t \longrightarrow-0$, the spacetime metric in the string frame is asymptotically equivalent to the Kasner metric with the indices

$$
\begin{align*}
& p_{1}=\frac{\left[\left(\beta+\beta_{1}\right)^{2}+\left(\psi+\psi_{1}\right)^{2}-1\right] / 2+\psi+\psi_{1}}{\left[\left(\beta+\beta_{1}\right)^{2}+\left(\psi+\psi_{1}\right)^{2}+3\right] / 2+\psi+\psi_{1}}  \tag{49}\\
& p_{2}=\frac{1+\psi+\psi_{1}+\beta+\beta_{1}}{\left[\left(\beta+\beta_{1}\right)^{2}+\left(\psi+\psi_{1}\right)^{2}+3\right] / 2+\psi+\psi_{1}}  \tag{50}\\
& p_{3}=\frac{1+\psi+\psi_{1}-\beta-\beta_{1}}{\left[\left(\beta+\beta_{1}\right)^{2}+\left(\psi+\psi_{1}\right)^{2}+3\right] / 2+\psi+\psi_{1}} \tag{51}
\end{align*}
$$

where

$$
\begin{align*}
& \psi_{1}=\sum_{k} \frac{2}{\pi} N\left[e^{i \pi / 4}\left(b_{1 k} e^{i k x}+b_{2 k} e^{-i k x}\right)+\text { c.c. }\right]  \tag{52}\\
& \beta_{1}=\sum_{k} \frac{2}{\pi} N\left[e^{i \pi / 4}\left(b_{3 k} e^{i k x}+b_{4 k} e^{-i k x}\right)+\text { c.c. }\right] \tag{53}
\end{align*}
$$

and $N=\sqrt{\pi \lambda_{s}^{2} t_{i} / 2 L^{3}}$ is the normalization constant for the modes calculated in the preceding section.

The contribution to the action of dilaton $\phi$ from the part of the classical trajectory (22) in the vicinity of the cosmological singularity $\Delta S_{\text {sing }}$ logarithmically diverges-it is proportional to $\ln \left(\Lambda / t_{0}\right)$, where $\Lambda$ is the beginning of the Kasner epoch and $t_{0} \longrightarrow 0$ is some small time scale. At the same time, the remaining contribution to the action is finite. This can be interpreted as the destruction of quantum coherence [9] between the modes $c_{1 k}$ and $c_{2 k}\left(c_{3 k}\right.$ and $\left.c_{4 k}\right)$ for which the condition $|k t| \ll 1$ is satisfied. Because of this destruction, the modes with a wavelength longer than the cosmological horizon "freeze"-their amplitudes may be considered to be classical, randomly distributed variables rather than operators. ${ }^{5}$ These modes contribute to the Kasner indices. The physical cause of this effect is that the radius of the cosmological horizon $H^{-1}$ specifies the causal connectivity scale in the theory; accordingly, the quantum quantities can correlate only on scales smaller than $H^{-1}$. Amplitude freezing implies that an observer living at the Kasner epoch will always record the same Kasner indices, irrespective of the number of experiments that he or she carries out. Nevertheless, before the time the Kasner asymptotics becomes valid, we

[^3]cannot predict with confidence precisely what Kasner indices the observer will record-in this sense, the Kasner indices are random variables. Thus, the spacetime structure becomes stochastic as $t \longrightarrow-0$, and it makes sense to discuss the behavior of the various correlation functions of the Kasner indices. Below, we disregard the time-independent contributions to the metric, because they bear no relation to the behavior of the metric singularity for $t \longrightarrow-0$.

Technically, it is more convenient not to pass to world time but work with a metric of the form

$$
d s^{2}=t^{q_{1}}\left(d t^{2}-d x^{2}\right)-t^{q_{2}} d y^{2}-t^{q_{3}} d z^{2} .
$$

The quantities $q_{1}, q_{2}$, and $q_{3}$ are related to the Kasner indices by

$$
\begin{equation*}
q_{1}=\frac{2 p_{1}}{1-p_{1}}, \quad q_{2}=\frac{2 p_{2}}{1-p_{1}}, \quad q_{3}=\frac{2 p_{3}}{1-p_{1}} . \tag{54}
\end{equation*}
$$

Since the identity $p_{1}^{2}+p_{2}^{2}+p_{3}^{2}=1$ holds in the string frame, the following relation is also valid:

$$
\begin{equation*}
q_{2}^{2}+q_{3}^{2}=4\left(q_{1}+1\right) . \tag{55}
\end{equation*}
$$

The stochastic spacetime structure can be completely determined by calculating the distribution function

$$
\begin{gathered}
F(\lambda, \mu)=\left\langle\delta\left(q_{2}-\lambda\right) \delta\left(q_{3}-\mu\right)\right\rangle \\
=\int d x d y e^{-i(\lambda x+\mu y)}\left\langle e^{i\left(q_{2} x+q_{3} y\right)}\right\rangle
\end{gathered}
$$

Since $q_{1}$ can be unambiguously determined from the known quantities $q_{2}$ and $q_{3}$, this distribution function allows expressions for any correlators of the indices $q_{i}$ to be derived. After simple calculations, we obtain

$$
\begin{gather*}
F(\lambda, \mu)=\frac{\pi}{\sqrt{N_{1} N_{3}}} \\
\times \exp \left\{-\frac{\left(1+\psi-\frac{\lambda+\mu}{2}\right)^{2}}{2 N_{1}}-\frac{\left(\beta-\frac{\lambda-\mu}{2}\right)^{2}}{2 N_{3}}\right\}, \tag{56}
\end{gather*}
$$

where

$$
N_{1}=\sum_{k} \frac{n_{1 k} N^{2}}{\pi^{2}}, \quad N_{3}=\sum_{k} \frac{n_{3 k} N^{2}}{\pi^{2}} .
$$

This function characterizes the spacetime "in the infinitely small." Since the problem is translationally invariant, all points in space are equal in rights: the locally measured Kasner indices are the random variables described by the distribution function (56). How-
ever, the probability that the Kasner indices are small at a given point in space and large at a point infinitely close to it approaches zero. The nonlocal correlation properties of the Kasner indices are specified in part by the two-point correlation functions ${ }^{6}$

$$
\begin{gather*}
\left\langle q_{2}(x) q_{2}\left(x^{\prime}\right)\right\rangle=(1+\psi+\beta)^{2} \\
+\sum_{k} \frac{16 N^{2}\left(n_{1 k}+n_{3 k}\right)}{\pi^{2}} \cos \left[k\left(x-x^{\prime}\right)\right],  \tag{57}\\
\left\langle q_{3}(x) q_{3}\left(x^{\prime}\right)\right\rangle=(1+\psi-\beta)^{2} \\
+\sum_{k} \frac{16 N^{2}\left(n_{1 k}+n_{3 k}\right)}{\pi^{2}} \cos \left[k\left(x-x^{\prime}\right)\right],  \tag{58}\\
\left\langle q_{2}(x) q_{3}\left(x^{\prime}\right)\right\rangle=(1+\psi)^{2}-\beta^{2} \\
+\sum_{k} \frac{16 N^{2}\left(n_{1 k}-n_{3 k}\right)}{\pi^{2}} \cos \left[k\left(x-x^{\prime}\right)\right] . \tag{59}
\end{gather*}
$$

We can see that the correlation is oscillatory in pattern, which is an artifact of the method of specifying the initial conditions for $t \longrightarrow-\infty$.

In conclusion, let us consider the transition possibility from the superinflationary expansion of the universe to its contraction as the cosmological singularity is approached.

If the spacetime metric is isotropic and uniform, then we say that the universe undergoes superinflationary expansion when the following condition is satisfied:

$$
\dot{H}=\frac{\ddot{a}}{a}-\left(\frac{\dot{a}}{a}\right)^{2}>0
$$

where $a$ is the scale factor. If the latter changes with time as $a=(-t)^{p}$, then the inequality is satisfied for $p<0$. This criterion can be generalized to the anisotropic case in two ways (as we will see below, the results depend only slightly on the choice of a criterion):
(i) by introducing not one but three scale factors and requiring the satisfaction of the inequalities $p_{1}<0$, $p_{2}<0$, and $p_{3}<0$;
(ii) by requiring the satisfaction of the inequality $p_{1}+p_{2}+p_{3}<0$, which characterizes the behavior of the comoving 4 -volume element.

Since the spacetime acquires a stochastic structure that is locally characterized by distribution (56) as the singularity is approached, there is a nonzero probability that superinflation will stop and will give way to con-

[^4]

Fig. 1. Behavior of the probability of maximum superinflation duration, $w\left(\sum p_{i}<0\right)$, as a function of $N_{1}$ and $N_{3}$ for
$\psi=-\sqrt{3}$ and $\beta=0$ at relatively low graviton and dilaton densities in the initial state.


Fig. 2. Behavior of the transition probability from superinflationary expansion to contraction in all directions, $w\left(\forall p_{i}>0\right)$, as a function of $N_{1}$ and $N_{3}$ for $\psi=-\sqrt{3}$ and $\beta=0$ and high energy densities of gravitons $N_{1}$ and dilatons $N_{3}$ in the initial state.
traction. It is easy to see that, according to criterion (i), the inverse (in a sense) quantity-the probability that superinflation continues until the fall of the universe to a singularity of the second type-is

$$
\begin{gathered}
w\left(\forall p_{i}<0\right)=w\left(\forall q_{i}<0\right) \\
=\frac{1}{2 \pi \sqrt{N_{1} N_{3}}} \int_{0}^{\sqrt{2}} \rho d \rho \int_{3 \pi / 4}^{5 \pi / 4} d \phi \\
\times \exp \left\{-\frac{(1+\psi-\rho \cos \phi)^{2}}{2 N_{1}}-\frac{(\beta-\rho \cos \phi)^{2}}{2 N_{3}}\right\} .
\end{gathered}
$$

In the physically interesting case with $N_{1}, N_{3} \longrightarrow \infty$ and $\psi, \beta \sim 1$, we have

$$
\begin{equation*}
w\left(\forall p_{i}<0\right) \approx \frac{1}{8 \sqrt{N_{1} N_{3}}} . \tag{61}
\end{equation*}
$$

The probability that superinflationary expansion will give way to contraction in all directions in the same limit behaves as

$$
\begin{equation*}
w\left(\forall p_{i}>0\right) \approx \frac{1}{\pi} \arctan \sqrt{\frac{N_{1}}{N_{3}}}-\frac{1}{8 \sqrt{N_{1} N_{3}}} . \tag{62}
\end{equation*}
$$

If, however, we proceed from criterion (ii), then the probability of maximum superinflation duration is

$$
\begin{gather*}
w\left(\sum p_{i}<0\right) \\
=\frac{1}{2 \pi \sqrt{N_{1} N_{3}}} \int_{0}^{\sqrt{6}} \rho d \rho \int_{0}^{2 \pi} d \phi \exp \left\{-\frac{(3+\psi-\rho \cos \phi)^{2}}{2 N_{1}}\right.  \tag{63}\\
\left.-\frac{(\beta-\rho \sin \phi)^{2}}{2 N_{3}}\right\} \approx \frac{3}{\sqrt{N_{1} N_{3}}}, \\
N_{1}, N_{3} \longrightarrow \infty, \quad \psi, \beta \sim 1 .
\end{gather*}
$$

Since asymptotics (60) and (63) are virtually independent of the choice of a superinflation duration criterion, we can say that superinflationary expansion necessarily gives way to contraction as the cosmological singularity is approached.

Figure 1 shows the behavior of the probability of maximum superinflation duration $w\left(\sum p_{i}<0\right)$ as a function of $N_{1}$ and $N_{3}$ for $\psi=-\sqrt{3}$ and $\beta=0$, which corresponds to the absence of a seed anisotropy, i.e., Veneziano's universe. Interestingly, at moderately large $N_{1}$ and $N_{3}$, an increase in the graviton energy density with respect to the dilaton energy density generally causes this probability to decrease. Nevertheless, at large $N_{1}$ and $N_{3}$, the graviton and dilaton energy densities have the same weight from the viewpoint of their influence on the probability of maximum superinflation duration-an increase in the number of gravitons and dilatons in the initial state always causes this probability to decrease.

When considering the asymptotics of the probability of transition from superinflation to contraction in all directions, $w\left(\forall p_{i}>0\right)$ at large $N_{l}$ and $N_{3}$, we arrive at a similar picture (see Fig. 2): an increase in the number of gravitons in the initial state generally causes this probability to decrease, while an increase in the number of dilatons causes it to increase. This implies that the statistical weight of the states describing anisotropic expansion (when there is expansion in two of the three
directions in space and contraction in the third direction, etc.) becomes large; the higher the graviton energy density in the initial state, the larger this weight.

## 5. CONCLUSIONS

We have considered the structure of the cosmological singularity in Veneziano's model. As we showed, the problem of uniqueness in choosing the initial conditions in Veneziano's scenario has yet to be solvedthe asymptotically flat world that corresponds to the initial state in the scenario can be filled with gravitational and scalar field quanta. In order to understand what influence any variations in initial data has on the spacetime structure near the singularity, we constructed an exact solution that described the gravitational and scalar field quanta propagating against the background of asymptotically flat spacetime in the limit $t \longrightarrow-\infty$. The spacetime near the singularity was shown to be described by the Kasner metric with indices that are classical random variables. Our calculations of the distribution function for the Kasner indices and the probabilities of maximum superinflation duration and a transition from superinflation to contraction in all directions (which corresponds to the transition from a singularity of the second type to an ordinary singularity corresponding to the invariants of the curvature tensor becoming infinite) indicate that an increase in the number of gravitons in the initial state causes the statistical weight of the evolutions corresponding to anisotropic expansion to increase.

Physically, this implies that the spacetime near the singularity acquires a domain structure, with an anisotropic expansion of its own being realized in each domain.

Thus, we can say that the quantization of Veneziano's scenario in the low-energy approximation of the string theory does not lead to a general softening of the singularity and ideas of the nonperturbative string the-
ory must be invoked to solve the problem of the transition from inflation to decelerating Friedmann expansion.
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#### Abstract

The angular distribution of Auger electrons, and the numerically calculated anisotropy parameters of the angular distribution $\alpha_{2}$ for $\left(M_{3} \longrightarrow N_{2} N_{3}\right),\left(M_{3} \longrightarrow N_{3} N_{3}\right),\left(M_{4} \longrightarrow N_{1} N_{3}\right),\left(M_{4} \longrightarrow N_{4} N_{5}\right),\left(M_{4} \longrightarrow\right.$ $N_{5} N_{5}$ ), and ( $M_{4,5} \longrightarrow O_{2,3} O_{2,3}$ ) transitions in a Xe atom are given. The matrix elements are calculated by using the nonrelativistic Hartree-Fock method in $L S$ coupling and the relativistic Hartree-Fock-Dirac method in both $j j$ coupling (the single-configuration approximation) and intermediate coupling (the multiconfiguration approximation). © 2003 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The existence of anisotropy in the angular distribution of Auger electrons in atoms was first predicted by Mehlhorn [1]. This effect has since been extensively studied experimentally and theoretically. Of particular interest in these studies are the Auger electrons produced when the deep vacancies formed by the interaction of atoms with synchrotron radiation are filled [2]. A general theory for the anisotropy in the angular distribution of Auger electrons was developed in [3-6], where the den-sity-matrix formalism was used. Subsequently, the angular distribution coefficients were calculated by several theoretical groups [7-9]. However, as was noted in $[6,9,10]$, there are often discrepancies between experimental data and calculations, indicating that the studies of the angular distribution of Auger electrons should be continued. The causes of these discrepancies have not yet been completely elucidated. They can result from imperfection of the theory for the angular distribution of Auger electrons itself (in particular, the necessity of allowing for the interference of the final states of an ion + Auger electron system [11]) and from the use of different approximations in calculating the wave functions of the initial and final ion states and the continuum wave functions.

In this paper, we use the theory for the angular distribution of Auger electrons developed in [6-8]. This theory is generalized to atoms with open valence shells for both $L S$ and $j j$ couplings. In addition, we derive expressions for the anisotropy coefficients of the angular distribution $\alpha_{2}$ for intermediate coupling, i.e., for the multiconfiguration relativistic wave functions of the final and initial ion states. The wave functions of ions were calculated by the Hartree-Fock method and the
multiconfiguration relativistic Hartree-Fock-Dirac method.

The parameters of the angular Auger electron distribution depend on the quality of the continuum wave function, which was calculated in many previous studies by using rough approximations. In particular, the exchange interaction between the continuum electron and the core electrons, as well as the nondiagonal Lagrange factors that ensure the orthogonality of the continuum wave function to single-electron occupied ion states, was disregarded. In this paper, we consider the influence of these approximations on the angular distribution parameter $\alpha_{2}$. We determine the continuum wave function in our relativistic calculations by solving the relativistic Hartree-Fock-Dirac equations. In calculating the continuum wave functions, the influence of relativistic effects on $\alpha_{2}$ may prove to be significant, because the behavior of the continuum wave function in the core region mainly contributes to $\alpha_{2}$.

In the next section, we describe the basic theoretical principles used to calculate the anisotropy parameter for the angular distribution of Auger electrons. In Section 3, we give the angular anisotropy parameters $\alpha_{2}$ for $\left(M_{3} \longrightarrow N_{2} N_{2}\right),\left(M_{3} \longrightarrow N_{3} N_{3}\right),\left(M_{4} \longrightarrow N_{1} N_{3}\right)$, $\left(M_{4} \longrightarrow N_{4} N_{4}\right),\left(M_{4} \longrightarrow N_{5} N_{5}\right)$, and $\left(M_{4,5} \longrightarrow\right.$ $\mathrm{O}_{2,3} \mathrm{O}_{2,3}$ ) transitions in a Xe atom calculated by using various approximations.

## 2. THE GENERAL THEORY

The scattering of electrons or photons by an atom $\mathrm{A}\left(J_{0}\right)$ can give rise to a vacancy in the inner shell of $\mathrm{A}^{+}\left(J_{1}\right)$. The formed vacancy can be filled with the emis-
sion of a photon or an electron (the Auger process). In this paper, we consider the Auger process

$$
\begin{align*}
\mathrm{A}\left(J_{0}\right)+e \longrightarrow e_{s}+e_{d}+\mathrm{A}^{+}\left(J_{1}\right) \\
\mathrm{A}^{+}\left(J_{1}\right) \longrightarrow \mathrm{A}^{2+}(J)+e_{A} . \tag{1}
\end{align*}
$$

Here, $e_{s}$ and $e_{d}$ are the scattered and dislodged electrons, respectively. The Auger process results in the formation of a doubly charged ion $\mathrm{A}^{2+}(J)$ and a continuum Auger electron $e_{A}$ in the final state. Since the lifetime of the excited state is much longer than the collision time, we can imagine that the scattering takes place in two independent stages: first, the formation of a vacancy and, second, Auger decay [1]. To eliminate the interference between the states of the two electrons, $e_{s}$ and $e_{A}$, let us consider a process in which the energies of the scattered and Auger electrons are unequal. The quantum states of the electrons $e_{s}$ and $e_{d}$ and the doubly charged ion are not fixed in the experiment. In addition, we assume that neither the electron $(e)$ nor the atom $\mathrm{A}\left(J_{0}\right)$ are polarized in the initial state $\left(A\left(\gamma_{0} J_{0}\right)\right)$.

A preferential direction is formed when electrons are scattered by an atom in a system of colliding particles, which, as was shown in [12], leads to anisotropy in the angular intensity distribution $I(\Theta)$ of Auger electrons. An expression for the angular distribution $I(\Theta)$ of Auger electrons was derived by several authors [1, 4-7]. In [6], the parameters $A(K k Q)$, which contain information about the dynamics and geometry of the Auger process, were introduced to describe the angular distribution $I(\Theta)$. General expressions for $A(K k Q)$ are given in the same paper:

$$
\begin{gather*}
A(K k Q)=\sqrt{(2 K+1)(2 k+1)} \\
\left.\times \sum_{M, M_{1}, M_{1} m_{s}, m_{s}^{\prime}} \sum(-1)^{J_{1}-M_{1}+1 / 2-m_{s}( } \begin{array}{ccc}
J_{1} & J_{1} & K \\
M_{1}-M_{1}^{\prime} & -Q
\end{array}\right) \\
\times\left(\begin{array}{ccc}
\frac{1}{2} & \frac{1}{2} & k \\
m_{1} & -m_{s}^{\prime}-Q
\end{array}\right)\left\langle J M, p^{(-)} m_{s}\right| V\left|J_{1} M_{1}\right\rangle  \tag{2}\\
\times\left\langle J M, p^{(-)} m_{s}^{\prime}\right| V\left|J_{1} M_{1}^{\prime}\right\rangle^{*}
\end{gather*}
$$

where $V$ is the electron-electron Coulomb interaction operator:

$$
\begin{equation*}
V=\frac{1}{2} \sum_{i \neq j} v\left(\mathbf{r}_{i}, \mathbf{r}_{j}\right), \quad v\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\frac{1}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \tag{3}
\end{equation*}
$$

### 2.1. Intermediate and $j j$ Couplings

By expanding the wave function of the Auger electron continuum $\left\langle p^{(-)} m_{s}\right|$ in terms of spherical waves and
taking into account the spin-orbit interaction [7], we can derive the following expression for $A(K k Q)$ :

$$
\begin{gather*}
A(K k Q)=\frac{1}{4 \pi p} \sqrt{(2 K+1)(2 k+1)} \\
\times \sum_{l, l^{\prime}} i^{l^{\prime}-l} \exp \left[i\left(\sigma_{l}^{j}-\sigma_{l^{\prime}}^{j^{\prime}}\right)\right] \sum_{j, j^{\prime}}(-1)^{J+J_{1}+j+Q+l^{\prime}}  \tag{4}\\
\times \sqrt{(2 l+1)\left(2 l^{\prime}+1\right)(2 j+1)\left(2 j^{\prime}+1\right)} \\
\times\left\{\begin{array}{ccc}
J & J_{1} & j \\
K & j^{\prime} & J_{1}
\end{array}\right\} \sum_{X}(2 X+1)\left(\begin{array}{ccc}
X & l^{\prime} & l \\
0 & 0 & 0
\end{array}\right) \\
\times\left(\begin{array}{ccc}
K & X & k \\
-Q & 0 & Q
\end{array}\right)\left\{\begin{array}{ccc}
\frac{1}{2} & \frac{1}{2} & k \\
j^{\prime} & j & K \\
l^{\prime} & l & X
\end{array}\right\} \\
\times\left\langle(J, \varepsilon j) J_{1}\|V\| J_{1}\right\rangle\left\langle\left(\begin{array}{lll}
J, \varepsilon & \left.\left.j^{\prime}\right) J_{1}\|V\| J_{1}\right\rangle
\end{array}\right.\right.
\end{gather*}
$$

where $l+l^{\prime}$ is even. Here, we use the notation of the Clebsch-Gordan coefficients, the $6 j$ and $9 j$ symbols from [13], and $\sigma_{l}^{j}$ is the phase shift for the continuum electron in a state $\langle l j|$.

The angular distribution coefficients $\alpha_{K}$ are related to the parameters $A(K k Q)$ as follows [6]:

$$
\begin{equation*}
\alpha_{K}(J)=\frac{A(K 00)}{A(000)} \tag{5}
\end{equation*}
$$

For $\alpha_{K}$, we can easily obtain

$$
\begin{align*}
& \alpha_{K}=\left(\sum_{l j}\left\langle J_{1}\|V\|(J j) J_{1}\right\rangle^{2}\right)^{-1} \sqrt{(2 K+1)\left(2 J_{1}+1\right)} \\
& \times \sum_{l l^{\prime}} \sum_{j j^{\prime}}(-1)^{J+J_{1}-1 / 2+l^{\prime}} i^{l+l^{\prime}} C(K)_{j j^{\prime}}  \tag{6}\\
& \times \cos \left(\sigma_{l^{\prime}}-\sigma_{l}\right)\left\langle J_{1}\|V\|(J j) J_{1}\right\rangle\left\langle J_{1}\|V\|\left(J j^{\prime}\right) J_{1}\right\rangle
\end{align*}
$$

where

$$
\begin{align*}
C(K)_{j j^{\prime}} & =-(-1)^{K+2 j^{\prime}} \sqrt{\frac{(2 j+1)\left(2 j^{\prime}+1\right)}{2 K+1}} \\
& \times C_{j^{\prime}-1 / 2, j^{\prime} 1 / 2}^{K 0}\left\{\begin{array}{ccc}
J & J_{1} & j \\
K & j^{\prime} & J_{1}
\end{array}\right\} \tag{7}
\end{align*}
$$

The above matrix elements $\left\langle J_{1}\|V\|(J j) J_{1}\right\rangle$ were determined for the initial and final multielectron states of an arbitrary atom. In general, these matrix elements can be calculated by using the Wigner-Eckart theorem [13, 14] if the multielectron wave function $\Psi_{J_{1}, M_{1}}$ of the initial state of $\mathrm{A}^{+}\left(J_{1}\right)$, the wave function $\Psi_{J, M}$ of the final state of $\mathrm{A}^{2+}(J)$, and the single-electron wave function $\psi_{j m}$ of the Auger electron are known:

$$
\begin{gather*}
\left\langle J_{1}\|V\|(J, j) J_{1}\right\rangle \\
=\frac{\sqrt{2 J_{1}+1}}{C_{J M, j m}^{J_{1} M_{1}}}\left\langle J_{1} M_{1}\right| V|J M, j m\rangle . \tag{8}
\end{gather*}
$$

The wave functions $\Psi_{J_{1}, M_{1}}$ and $\Psi_{J, M}$ can be calculated by the relativistic single-configuration Hartree-Fock-Dirac method. In this case, the coefficients $\alpha_{K}$ are determined in $j j$ coupling. For atoms with closed shells, this approach is equivalent to the approach developed in [6-8] and is justified only for heavy atoms with closed shells, where the final state of $\mathrm{A}^{2+}(J)$ has vacancies at deep core levels. More accurate results can be obtained by the multiconfiguration Hartree-Fock method. In particular, we can take into account the superposition of all the relativistic configurations that correspond to one nonrelativistic configuration of the ion, i.e., all the configurations that have the same populations of the nonrelativistic shells ( $n l$ ) and different populations of the relativistic shells $(n l j)$. We will call this approximation intermediate coupling. Obviously, the intermediate coupling transforms into $L S$ coupling in the nonrelativistic limit. This cannot be asserted for pure $j j$ coupling for systems with open shells and, in particular, for ions with two vacancies at inner levels.

For atoms with closed valence shells, we can derive an expression for the above matrix elements $\left\langle J_{1}\|V\|(J j) J_{1}\right\rangle$ in hole representation in a pure $j j$ coupling:

$$
\begin{array}{r}
\left\langle(J, \varepsilon j) J_{1}\|V\| J_{1}\right\rangle=(-1)^{\Theta+j}  \tag{9}\\
\times\left\langle\left(l_{f} j_{f}, l_{f}^{\prime} j_{f}^{\prime}\right) J\|v\|\left(l_{i} j_{i}, \varepsilon l j\right) J\right\rangle,
\end{array}
$$

where $l_{f} j_{f}$ and $l_{f}^{\prime} j_{f}^{\prime}$ are the quantum numbers of two vacancies of $\mathrm{A}^{2+}(J)$, and $l_{i j} j_{i}$ are the quantum numbers of one vacancy of the initial state of $\mathrm{A}^{+}\left(J_{1}\right)$. $\Theta$ is a halfinteger and depends on the choice of phase factors for the wave functions of the initial and final ion states. When (9) is substituted into (4) and (6), the dependence on $\Theta$ vanishes and the additional phase factor is $(-1)^{j+j^{\prime}+1}$. The derived expressions for $A(K k Q)$ and $\alpha_{K}$ in hole representation are similar to (9) and (25) from [7].

The above matrix element in hole representation for $j j$ coupling was obtained in [15] and is given in final form in [7]. In our notation, it is

$$
\begin{gather*}
\left\langle\left(l_{f} j_{f}, l_{f}^{\prime} j_{f}^{\prime}\right) J\|v\|\left(l_{i} j_{i}, \varepsilon l j\right) J\right\rangle \\
=\tau(-1)^{j_{f}^{\prime}+j_{i}} \sqrt{\left(2 j_{f}+1\right)\left(2 j_{f}^{\prime}+1\right)(2 J+1)} \\
\times\left[(-1)^{\prime} \sum_{k} C_{j_{f}}^{j_{i} / 2 / 2, k 0} C_{j_{f}^{\prime} / 12, k 0}^{j 1 / 2}\left\{\begin{array}{ccc}
j_{f}^{\prime} & j & k \\
j_{i} & j_{f} & J
\end{array}\right\}\right.  \tag{10}\\
\times R^{k}\left(n_{f} l_{f} j_{f}, n_{f}^{\prime} l_{f}^{\prime} j_{f}^{\prime}, n_{i} l_{i} j_{i}, \varepsilon l j\right) \\
+\sum_{k} C_{j_{f}^{\prime} / 1 / 2, k 0}^{j_{i} / 2} C_{j_{f} / 2 / 20}^{j 1 / 2}\left\{\begin{array}{ccc}
j_{f} & j & k \\
j_{i} & j_{f}^{\prime} & J
\end{array}\right\} \\
\left.\times R^{k}\left(n_{f} l_{f} j_{f}, n_{f}^{\prime} l_{f}^{\prime} j_{f}^{\prime}, \varepsilon l j, n_{i} l_{i} j_{i}\right)\right],
\end{gather*}
$$

where the coefficient $\tau$ depends on whether the two vacancies of $\mathrm{A}^{2+}(J)$ are equivalent or not:

$$
\tau= \begin{cases}1, & n_{f} l_{f} j_{f} \neq n_{f}^{\prime} l_{f}^{\prime} j_{f}^{\prime}  \tag{11}\\ \frac{1}{\sqrt{2}}, & n_{f} l_{f} j_{f}=n_{f}^{\prime} l_{f}^{\prime} j_{f}^{\prime} .\end{cases}
$$

The radial integrals $R^{k}$ in (10) are identical to the standard radial integrals used in the Hartree-Fock-Dirac method [16]:

$$
\begin{gather*}
R^{k}(A, B, C, D)=\int_{0}^{\infty} d r_{1} \int_{0}^{\infty} d r_{2},  \tag{12}\\
{\left[P_{A}\left(r_{1}\right) P_{C}\left(r_{1}\right)+Q_{A}\left(r_{1}\right) Q_{C}\left(r_{1}\right)\right]} \\
\times \gamma_{k}\left(r_{1}, r_{2}\right)\left[P_{B}\left(r_{1}\right) P_{D}\left(r_{1}\right)+Q_{B}\left(r_{1}\right) Q_{D}\left(r_{1}\right)\right],
\end{gather*}
$$

where $A, B, C$, and $D$ number the relativistic shells; $P$ and $Q$ are the large and small components of the radial wave function, respectively; and

$$
\begin{equation*}
\gamma_{k}\left(r_{1}, r_{2}\right)=\frac{r_{<}^{k}}{r_{>}^{k+1}} \tag{13}
\end{equation*}
$$

### 2.2. LS Coupling

If the relativistic effects are negligible, then the approximation of $L S$ coupling can be used to describe the ion states. The standard transformation from $j j$ coupling to $L S$ coupling for the final state should be used to derive an expression for the angular distribution param-
eters $A(K 00)$ in $L S$ coupling. For the above matrix element in $L S$ coupling, we then obtain (see, e.g., [17])

$$
\begin{gather*}
\left\langle(J, \varepsilon l j) J_{1}\|V\| J_{1}\right\rangle \\
=\sqrt{\left(2 L_{1}+1\right)\left(2 S_{1}+1\right)(2 J+1)(2 j+1)} \\
\times\left\{\begin{array}{ccc}
L & S & J \\
l & \frac{1}{2} & J \\
L_{1} & S_{1} & J_{1}
\end{array}\right\}  \tag{14}\\
\times\left\langle\left(\left(L S, \varepsilon l \frac{1}{2}\right) L_{1} S_{1}\right) J_{1}\|V\|\left(L_{1} S_{1}\right) J_{1}\right\rangle .
\end{gather*}
$$

Using the Wigner-Eckart theorem, we can easily obtain

$$
\begin{gather*}
\left\langle\left(\left(L S, \varepsilon l \frac{1}{2}\right) L_{1} S_{1}\right) J_{1}\|V\|\left(L_{1} S_{1}\right) J_{1}\right\rangle \\
=\sqrt{\frac{\left(2 J_{1}+1\right)}{\left(2 L_{1}+1\right)\left(2 S_{1}+1\right)}}  \tag{15}\\
\quad \times\left\langle\left(L S, \varepsilon l \frac{1}{2}\right) L_{1} S_{1}\|V\| L_{1} S_{1}\right\rangle .
\end{gather*}
$$

In this case, instead of (14), we have

$$
\begin{align*}
& \left\langle(J, \varepsilon l j) J_{1}\|V\| J_{1}\right\rangle=\sqrt{\left(2 J_{1}+1\right)(2 J+1)(2 j+1)} \\
& \quad \times\left\{\begin{array}{rrr}
L & S & J \\
l & \frac{1}{2} & j \\
L_{1} & S_{1} & J_{1}
\end{array}\right\}\left\langle\left(L S, \varepsilon l \frac{1}{2}\right) L_{1} S_{1}\|V\| L_{1} S_{1}\right\rangle . \tag{16}
\end{align*}
$$

For the parameters $A(K 00)$ in $L S$ coupling, we can then derive the expression

$$
\begin{gathered}
A(K 00)=\frac{1}{4 \sqrt{2} \pi p} \sum_{l, l^{\prime}} i^{l^{\prime}-l} \exp \left[i\left(\sigma_{l}-\sigma_{l^{\prime}}\right)\right] \\
\times \sqrt{(2 l+1)\left(2 l^{\prime}+1\right)} C_{l 0, l^{\prime} 0}^{K 0} \sum_{j, j^{\prime}}(-1)^{1 / 2-J-J_{1}+l+l^{\prime}} \\
\times\left(2 J_{1}+1\right)(2 J+1)(2 j+1)\left(2 j^{\prime}+1\right)\left\{\begin{array}{cc}
\frac{1}{2} & j^{\prime} l^{\prime} \\
K & l
\end{array}\right\} \\
\times\left\{\begin{array}{ccc}
J & J_{1} & j \\
K & j^{\prime} & J_{1}
\end{array}\right\}\left\{\begin{array}{ccc}
J_{1} & L_{1} & S_{1} \\
J & L & S \\
j & l & \frac{1}{2}
\end{array}\right\}\left\{\begin{array}{ccc}
J_{1} & L_{1} & S_{1} \\
J & L & S \\
j^{\prime} & l^{\prime} & \frac{1}{2}
\end{array}\right\}
\end{gathered}
$$

$\times\left\langle\left(L S, \varepsilon l \frac{1}{2}\right) L_{1} S_{1}\|V\| L_{1} S_{1}\right\rangle\left\langle\left(L S, \varepsilon l^{\prime} \frac{1}{2}\right) L_{1} S_{1}\|V\| L_{1} S_{1}\right\rangle$.
Here, $L_{1}, S_{1}$, and $J_{1}$ are the quantum numbers that describe the state of the singly charged ion $\mathrm{A}^{+} ; L, S$, and $J$ are the quantum numbers that describe the state of the doubly charged ion $\mathrm{A}^{++} ; l$ and $l^{\prime}$ are the orbital quantum numbers of the continuum (Auger) electron. Since the nonrelativistic wave function of the Auger electron does not depend on the quantum number $j$, the above matrix elements in (17) do not depend on $j$ and $j^{\prime}$. Performing the summation over $j$ and $j^{\prime}$, we can then transform (17) to

$$
\begin{align*}
& A(K 00)=\frac{1}{\sqrt{2}} \frac{1}{4 \pi p}(2 J+1)\left(2 J_{1}+1\right) \\
& \times \sum_{l, l^{\prime}} i^{l^{\prime}-1} \exp \left[i\left(\sigma_{l}-\sigma_{l^{\prime}}\right)\right] \sqrt{(2 l+1)\left(2 l^{\prime}+1\right)} C_{l 0, l^{\prime} 0}^{K 0} \\
& \times \sum_{x}(-1)^{x+J_{1}}(2 x+1)\left\{\begin{array}{lll}
x & J_{1} & l \\
K & l^{\prime} & J_{1}
\end{array}\right\}  \tag{18}\\
& \times\left\{\begin{array}{ccc}
L & S & J \\
\frac{1}{2} & x & S_{1}
\end{array}\right\}^{2}\left\{\begin{array}{ccc}
L & L_{1} & l \\
J_{1} & x & S_{1}
\end{array}\right\}\left\{\begin{array}{ccc}
L & L_{1} & l \\
J_{1} & x & S_{1}
\end{array}\right\} \\
& \times\left\langle\left(L S, \varepsilon l \frac{1}{2}\right) L_{1} S_{1}\|V\| L_{1} S_{1}\right\rangle\left\langle\left(L S, \varepsilon l l^{\prime} \frac{1}{2}\right) L_{1} S_{1}\|V\| L_{1} S_{1}\right\rangle .
\end{align*}
$$

The above matrix elements can be calculated by using the Wigner-Eckart theorem [13, 14] if the multielectron wave function $\Psi_{L_{1}, M_{L_{1}} S_{1}, M_{S_{1}}}$ of the initial state of $\mathrm{A}^{+}$, the wave function $\Psi_{L, M_{L} S, M_{S}}$ of the final state of $\mathrm{A}^{2+}$, and the single-electron wave function of the Auger electron $\psi_{l m, 1 / 2 m_{s}}$ are known:

$$
\begin{gather*}
\left\langle\left(L S, \varepsilon l \frac{1}{2}\right) L_{1} S_{1}\|V\| L_{1} S_{1}\right\rangle=\frac{\sqrt{\left(2 L_{1}+1\right)\left(2 S_{1}+1\right)}}{C_{L M_{L}, l m}^{L_{L_{1}}{ }_{l} C_{S M_{S}, l m}^{S_{1} M_{S_{1}}}}}  \tag{19}\\
\times\left\langle L_{1} M_{L_{1}} S_{1} M_{S_{1}}\right| V\left|L M_{L}, l m\right\rangle
\end{gather*}
$$

For atoms with closed valence shells, the matrix elements in (17) and (18) can be calculated in hole represen-
tation [15] by analogy with the case of $j j$ coupling (9):

$$
\begin{align*}
& \left\langle\left(L S, \varepsilon l \frac{1}{2}\right) L_{1} S_{1}\|V\| L_{1} S_{1}\right\rangle \\
& =\left\langle\left(l_{f} \frac{1}{2}, l_{f}^{\prime} \frac{1}{2}\right) L S\|v\|\left(\varepsilon l \frac{1}{2}, l_{i} \frac{1}{2}\right) L S\right\rangle \\
& =\tau(-1)^{l_{f}+l_{i}} \sqrt{\left(2 l_{f}+1\right)\left(2 l_{f}^{\prime}+1\right)} \\
& \times\left[(-1)^{L} \sum_{k} R^{k}\left(n_{f} l_{f}, n_{f}^{\prime} l_{f}^{\prime}, n_{i} l_{i}, \varepsilon l\right)\right.  \tag{20}\\
& \times C_{l_{f} 0, k 0}^{l_{i} 0} C_{l_{f} 0, k 0}^{l 0}\left\{\begin{array}{ccc}
l_{f}^{\prime} & l_{f} & L \\
l_{i} & l & k
\end{array}\right\} \\
& +(-1)^{S} \sum_{k} R^{k}\left(n_{f} l_{f}, n_{f}^{\prime} l_{f}^{\prime}, \varepsilon l, n_{i} l_{i}\right) \\
& \left.\times C_{l_{f} 0, k 0}^{l 0} C_{l_{f} 0, k 0}^{l_{i} 0}\left\{\begin{array}{ccc}
l_{f}^{\prime} & l_{f} & L \\
l_{i} & l & k
\end{array}\right\}\right],
\end{align*}
$$

where $R^{k}\left(n l, n^{\prime} l^{\prime}, n_{1} l_{1}, n_{1}^{\prime} l_{1}^{\prime}\right)$ is the radial integral:

$$
\begin{align*}
& R^{k}(A, B, C, D)=\int_{0}^{\infty} d r_{1} \int_{0}^{\infty} d r_{2} P_{A}\left(r_{1}\right)  \tag{21}\\
& \quad \times P_{B}\left(r_{2}\right) \gamma_{k}\left(r_{1}, r_{2}\right) P_{C}\left(r_{1}\right) P_{D}\left(r_{2}\right)
\end{align*}
$$

### 2.3. Calculating the Continuum Wave Functions

We determined the nonrelativistic continuum wave functions in the Hartree-Fock approximation by solving the equation

$$
\begin{align*}
-\frac{1}{2} \frac{d^{2}}{d r^{2}} P_{\varepsilon l}(r) & +\left[\frac{l(l+1)}{2 r^{2}}+V_{c}(r)\right] P_{\varepsilon l}(r)+W_{\mathrm{ex}}(r)  \tag{22}\\
& =\varepsilon P_{\varepsilon l}(r)+\sum_{n l} \lambda_{\varepsilon l, n l} P_{n l}(r)
\end{align*}
$$

where $n$ and $l$ are the quantum numbers of the occupied atomic shells of $\mathrm{A}^{2+}, \lambda_{\varepsilon l, n l}$ are the nondiagonal Lagrange factors that ensure the orthogonality of the continuum wave function $P_{\varepsilon l}$ to the atomic radial wave functions $P_{n l}$ of the same symmetry, $V_{c}(r)$ is the Coulomb potential, and $W_{\text {ex }}$ is the result of the action of the nonlocal exchange operator on the radial continuum wave function.

The continuum wave function $P_{\varepsilon l}$ used above was normalized to the $\delta$ function in energy, $\left\langle P_{\varepsilon l} \mid P_{\varepsilon^{\prime}}\right\rangle=\delta(\varepsilon-$ $\left.\varepsilon^{\prime}\right)$. In this case, the asymptotics of $P_{\varepsilon l}$ is

$$
\begin{align*}
& P_{\varepsilon}(r) \approx \sqrt{\frac{2}{\pi p}} \sin \left(\tau+\sigma_{l}\right)  \tag{23}\\
& \tau=p r+\frac{Z}{p} \ln (2 p r)-l \frac{\pi}{2}
\end{align*}
$$

where $p=\sqrt{2 \varepsilon}, Z$ is the ion charge, and $\sigma_{l}$ is the scattering phase. By joining an arbitrary unnormalized regular (at zero) solution $\tilde{P}_{\varepsilon}(r)=N P_{\varepsilon}(r)$ of Eq. (22) and its derivative with asymptotics (23), we can determine the normalization $N$ and the phase of the solution $\tilde{P}_{\varepsilon}(r)$. However, to achieve a high accuracy, the joining should be performed at distances on the order of $10^{4}-10^{5}$ atomic units; i.e., we should find the regular (at zero) solution $\tilde{P}_{\varepsilon}(r)$ of Eq. (22) in a very large interval of the radial variable $\tau$. The procedure of joining the solution and its derivative with a linear combination of the regular, $F$, and irregular, $G$, (at zero) Coulomb functions [18] is much more efficient:

$$
\begin{equation*}
\tilde{P}_{\varepsilon}\left(R_{a}\right)=A F\left(R_{a}\right)+B G\left(R_{a}\right) \tag{24}
\end{equation*}
$$

Here, $R_{a}$ is the joining point. The Coulomb functions can be calculated, for example, by using an efficient procedure described in [19], where the technique of continued fractions was used. In this case, the joining point $R_{a}$ can be chosen in the region where all of the atomic radial wave functions are negligible and the atomic potential is a Coulomb one with a high accuracy, i.e., at $R_{a} \sim 20-50$ atomic units. The normalization $N$ and the phase $\sigma_{l}$ can be determined from the coefficients $A$ and $B$ by using the relations

$$
\begin{gather*}
\cos \sigma_{l}=\frac{1}{N}\left(A \cos \sigma_{l}^{0}-B \sin \sigma_{l}^{0}\right) \\
\sin \sigma_{l}=\frac{1}{N}\left(A \sin \sigma_{l}^{0}+B \cos \sigma_{l}^{0}\right)  \tag{25}\\
N=\sqrt{A^{2}+B^{2}}
\end{gather*}
$$

where $\sigma_{l}^{0}$ is the phase of the Coulomb functions [18],

$$
\begin{equation*}
\sigma_{l}^{0}=\arg \Gamma(l+1+i \eta), \quad \eta=-\frac{Z}{\sqrt{2 \varepsilon}} \tag{26}
\end{equation*}
$$

The relativistic continuum wave functions were determined in the Hartree-Fock-Dirac approximation
by solving the equations [16]

$$
\begin{gather*}
c\left(-\frac{d}{d r}+\frac{k}{r}\right) Q_{\varepsilon k}+V_{c} P_{\varepsilon k}+W_{\mathrm{ex}}^{P}=\varepsilon P_{\varepsilon k}+\sum_{n l} \lambda_{\varepsilon l, n l} P_{n k} \\
c\left(\frac{d}{d r}+\frac{k}{r}\right) P_{\varepsilon k}+\left[-2 c^{2}+V_{c}\right] Q_{\varepsilon k}+W_{\mathrm{ex}}^{Q}  \tag{27}\\
=\varepsilon Q_{\varepsilon k}+\sum_{n l} \lambda_{\varepsilon l, n l} Q_{n k}
\end{gather*}
$$

Here, $P_{\varepsilon k}$ and $Q_{\varepsilon k}$ are the large and small components of the radial continuum wave function, $P_{n k}$ and $Q_{n k}$ are the large and small components of the radial wave functions for the occupied shells of $\mathrm{A}^{2+}, W_{\mathrm{ex}}^{P}$ and $W_{\mathrm{ex}}^{Q}$ are the large and small components resulting from the action of the nonlocal exchange operator on the twocomponent radial continuum wave function, and $k$ is the relativistic quantum number.

The normalization to energy for the relativistic wave functions is

$$
\begin{equation*}
\int_{0}^{\infty} d r\left[P_{\varepsilon}(r) P_{\varepsilon^{\prime}}(r)+Q_{\varepsilon}(r) Q_{\varepsilon^{\prime}}(r)\right]=\delta\left(\varepsilon-\varepsilon^{\prime}\right) \tag{28}
\end{equation*}
$$

The radial continuum wave function normalized to the $\delta$ function in energy at large $r$ has the asymptotics [20]

$$
\begin{align*}
P(r) & \approx \frac{1}{c}\left(\frac{\varepsilon+2 c^{2}}{\pi p}\right)^{1 / 2} \sin \left(\tau+\sigma_{k}\right), \\
Q(r) & \approx \frac{1}{c}\left(\frac{\varepsilon}{\pi p}\right)^{1 / 2} \cos \left(\tau+\sigma_{k}\right),  \tag{29}\\
\tau & =p r-\eta \ln (2 p r)-\frac{\pi l^{*}}{2},
\end{align*}
$$

where

$$
l^{*}=\left\{\begin{array}{l}
\gamma, \quad k>0  \tag{30}\\
\gamma-1, \quad k<0
\end{array}\right.
$$

and

$$
\begin{gather*}
\gamma=\sqrt{k^{2}-\frac{Z^{2}}{c^{2}}}, \quad p=\frac{1}{c} \sqrt{\left(\varepsilon+c^{2}\right)^{2}-c^{4}}  \tag{31}\\
\eta=-\frac{Z\left(\varepsilon+c^{2}\right)}{c^{2} p}
\end{gather*}
$$

Just as in the nonrelativistic case, $\sigma_{k}$ is the phase of the continuum wave function.

Just as in the nonrelativistic case, to determine the phase and the normalization of an arbitrary unnormalized regular (at zero) solution of the Dirac equation $\tilde{P}_{\varepsilon}$, $\tilde{Q}_{\varepsilon}$, we joined the solution found with a linear combination of the regular, $P_{r}$ and $Q_{r}$, and irregular, $P_{i}$ and $Q_{i}$, (at zero) relativistic Coulomb functions:

$$
\begin{align*}
& \tilde{P}_{\varepsilon}\left(R_{a}\right)=A P_{r}\left(R_{a}\right)+B P_{i}\left(R_{a}\right) \\
& \tilde{Q}_{\varepsilon}\left(R_{a}\right)=A Q_{r}\left(R_{a}\right)+B Q_{i}\left(R_{a}\right) . \tag{32}
\end{align*}
$$

The asymptotics of the relativistic Coulomb functions can be chosen in the form

$$
\begin{align*}
P_{r}(r) & \approx \frac{1}{c}\left(\frac{\varepsilon+2 c^{2}}{\pi p}\right)^{1 / 2} \sin \left(\tau+\sigma_{k}^{0}\right) \\
Q_{r}(r) & \approx \frac{1}{c}\left(\frac{\varepsilon}{\pi p}\right)^{1 / 2} \cos \left(\tau+\sigma_{k}^{0}\right) \\
P_{i}(r) & \approx \frac{1}{c}\left(\frac{\varepsilon+2 c^{2}}{\pi p}\right)^{1 / 2} \cos \left(\tau+\sigma_{k}^{0}\right)  \tag{33}\\
Q_{i}(r) & \approx-\frac{1}{c}\left(\frac{\varepsilon}{\pi p}\right)^{1 / 2} \sin \left(\tau+\sigma_{k}^{0}\right)
\end{align*}
$$

Here, $\sigma_{k}^{0}$ is the phase of the relativistic Coulomb functions. Using the standard expression [20], we can easily obtain the following expression for this phase:

$$
\begin{gather*}
\sigma_{k}^{0}=\arg \Gamma\left(l^{*}+1+i \eta\right) \\
+\frac{1}{2} \arg \left(\frac{k+i \eta c^{2} /\left(\varepsilon+c^{2}\right)}{\gamma k /|k|+i \eta}\right) \tag{34}
\end{gather*}
$$

For the relativistic wave functions with asymptotics (33), the Wronskian is

$$
\begin{equation*}
W=P_{i} Q_{r}-P_{r} Q_{i}=\frac{1}{c \pi} \tag{35}
\end{equation*}
$$

To calculate the relativistic Coulomb functions, we used the transformation suggested in [21, 22]. This transformation reduces the Dirac radial Coulomb equation to two differential equations that are formally identical to the Schrödinger nonrelativistic equations. It can be written as

$$
\begin{gather*}
\binom{P^{\prime}}{Q^{\prime}}=U\binom{P}{Q}  \tag{36}\\
U=\left(\begin{array}{cc}
1 & X \\
X & 1
\end{array}\right), \quad X=-\frac{Z}{c} \frac{k}{|k|} \frac{1}{|k|+\gamma} .
\end{gather*}
$$

Using the transformation $U$, we can derive the secondorder differential equations

$$
\begin{align*}
& {\left[-\frac{d^{2}}{d r^{2}}+\frac{l_{1}^{*}\left(l_{1}^{*}+1\right)}{r^{2}}-\frac{2 Z^{*}}{r}\right] P^{\prime}=2 \varepsilon^{*} P^{\prime},}  \tag{37}\\
& {\left[-\frac{d^{2}}{d r^{2}}+\frac{l_{2}^{*}\left(l_{2}^{*}+1\right)}{r^{2}}-\frac{2 Z^{*}}{r}\right] Q^{\prime}=2 \varepsilon^{*} Q^{\prime},}
\end{align*}
$$

where

$$
\begin{gather*}
\varepsilon^{*}=\frac{\left(\varepsilon+c^{2}\right)^{2}-c^{4}}{2 c^{2}}=\varepsilon\left(1+\frac{\varepsilon}{2 c^{2}}\right), \\
Z^{*}=\frac{Z\left(\varepsilon+c^{2}\right)}{c^{2}}=Z\left(1+\frac{\varepsilon}{c^{2}}\right), \\
l_{1}^{*}= \begin{cases}\gamma, & k>0 \\
\gamma-1, & k<0,\end{cases}  \tag{38}\\
l_{2}^{*}= \begin{cases}\gamma-1, & k>0 \\
\gamma, & k<0 .\end{cases}
\end{gather*}
$$

Differential equations (37) differ from the equations in [21] because they are written in a form more convenient for solving the problem formulated here. The reg-
ular, $F_{1}$, and irregular, $G_{1}$, solutions of the first equation in (37), as well as the regular, $F_{2}$, and irregular, $G_{2}$, solutions of the second equation, can be found by using the same procedure [19] as in the nonrelativistic case. For the relativistic Coulomb functions, we can then easily obtain

$$
\begin{align*}
P_{r} & =\frac{N_{0}}{1-X^{2}}\left(F_{1}-X F_{2}\right), \\
Q_{r} & =\frac{N_{0}}{1-X^{2}}\left(F_{2}-X F_{1}\right), \\
P_{i} & =\frac{N_{0}}{1-X^{2}}\left(G_{1}-X G_{2}\right),  \tag{39}\\
Q_{i} & =\frac{N_{0}}{1-X^{2}}\left(G_{2}-X G_{1}\right),
\end{align*}
$$

where the normalization $N_{0}$ is defined by

$$
\begin{equation*}
N_{0}^{2}=\frac{\left(1-X^{2}\right)}{c \pi \gamma p}\left[c(\gamma+|k|)+\frac{\varepsilon|k|}{c}\right] \tag{40}
\end{equation*}
$$

## 3. RESULTS AND DISCUSSION

We calculated the anisotropy parameters $\alpha_{2}$ of the angular Auger electron distribution for $\left(M_{3} \longrightarrow N_{2} N_{2}\right)$,

Table 1. The coefficients $\alpha_{2}$ for some of the Xe Auger transitions in the approximation of $L S$ coupling

| Term | $\alpha_{2}^{11}$ | $\alpha_{2}^{00}$ | $\alpha_{2}$ [10] | $\alpha_{2}$ [9] | $\alpha_{2}$ [24] | $\alpha_{2}$ [25] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{Xe}\left(M_{4} \longrightarrow N_{4,5} N_{4,5}\right)^{1} S_{0}$ | -1.0000 | -1.0000 |  | -1.000 |  | -1.000 |
| $\mathrm{Xe}\left(M_{4} \longrightarrow N_{4,5} N_{4,5}\right)^{3} P_{0}$ | -1.0000 | -1.0000 |  | -1.000 |  | -1.000 |
| $\mathrm{Xe}\left(M_{4} \longrightarrow N_{4,5} N_{4,5}\right)^{3} P_{1}$ | -0.8000 | -0.8000 |  | -0.800 |  | -0.800 |
| $\mathrm{Xe}\left(M_{4} \longrightarrow N_{4,5} N_{4,5}\right)^{3} P_{2}$ | 0 | 0.7100 |  | 0 |  | 0 |
| $\mathrm{Xe}\left(M_{4} \longrightarrow N_{4,5} N_{4,5}\right)^{1} D_{2}$ | -0.2240 | -0.1917 |  | -0.167 |  | -0.189 |
| $\mathrm{Xe}\left(M_{4} \longrightarrow N_{4,5} N_{4,5}\right)^{3} F_{2}$ | 0.5817 | 0.5867 |  | 0.558 | 0.55 | 0.607 |
| $\mathrm{Xe}\left(M_{4} \longrightarrow N_{4,5} N_{4,5}\right)^{3} F_{3}$ | 0.4597 | 0.4659 |  | 0.43 | 0.42 | 0.493 |
| $\mathrm{Xe}\left(M_{4} \longrightarrow N_{4,5} N_{4,5}\right)^{3} F_{4}$ | -0.7513 | -0.7390 |  | -0.806 | -0.82 | -0.608 |
| $\mathrm{Xe}\left(M_{4} \longrightarrow N_{4,5} N_{4,5}\right)^{1} G_{4}$ | -0.6203 | -0.6144 |  | -0.640 |  | -0.499 |
| $\mathrm{Xe}\left(M_{5} \longrightarrow N_{4,5} N_{4,5}\right)^{1} S_{0}$ | -1.0690 | -1.0690 | -1.069 | -1.069 |  | -1.069 |
| $\mathrm{Xe}\left(M_{5} \longrightarrow N_{4,5} N_{4,5}\right)^{3} P_{0}$ | -1.0690 | -1.0690 | -1.069 | -1.069 |  | -1.069 |
| $\mathrm{Xe}\left(M_{5} \longrightarrow N_{4,5} N_{4,5}\right)^{3} P_{1}$ | -0.7483 | -0.7483 | -0.749 | -0.748 |  | -0.748 |
| $\mathrm{Xe}\left(M_{5} \longrightarrow N_{4,5} N_{4,5}\right)^{3} P_{2}$ | -0.3818 | -0.3818 | -0.371 | -0.382 |  | -0.382 |
| $\mathrm{Xe}\left(M_{5} \longrightarrow N_{4,5} N_{4,5}\right)^{1} D_{2}$ | -0.2394 | -0.2050 | -0.124 | -0.178 |  | -0.202 |
| $\mathrm{Xe}\left(M_{5} \longrightarrow N_{4,5} N_{4,5}\right)^{3} F_{2}$ | 0.5157 | -0.7134 | 0.738 | 0.0056 | -0.02 | 0.115 |
| $\mathrm{Xe}\left(M_{5} \longrightarrow N_{4,5} N_{4,5}\right)^{3} F_{3}$ | 0.3695 | 0.3338 | 0.336 | 0.322 | 0.32 | 0.412 |
| $\mathrm{Xe}\left(M_{5} \longrightarrow N_{4,5} N_{4,5}\right)^{3} F_{4}$ | 0.4658* | 0.3774 | 0.386 | 0.435 | 0.420 | 0.506 |
| $\mathrm{Xe}\left(M_{5} \longrightarrow N_{4,5} N_{4,5}\right)^{1} G_{4}$ | $-0.6631$ | -0.6568 | -0.710 | -0.685 |  | -0.533 |

[^5]Table 2. The coefficients $\alpha_{2}$ for some of the Xe transitions calculated in the approximations of $L S J$ and intermediate (I) couplings

| Term |  | ${ }_{(00)} \alpha_{2}[7]$ | ${ }_{(11)} \alpha_{2}^{\mathrm{HF}(L S J)}$ | ${ }_{(11)} \alpha_{2}^{\mathrm{HFD}}$ | $\alpha_{2}^{\mathrm{HFD}(\mathrm{I})}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{Xe}\left(M_{3} \longrightarrow N_{2} N_{3}\right)^{3} P_{2}$ | $\alpha_{2}$ | -0.0905 | 0 | -0.0836 | 0 |
| $\mathrm{Xe}\left(M_{3} \longrightarrow N_{3} N_{3}\right)^{3} P_{2}$ | $\alpha_{2}$ | 0.5431 | 0.8000 | 0.5332 | 0.6212 |
| $\mathrm{Xe}\left(M_{4} \longrightarrow N_{4} N_{5}\right)^{3} F_{4}$ | $\alpha_{2}$ | -0.6805 | -0.7948 | -0.6706 | -0.8266 |
| $\mathrm{Xe}\left(M_{4} \longrightarrow N_{5} N_{5}\right)^{3} F_{4}$ | $\alpha_{2}$ | 0.4161 | 0.4409 | 0.2703 | 0.3837 |
| $\mathrm{Xe}\left(M_{5} \longrightarrow N_{4} N_{5}\right)^{3} F_{4}$ | $\alpha_{2}$ | -0.6041 | -0.8004 | -0.6034 | -0.8314 |
| $\mathrm{Xe}\left(M_{5} \longrightarrow N_{5} N_{5}\right)^{3} F_{4}$ | $\alpha_{2}$ | 0.1544 | 0.4370 | 0.1688 | 0.3796 |
| $\mathrm{Xe}\left(M_{4} \longrightarrow N_{1} N_{3}\right)^{3} P_{2}$ | $\alpha_{2}$ | 0.4760 | 0.6818 | 0.5058 | 0.5034 |

Note: $\alpha_{2}^{\mathrm{HF}}\left(\alpha_{2}^{\mathrm{HFD}}\right)$ is the anisotropy parameter for the angular distribution of photoelectrons when the wave functions are calculated by the Hartree-Fock (Hartree-Fock-Dirac) method.

Table 3. The coefficients $\alpha_{2}$ for some of the Xe Auger transitions in the approximations of $L S$ and intermediate couplings

| Auger transition | Experiment [26] | MHFD [10] | $\operatorname{HF}(L S)$ | HFD(I) |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{Xe}\left(N_{4} \longrightarrow O_{2,3} O_{2,3}\right)^{1} S_{0}$ |  | -1.000 | -1.000 | -1.0000 |
| $\mathrm{Xe}\left(N_{4} \longrightarrow O_{2,3} O_{2,3}\right)^{3} P_{2}$ | $0.72 \pm 0.13$ | 0.231 | 0.000 | -0.1674 |
| $\mathrm{Xe}\left(N_{4} \longrightarrow O_{2,3} O_{2,3}\right)^{3} P_{1}$ | $-0.73 \pm 0.11$ | -0.837 | -0.800 | -0.8321 |
| $\mathrm{Xe}\left(N_{4} \longrightarrow O_{2,3} O_{2,3}\right)^{3} P_{0}$ |  | -1.000 | -1.000 | -1.0000 |
| $\mathrm{Xe}\left(N_{4} \longrightarrow O_{2,3} O_{2,3}\right)^{1} D_{2}$ | $0.05 \pm 0.06$ | -0.116 | 0.5160 | 0.3634 |
| $\mathrm{Xe}\left(N_{5} \longrightarrow O_{2,3} O_{2,3}\right)^{1} S_{0}$ |  | -1.069 | -1.069 | -1.0690 |
| $\mathrm{Xe}\left(N_{5} \longrightarrow O_{2,3} O_{2,3}\right)^{3} P_{2}$ | $0.47 \pm 0.13$ | -0.385 | -0.382 | -0.2017 |
| $\mathrm{Xe}\left(N_{5} \longrightarrow O_{2,3} O_{2,3}\right)^{3} P_{1}$ | $-0.77 \pm 0.17$ | -0.743 | -0.748 | -0.7309 |
| $\operatorname{Xe}\left(N_{5} \longrightarrow O_{2,3} O_{2,3}\right)^{3} P_{0}$ | $-1.07 \pm 0.10$ | -1.069 | -1.069 | -1.0690 |
| $\operatorname{Xe}\left(N_{5} \longrightarrow O_{2,3} O_{2,3}\right)^{1} D_{2}$ | $0.24 \pm 0.10$ | 0.094 | 0.551 | 0.6167 |

$\left(M_{3} \longrightarrow N_{3} N_{3}\right),\left(M_{4} \longrightarrow N_{1} N_{3}\right),\left(M_{4} \longrightarrow N_{4} N_{4}\right)$, $\left(M_{4} \longrightarrow N_{5} N_{5}\right)$, and $\left(M_{4,5} \longrightarrow O_{2,3} O_{2,3}\right)$ transitions in a Xe atom. We obtained satisfactory agreement with the only known experimental value of $\alpha_{2}$ for the Xe $\left(M_{5} \longrightarrow N_{4,5} N_{4,5}\right)$ transition, $\alpha_{2}=0.431 \pm 0.12$ [23] (see Table 1). The calculated value of $\alpha_{2}$ in the relativistic approximation for intermediate coupling is $\alpha_{2}=$ 0.3796 (see Table 2). For ( $M_{4,5} \longrightarrow O_{2,3} O_{2,3}$ ) Auger transitions, the agreement with the experimental value is much poorer. The parameters $\alpha_{2}$ for some of the transitions differ even in sign (see Table 3), indicating that further studies should be carried out.

In our calculations, we took into account the exchange interaction and orthogonalized the wave function of the partial Auger electron wave to the core wave functions of $\mathrm{A}^{2+}$ by using the Lagrange factors. Our calculations for $j j$ coupling are presented in Table 4, where the following notation is used: $\alpha_{2}^{00}$-the calculations without orthogonalization and exchange, $\alpha_{2}^{01}$ -
the calculations without orthogonalization, and $\alpha_{2}^{11}-$ the calculations with both orthogonalization and exchange. We see from this table that the values of $\alpha_{2}$ greatly differ, depending on whether orthogonalization and exchange were taken into account for various transitions. Our calculations presented in Tables 1 and 2 are in good agreement with the calculations of other authors [7, 9, 10]. In these papers, the atomic wave functions were determined by solving the relativistic Hartree-Fock-Dirac equation using the procedure described in [27]. Our calculations of the parameter $\alpha_{2}$ for $\left(M_{4,5} \longrightarrow N_{4,5} N_{4,5}\right)$ Auger transitions in a Xe atom in the approximations of both $L S$ and $j j$ couplings show that an allowance for the exchange and orthogonalization of the Auger electron wave function to the core orbitals and an allowance for relativistic effects have similar effects on the parameter $\alpha_{2}$. The changes in $\alpha$ are largest for intermediate coupling in the multiconfiguration case. As was noted in [7], for $L S$ coupling, the orbital angular momentum of the partial Auger electron

Table 4. The coefficients $\alpha_{2}$ calculated in the approximation of $j j$ coupling for the Auger process in $\mathrm{Xe}\left(M_{4,5} \longrightarrow N_{4,5} N_{5}\right)$, where the orbital angular momentum of the Auger electron is $l_{1}^{\prime}=2,4,6$

| Term | jj | $\alpha_{2}^{00}$ | $\alpha_{2}^{01}$ | $\alpha_{2}^{11}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{Xe}\left(M_{5} \longrightarrow N_{4} N_{5}\right)$ | $\left(\frac{3}{2}, \frac{3}{2}\right)_{0}$ | -1.0690 | -1.0690 | -1.0690 |
| $\mathrm{Xe}\left(M_{5} \longrightarrow N_{4} N_{5}\right)$ | $\left(\frac{3}{2}, \frac{3}{2}\right)_{2}$ | -0.3059 | 0.2914 | -0.7881 |
| $\mathrm{Xe}\left(M_{4} \longrightarrow N_{4} N_{5}\right)$ | $\left(\frac{3}{2}, \frac{5}{2}\right)_{1}$ | -0.8000 | -0.8000 | -0.8000 |
| $\mathrm{Xe}\left(M_{4} \longrightarrow N_{4} N_{5}\right)$ | $\left(\frac{3}{2}, \frac{5}{2}\right)_{2}$ | 0.0408 | 0.0258 | 0.0247 |
| $\mathrm{Xe}\left(M_{4} \longrightarrow N_{4} N_{5}\right)$ | $\left(\frac{3}{2}, \frac{5}{2}\right)_{3}$ | 0.4616 | 0.4574 | 0.4553 |
| $\mathrm{Xe}\left(M_{4} \longrightarrow N_{4} N_{5}\right)$ | $\left(\frac{3}{2}, \frac{5}{2}\right)_{4}$ | -0.6398 | -0.6644 | -0.4553 |
| $\mathrm{Xe}\left(M_{4} \longrightarrow N_{5} N_{5}\right)$ | $\left(\frac{5}{2}, \frac{5}{2}\right)_{0}$ | -1.0000 | -1.0000 | -1.0000 |
| $\mathrm{Xe}\left(M_{4} \longrightarrow N_{5} N_{5}\right)$ | $\left(\frac{5}{2}, \frac{5}{2}\right)_{2}$ | -0.7806 | -0.7605 | -0.7591 |
| $\mathrm{Xe}\left(M_{4} \longrightarrow N_{5} N_{5}\right)$ | $\left(\frac{5}{2}, \frac{5}{2}\right)_{4}$ | -0.1992 | 0.1426 | -0.1441 |
| $\mathrm{Xe}\left(M_{5} \longrightarrow N_{4} N_{5}\right)$ | $\left(\frac{3}{2}, \frac{3}{2}\right)_{0}$ | -1.0690 | -1.0690 | -1.0690 |
| $\mathrm{Xe}\left(M_{5} \longrightarrow N_{4} N_{5}\right)$ | $\left(\frac{3}{2}, \frac{3}{2}\right)_{2}$ | -0.7877 | -0.7873 | -0.7881 |
| $\mathrm{Xe}\left(M_{5} \longrightarrow N_{4} N_{5}\right)$ | $\left(\frac{3}{2}, \frac{5}{2}\right)_{1}$ | -0.7483 | -0.7483 | -0.7483 |
| $\mathrm{Xe}\left(M_{5} \longrightarrow N_{4} N_{5}\right)$ | $\left(\frac{3}{2}, \frac{5}{2}\right)_{2}$ | -0.1198 | -0.1346 | -0.1372 |
| $\mathrm{Xe}\left(M_{5} \longrightarrow N_{4} N_{5}\right)$ | $\left(\frac{3}{2}, \frac{5}{2}\right)_{3}$ | 0.3719 | 0.3665 | 0.3639 |
| $\mathrm{Xe}\left(M_{5} \longrightarrow N_{4} N_{5}\right)$ | $\left(\frac{3}{2}, \frac{5}{2}\right)_{4}$ | -0.5858 | -0.5951 | -0.5972 |
| $\mathrm{Xe}\left(M_{5} \longrightarrow N_{5} N_{5}\right)$ | $\left(\frac{5}{2}, \frac{5}{2}\right)_{0}$ | -1.0690 | -1.0690 | -1.0690 |
| $\mathrm{Xe}\left(M_{5} \longrightarrow N_{5} N_{5}\right)$ | $\left(\frac{5}{2}, \frac{5}{2}\right)_{2}$ | -0.3255 | -0.3376 | -0.3401 |
| $\mathrm{Xe}\left(M_{5} \longrightarrow N_{5} N_{5}\right)$ | $\left(\frac{5}{2}, \frac{5}{2}\right)_{4}$ | 0.1994 | 0.1874 | 0.1839 |

waves can take on values of $l=2$ and 4 , while for $j j$ coupling, the Auger electron states with $l=6$ are also taken into account. Our numerical calculations for the coefficients $\alpha_{2}$ at $l=2,4$, and 6 are given in Table 4. Note that the partial waves with $l=2$ and/or $l=4$ mainly contribute to the parameter $\alpha_{2}$.

We calculated the angular anisotropy parameters of the Auger electrons produced when electrons are scattered by atoms "from the first principles." We used various types of coupling as the approximation: $L S, j j$, and intermediate couplings for single-electron and multielectron wave functions. Our calculations show that the coefficients $\alpha_{2}$ are extremely sensitive to the method of calculations. This sensitivity can be used as a test for the method of calculations for a wide range of problems of particle scattering by atoms.
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#### Abstract

The self-consistent stationary distributions of the field and plasma produced by Bessel wave beams in a gas with the ionization and Kerr nonlinearities are studied analytically. Using a stationary model based on the condition of a constant field amplitude in the ionized region, the structures are considered to be formed by Bessel beams of two types: with an azimuthal electric field equal to zero at the symmetry axis and a quasi-transverse field having a maximum at the axis. A specific feature of the plasma channel formed in the first case is the presence of a nonionized region in its central part (tubular discharge), whose radius is independent of the incident power. In the second case, the channel is continuous. The relation is found between the incident radiation power and the external radius of the discharge. It is shown that the Kerr nonlinearity, which is especially important at small divergence angles of the beam, enhances the maximum plasma density and reduces the discharge radius. The parameters of plasma structures produced upon focusing a Gaussian beam by a conical lens are estimated using the model proposed. © 2003 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The study of nonequilibrium discharges produced in the axial region of focused laser beams attracts attention due to the possibility of using them for fabrication of extended plasma waveguides on which modern projects for developing X-ray lasers and electron accelerators are based. In this respect, filamentary discharges produced upon focusing a beam by a conical lens (axicon) are very promising [1-5]. Axicon focusing provides independent distributed input of the electromagnetic energy into a plasma filament over its entire length, thereby increasing its axial stability and excluding the restrictions imposed on its length by the defocusing action of the plasma. Figure 1 schematically shows the axicon focusing of a wave beam and a discharge produced in its axial region. The characteristic longitudinal $(L)$ and transverse $(d)$ dimensions of the discharge are determined, when the threshold breakdown intensity $I_{\mathrm{th}}$ is not greatly exceeded, by the corresponding dimensions of the axial caustics of the beam; in particular, for a wavelength of $\lambda \sim 1 \mu \mathrm{~m}$, an input radius of the beam of $R \sim 1 \mathrm{~cm}$, and a focusing angle of $\vartheta \sim 10^{-1}$, these dimensions are equal to $L \sim R / \tan \vartheta \sim$ 10 cm and $d \sim \lambda / \sin \vartheta \sim 10 \mu \mathrm{~m}$.

The field of a wave beam formed by the axicon is close to that of a cylindrical wave. The radial distribution of the beam is determined over a rather large length by the Bessel function (the transverse component of the electric field $E_{\perp} \sim J_{0}\left(k_{\perp} r\right)$, where $k_{\perp}$ is the transverse wave number); for this reason, the beam itself is often called a Bessel beam. Using a special phase corrector placed in front of the axicon, the beams with nonzero
azimuthal indices $m=1,2,3, \ldots$, can be formed, whose transverse field at the axis is zero $\left[E_{\perp} \sim J_{m}\left(k_{\perp} r\right) \exp (i m \varphi)\right.$; $r$ and $\varphi$ are polar coordinates in the cross section plane]. The dynamics and structure of discharges in Bessel beams of different types (both with a maximum and a minimum at the beam axis) were studied experimentally and by numerical simulations by several research groups (see papers [6-10] and references therein). In [6-9], studies were performed on comparatively long time scales, when the discharge dynamics is essentially determined by the heating and gas-dynamic expansion of the plasma being formed. These processes result in the formation, over the course of $\sim 100 \mathrm{ps}$, of the required waveguide structure with the plasma density minimum at the axis $[8,9]$ and, as follows from the numerical solution of the self-consistent problem [9], can be accompanied by the self-capture of ionizing radiation by the eigenmodes of the plasma waveguide


Fig. 1. Schematic view of axicon focusing and the breakdown region: (1) conic lens, (2) discharge region.
being formed. On a time scale of $1-10 \mathrm{~ns}$, the same thermal and gas-dynamic processes can produce the longitudinal self-modulation of the plasma [4-7], resulting in the destruction of a regular waveguide channel. The authors of [7] also experimentally produced a plasma structure of the waveguide type (persisting at the later stages of the process) with the density minimum at the axis, which had formed already at the initial stage of the medium breakdown in the field of a "tubular" Bessel beam whose radial structure is described by the nonzero-order Bessel function.

When the gas breakdown is produced by sufficiently intense and short ( $<10 \mathrm{ps}$ ) laser pulses, the effects of the heating and motion of the gas cannot be manifested until the pulse ends. One can expect that in this case, due to the screening produced by the plasma being formed and a rather strong dependence of the ionization rate on the field amplitude, fast (avalanche or tunneling) ionization should give rise to the establishment of a nonequilibrium quasi-stationary state, in which the gas still remains cold and immobile, while the electricfield amplitude in the plasma is reduced to the level corresponding to the ionization threshold. Such a stationary regime (which we will call a cold discharge) can be set for rather short times ( $<1 \mathrm{ps}$ ) and can be the initial stage of any discharge (before the appearance of noticeable changes in the gas temperature) in long pulses.

Experiments on the axial breakdown of a solid dielectric produced by high-power femtosecond laser pulses are described in [10]. However, the direct observation and measurement of the parameters of the quasistationary state in these experiments, as in experiments with long laser pulses, were complicated because of the limited time resolution of the detecting system. It is possible that such measurements can be performed by using weak probe beams.

The aim of this paper is to study analytically the possible self-consistent stationary distributions of the field and plasma in Bessel beams of two types (with a zero or a maximum of the field at the beam axis). The plasma density and the amplitude of a cylindrical wave forming the Bessel beam are treated as functions of the distance to the symmetry axis and are independent of the longitudinal coordinate. The analysis is performed using a rather simple approximate model, in which the discharge plasma is considered as a medium with a specified level of the nonlinear self-restriction of the electric-field amplitude. Such a model was proposed and used earlier for describing different types of stationary structures of microwave [11-13] and optical [14] discharges. As in [14, 15], along with ionization nonlinearity, we also take into account the Kerr (electronic) nonlinearity, which causes the bending of ray trajectories in the wave beam outside the discharge.

## 2. BASIC EQUATIONS AND APPROXIMATIONS

The rate $w$ of the plasma concentration (density) $N$ changing averaged over the field period, which is defined at each point as the difference of the local ionization rates $w_{i}$ and recombination losses $w_{r}$, is in the general case a function of the electron concentration, concentration $N_{m}$ of neutral particles, and amplitude $|\mathbf{E}|$ of an alternating electric field:

$$
\begin{equation*}
\frac{\partial N}{\partial t}=w_{i}-w_{r}=w\left(N, N_{m},|\mathbf{E}|\right) \tag{1}
\end{equation*}
$$

Other (nonlocal) mechanisms of the density variation, caused, for example, by the action of the ponderomotive force or the transfer of particles and heat, have no time to play any significant role under the conditions of optical breakdown of the gas by sufficiently short pulses of interest to us. In this case, the dependence $w(|\mathbf{E}|)$ is rather strong in the vicinity of a threshold value $E_{\mathrm{th}}$ of the amplitude, which is usually defined as the threshold breakdown field. Upon gas breakdown in a Bessel beam with the frequency $\omega$ and the transverse wavenumber $k_{\perp}=(\omega / c) \sin \vartheta(\vartheta$ is the convergence angle of the beam), the density of the plasma being produced rather rapidly achieves the value

$$
N \sim N_{s}=N_{\mathrm{cr}} \sin ^{2} \vartheta
$$

( $N_{\text {cr }}=m \omega^{2} / 4 \pi e^{2}$ is the critical concentration) at which the plasma's influence on the value and structure of the electromagnetic field becomes noticeable. Because of the screening produced by the plasma, the field amplitude in the discharge decreases, resulting in turn in a drastic reduction in the rate of increase in concentration, which virtually stops. Therefore, the electromagnetic field is in fact self-restricted in the discharge at the level $E_{\mathrm{th}}$, after which the discharge remains in the quasi-stationary state for some time (until the beginning of gas-dynamic processes). In this state, the field inside the plasma can be assumed equal to the threshold one, which allows us to find the discharge structure by solving the corresponding inverse problem of electrodynamics. This problem is stated as follows: given the parameters of the incident wave, it is required to determine the distribution of the plasma density $N(r)$ for which the solution of Maxwell's equations (for the specified parameters of the incident cylindrical wave) satisfies the conditions (see also [11-14])

$$
\begin{align*}
& |\mathbf{E}|=E_{\mathrm{th}} \text { in the region } N>0, \\
& |\mathbf{E}|<E_{\mathrm{th}} \text { in the region } N=0 . \tag{2}
\end{align*}
$$

Note that this approach provides high accuracy in calculating self-consistent stationary distributions of the field and plasma in the discharge at a sufficiently high level of recombination losses, when the dependence
$w(|\mathbf{E}|)$ has a sufficiently high steepness in the vicinity of point $|\mathbf{E}|=E_{\mathrm{th}}$, defined by the condition $w=w_{i}-w_{r}=0$. In the absence of recombination, comparatively narrow long-lived regions with the density exceeding the values calculated from condition (2) can be formed at the initial stage of the breakdown. However, in the case under consideration, the solution obtained using this condition also allows one to approximately calculate the basic structural characteristics of the stationary state and to find their dependence on the initial parameters of the problem.

We will write the stationary wave equation for the vector of the complex amplitude of the electric field $\mathbf{E}(\mathbf{r}) \exp (-i \omega t)$ in the plasma and the surrounding neutral medium in the form

$$
\begin{equation*}
-[\nabla \times[\nabla \times \mathbf{E}]]+k_{0}^{2}\left[1-n(1-i \delta)+\beta|\mathbf{E}|^{2}\right] \mathbf{E}=0 . \tag{3}
\end{equation*}
$$

Here, $k_{0}=\omega / c$ is the wave number in vacuum, $\delta=\mathrm{v} / \omega$, $v$ is the effective frequency of collisions of electrons,

$$
n=\frac{N}{N_{\mathrm{cr}}}\left(1+\delta^{2}\right)^{-1}
$$

is the dimensionless electron concentration, and $\beta$ is the Kerr nonlinearity parameter-the coefficient in the expansion of the dielectric constant $\varepsilon=\varepsilon_{L}+\beta|\mathbf{E}|^{2}$, which is determined by the nonlinear polarizability of the medium (deformation of the electron orbits and the shift of the electronic levels of atoms in a strong optical field). We neglect the linear polarizability of atoms, assuming that $\varepsilon_{L}=1-n(1-i \delta)$. The value of $\beta$ in gases at atmospheric pressure is typically (1-10) $\times$ $10^{-21} \mathrm{~cm}^{2} / \mathrm{V}^{2}$. The coefficient $\beta$ increases with pressure proportionally to the concentration of neutral particles. The Kerr nonlinearity changes the real angle of radiation incidence on the breakdown region, and this nonlinearity proves to be substantial at small convergence angles $\vartheta$ of the unperturbed beam.

The solution of the formulated problem is significantly simplified when a discharge has a cylindrical symmetry and the electric-field vector is represented (exactly or approximately) by one scalar projection. We consider below two such models: (1) a discharge in the field of a symmetric TE-wave with the azimuthal electric field $E_{\varphi}$, which vanishes at the symmetry axis (vector model), and (2) a discharge produced by the quasitransverse field $E_{x}$ of a broad Bessel beam with a maximum at the axis (scalar model). In the first case, the problem admits, within the framework of approach (2), (3), a comparatively simple exact solution for any value of the beam convergence angle $\vartheta$. In the second case, the problem can be solved in the scalar (paraxial) approximation for $\vartheta \ll 1$. In both cases, we are interested in the solutions of Eq. (3), which can be written in cylindrical coordinates $r$ and $z$ in the form

$$
\begin{equation*}
\mathbf{E}(\mathbf{r})=\boldsymbol{\xi}_{0} E(r) \exp (i h z) ; \tag{4}
\end{equation*}
$$

i.e., we represent an inhomogeneous traveling wave, which is inhomogeneous over the radius and has a fixed longitudinal wave number $h=k_{0} \cos \vartheta$ and polarization specified by a unit vector $\boldsymbol{\xi}_{0}$.

## 3. DISCHARGE IN A SYMMETRIC TE-WAVE WITH THE AZIMUTHAL ELECTRIC FIELD (EXACT SOLUTION OF THE VECTOR PROBLEM)

Consider a discharge maintained by the field of a symmetric TE-wave with an azimuthal electric field. Assuming $\boldsymbol{\xi}_{0}=\boldsymbol{\varphi}_{0}$ in expression (4) ( $\boldsymbol{\varphi}_{0}$ is the unit vector in the direction in which azimuthal angle $\varphi$ is being measured) and representing the corresponding projection of the field in the form $E=A \exp (i \psi)$, we obtain from (2) and (3) the equation

$$
\begin{equation*}
\frac{\partial^{2} E}{\partial^{2} r}+\frac{1}{r} \frac{\partial E}{\partial r}-\frac{E}{r^{2}}+k_{\perp}^{2} E+k_{0}^{2} \beta|E|^{2} E=0 \tag{5}
\end{equation*}
$$

for the complex amplitude $E$ in the nonionized region (for $n=0$ ), and the equations

$$
\begin{align*}
& \frac{\partial^{2} \psi}{\partial^{2} r}+\frac{1}{r} \frac{\partial \psi}{\partial r}=-k_{0}^{2} \delta n  \tag{6}\\
& \left(\frac{\partial \psi}{\partial r}\right)^{2}=k_{0}^{2}\left(n_{m}-n\right)-\frac{1}{r^{2}} \tag{7}
\end{align*}
$$

for the real functions $\psi(r)$ and $n(r)$ in the plasma region ( $n>0, A=E_{\text {th }}$ ).

Here, the notation

$$
n_{m}=(1+\gamma) \sin ^{2} \vartheta, \quad \gamma=\frac{\beta E_{\mathrm{th}}^{2}}{\sin ^{2} \vartheta}
$$

is introduced. The conditions at the ionized-nonionized region interface, which are equivalent to the conditions of continuity of the tangential components of the electric and magnetic fields, have the form

$$
\begin{equation*}
|E|=A=E_{\mathrm{th}}, \quad \frac{\partial A}{\partial r}=0, \quad\left\{\frac{\partial \psi}{\partial r}\right\}=0 \tag{8}
\end{equation*}
$$

where the braces denote the jump of a quantity at the interface.

Because $n$ is positive, Eq. (7) cannot be satisfied in the axial region and, hence, within the stationary model used here, the discharge should have an inner cavity where the gas remains nonionized. In the general case, the plasma density can differ from zero only inside some circular region $r_{0} \leq r \leq r_{1}$; i.e., the stationary discharge under study represents a cylindrical tube.

In the inner region $r<r_{0}$, where plasma is absent, the phase $\psi=$ const stems from the absence of any external sources at the axis. In this case, in the absence of Kerr nonlinearity (for $\beta=0$ ), the solution of Eq. (5) is the first-order Bessel function $E \sim J_{1}\left(k_{\perp} r\right)$, and the radius $r_{0}$ of the inner cavity, as follows from boundary conditions (8), is determined by the position of the first maximum (i.e., by the first zero of the derivative) of this function:

$$
r_{0}=\bar{r}_{0} \approx \frac{1.84}{k_{0} \sin \vartheta}
$$

The Kerr nonlinearity causes an increase in the effective transverse wave number, thereby decreasing the internal radius of the plasma tube: $r_{0}=\bar{r}_{0} f(\gamma)$. The dependence $f(\gamma)$ found by numerically solving Eq. (5) is shown in Fig. 2. Note that the radius $r_{0}$ is determined only by the converging angle $\vartheta$ of a cylindrical wave and the parameter $\gamma\left(r_{0}\right.$ is independent of the incident power and the frequency of electron collisions).

The equation for the concentration in the region $r_{0} \leq$ $r \leq r_{1}$ can be obtained from Eqs. (6) and (7) by excluding phase $\psi$ from them:

$$
\begin{equation*}
\frac{1}{r} \frac{\partial}{\partial r}\left(r \sqrt{k_{0}^{2}\left(n_{m}-n\right)-\frac{1}{r^{2}}}\right)=k_{0}^{2} \delta n . \tag{9}
\end{equation*}
$$

It follows from Eq. (7) and the condition $d \psi\left(r_{0}\right) / d r=0$ that the plasma density at the internal boundary of the ionized region is

$$
n_{0}=n\left(r_{0}+0\right)=n_{m}-\frac{1}{\left(k_{0} r_{0}\right)^{2}} .
$$

In the absence of collisions (for $\delta=0$ ), the condition $d \psi / d r=0$ is satisfied over the entire space. In this case, Eq. (7) allows us to find function $n(r)$ in the entire region where $n \neq 0$ :

$$
\begin{equation*}
n=n_{m}-\frac{1}{\left(k_{0} r\right)^{2}} . \tag{10}
\end{equation*}
$$

In the general case, the solution of Eq. (9) for function $n(r)$ is expressed in terms of complex-order Bessel functions. Because this representation of the solution is cumbersome and not sufficiently descriptive (see Appendix), we present here only the results of its approximate analysis for some limiting cases, as well as the results of numerical calculations.

For low collision frequencies of electrons ( $\delta \ll 1$ ), the solution in the region $r \ll 1 / k_{0} \sqrt{n_{m}} \delta$ can be found


Fig. 2. Dependence of the dimensionless internal radius $f=$ $r_{0} / \bar{r}_{0}$ of a "tubular" discharge on the Kerr nonlinearity parameter $\gamma=\beta E_{\mathrm{th}}^{2} / \sin ^{2} \vartheta$ (vector model).
by the perturbation method by calculating from (9) the first correction to zero-order approximation (10):

$$
\begin{gather*}
n=n_{m}-\frac{1}{\left(k_{0} r\right)^{2}} \\
-\left(\frac{\delta}{r}\right)^{2}\left[\frac{n_{m}}{2}\left(r^{2}-r_{0}^{2}\right)+\frac{1}{k_{0}^{2}} \ln \left(\frac{r_{0}}{r}\right)\right]^{2} . \tag{11}
\end{gather*}
$$

Function $n(r)$ defined by this expression has the maximum

$$
n_{\max } \approx \tilde{n}=n_{m}(1-\delta)
$$

at the point

$$
r=\tilde{r} \approx \sqrt{\frac{2}{k_{0}^{2} n_{m} \delta}} .
$$

At large distances from the axis, the plasma density monotonically decreases for any $\delta \neq 0$ and tends to its asymptotic behavior

$$
n=\frac{\sqrt{n_{m}}}{k_{0} r \delta}
$$

in the region

$$
r \gg \frac{1+\delta}{k_{0} \delta \sqrt{n_{m}}}
$$



Fig. 3. Radial distributions of the plasma density in a "tubular" discharge for different values of parameters $\delta$ and $\gamma$ (radius $r$ is normalized to the internal radius of the discharge $r_{0}=1.84 f / k \sin \vartheta=0.29 \lambda f / \sin \vartheta$; the values of $f$ are determined from the plot in Fig. 2): $\delta=0(1), 0.1$ (2), $0.5(3) ; \gamma=$ 0 (solid curves), 1 (dashed curves), 10 (dash-dotted curves).

The results of numerical integration of Eq. (9) for different values of $\delta$ and $\gamma$ are shown in Fig. 3.

For any finite value of the specific power $P$ of the incident wave (defined as the energy flux of the incident wave propagating through the surface of a unit-length cylinder embracing the $z$ axis), the density distributions described above should be truncated at a point $r=r_{1}$ to the right of which the plasma density again vanishes [ $n\left(r>r_{1}\right)=0$ ]. Position $r_{1}$ of this external boundary of the plasma tube, like the specific power $Q$ (per unit length) absorbed by the discharge, depend on parameters $P, \delta, \vartheta$, and $\gamma$ and can be found by solving Eq. (5) with boundary conditions (8) at $r=r_{1}$ and the radiation condition for the reflected-wave field at infinity. In particular, in the absence of Kerr nonlinearity if the condition $k_{\perp} r_{1} \gg 1$ is fulfilled, when the solution is expressed in terms of Bessel functions, and the latter are close to their long-range asymptotics, the field in the external region can be represented as a superposition of the incident and reflected waves:

$$
\begin{gather*}
E=A \exp (i \psi)=\frac{C_{i}}{\sqrt{r}} \exp \left(-i k_{\perp} r\right)  \tag{12}\\
+\frac{C_{i}}{\sqrt{r}} \exp \left(i k_{\perp} r\right) .
\end{gather*}
$$

Boundary conditions (8) allow us to relate the incidentwave amplitude $\left|C_{i}\right| r^{-1 / 2}$ with the phase derivative
$d \psi(r) / d r$ for $r=r_{1}:$

$$
\begin{equation*}
\frac{C_{i}}{\sqrt{r_{1}}}=\frac{1}{2} E_{\mathrm{th}}\left(\frac{1}{k_{0} \sin \vartheta} \frac{d \psi\left(r_{1}\right)}{d r}+1\right) \tag{13}
\end{equation*}
$$

By using the expressions for the incident and absorbed powers

$$
\begin{equation*}
P=\frac{c}{4}\left|C_{i}\right|^{2} \sin \vartheta, \quad Q=\frac{c r_{i}}{4 k_{0}} \frac{d \psi\left(r_{1}\right)}{d r} E_{\mathrm{th}}^{2} \tag{14}
\end{equation*}
$$

and Eq. (7), which allows us to express the derivative $d \psi / d r$ in terms of the plasma density, we obtain from (13) the dependences of $P$ and $Q$ on the radius $r_{1}$ for $r_{1} \gg r_{0}$ :

$$
\begin{gather*}
P=\frac{c r_{1}}{16} \sin \vartheta E_{\mathrm{th}}^{2} \\
\times\left(1+\frac{1}{\sin \vartheta} \sqrt{\sin ^{2} \vartheta-n\left(r_{1}\right)-\left(k_{0} r_{1}\right)^{-2}}\right)^{2}  \tag{15}\\
Q=\frac{c r_{1}}{4} E_{\mathrm{th}} \sqrt{\sin ^{2} \vartheta-n\left(r_{1}\right)-\left(k_{0} r_{1}\right)^{-2}} \tag{16}
\end{gather*}
$$

The quantity $n\left(r_{1}\right)$ in expressions (15) and (16) is determined from the solution of Eq. (9). To maintain a discharge with radius $r_{1}$ of the external boundary in the absence of absorption ( $\delta=0, d \psi / d r=0, Q=0$ ), an incident power of

$$
P_{0}=\frac{c \sin \vartheta}{16} r_{1} E_{\mathrm{th}}^{2}
$$

is required. When absorption is strong $\left(k_{0} r_{1} \delta \sqrt{\sin \vartheta} \gg\right.$ $1+\delta$ ), the absorbed power is close to the incident power: $Q \approx P=4 P_{0}$. The threshold specific power $P_{\text {th }}$ for maintaining the discharge can be found from the condition $E_{\max }^{(0)}=E_{\mathrm{th}}$ that the maximum amplitude of the field $E^{(0)}(r)$ unperturbed by the plasma should satisfy. In the absence of Kerr nonlinearity, when $E^{(0)} \sim$ $J_{1}\left(r k_{\perp}\right)$, we have $P_{\text {th }}=0.12 c E_{\mathrm{th}}^{2} / k_{0}$.

The Kerr nonlinearity gives small corrections to the expressions presented above if $\gamma \ll 1$. In the region $r_{1} k_{1} \gg 1$, these corrections can be taken into account analytically. By making the replacement $Y=E \sqrt{r}$ in (5), we obtain for $Y$ the equation of a nonlinear oscillator with a continuously varying spatial frequency:

$$
\begin{equation*}
Y^{\prime \prime}+k_{\perp}^{2} Y+k_{0}^{2} \frac{\beta}{r}|Y|^{2} Y-\frac{3}{4} \frac{Y}{r^{2}}=0 \tag{17}
\end{equation*}
$$

The boundary condition for the function $Y$ has the form

$$
\begin{equation*}
Y\left(r_{1}\right)=E_{\mathrm{th}} \sqrt{r_{1}}, \quad \frac{d Y}{d r}\left(r_{1}\right)=i \frac{d \psi}{d r}\left(r_{1}\right) E_{\mathrm{th}} \sqrt{r_{1}} . \tag{18}
\end{equation*}
$$

We will seek the solution in the form of counterpropagating waves with slowly varying complex amplitudes $C_{i}(r)$ and $C_{r}(r)$,

$$
Y=C_{i}(r) \exp \left(-i k_{\perp} r\right)+C_{r}(r) \exp \left(i k_{\perp} r\right) .
$$

At a large distance from the boundary, where the Kerr nonlinearity can be neglected, the amplitudes $\left|C_{i}(r)\right|$ and $\left|C_{r}(r)\right|$ tend to constants $C_{i}$ and $C_{r}$, from which the incident power can be found by using (14). For $\gamma \ll 1$, the approximate solution of Eq. (17) can be found by retaining in the nonlinear term in the left-hand side only the fundamental harmonics $\exp \left( \pm i k_{\perp} r\right)$ and by neglecting higher harmonics. Taking into account boundary conditions (18), this leads to a system of algebraic equations for the amplitudes of the fundamental harmonics, whose solution in the first-order approximation in $\gamma$ gives

$$
\begin{equation*}
\left|C_{i, r}\right|=\frac{1}{2} E_{\mathrm{th}} \sqrt{r_{1}}\left[1 \pm \alpha+\frac{\gamma}{16}\left(3 \mp \alpha+\alpha^{2} \mp 3 \alpha^{3}\right)\right], \tag{19}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha=\frac{\sqrt{(1+\gamma) \sin ^{2} \vartheta-n\left(r_{1}\right)-\left(k_{0} r_{1}\right)^{-2}}}{\sin \vartheta} . \tag{20}
\end{equation*}
$$

In this case, the incident power per unit length is

$$
\begin{gather*}
P \approx \frac{c r_{1}}{16} \sin \vartheta E_{\mathrm{th}}^{2}(1+\alpha)^{2}  \tag{21}\\
\times\left[1+\frac{\gamma}{8}\left(3-\alpha+\alpha^{2}-3 \alpha^{3}\right)\right] .
\end{gather*}
$$

The absorbed specific power is still described by expression (16).

This method also allows one to obtain a qualitatively correct result (with accuracy to factors on the order of unity) in the case of strong Kerr nonlinearity. In particular, in the absence of collisions, we obtain by this method

$$
\begin{equation*}
P=\frac{c r_{1}}{16} \sin \vartheta E_{\mathrm{th}}^{2} \sqrt{1+\frac{3}{4} \gamma} . \tag{22}
\end{equation*}
$$

A result close to expression (22) can be obtained in the same quasi-plane approximation ( $r_{1} k_{\perp} \gg 1$ ) by another method. Let us represent the solution of Eq. (17) in the form of the elliptic Jacobian function $c n$ with a


Fig. 4. Dependences of the external radius of the discharge (normalized to the transverse scale $k_{\perp}=2 \pi / \lambda \sin \vartheta$ of the beam) on the incident power for different parameters $\delta$ and $\gamma$ for the vector model: $\delta=0$ (1), 0.1 (2), 0.5 (3); $\gamma=0$ (solid curves) and 1 (dashed curves).
slowly varying "amplitude" $Y_{0}$, "frequency" $u$, and parameter $m$ :

$$
\begin{equation*}
Y(r)=Y_{0}(r) \operatorname{cn}(u(r), m(r)) . \tag{23}
\end{equation*}
$$

In the case of a one-dimensional plane problem, this method yields an exact solution. By introducing (23) into (17), we can obtain a system of algebraic equations for $Y_{0}, u$, and $m$ whose solution, together with boundary conditions (18), gives

$$
\begin{equation*}
P=\frac{c r_{1}}{16} \sin \vartheta E_{\mathrm{th}}^{2} \sqrt{1+\gamma}\left[1-\frac{\gamma}{2(1+\gamma)}\right]^{1 / 4} \tag{24}
\end{equation*}
$$

For $\gamma \gg 1$, both these methods give the same dependence of the channel radius on the specific power:

$$
\begin{equation*}
P=\frac{c r_{1}}{16} E_{\mathrm{th}}^{3} \sqrt{\beta} \eta . \tag{25}
\end{equation*}
$$

Depending on the method of solving Eq. (17), constant $\eta$ is equal to 0.84 [from expression (24)] or 0.86 [from expression (22)]. The numerical calculation gives $\eta=0.79$. Note that in the case of strong Kerr nonlinearity, the discharge radius is independent of the focusing angle.

Figure 4 shows the dependences of the external radius of the discharge on the incident power calculated numerically for different values of parameters $\delta$ and $\gamma$ (solid and dashed curves). Figure 5 shows the radial


Fig. 5. Radial distributions of the plasma density and the field amplitude for the vector model with $\delta=0.5, \gamma=1$,
$P k_{0} / c E_{\text {th }}^{2}=1$, and $P / P_{\text {th }}=10$.
distributions of the plasma density and the field amplitude for $\delta=0.5, \gamma=1$, and $P k_{0} / c E_{\mathrm{th}}^{2}=1$. The results of the numerical calculation of the fraction of absorbed energy $q(P)=Q / P$ and the threshold specific power $g(\gamma)=P_{\mathrm{th}}(\gamma) / P_{\mathrm{th}}(0)$ are presented by solid curves in Figs. 6 and 7.

## 4. DISCHARGE IN A PARAXIAL BESSEL BEAM WITH THE FIELD MAXIMUM AT THE AXIS (SCALAR APPROXIMATION)

When the condition $\vartheta \ll 1, n \ll 1$ is fulfilled, the wave beam can be described using the so-called smallangle (paraxial) approximation. We will see that the second of these conditions for the stationary states under study proves to be always satisfied when the first condition is fulfilled, so that the first condition can be considered as a sufficient condition for the applicability of this approximation. Within the framework of this approximation, the electromagnetic field is almost transverse and vector wave equation (3) is reduced to the scalar Helmholtz equation for the transverse (Cartesian) component $E_{x}=E(r) \exp (i h z)$ of the electric field:

$$
\begin{equation*}
\Delta_{\perp} E+k_{0}^{2}\left[\sin ^{2} \vartheta-n(1-i \delta)+\beta|E|^{2}\right] E=0 \tag{26}
\end{equation*}
$$

where

$$
\Delta_{\perp}=\frac{d^{2}}{d r^{2}}+\frac{1}{r} \frac{d}{d r}
$$



Fig. 6. Dependence of the fraction of absorbed power $q=$ $Q / P$ on the incident power $P$ for the vector model for $\gamma=0$ (solid curve) and 10 (dashed curve); $\delta=0.1$.
is the transverse (radial) part of the Laplace operator. For the nonionized region, we should set $n=0$ in this equation. The equations for phase $\psi(r)$ and plasma density $n(r)$ in the discharge, which are similar to those derived in the previous section, have the form

$$
\begin{gather*}
\frac{\partial^{2} \psi}{\partial^{2} r}+\frac{1}{r} \frac{\partial \psi}{\partial r}=-k_{0}^{2} \delta n  \tag{27}\\
\left(\frac{d \psi}{d r}\right)^{2}=k_{0}^{2}\left(\sin ^{2} \vartheta-n+\beta E_{\mathrm{th}}^{2}\right)  \tag{28}\\
\frac{1}{r} \frac{\partial}{\partial r}\left(r \sqrt{n_{m}-n}\right)=k_{0} \delta n \tag{29}
\end{gather*}
$$

Here, the same notation is used as in the previous section. Unlike the previous case, the discharge structure determined by these equations does not contain an inner cavity: the plasma occupies the region $0 \leq r<r_{1}$, where the field amplitude is $A=E_{\mathrm{th}}$ and the plasma density, determined from Eq. (29), is

$$
\begin{equation*}
n=n_{m}\left\{1-\left[\frac{I_{1}\left(\delta \sqrt{n_{m}} k_{0} r\right)}{I_{0}\left(\delta \sqrt{n_{m}} k_{0} r\right)}\right]^{2}\right\} \tag{30}
\end{equation*}
$$

where $I_{0}$ and $I_{1}$ are modified Bessel functions. The plasma density achieves the maximum value

$$
n=n_{m}=(1+\gamma) \sin ^{2} \vartheta
$$



Fig. 7. Dependence of the threshold power on Kerr nonlinearity parameter $\gamma$ for the vector (solid curve) and scalar (dashed curve) models.
for $r=0$ and gradually decreases with a characteristic scale of $R=1 / k_{0} \sqrt{n_{m}} \delta$ with increasing $r$ in the region $r<r_{1}$ (Fig. 8). At the boundary surface $r=r_{1}$, the plasma density abruptly vanishes. In the absence of collisions (for $\delta=0$ ), $n=n_{m}=$ const over the entire region


Fig. 9. Dependence of the plasma-channel radius on the incident power for the scalar model for $\delta=0(1), 0.1(2)$, and 0.5 (3); and $\gamma=0$ (solid curves) and 1 (dashed curves).


Fig. 8. Radial distributions of the plasma density for the scalar model at $\delta=0(1), 0.1(2)$, and $0.5(3)$.
$r<r_{1}$. Position $r_{1}$ of the boundary and the specific power $Q$ absorbed by the discharge, as in the previous section, depend on the value of the incident specific power $P$ and are determined by matching the solutions for the internal and external regions using the same boundary conditions (8). When $r_{1} k_{\perp} \gg 1$, the quantities


Fig. 10. Radial distributions of the plasma density and the field amplitude for the scalar model for $\delta=0.5, \gamma=1$, $P k_{0} / c E_{\mathrm{th}}^{2}=1$, and $P / P_{\mathrm{th}}=30$.
$r_{1}$ and $Q$ are related to the incident specific power by expressions that differ from similar expressions (15), (16), and (20) only by the absence of the term $r^{-2}$ in the radicands, while expressions (22) and (24) retain their form. In this case, the threshold specific power is three times lower than in the previous case: $P_{\text {th }}=$ $0.04 c E_{\mathrm{th}}^{2} / k_{0}$. The dependence of the plasma channel radius on the incident power $P$ for different parameters of the problem and the dependence of the threshold power $P_{\mathrm{th}}$ on $\gamma$ are shown in Figs. 9 and 7 (dashed curves). Figure 10 presents the radial distributions of the plasma density and the field amplitude for $\delta=0.5$, $\gamma=1$, and $P k_{0} / c E_{\mathrm{th}}^{2}=1$.

## 5. CONCLUSIONS

Based on the approximate model of a stationary discharge treated as a system with a specified level of nonlinear self-restriction of the field amplitude, we have calculated analytically and numerically the axially symmetric stationary distributions of the plasma density in optical discharges produced by "Bessel" wave beams of different types. In a beam with an azimuthal electric field equal to zero at the symmetry axis, a discharge appears in the form of a plasma tube, whose internal radius is determined by the convergence angle of the beam, and the external radius is determined by the specific power of a converging cylindrical wave forming the beam. Such discharges can be used as waveguide structures producing channeling of the electromagnetic radiation over rather large distances. In a beam with the field maximum located at the axis, the discharge is continuous: the plasma density in the discharge first monotonically decreases with distance from the symmetry axis and then abruptly vanishes. The maximum values of the plasma density in the discharges of both types are proportional to the square of the convergence angle of the beam. It is shown that even weak Kerr nonlinearity in the medium at small convergence angles of the beam strongly affects the maximum plasma density and the position of discharge boundaries.

The solutions found in the paper can be also used for the description of the quasi-stationary states of axicon discharges in longitudinally inhomogeneous Bessel wave beams formed in real laboratory experiments (for example, upon the axial focusing of a Gaussian beam). Under these conditions, the parameters of structures found, in particular, the external radius of the discharge, should be considered as local functions of the incident specific power, which gradually changes along the axial coordinate. Note, however, that stationary discharges are subjected under real conditions to self-focusing [16] and ionization [17] instabilities, which we have not considered here. In particular, the first of them develops in a nonionized medium [4] if the characteristic transverse size $k_{\perp}^{-1}$ of the beam exceeds the characteristic trans-
verse instability scale $\left(k_{0} \sqrt{\beta E_{\max }^{2}}\right)^{-1}[16]\left(E_{\max }\right.$ is the maximum field amplitude in the unperturbed beam), i.e., when the condition

$$
\begin{equation*}
P>P_{\mathrm{cr}}, \quad P_{\mathrm{cr}} \sim \frac{c k_{0} \sin ^{2} \vartheta}{10 \beta} \tag{31}
\end{equation*}
$$

is fulfilled. If

$$
\vartheta<\vartheta_{s f} \sim \sqrt{\frac{10 \beta P_{\mathrm{th}}}{c k_{0}}} \approx \sqrt{\beta E_{\mathrm{th}}^{2}}
$$

and $P_{\mathrm{th}}>P>P_{\mathrm{cr}}$, then gas breakdown occurs only after the development of a self-focusing instability and also can be accompanied by the formation of stationary waveguide channels, in which the defocusing action of the plasma is compensated by Kerr focusing [14, 18].

In conclusion, we estimate the characteristic parameters of a stationary discharge formed upon the axicon focusing of a Gaussian beam with an intensity (in front of the axicon lens) of

$$
I_{\mathrm{in}}(r)=I_{0} \exp \left(-\frac{r^{2}}{R_{0}^{2}}\right)
$$

in air at atmospheric pressure. As follows from geomet-rical-optical calculations [4, 5], the specific power

$$
P(z)=I_{\text {in }}(z \tan \vartheta) 2 \pi z \tan ^{2} \vartheta
$$

in a beam converging behind the axicon at a small angle $\vartheta$ slowly changes along the longitudinal $z$ axis, achieving a maximum of $P_{\max } \approx 2.7 I_{0} R_{0} \tan \vartheta$ at a distance of $z_{m} \approx 2^{-1 / 2} R_{0} / \tan \vartheta$. Assuming that $E_{\mathrm{th}} \approx 2.3 \times 10^{8} \mathrm{~V} \mathrm{~cm}^{-1}$ and $\beta=1.4 \times 10^{-21} \mathrm{~cm}^{2} / \mathrm{V}^{2}[18]$, we find the value of the critical angle $\vartheta_{s f} \approx 0.01$ rad above which the self-focusing instability (before gas breakdown) will not develop, and the breakdown threshold intensity $I_{0 \text { th }}$ is determined, using the model proposed in the paper, from the expression $I_{0 \mathrm{th}}=P_{\mathrm{th}} / 2.7 R_{0} \tan \vartheta$. For example, for a laser beam of radius $R_{0}=0.5 \mathrm{~cm}$ in front of the axicon and a wavelength of $\lambda=1 \mu \mathrm{~m}$, the value of $I_{0 \text { th }}$ changes from $9 \times 10^{9}$ to $4 \times 10^{10} \mathrm{~W} / \mathrm{cm}^{2}$ when angle $\vartheta$ changes from 0.1 to 0.02 rad . For a maximum input power density of $I_{0}=10^{11} \mathrm{~W} / \mathrm{cm}^{2}$, this range of variation of focusing angel $\vartheta$ corresponds to changes in the discharge length from 10 to 31 cm , in its maximum radius $r_{1 m}$ from $1.2 \times 10^{-3}$ to $10^{-3} \mathrm{~cm}$, and in the maximum plasma density $N=N_{c} \sin ^{2} \vartheta$ from $10^{17}$ to $4 \times 10^{15} \mathrm{~cm}^{-3}$. When radiation is focused at an angle of $\vartheta<\vartheta_{s f}$, the selffocusing instability will develop, resulting in local increase in the field and, hence, in gas breakdown. For example, if $\vartheta=0.005 \mathrm{rad}$ and the input power density lies in the range $8 \times 10^{10}<I_{0}<I_{0 \text { th }}=1.3 \times$ $10^{11} \mathrm{~W} / \mathrm{cm}^{2}$, then gas breakdown can occur only due to
the development of this instability. If the input intensity exceeds the threshold value, the gas will be ionized in the absence of instability as well; however, the appearance of instability will result in an earlier breakdown (closer to the axicon) and in an increase in the discharge length. In the latter case, the discharge radius in the region where the specific power exceeds the threshold one ( $P>P_{\mathrm{th}}$ ) and the discharge radius $r_{1}$ can be found using the model proposed in the paper. For $I_{0}=2 \times$ $10^{11} \mathrm{~W} / \mathrm{cm}^{2}$, the maximum discharge radius is $r_{1 m}=4 \times$ $10^{-4} \mathrm{~cm}$. The plasma concentration in this case can be found from the expression

$$
N=N_{c}\left(\sin ^{2} \vartheta+\beta E_{\mathrm{th}}^{2}\right) \approx N_{c} \beta E_{\mathrm{th}}^{2}=1.3 \times 10^{15} \frac{1}{\mathrm{~cm}^{3}} .
$$
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## APPENDIX

The solution of Eq. (9) in the general case has the form

$$
\begin{equation*}
n=n_{m}-\frac{1}{\left(k_{0} r\right)^{2}}-\left(\frac{\partial \psi}{\partial r}\right)^{2} \tag{A.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\partial \psi}{\partial r}=k_{0} \sqrt{n_{m}} \frac{M I_{i \delta+1}(x)-K_{i \delta+1}(x)}{M I_{i \delta}(x)-K_{i \delta}(x)}+\frac{i}{r} \tag{A.2}
\end{equation*}
$$

$M$ is a constant determined from the boundary condition $\partial \psi / \partial r=0$ at the inner boundary $r_{0}$ of the discharge:

$$
\begin{gathered}
M=\frac{k_{0} r_{0} \sqrt{n_{m}} K_{i \delta+1}\left(x_{0}\right)-i K_{i \delta}\left(x_{0}\right)}{k_{0} r_{0} \sqrt{n_{m}} I_{i \delta+1}\left(x_{0}\right)+i I_{i \delta}\left(x_{0}\right)}, \\
x=\delta \sqrt{n_{m}} r k_{0}, \quad x_{0}=\delta \sqrt{n_{m}} r_{0} k_{0},
\end{gathered}
$$

$I_{\mathrm{v}}(x)$ and $K_{\mathrm{v}}(x)$ are the modified Bessel functions of the first and second kinds.
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#### Abstract

The absorption coefficient of a dense sodium vapor ( $N_{0} \sim 10^{17}-10^{18} \mathrm{~cm}^{-3}$ ) in the near infrared spectral range $(0.8-2.6 \mu \mathrm{~m})$ was measured in a homogeneously heated isolated cell. In the range of parameters studied, the sample exhibits significant absorption. Neither the observed spectral features nor the measured absorption coefficients can be explained using the existing notions of the possible absorption mechanisms (absorption due to a forbidden intercombination transition, collision-induced processes, the trimer vapor component, and many-particle effects) and the available data. © 2003 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The optical properties of a dense alkali metal vapor in the near-infrared (NIR) spectral range have been extensively studied for a long time [1-16]. However, no commonly accepted mechanism has been proposed that could unambiguously explain the significant absorption experimentally observed [1-10, 12-16] outside the region of allowed electron-vibrational-rotational bands of alkali metal dimers (such dimers are present in a heated metal vapor in a sufficiently large proportion, reaching up to several percent of the atomic density component). In this part of the IR spectral range, the alkali metal vapor is usually considered as transparent. Indeed, optical absorption due to the allowed IR vibrational transitions in homonuclear dimers is absent because of the symmetry of these molecules. It is obvious that, in the absence of excitation of a vapor, the absorption cannot be related to the transitions from any excited electron states of, for example, a sodium atom or dimer, because these levels are characterized by very small thermal populations.

A significant optical absorption of an alkali metal vapor in the IR region outside the well-known singlet band $A^{1} \Sigma_{u}^{+} \longleftarrow X^{1} \Sigma_{g}^{+}$was reported for the first time by Chertoprud [1], who measured the transmission of a cell containing potassium vapor in a wavelength interval from 1 to $2.5 \mu \mathrm{~m}$. The observed phenomenon was explained assuming excitation of the intercombination transition $a^{3} \Sigma_{u}^{+} \longleftarrow X^{1} \Sigma_{g}^{+}$in $\mathrm{K}_{2}$ dimers. Later, the absorption spectra of potassium, cesium, and sodium in
the interval from 0.8 to $2.5 \mu \mathrm{~m}$ were thoroughly studied by Bhaskar et al. [2-4] using optical cells of the "heat pipe" type [17, 18] in the presence of helium as a buffer gas. The whole body of new experimental data [2-4] represented evidence against the hypothesis of intercombination transitions formulated in [1]. As alternative mechanisms, Bhaskar et al. [2-4] suggested absorption due to the free-bound transition $b^{3} \Sigma_{g}^{+} \longleftarrow$ $a^{3} \Sigma_{u}^{+}$and the absorption in trimers and more complicated alkali metal polymers. However, attempts to check for the latter possibility by determining the activation energy spectrum gave rather contradictory results [2-4]. The possibility of absorption by microdroplets of a fog which can, in principle, form in the aforementioned cells as a result of condensation of the axial vapor flows from the central (heated) zone to the peripheral (cooled) parts of the cell was rejected: the authors of [2-4] believed that the presence of helium excluded the formation of a fog (which was nevertheless observed when helium was replaced by a heavier buffer gas such as neon or argon).

Subsequent investigations [5-11], using more perfect methods for the calculation of potential curves of alkali metal dimers, solved the problem of determining the position of a longwave boundary of the band of the free-bound transition $b^{3} \Sigma_{g}^{+} \longleftarrow a^{3} \Sigma_{u}^{+}$. In sodium vapor, the quasiclassical $[5,7,9]$ and quantum-mechanical [11] calculations of the absorption coefficient taking into account all the possible low-lying transitions in
$\mathrm{Na}_{2}$ dimers showed good coincidence with experimental data [5, 7-9] obtained in a broad spectral range including both the UV and IR regions. These investigations reliably established that the longwave boundary of the triplet band due to the transition $b^{3} \Sigma_{g}^{+} \longleftarrow a^{3} \Sigma_{u}^{+}$ for the sodium dimer occurs at $\lambda \approx 0.92 \mu \mathrm{~m}$ (Fig. 1). Therefore, absorption in the range of $\lambda>0.92 \mu \mathrm{~m}$ cannot be related to this transition. It was suggested [7, 8] that absorption observed in the IR region outside the tripled band is related, first, to trimers and other polymers of sodium (as in [2-4]) and, second, to the presence of a microdroplet condensate. The latter possibility was confirmed, at first glance, by the results of high-precision measurements [9] performed in a specially designed cell ensuring homogeneous heating of a vapor in the absence of a buffer gas: no absorption in the region of $0.92-1.075 \mu \mathrm{~m}$ was observed to within the experimental error (on the order of $10^{-3} \mathrm{~cm}^{-1}$ ) under the conditions of a strongly overheated vapor excluding condensate formation. However, strong overheating significantly reduced the partial pressure of a molecular component in the vapor and, accordingly, decreased the IR absorption coefficient related to this component. For a light atom such as sodium, the absorption due to the intercombination transition $a^{3} \Sigma_{u}^{+} \longleftarrow X^{1} \Sigma_{g}^{+}$in the first approximation is rather small $[4,7,20]$.

A significant thermal emission and absorption in the IR range was also observed in our investigations of sodium vapor [12-16] performed both in cells of the "heat pipe" type and in a cell with homogeneous heating [16]. It was demonstrated [15] that the formation of a condensate, even when helium used as a buffer gas, can significantly influence the spectral characteristics of sodium vapor in the IR range, but this effect cannot explain the whole body of experimental data. It should be noted that we have also put forward a hypothesis [ 13,15 ] concerning the possible influence of many-particle effects on the shape of far wings of the atomic and molecular transitions corresponding to large detunings from resonance, $\Delta \omega \sim \omega_{0}$, where $\Delta \omega=\omega-\omega_{0}$, $\omega$ is the current frequency, and $\omega_{0}$ is the resonance transition frequency. This problem remains insufficiently studied, although some aspects have been touched upon, for example, in [21-23]. Such a mechanism can play a significant role at large pressures of both sodium vapor and a buffer gas. A model example of the distribution of ion microfields in a dense plasma $[13,15]$ showed that many-particle effects may, in principle, account for a slower decay of the line contour as compared to that according to the nearest-neighbor approximation, thus significantly increasing the absorption in a dense medium at large detunings from the resonance.

It should be also noted that intense emission in the NIR range has been known for a long time in the wellstudied spectra of high-pressure gas-discharge sodium lamps [24, 25]. These IR losses, which can account for up to $20 \%$ of the total energy balance, have been called


Fig. 1. Potential curves of the lower levels of a $\mathrm{Na}_{2}$ dimer: (1) $X^{1} \Sigma_{g}^{+}$; (2) $a^{3} \Sigma_{u}^{+}$; (3) $A^{1} \Sigma_{u}^{+}$; (4) $b^{3} \Sigma_{g}^{+}$; (5) $a^{3} \Pi_{u}$. Vertical lines show the positions of classical satellites of the $1-3$ and 2-4 transitions.
"mysterious" [24] and still have not receive even qualitative explanation within the framework of any existing theoretical models.

Thus, the problem of explaining significant optical absorption and intense emission in the IR spectral range for a dense alkali metal vapor remains open. On the other hand, there is an urgent need for refining the mechanisms of absorption in these systems. This is required for testing various models of the interaction potential in dimers and trimers of an alkali metal, which are employed in the descriptions of various phenomena related to ultracold collisions of alkali metal atoms, diagnostics of high-pressure gas-discharge plasma, etc.

In this context, we have performed for the first time a series of experiments for determining the absorption coefficient of a dense sodium vapor in a spectral interval from 0.8 to $2.6 \mu \mathrm{~m}$ in a cell with "hot" windows excluding the process of vapor condensation.

## 2. EXPERIMENTAL SETUP

The optical absorption spectra of a dense metal vapor were measured using the setup schematically depicted in Fig. 2. The main part of this setup is a sealed-off high-temperature leucosapphire cell containing sodium, which was analogous to a cell described previously [26]. In cells of this and analogous types (see, e.g., $[27,28]$ ), the pressure of a saturated metal vapor is determined by the coldest point. In the rest of the cell volume, the temperature is higher and, hence, the vapor is overheated. This prevents condensation and


Fig. 2. A schematic diagram of the experimental setup: (1) halogen lamp; (2) objective lenses; (3) diaphragms; (4) modulator; (5) sapphire windows; (6) leucosapphire cell; (7) heat exchanger; (8) heaters; (9) optical filter; (10) MDR-23 monochromator; (11) detector; (12) lock-in preamplifier; (13) amplifier; (14) analog-to-digital converter; (15) computer.
the formation of a microdroplet component capable of distorting the results of absorption measurements.

This situation is essentially different from that in cells of the "heat pipe" type, where the maximum saturated vapor pressure is determined by the most heated (usually, central) region of the cell, while cold points occur at the cooled windows. Taking into account a considerable temperature gradient (and the related saturated vapor pressure gradient) in the axial direction, a stationary vapor pressure is established as a result of the vapor transfer by diffusion and convective flows from a hot region to the cooled ends of the cell. The vapor pressure at the periphery is significantly greater than the saturated vapor pressure corresponding to the temperature in this region, which gives rise to intensive condensation with the formation of sufficiently large microparticles [15].

The cell in our setup was a leucosapphire tube with a length of $L=200 \mathrm{~mm}$ and an internal diameter of 15 mm . Sapphire windows glued (with a high-temperature glue) to the cell edges were transparent up to a wavelength of $6 \mu \mathrm{~m}$. We employed no buffer gas, and the cell was prepared by evacuation to a residual pressure not exceeding $10^{-4}$ Torr. In order to avoid deterioration of the vacuum level at elevated temperatures, the cell was provided with a titanium getter. The cell was sealed off and placed into a furnace composed of two parts (see Fig. 2). Each part comprised a quartz tube with a nichrome heating coil. The tube and the coil were coated with a thermoinsulating layer of chamotte and glass composite ribbon. The temperature of the windows and at the center of the cell was measured by chromel-alumel thermocouples. The maximum temperature of the windows ( 1170 K ) was determined by the thermal stability of the glue. The temperature at the center of the cell (cold point) was maintained at a level about 100 K below that of the windows. This was pro-
vided by a chamotte ring in the gap between the two parts of the furnace, which acted as a heat exchanger.

The optical absorption coefficient of a dense sodium vapor was measured using a collimated beam of radiation from a halogen lamp possessing a sufficiently smooth continuous emission spectrum in a wavelength interval from 0.4 to $3 \mu \mathrm{~m}$. The intensity of radiation transmitted through the sodium vapor in the axial region of the cell was measured as follows. The incident radiation was modulated by a chopper operating at a frequency of about 800 Hz . The modulated beam passing through the absorbing vapor column in the cell was focused at the entrance slit of an MDR-23 monochromator with a reciprocal linear dispersion of $2.6 \mathrm{~nm} / \mathrm{mm}$ (for a 600 lines $/ \mathrm{mm}$ grating used in the region of wavelengths below $1.8 \mu \mathrm{~m}$ ) and $5.2 \mathrm{~nm} / \mathrm{mm}$ ( 300 lines $/ \mathrm{mm}$ grating for the wavelengths above $1.8 \mu \mathrm{~m}$ ). The slit width in most cases was set at 2.2 mm . The wavelength range studied was scanned by rotating the diffraction grating of the monochromator controlled by a mechanical system driven with an electric step motor. The output radiation intensity was measured by detectors placed in the focal plane of the monochromator: a germanium diode of the FD-3 type operating in a photovoltaic regime and a photoresistor of the FPU 1235 GA4UBR type used in the range of wavelengths above $1.8 \mu \mathrm{~m}$. The signal from the detector output was fed to a narrowband lock-in preamplifier tuned to the modulation frequency, amplified, digitized by an analog-todigital converter, and processed by a personal computer.

In order to determine the optical absorption in a heated vapor, we measured the intensity $I_{0}$ of the radiation transmitted through the cell at room temperature (i.e., in the absence of a metal vapor) and the intensity $I$ transmitted through the same cell containing sodium vapor heated to various temperatures: $I=I_{\mathrm{r}}-I_{\mathrm{v}}$, where $I_{\mathrm{r}}$ is the recorded signal intensity and $I_{\mathrm{v}}$ is the intrinsic emission intensity (in all experiments, the intrinsic emission from the vapor was negligibly small as compared to $I_{\mathrm{r}}$ ). The experimental absorption coefficient was calculated by the formula

$$
\begin{equation*}
K_{\mathrm{exp}}=\frac{1}{L} \ln \frac{I_{0}}{I} \tag{1}
\end{equation*}
$$

The $I_{0}$ values measured before and after heating of the cell were reproduced to within $1 \%$, which corresponds to an error in determining the absorption coefficient of below $5 \times 10^{-4} \mathrm{~cm}^{-1}$.

## 3. EXPERIMENTAL IR ABSORPTION SPECTRA OF A DENSE SODIUM VAPOR AND DISCUSSION OF RESULTS

Figure 3 shows the typical absorption spectra of sodium vapor measured in a wavelength interval from 0.8 to $2.6 \mu \mathrm{~m}$ and, Fig. 4 presents more detailed spectra
recorded in a wavelength interval from 0.8 to $1.4 \mu \mathrm{~m}$ for various temperatures at the cold point of the cell. According to these data, sodium vapor exhibits significant absorption in the IR range, the absorption band structure being generally analogous to that observed in cells of the heat pipe type [4]. The spectra in Figs. 3 and 4 also exhibit a sharp absorption boundary at a wavelength of $0.82 \mu \mathrm{~m}$, which is related to the longwave edge of the singlet band $A^{1} \Sigma_{u}^{+} \longleftarrow X^{1} \Sigma_{g}^{+}$. The spectra reveal clearly pronounced absorption peaks (indicated by vertical lines in Fig. 4) at $\lambda \approx 0.89$ and $0.85 \mu \mathrm{~m}$, which are attributed to a longwave satellite of the triplet band $b^{3} \Sigma_{g}^{+} \longleftarrow a^{3} \Sigma_{u}^{+}[7-9,25]$ and the related secondary maximum [9, 25]. The relative intensity of these peaks decreases with increasing temperature.

However, instead of a sharp drop in absorption at the longwave edge of the triplet band in the region of $\lambda \sim$ $0.9 \mu \mathrm{~m}$ observed in [9], our spectra exhibit a plateau extending up to about $1.02 \mu \mathrm{~m}$. Note that, according to the results of quantum-mechanical calculations, the coefficient of absorption in the triplet at $0.92 \mu \mathrm{~m}$ and a temperature of $T=1000 \mathrm{~K}$ is on the order of $0.3 \times$ $10^{-39} N_{0}^{2} \mathrm{~cm}^{5}$ (where $N_{0}$ is the number density of sodium atoms) [11]. Under our experimental conditions, $N_{0}$ is determined by the saturated vapor pressure at a temperature of the cold point of the cell and, for the temperature indicated above, $N_{0} \approx 1.32 \times 10^{18} \mathrm{~cm}^{-3}$ [29]. Then, the calculated absorption coefficient is $0.5 \times 10^{-3}$, which is much smaller than the experimentally measured value amounting to about $0.15 \mathrm{~cm}^{-1}$ at nearly the same temperature of $T=1003 \mathrm{~K}$ (Fig. 4). Thus, the results of our measurements at first glance appear to contradict the experimental data reported in [9]. As the wavelength further increases, the absorption initially decreases and then increases again, thus forming a broad band with a maximum at about $1.6 \mu \mathrm{~m}$ (Fig. 3).

Under the experimental conditions studied, that is, without condensation (and the related formation of microdroplets) and in the absence of a buffer gas, the absorption observed in the $0.9-2.6 \mu \mathrm{~m}$ range can only be related to the presence of sodium dimers and trimers. In a strongly overheated vapor under quasiequilibrium conditions in the cell employed in our experiments, the role of higher polymers is insignificant because of their low abundance [30].

First, let us consider the possible role of $\mathrm{Na}_{2}$ dimers in the IR absorption. As pointed out above, it has been reliably established that sodium dimers are characterized by a longwave boundary of the triplet band $b^{3} \Sigma_{g}^{+} \longleftarrow$ $a^{3} \Sigma_{u}^{+}$at $\lambda \approx 0.92 \mu \mathrm{~m}$ and, hence, absorption in the range of $\lambda>0.92 \mu \mathrm{~m}$ cannot be related to this transition. Another possibility, also mentioned above, is the absorp-


Fig. 3. Absorption spectra of sodium vapor in the cell with a cold point temperature of $T=1003$ (1) and 954 K (2).


Fig. 4. Absorption spectra of sodium vapor in a wavelength interval from 0.8 to $1.4 \mu \mathrm{~m}$, measured in the cell with a cold point temperature of $T=1003$ (1), 954 (2), 905 (3), and 856 K (4). Vertical lines indicate the positions of absorption peaks corresponding to a longwave satellite of the triplet band $b^{3} \Sigma_{g}^{+} \longleftarrow a^{3} \Sigma_{u}^{+}$and the related secondary maximum.
tion due to the intercombination transition $a^{3} \Sigma_{u}^{+} \longleftarrow$ $X^{1} \Sigma_{g}^{+}$. To the best of our knowledge, no papers have been reported so far where the dipole moment of this transition would be calculated or at least estimated.


Fig. 5. Plots of the absorption coefficient $K_{f}(\lambda)=K(\lambda) / f_{12}$ (normalized to the oscillator strength) versus wavelength for the intercombination transition $a^{3} \Sigma_{u}^{+} \longleftarrow X^{1} \Sigma_{g}^{+}$calculated for two values of the cold point temperature $T=$ 1003 (1) and 905 K (2).

However, for a light atom such as sodium, this quantity is expected to be very small.

Assuming that the dipole moment and the related oscillator strength $f_{12}$ of this transition weakly depend on the internuclear distance (which is generally a quite satisfactory approximation for the allowed transitions in sodium dimers), we can estimate the wavelength dependence of the absorption coefficient $K(\lambda)$ for the intercombination transition using the well-known formula obtained in the quasistatic approximation [21, 31],

$$
\begin{equation*}
K(\lambda)=\frac{\pi^{2} e^{2}}{2 m c} f_{12} g_{1} N_{0}^{2} R^{2}\left|\frac{d R}{d v_{12}}\right| \exp \left[-\frac{V_{1}(R)}{k T}\right] \tag{2}
\end{equation*}
$$

Here,

$$
v_{12}=v_{12}(R)=c / \lambda
$$

is the frequency of the transition between ground state 1 (singlet term $X^{1} \Sigma_{g}^{+}$) and state 2 (triplet term $a^{3} \Sigma_{u}^{+}$); R is the internuclear distance; $e$ and $m$ are the electron charge and mass, respectively; $c$ is the speed of light in vacuum; $g_{1}=1$ is the statistical weight of the ground state; and $V_{1}(R)$ is the potential energy of the ground state, such that

$$
V_{2}(R)-V_{1}(R)=h v_{12},
$$

where $V_{2}(R)$ is the energy of the triplet state and $h$ is the Planck constant.

According to Eq. (2), the wavelength dependence of $K(\lambda)$ is determined by the exponential term $\exp \left(-V_{1}(R) / k T\right)$ and reaches maximum at the minimum of the potential $V_{1}(R)$. Figure 5 shows the plots of $K_{f}(\lambda)=K(\lambda) / f_{12}$ calculated for two values of the cold point temperature ( $T=905$ and 1003 K ) using formula (2) and the known potential curves of sodium dimers [19]. In the calculation, it was assumed that the density of the atomic vapor component corresponds to the saturated vapor pressure (calculated using the data from [29]) at the given cold point temperature, while the absorption coefficient was determined at the window temperature (for the vapor occurring in the overheated state in most part of the cell). As can be seen from the data in Fig. 5, the calculated absorption spectra of the intercombination transition (with the oscillator strength independent of the distance $R$ ) are qualitatively different from those measured in the experiment and exhibit maxima in the region of $1.25 \mu \mathrm{~m}$, where the experimental curves are at a minimum (cf. Figs. 3, 4, and 5).

It should be noted that the dipole moment of the intercombination transition can strongly depend on the internuclear distance [21], which, in principle, will lead to the calculated absorption spectrum with a shape close to that measured in experiment. Nevertheless, assuming that the absorption coefficient at a given wavelength is determined by the intercombination transition, we can estimate the "effective" oscillator strength of the transition for this wavelength using formula (2) and evaluate the temperature dependence of this value:

$$
f_{12 \mathrm{eff}}(\lambda, T)=\frac{K_{\mathrm{exp}}(\lambda, T)}{K_{f}(\lambda, T)} .
$$

A significant variation of the $f_{12 \text { eff }}$ value with the temperature would exclude the mechanism of absorption related to the intercombination transition, because the real oscillator strength of a molecular transition has to be independent of the temperature.

According to the results of our calculations, $f_{12 \text { eff }}$ at a wavelength of $1.25 \mu \mathrm{~m}$ equals, on the average, $f_{12 \text { eff }} \approx(3.6 \pm 0.3) \times 10^{-4}$ and is virtually (to within the measurement error) independent of the temperature in the $850-1000 \mathrm{~K}$ interval. This result does not contradict the hypothesis concerning the role of the intercombination transition. Note that the above value of the "effective" oscillator strength refers to the minimum of $K_{\text {exp }}$ and the maximum of the calculated spectrum of $K$. In other regions of the spectrum, calculations give significantly greater values of $f_{12 \text { eff }}$, for example, $f_{12 \text { eff }} \sim 10^{-2}$ at $\lambda=1.0 \mu \mathrm{~m}$. It is hardly probable for an intercombination transition to possess such a large value of the oscillator strength.

The absorption related to the other forbidden transitions, $a^{3} \Pi_{u} \longleftarrow a^{3} \Sigma_{u}^{+}$and $A^{1} \Sigma_{u}^{+} \longleftarrow a^{3} \Sigma_{u}^{+}$, can be ignored because of the very small thermal population of the triplet term $a^{3} \Sigma_{u}^{+}$. Analogous calculations of the absorption coefficients for these transitions give values comparable to the experimental data, only assuming that the oscillator strengths are as large as $f \sim 1$, which is unreal. The region of possible absorption for another forbidden transition, $a^{3} \Pi_{u} \longleftarrow X^{1} \Sigma_{g}^{+}$, falls within the visible spectral range.

Besides the direct optical absorption due to forbidden transitions, there is an alternative possibility of absorption related to the collision-induced processes [32] accompanying the interaction between two sodium dimers or between a dimer and an atom, the probabilities of which can be significant provided that the metal vapor pressure is sufficiently high. Such processes were studied in sufficient detail for the absorption related to the vibrational-rotational transitions in some molecules [32] and the forbidden transitions in atoms (see, e.g., [21, 33, 34]). In the latter case, the values of reduced absorption coefficients

$$
K_{\mathrm{r}}(\lambda)=\frac{K(\lambda)}{N_{\mathrm{a}} N_{\mathrm{p}}}
$$

(where $N_{\mathrm{a}}$ and $N_{\mathrm{p}}$ are the number densities of the absorbing and perturbing particles) can be rather large, on the order of $10^{-38} \mathrm{~cm}^{5}$ [33, 34]. Some investigations were devoted to the collision-induced absorption involving forbidden molecular electron transitions, predominantly in the molecule of oxygen [35-37], which is related to the role of this phenomenon in the formation of the absorption spectrum of the Earth's atmosphere. The values of the absorption coefficients of $\mathrm{O}_{2}$ molecules for the triplet-singlet transitions between ground state terms in the IR range can be on the order of $10^{-45} \mathrm{~cm}^{5}[35,36]$.

To our knowledge, no investigations of the collisioninduced absorption related to the intercombination transition in the sodium dimer were reported in the literature (the calculation of such processes represents a very cumbersome quantum-mechanical problem). In particular, the assumption that the dipole moment of the collision-induced transition is independent of the distance $R_{c}$ between the interacting particles is by no means valid in this case, since this quantity tends to zero for $R_{c} \longrightarrow \infty$. However, let us assume that the col-lision-induced absorption in sodium dimers (with allowance for the difference in the polarizabilities of molecules) is on the same order of magnitude as that in molecular oxygen. For the sodium dimer, the polarizability amounts to $39.2 \AA^{3}$ [38], while that of the $\mathrm{O}_{2}$ molecule is $1.571 \AA^{3}$ [39]. Taking into account that the dipole moment of a transition is proportional to the
square of polarizability [40, 41], we may expect that the reduced absorption coefficient of sodium dimers can be about 600 times that of oxygen and reach a level on the order of $10^{-42} \mathrm{~cm}^{5}$. At $T \sim 1000 \mathrm{~K}$, the number density of sodium dimers in a saturated vapor is $N_{\mathrm{d}} \sim 10^{17} \mathrm{~cm}^{-3}$. This yields an absorption coefficient on the level of $10^{-8} \mathrm{~cm}^{-1}$ for the $\mathrm{Na}_{2}-\mathrm{Na}_{2}$ collisions, and on the level of $10^{-7} \mathrm{~cm}^{-1}$ for the $\mathrm{Na}_{2}-\mathrm{Na}$ collisions. As can be readily seen (Fig. 3), these estimates are three to four orders of magnitude below the values observed in experiment. Note also that, if we assume that a broad peak in the region of $1.6 \mu \mathrm{~m}$ is related to the collision-induced absorption, the peak width must be on the order of the reciprocal time of flight of a perturbing particle moving at a thermal velocity near an absorbing particle. Taking a radius of intermolecular forces on the order of $10^{-7} \mathrm{~cm}$, we estimate the width at about $0.1 \mu \mathrm{~m}$, which is several times smaller than the measured value (about $0.4 \mu \mathrm{~m}$ in Fig. 3).

One of the main features of the collision-induced absorption is a quadratic dependence of the absorption coefficient on the density (this corresponds to the pair collisions) and a weak dependence on the temperature [32]. The latter dependence consists mostly in a slight increase of the absorption band width with the temperature, which is related to a decrease in the collision time caused by increasing relative velocity of the interacting particles:

$$
V \propto T^{1 / 2}
$$

For the conditions of our experiments, this factor can be ignored in the first approximation. Figure 6 shows the temperature variation of the reduced absorption coefficients $K_{\text {exp }} / N_{0} N_{\mathrm{d}}$ and $K_{\text {exp }} / N_{\mathrm{d}}^{2}$ at a wavelength of $1.25 \mu \mathrm{~m}$. The number densities of sodium dimers were calculated using data on the saturated sodium vapor pressure reported in [29] and the spectroscopic constants of $\mathrm{Na}_{2}$ molecules tabulated in [42]. As can be seen from Fig. 6, the reduced absorption coefficients in both cases significantly vary with the temperature. This contradicts the hypothesis about on collision-induced character of absorption of sodium vapor in the spectral range under consideration.

Now let us consider the possible role of $\mathrm{Na}_{3}$ trimers in IR absorption. The absorption spectra of trimers were studied both experimentally and theoretically in sufficient detail (see, e.g. reviews [43-45] and references therein). However, the experimental investigations of the optical absorption of small clusters of various metals were restricted to the visible spectral range, whereas data on the IR absorption are not available. This is related to the fact that such spectra cannot be directly measured by transillumination of the medium, since the cluster beams presently used for the spectro-


Fig. 6. Temperature variation of the reduced absorption coefficients $K_{\text {exp }} / N_{0} N_{\mathrm{d}}(1)$ and $K_{\text {exp }} / N_{\mathrm{d}}^{2}$ (2) at a wavelength of $1.25 \mu \mathrm{~m}$.
scopic investigations have a very low density. For this reason, the absorption spectra of clusters (including sodium trimers) are obtained by various indirect methods based on the use of dye lasers. Unfortunately, the tuning range of such lasers is restricted to the region of wavelength below $0.8-0.9 \mu \mathrm{~m}$.

In our opinion, the most thorough experimental investigation of the optical absorption of sodium trimers in a wavelength interval from 0.35 to $0.85 \mu \mathrm{~m}$ was reported in [46], where the spectra reveal seven clearly pronounced absorption bands. Simultaneously published results of theoretical calculations [47] of the energies and oscillator strengths of the electron transitions in $\mathrm{Na}_{3}$ molecule showed good coincidence with the experimental data [46]. The positions of measured absorption peaks generally correspond (with a slight shortwave shift by $0.04-0.1 \mathrm{eV}$ ) to the calculated excitation energies, while the peak amplitudes correlate well with the calculated oscillator strengths of the transitions.

In addition to the results for the transitions in the visible spectral range, the excitation energies were calculated [47] for the three lowest levels of sodium trimer with the wavelengths of vertical transitions from the ground state falling within the IR range: $\lambda_{1}=2.383 \mu \mathrm{~m}$, $\lambda_{2}=1.158 \mu \mathrm{~m}$, and $\lambda_{3}=0.932 \mu \mathrm{~m}$, the oscillator strengths $f_{12}$ of these transitions being $0.0119,0.0092$, and 0.0115 , respectively. In principle, wavelengths $\lambda_{2}$ and $\lambda_{3}$ may correspond to the absorption observed in our experiments at $0.9-1.2 \mu \mathrm{~m}$ (see Fig. 4), whereas the broad absorption peak observed in the region of $1.6 \mu \mathrm{~m}$
(Fig. 3) is too strongly shifted from the value of $\lambda_{1}$ toward shorter wavelengths. It should be noted that the experimentally measured widths $\Delta E$ of the absorption peaks observed in the visible range fall within $0.07-0.17 \mathrm{eV}$ [46] and we may suggest that the width of IR transitions should be on the same order of magnitude.

Using the above data, it is possible to calculate the absorption cross sections at maxima of the IR absorption peaks for sodium trimers, proceeding from the Lorentzian line shape [48]:

$$
\begin{equation*}
\sigma=\frac{4 \pi e^{2}}{m c} f \frac{1}{\Delta \omega_{12}} \tag{3}
\end{equation*}
$$

where $\Delta \omega=\Delta E / \hbar$. Assuming for estimation purposes that $\Delta E \approx 0.1 \mathrm{eV}$ and using formula (3), we obtain the cross sections $\sigma=8.3 \times 10^{-18}, 6.4 \times 10^{-18}$, and $8.0 \times$ $10^{-18} \mathrm{~cm}^{2}$ for $\lambda_{1}, \lambda_{2}$, and $\lambda_{3}$, respectively.

In order to evaluate the absorption coefficients corresponding to the above peaks, we have calculated the equilibrium densities of the trimer vapor component $N_{\text {tr }}$ using recent theoretical data on the fundamental vibrational frequencies ( $\omega_{1}=295.3 \mathrm{~cm}^{-1}, \omega_{2}=56.9 \mathrm{~cm}^{-1}$, and $\omega_{3}=102.9 \mathrm{~cm}^{-1}$ ) [49] and the dissociation energies (about $3000 \mathrm{~cm}^{-1}$ ) calculated in [50-52]. The moments of inertia of the trimer molecule were calculated using the structural data from [43]. The calculations were performed assuming (as it was done previously) that the density of the atomic vapor component corresponds to the saturated vapor pressure at the given cold point temperature, while the trimer number density refers to the window temperature (since the vapor occurs in the overheated state in the greater part of the cell).

The results of calculating the absorption coefficients $K_{\text {calcd }}$ for the IR absorption peaks of sodium trimers at various temperatures are presented in the table. As can be seen from these data, the calculated absorption coefficients at all wavelengths and temperatures are significantly smaller than the experimentally measured ones. The differences, while being relatively small (to within a factor of $2-5$ ) for $\lambda_{1}$, increase to one order of magnitude for $\lambda_{2}$ and reach up to two orders of magnitude for $\lambda_{3}$. It should be noted that subsequent refinement of both experimental and calculated data on the parameters of sodium trimers may lead to some change in the calculated number density of sodium trimers in the vapor and, hence, to the possible approach of $K_{\text {calcd }}$ to $K_{\text {exp }}$.

Still another possible factor contributing to the optical absorption of sodium vapor in the IR range is the absorption related to many-particle effects, that is, to the interaction of an emitting atom or molecule with a large number of perturbing particles. As was demonstrated (see, e.g., [21, 53]), such interactions may lead to the appearance of additional satellites in the colli-

Calculated absorption coefficients $K_{\text {calc }}$ for the IR absorption peaks of sodium trimers at various temperatures

| $T, \mathrm{~K}$ | $N_{\mathrm{tr}}, \mathrm{cm}^{-3}$ | $\lambda_{1}=2.383 \mu \mathrm{~m}$ <br> $\sigma=8.3 \times 10^{-18} \mathrm{~cm}^{2}$ |  | $\lambda_{2}=1.158 \mu \mathrm{~m}$ <br> $\sigma=6.4 \times 10^{-18} \mathrm{~cm}^{2}$ |  | $\lambda_{3}=0.932 \mu \mathrm{~m}$ <br> $\sigma=8.0 \times 10^{-18} \mathrm{~cm}^{2}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $K_{\text {calcd }}, \mathrm{cm}^{-1}$ | $K_{\text {exp }}, \mathrm{cm}^{-1}$ | $K_{\text {calcd }}, \mathrm{cm}^{-1}$ | $K_{\text {exp }}, \mathrm{cm}^{-1}$ | $K_{\text {calcd }}, \mathrm{cm}^{-1}$ | $K_{\text {exp }}, \mathrm{cm}^{-1}$ |
| 1003 | $2.65 \times 10^{14}$ | $2.2 \times 10^{-3}$ | $3.9 \times 10^{-3}$ | $1.7 \times 10^{-3}$ | $1.7 \times 10^{-2}$ | $2.1 \times 10^{-3}$ | $1.4 \times 10^{-1}$ |
| 954 | $8.86 \times 10^{13}$ | $7.4 \times 10^{-4}$ | $1.5 \times 10^{-3}$ | $5.7 \times 10^{-4}$ | $6.1 \times 10^{-3}$ | $7.1 \times 10^{-4}$ | $3.8 \times 10^{-2}$ |
| 905 | $2.60 \times 10^{13}$ | $2.2 \times 10^{-4}$ | - | $1.7 \times 10^{-4}$ | $2.7 \times 10^{-3}$ | $2.1 \times 10^{-4}$ | $1.2 \times 10^{-3}$ |
| 856 | $6.60 \times 10^{12}$ | $5.5 \times 10^{-5}$ | - | $4.2 \times 10^{-5}$ | $5.6 \times 10^{-4}$ | $5.3 \times 10^{-5}$ | $3.5 \times 10^{-3}$ |

sion-broadened absorption spectra. The distance from each subsequent satellite (satellites-on-satellites [21, p. 1140]) to the main spectral line is approximately a multiple of the distance from the first satellite. The many-particle effects were experimentally observed, for example, in the spectra of cesium resonance absorption lines broadened by inert buffer gases [53] and in some other mixtures at relatively small densities of the perturbing gas (about $5 \times 10^{18}-5 \times 10^{19} \mathrm{~cm}^{-3}$ ).

Under the experimental conditions studied here, such additional satellites of the sodium $3 S-3 P$ resonance line may, in principle, appear as a result of collisions involving three atoms, which can be interpreted as the collisions between sodium atoms and dimers. In this case, we may expect that the additional satellites will represent the satellites-on-satellites of the singletsinglet $\left(A^{1} \Sigma_{u}^{+} \longleftarrow X^{1} \Sigma_{g}^{+}, \lambda=0.804 \mu \mathrm{~m}[5,9,11]\right)$ and triplet-triplet $\left(b^{3} \Sigma_{g}^{+} \longleftarrow a^{3} \Sigma_{u}^{+}, \lambda=0.89 \mu \mathrm{~m}\right.$, see Fig. 4) molecular transitions in sodium dimers. Then, the satellites must correspond to wavelengths of 1.1 and $1.82 \mu \mathrm{~m}$ and, in principle, can be identified with the experimentally observed broad absorption bands at $0.9-1.2$ and $1.6-1.8 \mu \mathrm{~m}$ (see Figs. 3 and 4). However, neither correct justification of this possibility nor evaluation of the corresponding coefficients are possible without detailed calculations.

## 4. CONCLUSIONS

We have measured the optical absorption coefficients in the IR spectral interval from 0.8 to $2.6 \mu \mathrm{~m}$ for a dense sodium vapor ( $N_{0} \approx 10^{17}-10^{18} \mathrm{~cm}^{-3}$ ) in a homogeneously heated sealed-off cell. The experimental data show evidence of significant absorption in the range of parameters studied. An analysis of the possible absorption mechanisms (absorption due to a forbidden intercombination transition, collision-induced processes, trimer vapor component, and many-particle effects) and estimates of the corresponding contributions showed that neither the spectral features observed nor the values of the absorption coefficients measured can be explained based on these mechanisms and the avail-
able published data. Many-particle effect can play an important role; they can, in principle, explain the experimental results. Unfortunately, no numerical estimates are available for these effects. For a reliable interpretation of the experimental data and justified choice of one or several factors contributing to the observed absorption in the spectral range studied, it necessary to perform a detailed quantum-mechanical calculation of the aforementioned mechanisms in application to the particular cases of sodium and other alkali metals.

As was indicated in the Introduction, no absorption (to within the experimental error) was observed previously [9] in the wavelength interval from 0.92 to $1.075 \mu \mathrm{~m}$ for sodium vapor in a homogeneously heated cell, which is at variance with our data. Note, however, that the experiments described in [9] were performed under the conditions of strong overheating, whereby a temperature difference between the reservoir with sodium vapor and the sapphire cell reached about 500 K . Under these conditions, the number densities of dimer and trimer vapor components were significantly lower as compared to those in our experiments. Indeed, the number densities of sodium dimers and trimers calculated for the conditions studied in [9] did not exceed $3 \times 10^{15}$ and $2 \times 10^{12} \mathrm{~cm}^{-3}$, respectively. Under the conditions of our experiments, the corresponding values even at a minimum temperature were $2 \times 10^{17}$ and $6.6 \times$ $10^{12} \mathrm{~cm}^{-3}$, respectively. This is evidence, in particular, for the fact that the observed absorption is due to the molecular vapor component.

It should be also pointed out that the pattern of optical absorption observed in the IR spectral range approximately corresponds to a considerable emission from sodium vapor previously reported in the spectral interval from 2 to $3 \mu \mathrm{~m}$ [12, 14]. Indeed, using the Kirchhoff law [49], it is possible to determine the spectral intensity of emission from sodium vapor under the conditions of our experiments,

$$
\begin{equation*}
\varepsilon(\lambda)=F(\lambda, T) K(\lambda) \tag{4}
\end{equation*}
$$

where $F(\lambda, T)$ is the Planck function. Then, the total emission intensity is given by the integral from $\varepsilon(\lambda)$
over the wavelength interval studied. Upon extrapolating the measured wavelength dependence of the absorption coefficient to $\lambda=3 \mu \mathrm{~m}$ at $T=1003 \mathrm{~K}$, we obtain the following value of the intensity of emission in the $2-3 \mu \mathrm{~m}$ interval: $1.7 \times 10^{4} \mathrm{erg} /\left(\mathrm{s} \mathrm{cm}^{2} \mathrm{sr}\right)$. The experimental value of the emission intensity reported for the same interval is $2.6 \times 10^{4} \mathrm{erg} /\left(\mathrm{s} \mathrm{cm}^{2} \mathrm{sr}\right)$ [12, 14].

In conclusion, it should be noted that analogous behavior of the optical absorption coefficient in the IR spectral range can be expected for the vapor of other alkali metals.
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#### Abstract

The problem of the dynamics and the spectrum of spontaneous radiation is solved for a system of two atoms in one-dimensional space. In order to single out, to the maximum possible degree, phenomena associated with the influence of spatially separated atoms on each other via the radiation field, the present analysis is performed precisely for the one-dimensional case. As a result, two effects are revealed and considered in detail: (i) the existence of stable (metastable) entangled superposition states at specific distances between the atoms and (ii) a considerable distinction between the spectra of photons emitted in two opposite directions from the system where only one of the atoms is initially excited. The possibilities of observing these effects are discussed. © 2003 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

A quantum description of spontaneous radiation from an atom dates back to the classic study of Weisskopf and Wigner [1]. It includes three basic effects (see, for example, [2]):
(i) the exponential decay of an excited state prepared at the initial instant of time;
(ii) the shift of the observed central frequency in the spectrum of emitted photons with respect to the transition frequency obtained by solving the problem of energy levels of an isolated atom (radiative or Lamb shift);
(iii) the Lorentzian shape of the emitted-photon spectrum with respect to the central frequency.

Properties (i) and (iii) are tightly related (see, for example, [3]), but they are, strictly speaking, approximate. The degree of deviation from the exponential law and, hence, from a Lorentzian contour is controlled by the ratio of the spontaneous-decay rate $\Gamma$ to a frequency $\tilde{\omega}$ that is a characteristic scale at which the density of electromagnetic-field modes changes in the vicinity of the transition frequency $\omega_{0}$. For an atom in a free space, we have $\tilde{\omega} \approx \omega_{0}$, and the ratio $\Gamma / \omega_{0}$ in the optical (visible) range is not more than $10^{-8}$ to $10^{-7}$ even for strong transitions.

From the aforesaid, it follows that means for governing the dynamics and the spectrum of spontaneous radiation must rely on how the density of electromag-netic-field modes in the vicinity of the transition frequency is structured. A number of specific examples were considered in Bykov and Shepelev's monograph [4], which anticipated in part subsequent studies devoted to
radiation from an atom in a resonator [5], in a periodic structure (photon crystals [6, 7]), in the vicinity of a dielectric sphere with a size about that of the wavelength [8-10], and in some other cases. Influence at the microscopic level is also possible if, for example, one places, in the vicinity of an excited atom (within a distance about that of the wavelength $\lambda$ ), an atom having a close transition frequency. In the particular case (which, at the same time, is the most interesting) of identical atoms separated by a distance much shorter than $\lambda$, we have a system that exhibits the Dicke superradiance effect [11] or, more specifically, at least three basic cooperative effects. For the purpose of illustration, we restrict our consideration to the case of two atoms whose ground and excited states $(|g\rangle$ and $|e\rangle$, respectively) are coupled by the off-diagonal matrix element $d_{e g}$ of the dipole-moment operator.

The first effect consists in what is referred to as superradiance-namely, if, at the initial instant of time, both atoms are in the excited state, in which case the system as a whole is in the $|e e\rangle$ state, the probability of finding a specific atom in the excited state decreases faster than in the case where there is no neighboring atom.

As a matter of fact, the second effect explains the mechanism of superradiance: in the dynamics of the process, the symmetric superposition $(|e g\rangle+|g e\rangle) / \sqrt{2}$ of two states, where one atom is excited and the other is not excited, is the intermediate state for the transition to the ground state $|g g\rangle$ of the entire system. The dipole moments of transitions between this superposition and both upper $|e e\rangle$ and lower $|g g\rangle$ states are greater than $d_{e g}$ by a factor of $\sqrt{2}$.

Finally, the third effect consists in that the antisymmetric superposition $(|e g\rangle-|g e\rangle) / \sqrt{2}$ of the same states is stable since the dipole moment for the transition to the ground state $|g g\rangle$ (and to the excited state $|e e\rangle$ as well) is equal to zero. In the following, we will be interested primarily in this effect, which we will refer to as subradiance.

These cooperative effects, which are well known in the theory, have not yet been observed experimentally in a pure form - that is, for the case of two or a few atoms in a volume whose dimensions are much smaller than $\lambda$. Superradiance has been investigated predominantly in large ensembles of atoms or molecules in extended media (for an overview, see, for example, [12, 13]). Only quite recently did experiments with simple systems result in the observation of manifestations of both superradiance and subradiance. In the first of these experiments, which was reported in [14], two $\mathrm{Ba}^{+}$ions were captured in an ion trap and localized, by using the laser-cooling technique, at positions separated by a distance of about $2 \lambda$, which was slightly varied. A short laser pulse generated a superposition (antisymmetric in the case being discussed) of two states of the system, $|e g\rangle$ and $|g e\rangle$, whereupon the experiment involved measuring the time of spontaneous decay. In this way, a weak modulation was revealed in the dependence of this time on the distance between the ions (actually, the measurements were performed only for three distances).

In another experiment (see [15]), which also employed a $\mathrm{Ba}^{+}$ion in an ion trap, the mirror image of the localized ion played the role of the second identical particle. Spontaneous emission along the normal to the mirror was detected, and a sizable modulation of the signal with period $\lambda / 2$ was observed in the dependence on the distance between the ion and the mirror. Naturally, an explanation in terms of interference suggests itself-this is true, in principle, but the authors of that study preferred to gain a deeper insight into the nature of the phenomenon, claiming that they were dealing with a manifestation of a cooperative effect. In order to validate their point of view, they performed an additional experiment. Two ions, 1 and 2, were captured into a trap, and observation was performed along the direction connecting ion 1 and the image of ion 2 (or vice versa). Again, a modulation of the signal was observed.

In the present study, the formulation of the problem is close to that in the experiment reported in [15]. Specifically,
(i) we consider two atoms that are spatially separated to such an extent that their dipole-dipole interaction is insignificant;
(ii) the atoms radiate only along the line passing through their centers (physically, such a one-dimensional situation can be realized in a waveguide whose transverse dimension is about $\lambda$ ).

In this one-dimensional model, the cooperative effect eventually manifests itself to the maximum pos-
sible degree not only as a modulation of the fluorescence signal in the experiment described in [15] but also in the dynamics of decay and in the radiation spectrum. The subradiance effect, which consists in that superposition (meta)stable excited states of the system exist at specific values of the interatomic spacing, is of particular interest.

## 2. FORMULATION OF THE ONE-DIMENSIONAL PROBLEM

We consider two identical two-level atoms, 1 and 2, located at an arbitrary distance from each other. For the definiteness, we place atom 1 at the origin of coordinates and denote the coordinate of atom 2 by $\mathbf{R}$. At the initial instant $t=0$, atom 1 is in the excited state $|e\rangle$, while atom 2 is in the ground state $|g\rangle$. An electromagnetic field propagates only along vector $\mathbf{R}$; at the initial instant $t=0$, the field is assumed to be in the vacuum state, $|0\rangle$. Thus, the initial state of the entire system is $|e g 0\rangle$. As an initial basis, we take the eigenfunctions of the Hamiltonian in the zero-order approximation, where there is no interaction between atoms and the radiation field, which is quantized in an infinite onedimensional space. We denote by $A_{1}$ the amplitude of the initial state of the "atom $1+$ atom $2+$ field" system. Further, we take into consideration continuum states where there is a single photon of arbitrary frequency $\omega$ and where both atoms are in the ground state. These continuum states are doubly degenerate in the direction of photon propagation. We denote them by $\left|g g 1_{\omega}^{(+)}\right\rangle$and $\left|g g 1_{\omega}^{(-)}\right\rangle$for the directions to the right and to the left, respectively; we also denote the corresponding amplitudes by $B_{\omega}^{(+)}$and $B_{\omega}^{(-)}$. Finally, we include, in our consideration, the state $|e g 0\rangle$, which interacts with the original state via continuum states, and denote its amplitude by $A_{2}$. The set of equations for the amplitudes $A_{1}, A_{2}$, $B_{\omega}^{(+)}$, and $B_{\omega}^{(-)}$can be derived in a standard way from the time-dependent Schrödinger equation. The result is given by

$$
\begin{gather*}
i \frac{d A_{1}}{d t}=\int_{0}^{\infty} V(\omega) B_{\omega}^{(+)} e^{-i\left(\omega-\omega_{0}\right) t} d \omega \\
+\int_{0}^{\infty} V(\omega) B_{\omega}^{(-)} e^{-i\left(\omega-\omega_{0}\right) t} d \omega \\
i \frac{d A_{2}}{d t}=\int_{0}^{\infty} V(\omega) B_{\omega}^{(+)} e^{-i\left[\left(\omega-\omega_{0}\right) t-k_{\omega} R\right]} d \omega \\
+\int_{0}^{\infty} V(\omega) B_{\omega}^{(-)} e^{-i\left[\left(\omega-\omega_{0}\right) t+k_{\omega} R\right]} d \omega \tag{1}
\end{gather*}
$$

$$
\begin{aligned}
& i \frac{d B_{\omega}^{(+)}}{d t}=V(\omega) A_{1} e^{i\left(\omega-\omega_{0}\right) t}+V(\omega) A_{2} e^{i\left[\left(\omega-\omega_{0}\right) t-k_{\omega} R\right]} \\
& i \frac{d B_{\omega}^{(-)}}{d t}=V(\omega) A_{1} e^{i\left(\omega-\omega_{0}\right) t}+V(\omega) A_{2} e^{i\left[\left(\omega-\omega_{0}\right) t+k_{\omega} R\right]}
\end{aligned}
$$

where the matrix element $\langle e 0| \hat{V}\left|g 1_{\omega}\right\rangle$ of the operator $\hat{V}$ representing the interaction of an atom with the field is denoted by $V(\omega)$ for the atom at the origin of coordinates. For simplicity, we assume (without any loss of generality) that this matrix element is real-valued. For the atom at point $R$, the matrix element in question must therefore be multiplied by the factor $\exp \left( \pm i k_{\omega} R\right)$, where the sign corresponds to the direction of wave vector $\mathbf{k}_{\omega}$ of the $\left|1_{\omega}^{ \pm}\right\rangle$photon. Also, we have denoted by $\omega_{0}$ the frequency of the $e \longrightarrow g$ transition.

A method for exactly solving the set of Eqs. (1) is given in Appendix A. This is a generalization of the method proposed in [16-18] for analogous problems involving a continuous spectrum. In the main body of the text, we will restrict our consideration to a wellknown approximation that consists in the following. The matrix element of interaction, $V$, is assumed to be independent of the emitted-photon frequency $\omega$ and is set to $V\left(\omega_{0}\right)$. Further, integration in the first two equations of the set of Eqs. (1) is extended to the entire infinite axis. In the case of a single atom, it is the approximation in which one arrives at a precisely exponential decay of the excited-state amplitude and at a precisely Lorentzian spectrum of emitted photons (see the discussion at the beginning of the Introduction). Yet, information about that part of the Lamb shift which depends formally on the form of function $V(\omega)$ is lost in this case (see, for example, [2]), but we assume here that the Lamb shift was originally taken into account in the value of transition frequency $\omega_{0}$, a quantity that is known from experimental data.

The meaning of the above approximation and the consequences that it entails become clear if one formally integrates the third and the fourth equation in the set of Eqs. (1) for the initial condition $B_{\omega}^{( \pm)}(0)=0$ and substitutes the functions $B_{\omega}^{( \pm)}(t)$, obtained as a result of integration, into the first two equations. This yields the set of two integro-differential equations

$$
\begin{gathered}
\frac{d A_{1}}{d t}=-2 \int_{0}^{t} \mathscr{Y}_{0}(t-\tau) A_{1}(\tau) d \tau \\
-\int_{0}^{t}\left[\mathscr{Y _ { + }}(t-\tau)+\mathscr{Y _ { - } ( t - \tau ) ] A _ { 2 } ( \tau ) d \tau}\right. \\
\frac{d A_{2}}{d t}=-2 \int_{0}^{t} \mathscr{Y _ { 0 } ( t - \tau ) A _ { 2 } ( \tau ) d \tau}
\end{gathered}
$$

$$
-\int_{0}^{t}\left[\mathscr{K}_{+}(t-\tau)+\mathscr{K}_{-}(t-\tau)\right] A_{1}(\tau) d \tau
$$

where the kernels $\mathscr{K}_{0}(t-\tau)$ and $\mathscr{K}_{ \pm}(t-\tau)$ can be represented in an integral form; that is,

$$
\begin{gather*}
\mathscr{K}_{0}(x)=\int_{0}^{\infty} V^{2}(\omega) e^{-i\left(\omega-\omega_{0}\right) x} d \omega  \tag{3}\\
\mathscr{K}_{ \pm}(x)=\int_{0}^{\infty} V^{2}(\omega) e^{ \pm i k_{\omega} R} e^{-i\left(\omega-\omega_{0}\right) x} d \omega .
\end{gather*}
$$

We can see that, if one sets $V(\omega)=V\left(\omega_{0}\right)$ and replaces in (3) the lower limit of integration by $-\infty$, the kernel $\mathscr{K}_{0}$ reduces to a delta function, with the result that the derivatives of amplitudes $A_{1}$ and $A_{2}$ at the instant $t$ do not depend on the values of amplitudes $A_{1}$ and $A_{2}$, respectively, at previous instants of time. The situation around the kernels $\mathscr{K}_{ \pm}$is subtler. For them to be also reducible to delta functions, it is necessary, in addition to invariability of $V^{2}(\omega)$, that the medium be nondisper-sive-that is, the frequency dependence of the wave vector $k_{\omega}$ must be linear. It is obvious that this requirement is much more significant physically than the preceding one. ${ }^{1}$ In the main body of the text, we assume that the requirement in question is satisfied, but, in Appendix A, we prove that nonzero dispersion does not violate qualitative effects considered in the present study.

Thus, we assume that $k_{\omega} \propto \omega$ and denote by $t_{0}$ the time it takes for light to travel from atom 1 to atom 2 and in the opposite direction. We then have

$$
\begin{align*}
& \mathscr{K}_{+}(t-\tau) \propto e^{-i \omega_{0} t_{0}} \delta\left(t-\tau-t_{0}\right),  \tag{4}\\
& \mathscr{K}_{-}(t-\tau) \propto e^{-i \omega_{0} t_{0}} \delta\left(t-\tau+t_{0}\right)
\end{align*}
$$

Upon substitution of relations (4) into Eqs. (2), we see that the term involving $\mathscr{K}_{-}$drops out since the relevant delta function is concentrated off the integration interval $(0, t)$. Relating the rate of the spontaneous decay of the excited state, $\Gamma$, to the quantity $V^{2}\left(\omega_{0}\right)$ as

$$
\begin{equation*}
\Gamma=4 \pi V^{2}\left(\omega_{0}\right) \tag{5}
\end{equation*}
$$

and introducing the notation $\gamma=\Gamma / 2$, we obtain the set of equations

$$
\begin{align*}
& \frac{d A_{1}(t)}{d t}=-\gamma A_{1}(t)-\gamma e^{i \omega_{0} t_{0}} A_{2}\left(t-t_{0}\right)  \tag{6}\\
& \frac{d A_{2}(t)}{d t}=-\gamma A_{2}(t)-\gamma e^{i \omega_{0} t_{0}} A_{1}\left(t-t_{0}\right)
\end{align*}
$$

[^6]where the derivative of amplitude $A_{1}$ depends on the $A_{2}$ value delayed by time $t_{0}$ and vice versa.

Further, we consider the dynamics of the system in time (Section 3) and the spectrum of radiation in each of the two directions (Section 4).

## 3. TIME EVOLUTION OF THE SYSTEM

As was discussed above, we are interested in the situation where, at the initial instant $t=0$, atom 1 is excited, while atom 2 is not excited. For the initial conditions $A_{1}(0)=1$ and $A_{2}(0)=0$ that correspond to this case, the set of Eqs. (6) can easily be solved by induction. The result, which can be straightforwardly verified by means of a direct substitution into the original equations, has the form

$$
\begin{gather*}
A_{1}(t)=\sum_{n=0}^{\infty} \frac{\theta\left(t-2 n t_{0}\right)}{(2 n)!}  \tag{7}\\
\times\left[\gamma e^{i \omega_{0} t_{0}}\left(t-2 n t_{0}\right)\right]^{2 n} e^{-\gamma\left(t-2 n t_{0}\right)} \\
A_{2}(t)=-\sum_{n=0}^{\infty} \frac{\theta\left[t-(2 n+1) t_{0}\right]}{(2 n+1)!}  \tag{8}\\
\times\left\{\gamma e^{i \omega_{0} t_{0}}\left[t-(2 n+1) t_{0}\right]\right\}^{2 n+1} e^{-\gamma\left[t-(2 n+1) t_{0}\right]}
\end{gather*}
$$

where $\theta$ is the Heaviside theta function. At each instant of time, the series on the right-hand sides of (7) and (8) are finite. New terms come into play at instants that are integral multiples of $t_{0}$. For $\exp \left(i \omega_{0} t_{0}\right) \neq \pm 1$, each new term appears with a phase that differs from the phase of the preceding term; therefore, it is quite natural that, for $t \longrightarrow \infty$, the amplitudes $A_{1}(t)$ and $A_{2}(t)$ tend to zero, as they must. However, at $\exp \left(i \omega_{0} t_{0}\right)= \pm 1$-that is, in the case where $\omega_{0} t_{0}=m \pi$, where $m$ is an arbitrary integerall terms in the expression for $A_{1}$ are positive, while all terms in the expression for $A_{2}$ have a sign opposite to the sign of $\exp \left(i \omega_{0} t_{0}\right)$. It turns out that, in this case, the absolute values of both amplitudes tend to a constant for $t \longrightarrow \infty$ :

$$
\begin{gather*}
\lim _{t \rightarrow \infty} A_{1}(t)=-e^{-i \omega_{0} t_{0}} \lim _{t \rightarrow \infty} A_{2}(t)=\frac{1}{2\left(1+\gamma t_{0}\right)}  \tag{9}\\
\left(\omega_{0} t_{0}=m \pi\right)
\end{gather*}
$$

The proof of formula (9) is given in Appendix B [see (B.16) and comments to this formula]. The dynamics of the transient process for the probabilities $\mathscr{P}_{1,2}(t)=\left|A_{1,2}(t)\right|^{2}$ of finding the atoms in the excited states is illustrated in Fig. 1 for various values of parameter $\gamma t_{0}$.

The case where parameter $\gamma t_{0}$ appearing in (9) is much less than unity is the most realistic. The total
probability of finding the system in states $|e g\rangle$ and $|g e\rangle$, where one of the atoms is excited, while the other is not excited, then tends to a value approximately equal to $1 / 2$. This fact means that stable superpositions of states $|e g\rangle$ and $|g e\rangle$ can exist. In the case where the interatomic spacing is equal to an integral number of wavelengths corresponding to the transition frequency, the antisymmetric superposition $(|e g\rangle-|g e\rangle) / \sqrt{2}$ is stable, while, in the case where the interatomic spacing is equal to a half-integer number of wavelengths, the symmetric superposition $(|e g\rangle+|g e\rangle) / \sqrt{2}$ is stable. We note that, if the interatomic spacing is formally set to zero, we arrive at the classic case considered by Dicke [11], where it was precisely the antisymmetric superposition that was stable.

However, the situation where the atoms are spatially separated differs qualitatively from the Dicke system, where the stable superposition is an eigenstate of the "atom + field" system. In the case considered here, a more complicated superposition involving, in addition to states $|e g 0\rangle$ and $|g e 0\rangle$, continuum states $\left|g g 1_{\omega}^{(+)}\right\rangle$and $\left|g g 1_{\omega}^{(-)}\right\rangle$forming a wave packet spatially bounded between the atoms is an eigenstate. Quantitatively, this fact will be interpreted below upon analyzing the radiation spectrum of our system. In this section, we will additionally consider, by way of example, only the dynamics of the system where a symmetric superposition of states $|e g 0\rangle$ and $|g e 0\rangle$ is initially prepared and where the interatomic spacing is close to a half-integer number of wavelengths. If this is so and if the equality $\omega_{0} t_{0}=(2 n+1) \pi$ holds exactly, the dynamics reduces to a transient process where the above stable state is formed, but, if this equality holds only approximately, a relatively fast transient process is accompanied by a relatively slow decay of the state formed, which must now be treated as metastable.

Thus, we consider set of Eqs. (6) with the initial conditions $A_{1}(0)=A_{2}(0)=1 / \sqrt{2}$. The solution has the form

$$
\begin{gather*}
A_{1}(t)=A_{2}(t)=\frac{1}{\sqrt{2}} \sum_{n=0}^{\infty} \frac{(-1)^{n}}{n!}  \tag{10}\\
\times \theta\left(t-n t_{0}\right)\left[\gamma e^{i \omega_{0} t_{0}}\left(t-n t_{0}\right)\right]^{n} e^{-\gamma\left(t-n t_{0}\right)}
\end{gather*}
$$

It was mentioned above that, at $\exp \left(i \omega_{0} t_{0}\right)=-1$, the total probability $\mathscr{P}(t)=\left|A_{1}(t)\right|^{2}+\left|A_{2}(t)\right|^{2}$ of finding the atoms in the excited states tends to a constant for $t \longrightarrow \infty$ (illustrative examples are given in Fig. 2):

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \mathscr{P}(t)=\frac{1}{\left(1+\gamma t_{0}\right)^{2}} \tag{11}
\end{equation*}
$$

For $\gamma t_{0} \ll 1$, this constant is close to unity. Any small


Fig. 1. Dynamics of the transient process from the initial state where one of the atoms is excited to a stable superposition of two states where amplitudes $A_{1}$ and $A_{2}$ of states $|e g 0\rangle$ and $|g e 0\rangle$, respectively, are given by formula (9). The quantity $\mathscr{P}_{1}\left(\mathscr{P}_{2}\right)$ is the probability of finding atom 1 (2) in the excited state. The parameter $\gamma t_{0}$ was set to (a) 0.01 , (b) 0.1 , and (c) 1 .
deviation of the quantity $\exp \left(i \omega_{0} t_{0}\right)$ from -1 leads to an irreversible decay of the excited states, but the rate of this decay decreases as $\exp \left(i \omega_{0} t_{0}\right)$ tends to -1 . The illustration in Fig. 3 corresponds to the parameter value of $\gamma t_{0}=0.1$, in which case the limit in (11) is approximately equal to 0.83 . This figure displays three dependences $\mathscr{P}(t)$ at various small values of the parameter $\beta=\left|\omega_{0} t_{0}-(2 n+1) \pi\right|$. The scales for these dependences are significantly different, but they become virtually identical if we choose $\beta^{2} t$ for a variable.

The last result can be interpreted in terms of Fermi's well-known golden rule for transitions to a continuous spectrum. We are interested here in the rate of decay of a symmetric superposition of states $|e g\rangle$ and $|g e\rangle$; in order to apply the corresponding golden-rule formula $\mathscr{W}=2 \pi\left|F\left(\omega_{0}\right)\right|^{2}$ (see, for example, [20]) to this case, matrix element $F(\omega)$ of the interaction of this superposition with states of the doubly degenerate continuous spectrum must be expressed in terms of the matrix element $V(\omega)$ appearing in the original set of Eqs. (1);
that is,

$$
\begin{equation*}
F(\omega)=\frac{V}{\sqrt{2}}\left(1+e^{ \pm i \omega t_{0}}\right) \tag{12}
\end{equation*}
$$

Using this relation and Eq. (5), we can express the rate $\mathscr{W}$ in terms of $\gamma$ as

$$
\begin{equation*}
\mathscr{W}=\gamma\left|1+e^{i \omega_{0} t_{0}}\right|^{2} \approx \beta^{2} \gamma \tag{13}
\end{equation*}
$$

In the second, approximate, equality, we have taken into account the proximity of the quantity $\omega_{0} t_{0}$ to ( $2 n+$ $1) \pi$ and used the small parameter $\beta$, which was introduced above.

The decay curve $\mathscr{P}(t) \approx \exp \left(-\beta^{2} \gamma t\right)$ corresponding to the golden rule is given in Fig. 3 along with one of the exact solutions. Of course, it does not describe the transient process in question. Moreover, the exact solution leads to a somewhat slower decrease than that which is prescribed by the golden rule. The reason is that there is a small effective shift of the central frequency of the transition from the metastable superposition of states.


Fig. 2. Dynamics of the decay of part of the population $\mathscr{P}$ of the upper level for the system of two atoms in the case where the interatomic spacing is exactly equal to a half-integer number of wavelengths corresponding to the atomic-transition frequency and where a symmetric superposition of states $|e g\rangle$ and $|g e\rangle$ is initially excited. The decay proceeds from the value of unity to the value given by (11). The parameter $\gamma t_{0}$ was set to (a) 0.1 and (b) 1 .


Fig. 3. Dynamics of the decay of a metastable symmetric superposition of states $|e g\rangle$ and $|g e\rangle$. The quantity $\mathscr{P}$ is the total probability of finding the atoms in the excited state. The quantity $\gamma$ is defined in the main body of the text. The parameter $\gamma t_{0}$ is set to 0.1 . The interatomic spacing was taken to be close to a half-integer number of wavelengths corresponding to the atomic-transition frequency $\omega_{0}$, so that the parameter $\beta=\left|\omega_{0} t_{0}-(2 n+1) \pi\right|$ is small: (a) $\beta^{2}=10^{-2}$, (b) $\beta^{2}=10^{-3}$, and (c) $\beta^{2}=10^{-4}$. The one-exponential reference curve $\exp (-\mathscr{W} t)$, where $\mathscr{W}$ is given by (13), is presented in Fig. 3a for the sake of comparison. A much faster transient processthat within which $\mathscr{P}$ decreases from unity to the value in (11)—is shown in Fig. 2.

We will discuss this effect upon considering the radi-ated-photon spectrum.

## 4. RADIATION SPECTRUM

It is reasonable to begin by addressing the simpler problem of the two considered in the preceding sec-tion-namely, the problem of the decay of an initially prepared symmetric (antisymmetric) superposition of states $|e g 0\rangle$ and $|g e 0\rangle$. The simplicity of this problem consists in that the spectra of radiated photons are identical in the two propagation directions. At the same time, the spectra in the two directions may be signifi-
cantly different in the problem where only one of the two atoms is initially excited. This effect will be analyzed below.

Thus, we consider the solution in (10) for amplitudes $A_{1}(t)$ and $A_{2}(t)$ describing states $|e g 0\rangle$ and $|g e 0\rangle$, respectively. In order to obtain the spectrum of emitted photons, it is necessary to substitute (10) into the last two equations in set of Eqs. (1) and to integrate them ${ }^{2}$

[^7]from the initial instant $t=0$ to the final instant of observation (we set it to $t=\infty$ ). For a normalization to be convenient, we define the spectrum $\mathscr{S}_{+}(\omega)$ (the plus sign means that, in this case, a symmetric superposition of states $|e g 0\rangle$ and $|g e 0\rangle$ is initially prepared) as the sum of the probabilities of the emission of photons of the given frequency in the two directions:
$$
\mathscr{S}_{+}(\omega)=\left|B_{\omega}^{(+)}\right|^{2}+\left|B_{\omega}^{(-)}\right|^{2}
$$

As an intermediate result, we have

$$
\begin{align*}
& B_{\omega}^{( \pm)}(t=\infty)=-i V(\omega)\left(1+e^{\mp i \omega t_{0}}\right) \\
& \quad \times \frac{1}{\sqrt{2}} \sum_{n=0}^{\infty} \frac{(-1)^{n}}{n!}\left(\gamma e^{i \omega_{0} t_{0}}\right)^{n} \mathscr{I}_{n} \tag{14}
\end{align*}
$$

where

$$
\begin{gather*}
\mathscr{I}_{n}=\int_{n t_{0}}^{\infty}\left(t-n t_{0}\right)^{n} e^{-\gamma\left(t-n t_{0}\right)} e^{-i\left(\omega-\omega_{0}\right)} d t  \tag{15}\\
=\frac{n!e^{i n\left(\omega-\omega_{0}\right) t_{0}}}{\left[\gamma-i\left(\omega-\omega_{0}\right)\right]^{n+1}}
\end{gather*}
$$

The further procedure involves substituting (15) into (14), summing a geometric progression, and squaring the absolute values of $B_{\omega}^{(+)}$and $B_{\omega}^{(-)}$. In this way, we reduce the expression for the emission spectrum to the form

$$
\begin{gather*}
\mathscr{S}_{+}(\omega)=\frac{1}{\pi} \\
\times \frac{\gamma\left(1+\cos \omega t_{0}\right)}{\gamma^{2}\left(1+\cos \omega t_{0}\right)^{2}+\left(\omega-\omega_{0}-\gamma \sin \omega t_{0}\right)^{2}} \tag{16}
\end{gather*}
$$

where, for simplicity, we replaced, in accordance with (5), the slowly varying function $V^{2}(\omega)$ by the constant $\Gamma=2 \gamma$. Without going into details, we would also like to note that the result for spectrum $\mathscr{S}_{-}(\omega)$ corresponding to an initially prepared antisymmetric superposition of states $|e g 0\rangle$ and $|g e 0\rangle$,

$$
\begin{gather*}
\mathscr{S}_{-}(\omega)=\frac{1}{\pi} \\
\times \frac{\gamma\left(1-\cos \omega t_{0}\right)}{\gamma^{2}\left(1-\cos \omega t_{0}\right)^{2}+\left(\omega-\omega_{0}+\gamma \sin \omega t_{0}\right)^{2}} \tag{17}
\end{gather*}
$$

differs from formula (16) only in the signs in front of the cosine and the sine.

Further, expressions (16) and (17) would be coincident in form with a Lorentzian contour if the arguments of the sine and the cosine were constants. But in the case of $\gamma t_{0} \ll 1$, which is of greatest interest to us (see the preceding section), this is indeed so: argument $\omega t_{0}$ changes insignificantly within the characteristic spec-
tral-contour width, which, in any case, is less than $2 \gamma$. For the case of $\gamma t_{0} \ll 1$, it is therefore quite natural to introduce the effective central frequency of the contour,

$$
\begin{equation*}
\tilde{\omega}_{0}=\omega_{0} \pm \gamma \sin \omega_{0} t_{0} \quad\left(\gamma t_{0} \ll 1\right) \tag{18}
\end{equation*}
$$

where the upper (lower) sign corresponds to the symmetric (antisymmetric) initial condition. Accordingly, the effective half-width of the contour is

$$
\begin{equation*}
\tilde{\gamma}=\gamma\left(1 \pm \cos \tilde{\omega}_{0} t_{0}\right) \quad\left(\gamma t_{0} \ll 1\right) \tag{19}
\end{equation*}
$$

while the shape of the emitted-photon spectrum can be approximately represented in the canonical Lorentzian form

$$
\begin{equation*}
\mathscr{S}_{ \pm}(\omega) \approx \frac{1}{\pi} \frac{\tilde{\gamma}}{\tilde{\gamma}^{2}+\left(\omega-\tilde{\omega}_{0}\right)^{2}} \quad\left(\gamma t_{0} \ll 1\right) \tag{20}
\end{equation*}
$$

This result is quite consistent with the conclusions drawn in Section 3 that concern the dynamics of the radiative decay of an initially prepared symmetric superposition state. By way of example, we indicate that, for $\mathscr{S}_{+}(\omega)$ taken in the case where the above parameter $\beta=\left|\omega_{0} t_{0}-(2 n+1) \pi\right|$ (see Fig. 3 and explanations in the main body of the text) is much less than unity, the effective width of the emitted-photon spectrum is $\tilde{\Gamma}=2 \tilde{\gamma} \approx \beta^{2} \gamma\left(1-2 \gamma t_{0}\right)$ in accordance with (19) (here, we retained only the first two terms in the expansion in the small parameter $\gamma t_{0}$ ). In the zero-order approximation in $\gamma t_{0}$, this width is exactly equal to decay rate $\mathscr{W}$ (13), corresponding to the golden rule, while, with allowance for the correction, it is somewhat less, which follows from the graphs in Fig. 3.

Let us now examine the case where only one of the atoms is initially excited. In order to obtain the radiation spectrum, we use the solutions in (7) and (8) for amplitudes $A_{1}(t)$ and $A_{2}(t)$, respectively, and substitute them into set of Eqs. (1). As a result, we obtain the probabilities for the emission of photons of the given frequency in the two opposite directions:

$$
\begin{gather*}
\mathscr{S}_{\odot}(\omega)=\frac{1}{4 \pi\left(1+\sin ^{2} \omega t_{0}\right)} \\
\times\left[\frac{\left(1+2 \sin ^{2} \omega t_{0}\right) \gamma\left(1+\cos \omega t_{0}\right)}{\gamma^{2}\left(1+\cos \omega t_{0}\right)^{2}+\left(\omega-\omega_{0}-\gamma \sin \omega t_{0}\right)^{2}}\right. \\
-\frac{\sin \omega t_{0}\left(\omega-\omega_{0}-\gamma \sin \omega t_{0}\right)}{\gamma^{2}\left(1+\cos \omega t_{0}\right)^{2}+\left(\omega-\omega_{0}-\gamma \sin \omega t_{0}\right)^{2}}  \tag{21}\\
+\frac{\left(1+2 \sin ^{2} \omega t_{0}\right) \gamma\left(1-\cos \omega t_{0}\right)}{\gamma^{2}\left(1-\cos \omega t_{0}\right)^{2}+\left(\omega-\omega_{0}+\gamma \sin \omega t_{0}\right)^{2}} \\
\left.+\frac{\sin \omega t_{0}\left(\omega-\omega_{0}+\gamma \sin \omega t_{0}\right)}{\gamma^{2}\left(1-\cos \omega t_{0}\right)^{2}+\left(\omega-\omega_{0}+\gamma \sin \omega t_{0}\right)^{2}}\right]
\end{gather*}
$$

in the "free" direction and

$$
\begin{gather*}
\mathscr{S}_{\otimes}(\omega)=\frac{1}{4 \pi\left(1+\sin ^{2} \omega t_{0}\right)} \\
\times\left[\frac{\gamma\left(1+\cos \omega t_{0}\right)}{\gamma^{2}\left(1+\cos \omega t_{0}\right)^{2}+\left(\omega-\omega_{0}-\gamma \sin \omega t_{0}\right)^{2}}\right. \\
+\frac{\sin \omega t_{0}\left(\omega-\omega_{0}-\gamma \sin \omega t_{0}\right)}{\gamma^{2}\left(1+\cos \omega t_{0}\right)^{2}+\left(\omega-\omega_{0}-\gamma \sin \omega t_{0}\right)^{2}}  \tag{22}\\
+\frac{\gamma\left(1-\cos \omega t_{0}\right)}{\gamma^{2}\left(1-\cos \omega t_{0}\right)^{2}+\left(\omega-\omega_{0}+\gamma \sin \omega t_{0}\right)^{2}} \\
\left.-\frac{\sin \omega t_{0}\left(\omega-\omega_{0}+\gamma \sin \omega t_{0}\right)}{\gamma^{2}\left(1-\cos \omega t_{0}\right)^{2}+\left(\omega-\omega_{0}+\gamma \sin \omega t_{0}\right)^{2}}\right]
\end{gather*}
$$

in the direction from the initially excited atom through the initially nonexcited atom.

It obviously follows from (21) and (22) that the total spectrum $\mathscr{S}_{\odot}(\omega)+\mathscr{S}_{\otimes}(\omega)$ of photons emitted in the two directions is equal, as it must be, to $\left[\mathscr{S}_{+}(\omega)+\right.$ $\left.\mathscr{S}_{-}(\omega)\right] / 2$-that is, the half-sum of the spectra corresponding to the symmetric and antisymmetric initial conditions. However, spectra $\mathscr{S}_{\odot}(\omega)$ and $\mathscr{S}_{\otimes}(\omega)$ themselves may be significantly different (see the two examples in Fig. 4). First of all, the total probabilities of photon emission in the two directions are not equal to each other: the integral of $\mathscr{S}_{\odot}(\omega)$ is always greater than the integral of $\mathscr{S}_{\otimes}(\omega)$. Introducing the ratio

$$
\mathscr{R}=\frac{\int_{-\infty}^{\infty} \mathscr{S}_{\odot}(\omega) d \omega}{\int_{-\infty}^{\infty} \mathscr{S}_{\otimes}(\omega) d \omega}
$$

and calculating, by a method similar to that used to evaluate the integral in (B.11) in Appendix B, the relevant integrals of various terms appearing in expressions (21) and (22), we obtain

$$
\begin{equation*}
\mathscr{R}=\frac{2-\frac{\cos \left(2 \omega_{0} t_{0}\right)}{\cosh \left(2 \sqrt{2} \gamma t_{0}\right)}+\frac{5}{4} \sqrt{2} \tanh \left(2 \sqrt{2} \gamma t_{0}\right)}{1+\frac{3}{4} \sqrt{2} \tanh \left(2 \sqrt{2} \gamma t_{0}\right)} . \tag{24}
\end{equation*}
$$

It follows from formula (24) that, for $\gamma t_{0} \ll 1$, the ratio in (23) takes a maximum value of $\mathscr{R} \approx 3$ at interatomic distances differing from an integral number of half-


Fig. 4. Central part of the spectrum of photons emitted in two opposite directions for the case where one of the atoms is initially excited. The two examples demonstrate distinctions between spectra $\mathscr{S}_{\odot}(\omega)$ and $\mathscr{S}_{\otimes}(\omega)$. The normalization was performed with respect to the maximum of function $\mathscr{S}_{\odot}(\omega)$. Parameter $\gamma t_{0}$ was set to 0.1 for both examples. The interatomic spacing differs from an integral number of half-wavelengths by (a) $\lambda / 4$ and (b) $\lambda / 8$.
wavelengths by $\lambda / 4$. The corresponding small-scale dependences $\mathscr{R}\left(\omega_{0} t_{0}\right)$ are shown in Fig. 5 for $\gamma t_{0}=0.1$ and $\gamma t_{0}=0.5$. It can be seen that, as parameter $\gamma t_{0}$ increases, the dependence of $\mathscr{R}$ on the interatomic spacing is smoothed out over the wavelength scale, tending to the constant $\left.\mathscr{R}\right|_{\gamma t_{0}>1} \approx 2 \sqrt{2}-1 \approx 1.83$.

To conclude this section, we would like to note the fact (see, in particular, Fig. 4) that function $\mathscr{S}_{\otimes}(\omega)$ is exactly equal to zero at transition frequency $\omega_{0}$. Thus, we can say that a nonexcited atom is like an ideal mirror for a photon emitted by an identical atom strictly at the atomic-transition frequency.

## 5. SOME PROPERTIES OF STABLE STATES

In Section 2, we indicated that a nondecaying superposition of the two states $|e g\rangle$ and $|g e\rangle$ (it is symmetric if the interatomic spacing is equal to a half-integer number of wavelengths and antisymmetric if this spacing is equal to an integral number of wavelengths) is "supported" by a wave packet bounded between the


Fig. 5. Ratio (24) of the total probabilities of photon emission in two opposite directions in the case where one of the atoms is excited initially as a function of the interatomic spacing over the scale $\lambda / 2$ : (a) evolution of ratio $\mathscr{R}$ as parameter $\gamma t_{0}$ grows from extremely small values (dashed curve) to a value of 0.1 (solid curve) and (b) subsequent evolution of $\mathscr{R}$ as $\gamma t_{0}$ increases to 0.5 (solid curve) and further to greater limiting values (dashed curve).
atoms. This means that, for the "atoms + field" system, the superposition

$$
\begin{gather*}
|\Upsilon\rangle=C_{1}|e g 0\rangle+C_{2}|g e 0\rangle \\
+\int C_{\omega}^{(+)}\left|g g 1_{\omega}^{(+)}\right\rangle d \omega+\int C_{\omega}^{(-)}\left|g g 1_{\omega}^{(-)}\right\rangle d \omega, \tag{25}
\end{gather*}
$$

where $C_{2}= \pm C_{1}$ and where the relation between $C_{1,2}$ and $C_{\omega}^{( \pm)}$can be derived from the corresponding formulas of Appendix A , is the corresponding stable eigenstate that is embedded in the continuous spectrum and is "discrete" in the sense that it is normalized to unity rather than to a delta function (for more details, see Appendix A). In particular, the relation between $C_{1,2}$ and $C_{\omega}^{( \pm)}$indicates which fraction of energy is associated with the excitation of the atoms and which is concentrated in the "supporting" field.

Here, we would like to extend somewhat the issue in question as follows. By way of example, we examine the situation where a symmetric superposition of states $|e g\rangle$ and $|g e\rangle$ is excited at $t=0$ and where the interatomic spacing is exactly equal to a half-integer number of wavelengths and address the problem of assessing the following probabilities:
(i) that of finding an atom in the excited state for $t \longrightarrow \infty\left(\mathscr{P}_{\mathrm{at}}\right)$;
(ii) that of recording a photon by a detector placed at infinity (the probability of emission into a free space, $\mathscr{P}_{\text {free }}$;
(iii) that of finding a photon in the supporting field between the atoms for $t \longrightarrow \infty\left(\mathscr{P}_{\text {support }}\right)$.

The first probability is given by formula (11). The answers to the questions associated with the second and third probabilities can be obtained by two methods. One of these (indirect) employs the relation between
expansion coefficients $C_{1,2}$ and $C_{\omega}^{( \pm)}$in eigenstate $\Upsilon(25)$ of our system (see Appendix A). We will rely on the other, clearer, method, which follows from the proof of formula (11) in Appendix B. There, one uses, first of all, the general normalization condition (B.3) (as a matter of fact, this is the equality $\left.\mathscr{P}_{\text {at }}+\mathscr{P}_{\text {free }}+\mathscr{P}_{\text {support }}=1\right)$ and then determines the integral of the total probability of finding the system in the state $\left|\operatorname{gg} 1_{\omega}^{( \pm)}\right\rangle$with respect to the frequency $\omega$. This integrated probability involves three terms. The first contains the integral $\mathscr{Q}_{1}$ (B.9) and is proportional to the quantity $\mathscr{P}_{\text {at }}$ (or $A_{\infty}^{2}$ in the notation adopted in Appendix B); hence, it is $\mathscr{P}_{\text {support }}$. The second term, which contains the integral $2_{2}$ (B.10), tends to zero for $t \longrightarrow \infty$; it describes the interference between two fields-the field "emitted into a free space" and the supporting field. The remaining third term, which contains the integral $\mathscr{L}_{3}(\mathrm{~B} .11)$, is $\mathscr{P}_{\text {free }}$. By using formulas (11), (B.9), and (B.15), we arrive at the final expressions

$$
\begin{gather*}
\mathscr{P}_{\text {at }}=\frac{1}{\left(1+\gamma t_{0}\right)^{2}}, \quad \mathscr{P}_{\text {free }}=\frac{\gamma t_{0}}{1+\gamma t_{0}}, \\
\mathscr{P}_{\text {support }}=\frac{\gamma t_{0}}{\left(1+\gamma t_{0}\right)^{2}} . \tag{26}
\end{gather*}
$$

We can see the following:
(i) If condition $\gamma t_{0} \ll 1$, which was used as a rule in this article for the purpose of illustration, is satisfied, the initial excitation remains predominantly concentrated in the atoms, while the probability of finding a photon in the "radiated" field is approximately equal to the probability of finding a photon in the supporting field (both probabilities are about $\gamma t_{0}$ ).
(ii) At $\gamma t_{0}=1$, part of the excitation energy is carried away, with a probability of $1 / 2$, in the form of radiation to a free space, while the remaining part of the excitation energy is distributed in equal shares (1/4) between the atoms and the supporting field.
(iii) Under condition $\gamma t_{0} \gg 1$, the probability of finding a photon in the supporting field is a small quantity on the order of $\left(\gamma t_{0}\right)^{-1}$, while the probability of finding an atom in the excited state is even smaller, on the order of $\left(\gamma t_{0}\right)^{-2}$ - that is, the energy of the initial excitation of the system is predominantly carried away to a free space.

## 6. CONCLUSIONS

In this study, special features of the dynamics and of the spectrum of radiation from a system consisting of two spatially separated identical atoms have been investigated in detail for the one-dimensional case. The most interesting effect here is subradiance, which occurs if the atoms are separated by a distance approximately equal to an integral or a half-integer number of wavelengths corresponding to the atomic-transition frequency.

At first glance, it seems that the above situation is idealized and is far from experimental capabilities. However, this is not quite so. Within the last decade, socalled holey optical waveguides [21,22] were created, where a high-quality one-mode regime can be realized. Moreover, initial experiments were performed [23] that demonstrated the possibility of channeling an atom into a hollow waveguide of a transverse dimension about $\lambda$.

As to localization of atoms, there are also here a number of possibilities following from already available experimental realizations: for example, the localization of an ion in an electromagnetic or in a radio-frequency trap, as in the experiments reported in [14, 15] and mentioned in the Introduction, and the localization of an atom at the nodes of a standing light wave by means of laser cooling of atoms (optical lattices in one-, two-, and three-dimensional cases [24-26]).

Presently, ion traps make it possible to achieve localization within a few nanometers. Light traps (see the first experiment in [27] and review article [28]) cannot yet ensure so high a degree of localization (the localization there is approximately one order of magnitude poorer than in ion traps), but we would like to mention in this connection a new method of localization precisely in a waveguide, that which was recently proposed in [29] and which can be realized on the basis of geometry where the potential of the gradient force of a light field is concentrated in the transverse direction over a distance much shorter than the wavelength.

One should also bear in mind the tight localization of an atom in condensed media. It is especially appealing in this sense to follow the trend of nanophysics which dictates the use of quantum dots rather than atoms.

In conclusion, we will briefly list possible applications.

The discovered stable superposition state of two atoms belongs to the class of entangled states. It is well known that such states have been assumed to play a special role in future quantum calculations. ${ }^{3}$ It should be emphasized that the entangled states considered in the present study can be long-lived in the optical (visible) range, and this is of particular interest; also, a transition from a symmetric to an antisymmetric state can readily be implemented by changing the position of one of the atoms by $\lambda / 2$ or by slightly changing the medium index of refraction.

An extremely high sensitivity of the effects considered in this study (in particular, of the time of superpo-sition-state decay, as well as of the spectra of photons emitted in two opposite directions) to the interatomic spacing and, possibly, to the surroundings, which may weakly affect the atomic-transition frequency, is favorable for harnessing these effects in precision measurements and diagnostics.
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## APPENDIX A

Let us consider a general method for solving the set of Eqs. (1) without simplifying assumptions made in the main body of the text. First, we note ${ }^{4}$ that set of Eqs. (1), which consists of four integro-differential equations, can be broken down into two independent sets of two equations each by means of the substitution

$$
\begin{gather*}
A_{g}=\frac{1}{\sqrt{2}}\left(A_{1}+A_{2}\right), \quad A_{u}=\frac{1}{\sqrt{2}}\left(A_{1}-A_{2}\right), \\
B_{\omega}^{(g)}=\frac{1}{\sqrt{2}}\left(B_{\omega}^{(+)} e^{i k_{\omega} R / 2}+B_{\omega}^{(-)} e^{-i k_{\omega} R / 2}\right),  \tag{A.1}\\
B_{\omega}^{(u)}=-\frac{i}{\sqrt{2}}\left(B_{\omega}^{(+)} e^{i k_{\omega} R / 2}-B_{\omega}^{(-)} e^{-i k_{\omega} R / 2}\right) .
\end{gather*}
$$

[^8]If $A_{u}=0$, then $A_{g}$ is actually the amplitude of a symmetric superposition of states $|e g\rangle$ and $|g e\rangle$, and vice versa-that is, if $A_{g}=0, A_{u}$ is the amplitude of an antisymmetric superposition of the same states. Upon making the substitution specified in (A.1), we obtain the set of equations

$$
\begin{gather*}
i \frac{d A_{g}}{d t}=\int_{0}^{\infty} V_{g}(\omega) B_{\omega}^{(g)} e^{-i\left(\omega-\omega_{0}\right) t} d \omega,  \tag{A.2}\\
i \frac{d B_{\omega}^{(g)}}{d t}=V_{g}(\omega) A_{g} e^{i\left(\omega-\omega_{0}\right) t}
\end{gather*}
$$

for the "symmetric" part of the problem, where

$$
\begin{equation*}
V_{g}=2 V(\omega) \cos \frac{k_{\omega} R}{2} \tag{A.3}
\end{equation*}
$$

and the set of equations

$$
\begin{gather*}
i \frac{d A_{u}}{d t}=\int_{0}^{\infty} V_{u}(\omega) B_{\omega}^{(u)} e^{-i\left(\omega-\omega_{0}\right) t} d \omega  \tag{A.4}\\
i \frac{d B_{\omega}^{(u)}}{d t}=V_{u}(\omega) A_{u} e^{i\left(\omega-\omega_{0}\right) t}
\end{gather*}
$$

for the "antisymmetric" part, where

$$
\begin{equation*}
V_{u}=2 V(\omega) \sin \frac{k_{\omega} R}{2} \tag{A.5}
\end{equation*}
$$

In accordance with the formulation of our problems, $V(\omega)$ is a slowly varying function that decreases at infinity.

Further, the substitutions

$$
\begin{gather*}
A_{g, u}(t)=a(\varepsilon) e^{-i\left(\varepsilon-\omega_{0}\right) t}  \tag{A.6}\\
B_{\omega}^{(g, u)}(t)=b_{\omega}(\varepsilon) e^{-i(\varepsilon-\omega) t}
\end{gather*}
$$

reduce both sets of equations, that in (A.2) and that in (A.4), to an eigenvalue problem, with $\varepsilon$ and $\| a(\varepsilon)$, $b_{\omega}(\varepsilon) \|$ appearing as eigenvalues and eigenvectors, respectively; that is,

$$
\begin{gather*}
\left(\varepsilon-\omega_{0}\right) a(\varepsilon)=\int_{0}^{\infty} G(\omega) b_{\omega}(\varepsilon) d \omega  \tag{A.7}\\
(\varepsilon-\omega) b_{\omega}(\varepsilon)=G(\omega) a(\varepsilon)
\end{gather*}
$$

where the index ( $g$ or $u$ ) is omitted for brevity and where function $G(\omega)$, which describes the interaction of a discrete level with a continuous spectrum, is either $V_{g}$ (A.3) or $V_{u}$ (A.5), respectively.

Set of Eqs. (A.7) can be diagonalized by the wellknown method that, for various problems involving a continuous spectrum, was given in [16] (autoionization states of atoms), [17] (laser-induced transitions from a discrete spectrum to a band of levels), and [18]
(intramolecular vibrational relaxation), as well as in the monograph of Cohen-Tannoudji et al. [31], which was published later. In those studies, an analytic solution was obtained for an arbitrary (in principle) form of function $G(\omega)$ (of course, it is assumed that $G(\omega)$ is a continuous function). In the context of the present study, there is, however, a subtle importance consisting in that the case where function $G(\omega)$ vanishes at some points has special features not covered in previous studies. Below, we fill this gap.

It was proven in [17] that the spectrum of eigenvalue problem (A.7) is continuous from the boundary below which function $G(\omega)$ vanishes (without loss of generality, we assume that this lower boundary is equal to zero ${ }^{5}$ ) to infinity and can also include a discrete eigenvalue ${ }^{6} \varepsilon_{-}<0$ if $G(0) \neq 0$. It turns out, however, that if there exists a point where $G(\omega)=0$ in the vicinity of $\omega=\omega_{0}$, this does not exhaust the solution to the prob-lem-namely, there can exist an additional discrete eigenvalue that is as though embedded in the continuous spectrum.

In order to prove the last statement, we explicitly write, as a function of the eigenvalue $\varepsilon$, the eigenvector of the problem specified by Eq. (A.7); that is,

$$
\begin{gather*}
a(\varepsilon)=\frac{G(\varepsilon)}{\sqrt{\pi^{2} G^{4}(\varepsilon)+\left[\varepsilon-\omega_{0}-\mathscr{D}(\varepsilon)\right]^{2}}} \\
b_{\omega}(\varepsilon)=\frac{1}{\sqrt{\pi^{2} G^{4}(\varepsilon)+\left[\varepsilon-\omega_{0}-\mathscr{D}(\varepsilon)\right]^{2}}}  \tag{A.8}\\
\times\left\{G(\varepsilon) G(\omega) \mathscr{P} \frac{1}{\varepsilon-\omega}+[\varepsilon-\mathscr{D}(\varepsilon)] \delta(\omega-\varepsilon)\right\}
\end{gather*}
$$

where we used the standard conventions for distributions (see, for example, [33]), a delta function and the function $\mathscr{P} \frac{1}{x}$, which is an analogue of the function $1 / x$, and introduced the notation

$$
\begin{equation*}
\mathscr{D}(\varepsilon)=\operatorname{Vp} \int_{0}^{\infty} \frac{G^{2}(\omega)}{\varepsilon-\omega} d \omega \equiv \int_{0}^{\infty} G^{2}(\omega) \mathscr{P} \frac{1}{\varepsilon-\omega} d \omega \tag{A.9}
\end{equation*}
$$

with the symbol Vp implying that the integral in question is taken in the sense of the principal-value pre-

[^9]scription in accordance with the definition of the function $\mathscr{P} \frac{1}{x}$.

By means of direct substitution, it can easily be verified that (A.8) is indeed a solution to the problem specified by Eq. (A.7). In any quantum-mechanical problem dealing with a continuous spectrum, it is common practice to normalize an eigenvector to a delta function; in our case, we have

$$
a(\varepsilon) a\left(\varepsilon^{\prime}\right)+\int b_{\omega}(\varepsilon) b_{\omega}\left(\varepsilon^{\prime}\right) d \omega=\delta\left(\varepsilon-\varepsilon^{\prime}\right)
$$

However, it is obvious that formulas (A.8) may lead to indefiniteness at a punctured point $\varepsilon_{0}$ of the spectrum if the following two equalities hold simultaneously at this point:

$$
\begin{equation*}
G\left(\varepsilon_{0}\right)=0, \quad \mathscr{D}\left(\varepsilon_{0}\right)=\varepsilon_{0} \tag{A.10}
\end{equation*}
$$

This case requires a dedicated investigation. The result is the following. In contrast to the remaining part of the spectrum, where one and only one eigenvector (A.8) corresponds to a given eigenvalue $\varepsilon$, eigenvalue $\varepsilon_{0}$ is doubly degenerate-that is, two linearly independent solutions to set of Eqs. (A.7) exist for an eigenvalue $\varepsilon_{0}$ that possesses the properties specified in (A.10). It is convenient to choose the corresponding pair of orthogonal eigenvectors in the form

$$
\begin{gather*}
a^{(1)}\left(\varepsilon_{0}\right)=0, \quad b_{\omega}^{(1)}\left(\varepsilon_{0}\right)=\delta\left(\omega-\varepsilon_{0}\right),  \tag{A.11}\\
a^{(2)}\left(\varepsilon_{0}\right)=C, \\
b_{\omega}^{(2)}\left(\varepsilon_{0}\right)= \begin{cases}C \frac{G(\omega)}{\varepsilon_{0}-\omega}, & \omega \neq \varepsilon_{0} \\
0, \quad \omega=\varepsilon_{0} .\end{cases} \tag{A.12}
\end{gather*}
$$

The first of the eigenvectors in (A.11) is merely a nonexcited state of the initially continuous spectrum; by virtue of the first of the conditions in (A.10), $G\left(\varepsilon_{0}\right)=0$, this state does not interact with other levels. In contrast to all of the remaining eigenvalues, the second eigenvalue is normalized to unity under a natural additional assumption concerning the form of the function $G(\omega)$ in the vicinity of point $\omega=\varepsilon_{0}$; the normalization constant appearing in (A.12) is given by

$$
C=\left[1+\int_{0}^{\infty} \frac{G^{2}(\omega)}{\left(\omega-\varepsilon_{0}\right)^{2}} d \omega\right]^{-1 / 2}
$$

If $G\left(\omega \longrightarrow \varepsilon_{0}\right) \sim\left(\omega-\varepsilon_{0}\right)^{\alpha}$, where $\alpha>1 / 2$, the constant $C$ is a well-defined value.

The functions $G(\omega)$ that are of interest in the context of this study-namely, functions $V_{g}$ (A.3) and $V_{u}$ (A.5)—are products of the slowly varying function $V$ and the quickly oscillating sine or cosine of a function that is linear in the absence of dispersion $\left(k_{\omega} \propto \omega\right)$, but which is nonlinear in general. However, function $G$ has zeros in the vicinity of $\omega_{0}$ in any case. Also, it can easily be noticed that fulfillment of the second equality in (A.10) is simultaneously ensured by appropriately choosing parameter $R$ (interatomic spacing) appearing in expressions (A.3) and (A.5). Considering eigenvalue $\varepsilon_{0}$ as a function of $R$, we do indeed see that, under condition $G\left(\varepsilon_{0}\right)=0$, the quantity $\mathscr{D}\left(\varepsilon_{0}\right)$ (A.9) depends on $R$ only slightly: by and large, the value $\mathscr{D}\left(\varepsilon_{0}\right) \approx \mathscr{D}_{0}$ is determined by two factors, the asymmetry of function $V(\omega)$ with respect to the atomic-transition frequency $\omega_{0}$ and dispersion, which, in the present case, leads to the asymmetry of functions $\cos ^{2}\left(k_{\omega} R / 2\right)$ and $\sin ^{2}\left(k_{\omega} R / 2\right)$ with respect to their local zeros. Therefore, an $R$ value that satisfies the second condition in (A.10) is chosen in such a way that the zero of function $G$ is shifted from frequency $\omega_{0}$ by $\mathscr{D}_{0}$.

In the main body of the text of this article, we disregarded the asymmetry of the function $V(\omega)$, assuming that it is constant from $-\infty$ to $+\infty$; we also disregarded dispersion. Therefore, both conditions in (A.10) were automatically satisfied if distance $R$ was equal either to an integral (for $G=V_{u}$ ) or a half-integer (for $G=V_{g}$ ) number of wavelengths corresponding to atomic-transition frequency $\omega_{0}$. In a realistic situation, $R$ values at which the stable superposition states $(|e g\rangle \pm|g e\rangle) / \sqrt{2}$ exist will slightly change, but, as has been shown in this appendix, the presence of dispersion or the dependence of $V$ on $\omega$ does not destroy the very existence of them.

## APPENDIX B

In order to adequately treat the properties of a stable excited entangled state of two atoms, as well as the properties of radiation supporting this state and the properties of radiation emitted during the corresponding transient process, it is necessary to calculate the limit

$$
\begin{equation*}
A_{\infty}=\lim _{t \rightarrow \infty} \sum_{n=0}^{\infty} \frac{1}{n!} \theta\left(t-n t_{0}\right)\left[\gamma\left(t-n t_{0}\right)\right]^{n} e^{-\gamma\left(t-n t_{0}\right)} \tag{B.1}
\end{equation*}
$$

In particular, it can be seen that, if the equality

$$
\begin{equation*}
e^{i \omega_{0} t_{0}}=-1 \tag{B.2}
\end{equation*}
$$

holds, the limiting value of amplitudes $A_{1}(t)$ and $A_{2}(t)$ for the solution in (10) is $A_{\infty} / \sqrt{2}$, so that the probability of finding the atoms in excited states tends to $A_{\infty}^{2}$ for
$t \longrightarrow \infty$ in the corresponding case of the symmetric initial condition. ${ }^{7}$

In order to calculate the limit in (B.1), we use the normalization condition

$$
\begin{gather*}
\left|A_{1}(t)\right|^{2}+\left|A_{2}(t)\right|^{2}+\int\left|B_{\omega}^{(+)}(t)\right|^{2} d \omega \\
\quad+\int\left|B_{\omega}^{(-)}(t)\right|^{2} d \omega=1 \tag{B.3}
\end{gather*}
$$

The amplitudes $B_{\omega}^{(+)}(t)$ and $B_{\omega}^{(-)}(t)$ are expressed in terms of $A(t) \equiv A_{1}(t)=A_{2}(t)$ by integrating the last two equations in (1). The solution in (10) formally corresponds to the case where the matrix element $V(\omega)$ of the interaction is a constant-that is, integration in (B.3) extends over the entire infinite axis. Passing to the limit, we then obtain

$$
\begin{equation*}
A_{\infty}^{2}=1-\frac{2 \gamma}{\pi} \lim _{t \rightarrow \infty} \int_{-\infty}^{\infty}\left(1+\cos \omega t_{0}\right)\left|\mathscr{I}_{\omega}(t)\right|^{2} d \omega \tag{B.4}
\end{equation*}
$$

where we used relation (5) and introduced the notation

$$
\begin{equation*}
\Phi_{\omega}(t)=\int_{0}^{t} A(\tau) e^{i\left(\omega-\omega_{0}\right) \tau} d \tau \tag{B.5}
\end{equation*}
$$

Upon integration of (B.5) by parts, we have

$$
\begin{gather*}
\mathscr{I}_{\omega}(t)=\frac{i}{\omega-\omega_{0}} \\
\times\left[\frac{1}{\sqrt{2}}-A(t) e^{i\left(\omega-\omega_{0}\right) t}+\int_{0}^{t} A^{\prime}(\tau) e^{i\left(\omega-\omega_{0}\right) \tau} d \tau\right] \tag{B.6}
\end{gather*}
$$

Further, we use (10), with the additional condition (B.2), and the explicit form of the derivative $A^{\prime}(t)$ to calculate the integral in (B.6) with the upper limit tending to infinity. For $\mathscr{I}_{\omega}$, we then arrive in this way at an asymptotic expression in the form of the sum of an oscillating and a constant term:

$$
\begin{gather*}
\mathscr{I}_{\omega}=\frac{1}{\sqrt{2}} \\
\times\left[-i A_{\infty} \frac{e^{i\left(\omega-\omega_{0}\right) t}}{\omega-\omega_{0}}+\frac{1}{\gamma\left(1+e^{i \omega t_{0}}\right)-i\left(\omega-\omega_{0}\right)}\right] \tag{B.7}
\end{gather*}
$$

Upon substituting (B.7) into (B.4), we find that the

[^10]sought quantity $A_{\infty}$ satisfies the equation
\[

$$
\begin{equation*}
A_{\infty}^{2}\left(1+\frac{\gamma}{\pi} 2_{1}\right)-\frac{2 \gamma}{\pi} A_{\infty} \operatorname{Im} \mathscr{2}_{2}=1-\frac{1}{\pi} \mathscr{2}_{3}, \tag{B.8}
\end{equation*}
$$

\]

where $2_{1,2,3}$ [after the change of variable $x=\omega-\omega_{0}$ and with allowance for condition (B.2)] is a generic notation for three integrals: of these, the first is tabular,

$$
\begin{equation*}
\mathscr{L}_{1}=\int_{-\infty}^{\infty} \frac{1-\cos x t_{0}}{x^{2}} d x=\pi t_{0} \tag{B.9}
\end{equation*}
$$

the second,

$$
\begin{equation*}
\mathscr{2}_{2}=\int_{-\infty}^{\infty} \frac{\left(1-\cos x t_{0}\right) e^{i x t}}{\gamma\left(1-e^{i x t_{0}}\right)-i x} d x \tag{B.10}
\end{equation*}
$$

tends to zero for $t \longrightarrow \infty$; and the third,

$$
\begin{equation*}
2_{3}=\int_{-\infty}^{\infty} \frac{\gamma\left(1-\cos x t_{0}\right)}{\left[\gamma\left(1-\cos x t_{0}\right)\right]^{2}+\left[x+\gamma \sin x t_{0}\right]^{2}} d x \tag{B.11}
\end{equation*}
$$

is not quite trivial. ${ }^{8}$ In order to calculate the integral in (B.11), we transform it to

$$
\begin{equation*}
2_{3}=\operatorname{Re}\left[\operatorname{Vp} \int_{-\infty}^{\infty} \frac{d x}{i x+\gamma-\gamma e^{-i x t_{0}}}\right] \tag{B.12}
\end{equation*}
$$

Further, we express the principal value appearing in (B.12) in terms of an integral along contour $\mathscr{C}$ from $-\infty$ to $+\infty$ where the pole of the integrand at $x=0$ is circumvented in the counterclockwise direction in the complex plane:

$$
\begin{gather*}
\mathrm{Vp} \int_{-\infty}^{\infty} \frac{d x}{i x+\gamma-\gamma e^{-i x t_{0}}}  \tag{B.13}\\
=-\frac{\pi}{1+\gamma t_{0}}+\int_{\mathscr{C}} \frac{d x}{i x+\gamma-\gamma e^{-i x t_{0}} .}
\end{gather*}
$$

After this, it remains only to calculate the integral along the contour $\mathscr{C}$. In order to do this, we notice that, upon elimination of the pole at $x=0$, the inequality $\left|\gamma e^{-i x t_{0}}\right|<$ $|i x+\gamma|$ holds everywhere on contour $\mathscr{C}$. Therefore, the integrand in (B.12) can be expanded in a geometric progression,

$$
\begin{equation*}
\frac{1}{i x+\gamma-\gamma e^{-i x t_{0}}}=\frac{1}{i x+\gamma}+\sum_{n=1}^{\infty} \frac{\gamma^{n} e^{-i n x x_{0}}}{(i x+\gamma)^{n+1}} . \tag{B.14}
\end{equation*}
$$

Upon integration along contour $\mathscr{C}$, the first term explicitly isolated in the expansion on the right-hand side

[^11]of (B.14) yields a value of $\pi$, while the terms of the sum vanish since the corresponding functions decay exponentially in the lower half-plane of the complex plane and hence have no poles there. Taking this and relation (B.13) into account, we obtain
\[

$$
\begin{equation*}
\mathscr{2}_{3}=\pi-\frac{\pi}{1+\gamma t_{0}}=\frac{\pi \gamma t_{0}}{1+\gamma t_{0}} . \tag{B.15}
\end{equation*}
$$

\]

Substituting $\mathscr{2}_{1}$ (B.9) and $\mathscr{2}_{3}$ (B.15) into Eq. (B.8), we then arrive at the final result for the sought limit; that is,

$$
\begin{equation*}
A_{\infty}=\frac{1}{1+\gamma t_{0}}, \tag{B.16}
\end{equation*}
$$

which is exactly twice as great as the limiting values (9) of amplitudes $A_{1}$ and $A_{2}$ in the case where the initial condition corresponds to the excitation of one of the atoms and is $\sqrt{2}$ times greater than $A_{1,2}$ in the case of the "symmetric" initial condition.
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#### Abstract

The dynamics of the electron and ion subsystems of a molecular hydrogen ion in the field of femtosecond titanium-sapphire laser radiation is investigated by using numerical simulation. The dependence of the probability of ionization and excitation of various electron states of $\mathrm{H}_{2}^{+}$on the radiation intensity and on the orientation of the molecule axis relative to the direction of polarization of the electric field of the wave is investigated. It is shown that the population of all electronic states of the molecule (except the ground state and the first excited state) is negligibly low in a wide range of radiation intensity. In such a situation, if the probability of system ionization is also low, the dynamics of vibration-rotation motion of nuclei in the molecule can be considered in the approximation of two potential surfaces (energy levels). The possibility of the effective orientation of the molecular axis along the direction of the electric field of the wave in the absence of dissociation of the system is considered. © 2003 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The development of high-power femtosecond lasers with a pulse duration comparable to the characteristic time scale of nuclear motion in a molecule paves new ways for controlling chemical reactions and for studying their mechanisms [1]. One of the main processes, which have been studied intensely in recent years in this respect, is the possibility of aligning (orientation) of the molecular axis in a given direction in the field of a high-power laser pulse [2-10]. The possibility of such a process was repeatedly discussed both from the experimental [3-6] and the theoretical [7-9] points of view. However, it is important for practical applications that the "oriented" molecule remains in the bound and not the dissociated state. At the same time, in the experiments that have been reported so far [5, 10], the fact of orientation of molecules is monitored, as a rule, from the angular distribution of the dissociation products formed as a result of ionization of the molecular system. In addition, the physics of the process is not quite clear in some cases: the molecule is orientated in a strong laser field and then undergoes ionization and dissociation, or the observed angular dependence of scattering of the ionization products stems from the fact that only the molecules oriented in a certain direction (in the direction of the polarization vector of the electric field of the wave) are predominantly ionized [4].

It is therefore clear that an analysis of the dynamics of the electron and nuclear motion in molecules is a problem of interest. Since such a problem presumes the analysis of a multidimensional Schrödinger equation even for the simplest molecules, it is important to ana-
lyze the possibility of independent treatment of the evolution of the electronic and nuclear subsystems in a laser field. Such a separation of the electronic and nuclear degrees of freedom in a molecule forms the basis of the Born-Oppenheimer approximation and is a consequence of different temporal and energy scales of motion of the electron and nuclear subsystems. However, in strong electromagnetic fields, within the BornOppenheimer approximation, a large number of electron energy levels (including, above all, those describing the ionization state of the system) must be taken into account under the conditions of strong ionization and considerable rearrangement of the structure of the electron states of the molecule by the optical field. Such a problem is difficult for simulation. On the other hand, it is undoubtedly interesting to study the vibrationrotation motion of a molecule in a high-intensity electromagnetic field in the case when the probability of ionization of the molecule is negligibly low; hence, it is sufficient to take into account a small number of electron energy levels in analyzing the molecular dynamics. This paper is devoted to a numerical analysis of this problem for a model two-dimensional (planar) molecular hydrogen ion in the field of Ti:Sa laser radiation (the energy of a quantum is $\hbar \omega=1.55 \mathrm{eV}$ ). The conditions permitting the analysis of vibration-rotation dynamics of $\mathrm{H}_{2}^{+}$in the two-term approximation are determined and the possibility of the effective alignment of the molecular axis along the polarization direction of the electric field of the wave in the absence of dissociation is demonstrated.

## 2. MODEL OF A MOLECULAR HYDROGEN ION

It is well known that the total wave function of a molecule in the adiabatic approximation can be represented in the form of an expansion in electron energy levels:

$$
\begin{equation*}
\Psi(\mathbf{r}, \mathbf{R}, t)=\sum \Phi_{n}(\mathbf{R}, t) \varphi_{n}(\mathbf{r}, \mathbf{R}) \tag{1}
\end{equation*}
$$

Here, $\mathbf{r}$ and $\mathbf{R}$ are the sets of coordinates of the electronic and nuclear subsystems; $\Phi_{n}$ is the nuclear wave function describing the vibration-rotation motion of the nuclear subsystem, corresponding to the $n$th electron energy level; and $\varphi_{n}(\mathbf{r}, \mathbf{R})$ is the electron wave function determining the structure of the $n$th energy level. In the absence of an external action, the motion occurs independently and an electromagnetic field induces transitions between the energy levels. In this case, summation in Eq. (1) also includes the integral over the continuum of the electron states corresponding to the ionized state of the system. The stationary states $\varphi_{n}(\mathbf{r}, \mathbf{R})$ can be determined from the solution of the eigenvalue problem for the Hamiltonian of the electronic subsystem of the molecule,

$$
\begin{equation*}
\hat{H}_{e}(\mathbf{r}, R) \varphi_{n}(\mathbf{r}, R)=E_{n}(R) \varphi_{n}(\mathbf{r}, R) . \tag{2}
\end{equation*}
$$

Here, $E_{n}(R)$ is the energy of the stationary state, corresponding to function $\varphi_{n}(\mathbf{r}, R)$.

In the two-dimensional approximation, the Hamiltonian of the electronic subsystem of the molecular ion $\mathrm{H}_{2}^{+}$can be written in the form

$$
\begin{gather*}
\hat{H}_{e}=-\frac{\hbar^{2}}{2 m}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right) \\
-\frac{e^{2}}{\sqrt{(x-R / 2)^{2}+y^{2}+\alpha^{2}}}-\frac{e^{2}}{\sqrt{(x+R / 2)^{2}+y^{2}+\alpha^{2}}} . \tag{3}
\end{gather*}
$$

Here, it is assumed that the $x$ axis is directed along the molecular axis, $R$ is the distance between the nuclei, and $\alpha$ is the smoothing parameter selected so that the characteristics of our model system are as close as possible to the experimentally observed characteristics. ${ }^{1}$

The numerical solution of eigenvalue problem (2) for Hamiltonian (3) was used to determine the wave functions $\varphi_{n}(x, y, R)$ of the stationary states of the electronic subsystem, which depend parametrically on their nuclear spacing $R$, and to construct the system of electron energy levels of the molecule,

$$
\begin{equation*}
V_{\mathrm{eff}}^{(n)}(R)=\frac{e^{2}}{R}+E_{n}(R) \tag{4}
\end{equation*}
$$

[^12]

Fig. 1. Potential curves corresponding to two lower electronic states of the two-dimensional $\mathrm{H}_{2}^{+}$ion.
where $n$ is the number of the electronic state. In our calculations, we analyzed 12 electronic states ( $n=1, \ldots$, 12). The potential curves for two lower states obtained with the help of Eq. (4) are shown in Fig. 1. It can be seen from the figure that the equilibrium distance between the nuclei in our model is $R=R_{0}=1.2 \AA$. The energies of several first electron states calculated for $R=R_{0}$ are given in Table 1, and the electron density distribution for the ground and the first excited states for $R=R_{0}$ and $R=2 \AA$ are shown in Figs. 2 and 3. It should be noted that, in contrast to the structure of the excited state, the electron density distribution $\left|\varphi_{1}(x, y, R)\right|^{2}$ is essentially different for the two indicated values of $R$. For example, for $R=R_{0}$, the distribution $\left|\varphi_{1}\left(x, y, R_{0}\right)\right|^{2}$ is approximately isotropic and the peak of the electron density is in the middle of the spacing between the nuclei. An increase in the nuclear spacing to $2 \AA$ leads to the emergence of a dichotomic structure of the wave function with the electron density peaks localized approximately in the region where the nuclei are located. As a result, an increase in the nuclear spacing results in anisotropy in the electron density, leading to peculiarities in the dynamics of the elec-

Table 1. Energies of the lower electronic states of the model $\mathrm{H}_{2}^{+}$ ion for the equilibrium value of the nuclear spacing $R_{0}=1.2 \AA$

| State | Energy, eV |
| :---: | :---: |
| $\|1\rangle$ | -29.8 |
| $\|2\rangle$ | -19.7 |
| $\|3\rangle$ | -14.7 |
| $\|4\rangle$ | -10.7 |
| $\|5\rangle$ | -8.4 |



Fig. 2. Electron density distribution in the ground state of the molecule for the nuclear spacing $R=1.2$ (a) and $2.0 \AA$ (b). The level lines (in relative units) 1 (1), 0.1 (2), and 0.01 (3).
tronic and nuclear motion depending on the angle of orientation of the molecular axis relative to the direction of the electric field of the wave.

## 3. IONIZATION OF THE $\mathrm{H}_{2}^{+}$ION IN A STRONG FIELD

It is usually assumed that the evolution of the electronic subsystem occurs on a much smaller time scale as compared to the nuclear subsystem. For this reason, in the first approximation, the process of ionization of the molecule in a short pulse can apparently be considered in the approximation of "frozen" nuclei, i.e., by fixing the nuclear spacing and the orientation of the


Fig. 3. Electron density distribution in the first excited state of the molecule for the nuclear spacing $R=1.2$ (a) and $2.0 \AA$ (b). The level lines (in relative units) 1 (1), 0.1 (2), and 0.01 (3).
molecular axis relative to the direction of action of the electric field of the wave. In this case, assuming that the $x$ axis is directed along the molecular axis, we can write the following expression for the wave function of the electronic subsystem:

$$
\begin{equation*}
i \hbar \frac{\partial \psi_{e}(x, y, R, t)}{\partial t} \tag{5}
\end{equation*}
$$

$=\left(\hat{H}_{e}-e(x \cos \theta+y \sin \theta) \varepsilon(t) \cos (\omega t)\right) \psi_{e}(x, y, R, t)$.
Here, $\varepsilon(t)$ is the envelope of a laser pulse and $\theta$ is the angle between the direction of the electric field and the molecular axis.

In our calculations of the dynamics of the electronic subsystem of the molecule, we assumed that the pulse has a smoothed trapezoidal shape (see [11]) with front durations of $\tau_{\mathrm{f}}=2 T$ and a generation plateau duration of $\tau_{\mathrm{pl}}=5 T(T=2 \pi / \omega$ is the duration of an optical cycle $)$. We also assumed that the system at the initial instant is in the ground electronic state. Solving Eq. (5), we can determine the probabilities of ionization and excitation of various states of the system depending on the laser pulse parameters, as well as the orientation of the molecular axis relative to the direction of polarization of the electric field of the wave and the nuclear spacing.

Equation (5) was solved numerically by the finite element method in the Cartesian frame in a region $|x, y| \leq L, L=40 \AA$ in size. In order to prevent the reflection of the probability flux from the boundaries of the spatial region, we introduced the electron density absorption in the boundary region, which ensured the effective "erosion" of the wave function.

The probabilities of various electronic states being excited were determined as projections of calculated function $\psi_{e}(x, y, t)$ onto wave functions $\varphi_{n}(x, y)$ of stationary states of the electronic subsystem at an instant corresponding to the end of the laser pulse ( $t=t_{\text {fin }}$ ):

$$
\begin{equation*}
W_{n}=\left|\left\langle\psi_{e}\left(x, y, t_{\mathrm{fin}}\right) \mid \varphi_{n}(x, y)\right\rangle\right|^{2} . \tag{6}
\end{equation*}
$$

The probability of ionization was calculated using several methods. First, this quantity was calculated as

$$
\begin{equation*}
W_{i}=1-\sum_{n} W_{n}, \tag{7}
\end{equation*}
$$

where 12 different electronic bound states of the molecule were taken into account. Second, it is natural to assume that the bound states of the molecule correspond to the electron localization in the region of small values of $r=\sqrt{x^{2}+y^{2}}$. Consequently, the probability of finding the system in a bound state can be determined by integrating the electron density over the region

$$
r=\sqrt{x^{2}+y^{2}} \leq r_{0} .
$$

Accordingly, for the ionization probability, we have

$$
\begin{equation*}
W_{i}=1-\int_{r \leq r_{0}}\left|\psi_{e}(x, y)\right|^{2} d x d y \tag{8}
\end{equation*}
$$

Finally, integrating the electron density flux absorbed in the vicinity of the boundaries of the spatial computation region with respect to time, we can also obtain the ionization probability for the system. In the latter case, it is very important that computations continue after the action of the laser pulse in view of a time delay in the


Fig. 4. Dependences of the ionization probability for $\mathrm{H}_{2}^{+}$on the radiation intensity in a laser pulse with $\tau_{\mathrm{f}}=2 T$ and $\tau_{\mathrm{pl}}=5 T$ for nuclear spacing $R=1.2$ (1) and $2.0 \AA$ (2). Dark and light circles correspond to the longitudinal and transverse orientations of the molecular axis relative to the polarization vector of the electric field of the wave.
electron density absorption near the boundaries of the computation region relative to the ionization of the system during the action of the pulse. Obviously, this delay is determined by the time of electron motion within the spatial computation region and depends on the size $L$ of this region and the characteristic velocity of a photoelectron in the continuum.

Special calculations proved that all these methods for determining the ionization probability lead to identical results; for the size of the central zone, it is convenient to take $r_{0}=5 \AA$. Parameter $r_{0}$ corresponds to the region of localization of approximately ten lower electronic states of the molecule.

The main results of calculating the electron dynamics of the molecular $\mathrm{H}_{2}^{+}$ion are shown in Fig. 4. The figure gives the dependences of the ionization probability for $\mathrm{H}_{2}^{+}$on the radiation intensity, calculated for two values of the nuclear spacing as well as for longitudinal and transverse orientation of the molecular axis relative to the field polarization vector. First of all, we must note a sharp increase in the ionization probability (especially in the case of relatively weak fields) upon an increase in the nuclear spacing. This effect was discovered in [12] and was repeatedly discussed in the literature [13, 14]. On the other hand, for $R=R_{0}$, the ionization probability is found to be negligibly small in the region of $P \leq 4 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$. It should also be noted that in the given case the ionization probability weakly depends on the orientation of the molecule relative to the direction of polarization of the electric field of the wave, especially for an equilibrium nuclear spacing. The corresponding dependences for specific values of the intensity are shown in Fig. 5. We believe that such a smooth dependence is associated with a high degree of


Fig. 5. Dependences of the ionization probability for $\mathrm{H}_{2}^{+}$on the orientation of the molecular axis relative to the polarization vector of the electric field of the wave for the following values of parameters: (a) $R=1.2 \AA, P=7 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$; (b) $R=2.0 \AA, P=2 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$.
spatial symmetry of the initial state (see Fig. 2) and with the absence of a preferred direction in the system for $R=R_{0}$. An increase in the nuclear spacing leads to symmetry breaking (see Fig. 3) and, hence, to a stronger angular dependence of the ionization probability (see Fig. 5). It should be noted that the angular dependence of ionization $W_{i}(\theta)$ of a molecular system was analyzed both analytically [15, 16] and numerically [17] in various limiting cases. The results of our computations are closest qualitatively to the data obtained in [17]. In the latter study, the angular dependence of the ionization probability for three-dimensional $\mathrm{H}_{2}^{+}$was studied in the tunneling mode by numerical simulation. In the approximation of molecular energy levels rearranged in the field, the ionization probabilities per unit time of $\mathrm{H}_{2}^{+}$were calculated for the two lower $u$ and $g$ states. It was found that, in contrast to model [15], the dependence of the ionization probability on the angle between the axis of the molecular ion and the polarization of radiation is weak (the ionization rate for the lower rearranged $g$ state is higher for the molecular ori-
entation along the electric field of the wave for nuclear spacings that do not exceed four Bohr radii). This result is in good qualitative agreement with the data obtained for $R \approx R_{0}=1.06 \AA$ and shown in Fig. 4 (curve 1 ). It should be noted that a direct comparison of our results with the data on the ionization rates for rearranged states is not physically justified since we determined the ionization probability per pulse, while the population of various "dressed" states of the molecule was not investigated.

Let us now consider the results of calculating the probability of excitation for various electronic states of the molecule. It was found that the probability of population of all electronic states except the lower excited $|n=2\rangle$ state is negligibly low in the entire investigated range of parameters and does not exceed $3 \times 10^{-3}$. Since the Keldysh parameter $\gamma \leq 1$ under the conditions of our computations in the region of $P \geq 3 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}-i . e .$, we are talking about the tunneling mechanism of $\mathrm{H}_{2}^{+}$ ionization-such a small probability of molecular excitation appears natural.

The results are of fundamental importance for constructing a model describing the motion of the nuclear subsystem of the molecule. Indeed, our calculations show that the processes of ionization of the molecule and the excitation of all its states except the lower excited state $|n=2\rangle$ can be neglected in the range of intensity values $P \leq 2 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$. This means that the dynamics of the nuclear subsystem can be considered within an approximation that takes into account only two lower energy levels of the molecule.

## 4. EVOLUTION OF THE NUCLEAR SUBSYSTEM

$$
\text { OF } \mathrm{H}_{2}^{+} \text {IN A LASER FIELD }
$$

Within the two-term approximation, the total wave function of a molecular hydrogen ion can be written in form (1), the sum containing only two addends:

$$
\begin{gather*}
\Psi(\mathbf{r}, \mathbf{R}, t)=\Phi_{1}(R, \theta, t) \varphi_{1}(x, y, R) \\
+\Phi_{2}(R, \theta, t) \varphi_{1}(x, y, R) \tag{9}
\end{gather*}
$$

Here, $\mathbf{r}=(x, y)$ and $\mathbf{R}=(R, \theta)$ is the set of coordinates of the electronic and nuclear subsystems, respectively, and subscripts " 1 " and " 2 " correspond to the ground and the first excited electronic states of the molecule. It was noted above that the action of an external electromagnetic field induces transitions between the energy levels, the transition probability being determined by the matrix element of dipole operator $\mathbf{r}_{12}$. Taking into account relation (9), we find that the system of equations describing the vibration-rotation dynamics of the
molecule under the action of an external electromagnetic field has the form

$$
\begin{gathered}
i \hbar \frac{\partial \Phi_{1}(R, \theta, t)}{\partial t}=\left[\hat{T}_{N}+V_{\mathrm{eff}}^{(1)}(R)\right] \Phi_{1}(R, \theta, t) \\
-e \varepsilon(t) \cos \omega t\left[x_{12}(R) \cos (\theta)+y_{12}(R) \sin \theta\right] \Phi_{2}(R, \theta, t) \\
i \hbar \frac{\partial \Phi_{2}(R, \theta, t)}{\partial t}=\left[\hat{T}_{N}+V_{\mathrm{eff}}^{(2)}(R)\right] \Phi_{2}(R, \theta, t) \\
-e \varepsilon(t) \cos \omega t\left[x_{12}(R) \cos (\theta)+y_{12}(R) \sin \theta\right] \Phi_{1}(R, \theta, t)
\end{gathered}
$$

Here,

$$
\hat{T}_{N}=-\frac{\hbar^{2}}{2 \mu}\left\{\frac{1}{R} \frac{\partial}{\partial R} R \frac{\partial}{\partial R}+\frac{1}{R^{2}} \frac{\partial^{2}}{\partial \theta^{2}}\right\}
$$

is the kinetic energy operator of nuclear motion (the first and second terms correspond to the energy of vibrational and rotational motion, respectively), $\mu$ is the reduced mass of the molecule, and $V_{\mathrm{eff}}^{(1,2)}$ is defined by formula (4). The quantities $e x_{12}$ and $e y_{12}$ are the matrix elements of the projections of the dipole operator onto the molecular axis and on the direction perpendicular to the axis. It was noted above that the transverse component $y_{12}(R) \equiv 0$ on account of the symmetry of the wave functions of the two lower electronic states; the dependence of quantity $x_{12}$ on the nuclear spacing is shown in Fig. 6. For the ground vibrational state, the transition probability is determined by the value of $x_{12}\left(R_{0}\right) \approx$ $0.65 \AA$. In solving system of equations (10) numerically, we assumed that the molecule was on the lower energy level in the ground vibration-rotation state at the initial instant.

In order to analyze the results of numerical integration of system (10), we calculated the wave functions of stationary vibration-rotation nuclear states, satisfying the equation

$$
\begin{equation*}
\left[\hat{T}_{N}+V_{\mathrm{eff}}^{(1)}(R)\right] \phi_{v m}(R, \theta)=E_{v m} \phi_{v m}(R, \theta) \tag{11}
\end{equation*}
$$

Here, $v$ and $m$ are the vibrational and rotational quantum numbers. It should be noted that the nuclear function of the stationary state can be represented in the form

$$
\begin{equation*}
\phi_{v m}(R, \theta)=\chi_{v m}(R) \frac{\exp (i m \theta)}{\sqrt{2 \pi}} \tag{12}
\end{equation*}
$$

and function $\chi_{v m}(R)$ of the vibrational motion can be determined from the solution of the eigenvalue problem

$$
\begin{gathered}
-\frac{\hbar^{2}}{2 \mu} \frac{1}{R} \frac{\partial}{\partial R} R \frac{\partial \chi_{v m}}{\partial R} \\
+\left\{V_{\mathrm{eff}}^{(1)}(R)+\frac{\hbar^{2} m^{2}}{2 \mu R^{2}}\right\} \chi_{v m}=E_{v m} \chi_{v m}
\end{gathered}
$$



Fig. 6. Matrix element of the projection of the electron dipole moment of the transition onto the molecular axis $x_{12}$ as a function of the nuclear spacing.

Table 2 contains some of the results of calculation of the vibration-rotation spectrum of the nuclear subsystem, derived from formula (13). It can be seen from the data represented in the table that, for small values of the vibrational and rotational quantum numbers, the obtained spectrum is successfully approximated by the expression

$$
\begin{gather*}
E_{v m}=\hbar \Omega(v+1 / 2)+B m^{2}  \tag{14}\\
v=0,1,2, \ldots, \quad m=0, \pm 1, \pm 2, \ldots .
\end{gather*}
$$

Here, $\hbar \Omega=0.255 \mathrm{eV}$ is the vibrational quantum corresponding to the transition

$$
|v=0, m=0\rangle \longrightarrow|v=1, m=0\rangle
$$

and $B=\hbar^{2} / 2 \mu R_{0}^{2}$ is the rotational constant calculated for the equilibrium nuclear spacing. It should be noted that, by virtue of the condition $B \ll \hbar \Omega$, which holds in

Table 2. Energies of vibration-rotation energy levels of the model $\mathrm{H}_{2}^{+}$ion, belonging to the ground electron energy level

| $v$ | $m$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 0 | 1 | 2 | 8 |
| 0 | -2.267 | -2.264 | -2.256 | -2.087 |
| 1 | -2.012 | -2.010 | -2.000 | -1.843 |
| 2 | -1.763 | -1.760 | -1.752 | -1.601 |
| 3 | -1.529 | -1.526 | -1.519 | -1.3741 |
| 4 | -1.309 | -1.307 | -1.299 | -1.161 |
| 5 | -1.103 | -1.098 | -1.094 | -0.960 |
| 6 | -0.911 | -0.908 | -0.902 | -0.773 |



Fig. 7. Dynamics of the nuclear wave packet in the field of laser radiation with an intensity of $P=10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ and parameters of $\tau_{\mathrm{f}}=5 T$ and $\tau_{\mathrm{pl}}=10 T$. The isolines of probability density (in relative units): 1 (1), 0.1 (2), and 0.01 (3).
this case, the effect that rotational motion of the molecule has on the value of the vibrational quantum can be neglected.

The data contained in Table 3 show that the main parameters for the two-dimensional $\mathrm{H}_{2}^{+}$ion are close to
the experimentally measured parameters of the real three-dimensional molecular ion.

Let us now consider the results of calculating the vibration-rotation dynamics of the nuclear motion, which were obtained using the two-term approximation. The main part of the computations were per-
formed for the initial nuclear state $|v=0, m=0\rangle$. A typical example of the evolution of the nuclear probability density calculated for a pulse with $\tau_{\mathrm{f}}=5 T$, $\tau_{\mathrm{pl}}=$ $10 T$, and $P=10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ is shown in Fig. 7. It can be seen that the initial state is completely delocalized in the angle and the nuclear packet is localized as a result of laser pulse action predominantly in the direction of the polarization vector of the electric field of the wave, which is changed at the rear front of the laser pulse by a complex rotational dynamics emerging as a result of the population of a large number of rotational states of the lower electronic state of the molecule. The structure of the nuclear wave packet represented in Fig. 7 indicates that the region of packet localization practically does not change along the radius. This means that the molecule remains predominantly in the ground vibrational state. Since the ground vibrational state is localized along the radial coordinate $R$ in the region

$$
\Delta R \approx \sqrt{\hbar / \mu \Omega} \approx 0.18 \AA \ll R_{0}
$$

the effect of the increase in the ionization rate with increasing $R$ can be disregarded. This justifies once again the application of the two-term approximation under the given conditions. The degree of orientation of the molecule relative to the field direction $\varepsilon$ can be conveniently characterized by the value of the squared cosine of angle $\theta$ averaged over the quantum state [11]. We calculated this value using the formula

$$
\begin{gather*}
\left\langle\cos ^{2} \theta\right\rangle=\int \cos ^{2} \theta  \tag{15}\\
\times\left\{\left|\Phi_{1}(R, \theta, t)\right|^{2}+\left|\Phi_{2}(R, \theta, t)\right|^{2}\right\} R d R d \theta
\end{gather*}
$$

where $\Phi_{1}$ and $\Phi_{2}$ are the solutions of system (10). For the above parameters, the dynamics of $\left\langle\cos ^{2} \theta\right\rangle$ represented in Fig. 8 demonstrates a considerable "alignment" of the system by the end of the "plateau" of the laser pulse. The subsequent "disorientation" of the state is associated, to a considerable extent, with a decrease in the radiation intensity at the rear front of the pulse. The ability of the laser field to confine molecules in the aligned state for a long time obviously follows from the data presented in Fig. 9. In this case, the plateau duration is $\tau_{\mathrm{pl}}=507$; during this time, the molecule remains aligned predominantly along the direction of the wave field, although the extent of orientation changes with time. It should be emphasized that the degree of the electronic and vibrational excitations of the molecules is small. This makes it possible in principle to control the spatial orientation of the molecule without changing its electronic and vibrational states, which is quite important for modern laser femtochemistry.

An increase in the laser radiation intensity to $P \geq 2 \times$ $10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ changes the pattern of the process significantly. In this case, a considerable population of the vibrational continuum of the lower energy level takes place, leading to disintegration of the molecule. The


Fig. 8. Mean value of the squared cosine of the angle between the molecular axis and the polarization vector of the electric field of the wave as a function of time for a pulse with $\tau_{\mathrm{f}}=5 T, \tau_{\mathrm{pl}}=10 T$, and $P=10^{14} \mathrm{~W} / \mathrm{cm}^{2}$. The arrow indicates the end of the plateau of the laser pulse.


Fig. 9. The same as in Fig. 8 for $\tau_{\mathrm{pl}}=50 T$.
corresponding data on the probability of finding the molecule at the lower electron energy level (including the bound level) and not in the dissociated state depend-

Table 3. Comparison of the parameters of the model (twodimensional) and real (three-dimensional) $\mathrm{H}_{2}^{+}$ions

|  | $2 D$ | $3 D$ |
| :--- | :---: | :---: |
| Equilibrium nuclear spacing, $R_{0}, \AA$ | 1.2 | 1.06 |
| Dissociation energy, eV | 2.3 | 2.64 |
| Vibrational quantum, $\hbar \Omega, \mathrm{eV}$ | 0.25 | 0.28 |
| Energy of transition between the lower | 10 | 11.5 |
| electron energy levels for $R=R_{0}, \mathrm{eV}$ |  |  |
| Ionization potential, eV | 29.8 | 29.9 |



Fig. 10. Dependence of the probability of finding the system in the ground electronic state (light circles) and also in nondissociated state (dark circles) after the end of a laser pulse on the radiation intensity for a pulse with $\tau_{\mathrm{f}}=5 T$ and $\tau_{\mathrm{pl}}=10 T$.
ing on the radiation intensity are given in Fig. 10. It can be seen that, for the given laser pulse parameters ( $\tau_{\mathrm{f}}=$ $5 T$ and $\tau_{\mathrm{pl}}=10 T$ ), the possibility of controlling the spatial orientation of the molecular axis without its dissociation is limited to intensities of $P \leq 1.5 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$.

## 5. CONCLUSIONS

Thus, we have studied the dynamics of the electronic and nuclear subsystems of the simplest molecule
$\mathrm{H}_{2}^{+}$in a strong laser field. It is shown that, for an equilibrium value of the nuclear spacing, the ionization probability of the system is a smooth function of the angular orientation of the molecular axis relative to the direction of polarization of the electric field of the wave. In this case, even in the intense ionization regime ( $W_{i} \geq 0.1$ ), the probabilities of excitation of all electronic states of the molecule (except the first excited state) are negligibly low. This makes it possible to analyze the vibration-rotation dynamics of the molecule using the two-term approximation in the range of fields for which the ionization probability is low. The application of this approximation has made it possible to determine the range of radiation parameters in which the effective action on the rotational states of the molecule not accompanied by its vibrational excitation or dissociation is possible. It should also be noted that an increase in the radiation intensity to values corresponding to considerable ionization of the molecule extremely complicates an analysis of the vibrationrotation dynamics in the framework of the adiabatic
approximation since it is necessary to take into account a large number of electronic states of the molecule in the continuum. In such a situation, it is obviously more expedient to directly solve the time-dependent Schrödinger equation for the wave function of the molecule outside the scope of the Born-Oppenheimer approximation.
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#### Abstract

On the basis of a vector model, the propagation of laser pulses under the conditions of a two-photon quasiresonance in the case of Stark-chirped rapid adiabatic passage through the resonance is studied with allowance for a diabatic character of the interaction. It is shown that the shape of a pulse propagating in a medium changes, the sweeping of its carrier frequency occurring concurrently. Special features of the spacetime evolution of the population difference in a two-photon transition and of the two-photon coherence during pulse propagation are analyzed. It is established that a complete population inversion and a maximum coherence may exist over a long length of the medium if the corresponding conditions are satisfied at the boundary. A new possibility for achieving a high coherence (close to a maximum value) is proposed. © 2003 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

In recent years, new concepts based on atomic coherence and effects of quantum interference have given a strong impetus to the development of the resonance nonlinear optics of gaseous media. Various effects in these realms, such as induced transparency [1], the coherent trapping of populations [2, 3], and the adiabatic transfer of populations [4] (or stimulated Raman adiabatic passage [5]), have found widespread use. The above phenomena make it possible to control linear and nonlinear optical properties of matter. Concurrently, laws that govern the propagation of laser pulses under resonance conditions change significantly (there arise matched pulses [1], adiabatons [6], a decrease in the group velocity of a pulse by a factor of $10^{7}$ to $10^{8}$ [7], and some other effects [8-10]). New possibilities open up here, including that for a high-efficiency implementation of nonlinear-optics interaction even for very weak light fields $[11,12]$ and for the generation of subfemtosecond light pulses [13].

The new effect of Stark-chirped rapid adiabatic passage (referred to in the following as SCRAP) was recently demonstrated in [14]. It is closely related to a rapid adiabatic passage due to sweeping the pumpinglaser frequency (see, for example, [15]) or due to the intrinsic Stark shift of levels in two-photon interaction [16]. In contrast to what occurs in the phenomena described in those studies, the passage through a resonance in the case of SCRAP is accomplished owing to the dynamic Stark shift caused by an additional strong laser pulse that is delayed in time with respect to the
pumping-laser pulse. Specific conditions must be satisfied for the observation of SCRAP to be possible. The SCRAP phenomenon also differs from the coherent two-quantum interaction of ultrashort pulses of light under the conditions of self-induced transparency [17].

SCRAP makes it possible to coherently control both populations and coherence in atomic and molecular systems. It enables one to obtain the inversion of populations between high-lying levels and the ground-state level [14] or to prepare atoms in states that are characterized by a maximum two-photon coherence [18-20]. It was proposed that the latter be employed to ensure an efficient generation of coherently tuned radiation-in the vacuum-ultraviolet region inclusive-in the process of nonlinear-optics mixing of short pulses [19, 20]. In all probability, this effect may be used to control chemical reactions and to treat quantum information; also, it may find applications in atomic optics.

Only the time dynamics of population inversion between levels and of the maximum two-photon coherence in the SCRAP process was investigated in $[14,18]$ in terms of adiabatic states. In the present study, we examine the propagation of a pumping-laser pulse under the SCRAP conditions and analyze the spacetime dynamics of level population and of two-photon coherence with allowance for the propagation of this pulse. The analysis is performed on the basis of a vector model that is quite clear and which makes it possible to obtain analytic expressions both for populations and for the off-diagonal density-matrix element describing atomic coherence with allowance for the first nonadiabatic correction. Below, we show that this correction


Fig. 1. Simplified diagram of energy levels for Starkchirped rapid adiabatic passage.
must be taken into account in considering the propagation of a pulse in a medium. We also show that, under the SCRAP conditions, population inversion in a resonance transition and the induced maximum coherence may occur over a long distance in a medium.

This article is organized as follows. In Section 2, we discuss the SCRAP phenomenon on the basis of a vector model, disregarding pulse propagation. There, we present basic equations and their solutions, describe the pattern of the SCRAP effect in terms of the vector model, and discuss conditions necessary for its observation. In Section 3, we derive equations that describe the propagation of a pumping-laser pulse under the SCRAP conditions, give their solution, and discuss the spacetime dynamics of population inversion and atomic coherence with allowance for pulse propagation. In the Conclusions, we consider the possible applications of our results.

## 2. EFFECT OF RAPID ADIABATIC PASSAGE THROUGH A TWO-PHOTON RESONANCE DUE TO A LASER-INDUCED STARK SHIFT: VECTOR REPRESENTATION

A simplified energy-level diagram corresponding to the process under consideration is shown in Fig. 1. In order to observe the SCRAP effect, use is made of two laser pulses following each other with a specific time delay. One of them (triggering or pumping pulse) interacts with the $1-2$ two-photon transition (see Fig. 1), its frequency being initially detuned from the two-photon resonance; the other, strong, off-resonance (Stark), pulse leads to a change in the two-photon frequency, inducing a time-dependent dynamic Stark shift. As the two-photon detuning changes from large negative to
large positive values (or vice versa), the population of the ground-state (lower) level (1) can be transferred almost entirely, by the end of the triggering pulse, to the excited (upper) state (level 2); that is, a complete population inversion may arise in the $1-2$ transition, the lifetime of this inversion being determined by the relaxation time for state 2 . The pulse durations are assumed here to be shorter than all atomic relaxation times.

This process is usually explained in terms of dressed (adiabatic) states [14], but it can also be described in terms of the vector model proposed in [16]. Within this model not only can one visualize the time dynamics of the process, but also obtain analytic expressions for population inversion and for two-photon coherence.

### 2.1. Equations for Interacting Fields and for the Density Matrix in the Approximation of a Generalized Two-Level System

We will first consider the time evolution of the population inversion $\rho_{2}-\rho_{1}$ in the $1-2$ two-photon transition and of the off-diagonal density-matrix element $\rho_{21}$, which describes two-photon coherence under the SCRAP conditions. For $\rho_{21}$, we hereafter use the term "two-photon coherence" or merely "coherence." The triggering pulse $\mathscr{E}_{1}(z, t)$ and the Stark pulse $\mathscr{E}_{s}(z, t)$ propagate along the $z$ axis in an isotropic medium,

$$
\begin{equation*}
\mathscr{E}_{1, s}(z, t)=\frac{1}{2} E_{1, s}(z, t) \exp \left[-i\left(\omega_{1, s} t-k_{1, s} z\right)\right]+\text { c.c. } \tag{1}
\end{equation*}
$$

where $k_{1, s}=\omega_{1, s} / c$ is the wave number at the frequency $\omega_{1, s}, c$ is the speed of light, and $E_{1, s}(z, t)$ stands for complex-valued slowly varying amplitudes (envelopes). Since the Stark pulse undergoes off-resonance interaction with the medium, we assume that it is preset in the process of propagation and that the amplitude is a real-valued quantity.

The propagation of the triggering pulse is described by the reduced wave equation

$$
\begin{equation*}
\frac{\partial E_{1}(z, t)}{\partial z}+\frac{1}{c} \frac{\partial E_{1}(z, t)}{\partial t}=-i 2 \pi k_{1} P_{1}(z, t) \tag{2}
\end{equation*}
$$

where $P_{1}(z, t)$ is the complex-valued amplitude that characterizes polarization induced by the triggering pulse. It can be calculated on the basis of the equation for the density matrix,

$$
\begin{equation*}
P_{1}\left(\omega_{1}\right)=N \sum_{m}\left(d_{1 m} \rho_{m 1}+d_{m 2} \rho_{2 m}\right) \tag{3}
\end{equation*}
$$

where $N$ is the density of atoms, $d_{i j}$ stands for the transition electric dipole moments, and $\rho_{i j}$ are the components of the density matrix.

In the following, we assume, for the frequency of the two-photon quasiresonance, that

$$
\Omega_{21}=2 \omega_{1}-\omega_{21} \ll \omega_{i j},
$$

we also assume that the one-photon detuning satisfies the conditions

$$
\begin{equation*}
\Omega_{j i}=\omega_{k}-\omega_{j i} \gg\left|G_{j i}\right| \geqslant T_{k}^{-1}, \tag{4}
\end{equation*}
$$

where $G_{j i}=E_{k} d_{j i} / 2 \hbar$ is the Rabi frequency and $T_{k}$ is the pulse duration. In the approximation specified by Eq. (4), one can pass from a multilevel system to a generalized two-level scheme (see, for example, [21]). Level $l$ is the ground-state level; the group of levels labeled with $m$ makes a leading contribution to the twophoton quantum transition and to the Stark shift due to the triggering field; and the group of levels labeled with $n$ contributes to the Stark shift due to the Stark field.

If use is made of the rotating-wave approximation, the equations describing the density matrix for the generalized two-level system in the interaction representation have the form

$$
\begin{gather*}
\frac{\partial\left(\rho_{2}-\rho_{1}\right)}{\partial t}=-2 q A_{1}^{2} \operatorname{Im} \rho_{21}, \\
\frac{\partial \rho_{21}}{\partial t}-i\left(\Omega_{21}^{\prime}-\Omega_{s}\right) \rho_{21}=\frac{i}{2} q A_{1}^{2}\left(\rho_{2}-\rho_{1}\right) . \tag{5}
\end{gather*}
$$

In Eq. (5), we introduced the following notation:

$$
E_{1}=A_{1} \exp \left(-i \varphi_{1}\right),
$$

where $A_{1}$ and $\varphi_{1}$ are, respectively, the real-valued amplitude and phase, which are functions of coordinates and time;

$$
\begin{gathered}
q=\frac{1}{2 \hbar^{2}} \sum_{m} \frac{d_{2 m} d_{m 1}}{\Omega_{m 1}}, \quad \Omega_{m 1}=\omega_{1}-\omega_{m 1}, \\
\Omega_{21}^{\prime}=\Omega_{21}+\frac{2 \partial \varphi_{1}}{\partial t}=2 \omega_{1}^{\prime}-\omega_{21}, \quad \Omega_{21}=2 \omega_{1}-\omega_{21}
\end{gathered}
$$

is the initial (static) detuning, with $\omega_{21}$ and $\omega_{1}^{\prime}=\omega_{1}+$ $\partial \varphi_{1} / \partial t$ being, respectively, the resonance transition frequency and the instantaneous frequency; and $\Omega_{s}=S_{1}+$ $S$ is the Stark shift of the two-photon resonance due to
the triggering $\left(S_{1}=a_{1} A_{1}^{2}\right)$ and the Stark $\left(S=a_{s} E_{s}^{2}\right)$ pulse, with

$$
\begin{gather*}
a_{1}=\frac{1}{4 \hbar^{2}} \sum_{m}\left(\frac{\left|d_{m 1}\right|^{2}}{\omega_{1}-\omega_{m 1}}+\frac{\left|d_{2 m}\right|^{2}}{\omega_{1}-\omega_{2 m}}\right),  \tag{6}\\
a_{s}=\frac{1}{4 \hbar^{2}} \sum_{n} \frac{\left|d_{n 1}\right|^{2}}{\omega_{s}-\omega_{n 1}}
\end{gather*}
$$

being parameters that describe the Stark shifts.
In the above approximation, the polarization given by Eq. (3) can be represented in the form

$$
\begin{align*}
P_{1}\left(\omega_{1}\right)= & {\left[\chi_{1}\left(\omega_{1}\right) \rho_{1}-\chi_{2}\left(\omega_{1}\right) \rho_{2}\right] N A_{1} \exp \left(i \varphi_{1}\right) }  \tag{7}\\
& -2 N \hbar q A_{1} \rho_{21} \exp \left(i \varphi_{1}\right),
\end{align*}
$$

where $\chi_{1,2}\left(\omega_{1}\right)$ are linear susceptibilities,

$$
\begin{equation*}
\chi_{i}\left(\omega_{1}\right)=\frac{1}{2 \hbar} \sum_{m} \frac{\left|d_{m i}\right|^{2}}{\omega_{1}-\omega_{m i}}, \quad i=1,2 . \tag{8}
\end{equation*}
$$

### 2.2. Vector Representation

It is convenient to rewrite Eq. (5) by using the vector model proposed in $[15,16]$ and by introducing the notation

$$
r_{1}=\rho_{21}+\rho_{12}, \quad r_{2}=i\left(\rho_{21}-\rho_{12}\right), \quad r_{3}=\rho_{2}-\rho_{1} .
$$

The quantities $r_{j}(j=1,2,3)$ can be treated as the components of the vector

$$
\mathbf{r}=\mathbf{e}_{1} r_{1}+\mathbf{e}_{2} r_{2}+\mathbf{e}_{3} r_{3}
$$

( $\mathbf{e}_{1,2,3}$ are unit vectors) in some vector space (vector $\mathbf{r}$ is sometimes referred to as a pseudospin). The pseudospin satisfies the equation of motion

$$
\begin{equation*}
\frac{\partial \mathbf{r}}{\partial t}=\boldsymbol{\gamma} \times \mathbf{r} \tag{9}
\end{equation*}
$$

where $\boldsymbol{\gamma}$ is a vector whose components are given by

$$
\gamma_{1}=q A_{1}^{2}, \quad \gamma_{2}=0, \quad \gamma_{3}=\left(\Omega_{21}^{\prime}-\Omega_{s}\right)
$$

These parameters have a clear physical meaning: $\gamma_{1}$ is the effective two-photon Rabi frequency and $\gamma_{3}$ is the instantaneous detuning away the two-photon resonance.




Fig. 2. Evolution of vector $\mathbf{r}$ during Stark-chirped rapid adiabatic passage: (a) the case where the two-photon frequency of the triggering pulse is less than the resonance frequency and where vector $\mathbf{r}$ precesses over the cone surface about vector $\boldsymbol{\gamma}$; (b) the case where, as the sweeping of the frequency of the passage through the resonance due to the Stark shift occurs, the angle $\theta$ between the vector $\boldsymbol{\gamma}$ and the negative direction of the $e_{3}$ axis increases, while vector $\mathbf{r}$ continues precessing about the vector $\boldsymbol{\gamma}$; and (c) the case where the doubled frequency of the triggering pulse is greater than the resonance transition frequency and where, upon the completion of motion, vector $\gamma$ is oriented in a direction close to the positive direction of the $e_{3}$ axis.

The equations of motion for the components of vector $\mathbf{r}$ have the form

$$
\begin{gather*}
\frac{\partial r_{1}}{\partial t}=\gamma_{3} r_{2}, \quad \frac{\partial r_{2}}{\partial t}=-\gamma_{3} r_{1}+\gamma_{1} r_{3}, \\
\frac{\partial r_{3}}{\partial t}=-\gamma_{1} r_{2} . \tag{10}
\end{gather*}
$$

In this approximation, the solution to Eqs. (10) with the allowance for the first nonadiabatic correction has the form (see, for example, [15])

$$
\begin{equation*}
r_{1}=\mp \frac{\gamma_{1}}{\gamma}, \quad r_{3}=\mp \frac{\gamma_{3}}{\gamma}, \quad r_{2}=-\frac{1}{\gamma_{3}} \frac{\partial r_{1}}{\partial t}, \tag{11}
\end{equation*}
$$

where

$$
\gamma=|\gamma|=\sqrt{\gamma_{1}^{2}+\gamma_{3}^{2}} .
$$

In expressions (11) and in those that follow, the upper (lower) signs are chosen for the case of $\gamma_{3}(z=0, t \longrightarrow$ $-\infty)<0\left[\gamma_{3}(z=0, t \longrightarrow-\infty)>0\right]$.

We note that, upon the inclusion of the nonadiabatic correction, the coherence

$$
\rho_{21}=\frac{r_{1}-i r_{2}}{2}
$$

becomes complex-valued. As will be shown below, this must be taken into account in considering the propagation of a pulse in a medium.

It is convenient to introduce the parameter $\theta=$ $\arctan \left(\gamma_{1} / \gamma_{3}\right)$, which is the angle between vector $\gamma$ and the negative direction of the $e_{3}$ axis aligned with unit
vector $\mathbf{e}_{3}$ (see Fig. 2). In this notation, we have $r_{1}=$ $\pm \sin \theta$ and $r_{3}=\mp \cos \theta$.

The adiabaticity condition implies that the angular velocity $\partial \theta / \partial t$ of vector $\boldsymbol{\gamma}$ is much less than the frequency $\gamma$ of precession of vector $\mathbf{r}$; that is,

$$
\begin{equation*}
\left|\frac{\partial \theta}{\partial t}\right|=|\dot{\theta}| \ll \gamma=\sqrt{\gamma_{1}^{2}+\gamma_{3}^{2}} . \tag{12}
\end{equation*}
$$

By using expression (12), it can easily be shown that $r_{2}=-\dot{\theta} / \gamma$. This means that the angle between $\mathbf{r}$ and $\boldsymbol{\gamma}$ is much smaller than the angle between $\boldsymbol{\gamma}$ and $\mathbf{e}_{3}$ (see Fig. 2); that is, $\left|r_{2}\right| \ll\left|r_{1}\right|$.

Adiabaticity condition (12) can be represented in the form

$$
\begin{equation*}
\left|\frac{\dot{\gamma}_{1} \gamma_{3}-\dot{\gamma}_{3} \gamma_{1}}{\left(\gamma_{1}^{2}+\gamma_{3}^{2}\right)^{3 / 2}}\right| \ll 1 \tag{13}
\end{equation*}
$$

This condition is similar to that obtained in [5] in terms of adiabatic states.

Let us show that solution (11), together with condition (13), describes the SCRAP phenomenon well. We consider the case where the two-photon Rabi frequency $\gamma_{1}(t)$ and the Stark shift $S(t)$ of the frequency of the transition induced by the second pulse have Gaussian shape; that is,

$$
\begin{gather*}
\gamma_{1}(t)=\gamma_{10} \exp \left(-\frac{t^{2}}{T_{1}^{2}}\right),  \tag{14}\\
S(t)=S_{0} \exp \left[-\frac{(t-\delta t)^{2}}{T_{s}^{2}}\right],
\end{gather*}
$$

where $T_{1}$ and $T_{s}$ are the durations of, respectively, the triggering and the Stark pulse and $\delta t$ is the time delay between them. In the ensuing analysis, we disregard, for the sake of simplicity, the shift due to the triggering pulse. In order to achieve SCRAP, it is necessary to meet certain requirements. Fulfillment of the adiabaticity condition (13) can be ensured if the initial detuning $\Omega_{21}$, the maximum Rabi frequency $\gamma_{10}$, and the delay time $\delta t$ satisfy a specific relation. For passage through a two-photon resonance to occur, it is necessary, first of all, that the maximum Stark shift $S_{0}$ exceed the initial detuning $\Omega_{21}\left(\left|S_{0}\right|>\left|\Omega_{21}\right|\right)$ and that the two quantities in question have the same sign. It is obvious that, under these conditions, the resonance is swept twice, at the instants of time

$$
t_{1,2}=\delta t \mp T_{s} \sqrt{\ln \frac{S_{0}}{\Omega_{21}}}
$$

In this case, the triggering pulse must be rather strong in order to ensure an adiabatic transition during the first passage through the resonance, but it must be at the same time rather weak in order to prevent an adiabatic transition during the second passage. Under the assumption that the triggering pulse attains a maximum at the instant of time $t_{1}=0$, these requirements lead to the conditions [14]

$$
\begin{equation*}
1 \ll \frac{\gamma_{10}^{2} T_{s}^{2}}{\Omega_{21} \delta t} \ll \exp \frac{8 \delta t^{2}}{T_{1}^{2}} \tag{15}
\end{equation*}
$$

Relation (15) yields an upper and a lower limit on the detuning $\Omega_{21}$ and the maximum value $\gamma_{10}$ of the Rabi frequency. From the formula for $r_{3}$ in (11), it follows that, for the population transfer to be maximal at the end of the triggering pulse, fulfillment of the condition $\gamma_{1} \ll\left|\gamma_{3}\right|$ must be ensured, which is most easily achieved at the instant $t=\delta t$, when the Stark shift $S$ is maximal. This condition can be recast in the form

$$
\begin{equation*}
\gamma_{10} \exp \left(-\frac{\delta t^{2}}{T_{1}^{2}}\right) \ll\left|\Omega_{21}-S_{0}\right| \tag{16}
\end{equation*}
$$

At a specific instant of time when the population difference vanishes, $r_{3}=0$, the two-photon coherence attains the maximum value of $\left|\rho_{21}\right|=1 / 2$. These conditions can be satisfied in a rather wide region.

For numerical illustrations, we have chosen the diagram that represents transitions in the Kr atom and which was used in experiments aimed at generating vacuum-ultraviolet radiation under the conditions of electromagnetically induced transparency [22]: there, a triggering pulse of a wavelength of $\lambda_{1} \approx 212.55 \mathrm{~nm}$


Fig. 3. Time dependences of (solid curve) the two-photon coherence $\left|\rho_{21}\right|$ and (dashed curve) the population difference $r_{3}=\rho_{2}-\rho_{1}$ for the pulse sequence shown in the inset (the triggering pulse precedes the Stark pulse). The following parameter values were used here: $\delta t / T_{1}=1.7$ for the delay between the pulses; $T_{s} / T_{1}=1.6$ for the duration of the Stark pulse; $S_{0} T_{1}=50$ for the maximum Stark shift; $\gamma_{10} T_{1}=15$ for the amplitude of the two-photon Rabi frequency; and $\Omega_{21} T_{1}=-16$ for the initial detuning.
undergoes two-photon interaction with the $4 p^{61} S$ $4 p^{5} 5 p$ transition. Since relaxation times characteristic of the transitions being considered are about a few tens of nanoseconds, the duration of the laser pulses used must not exceed a few nanoseconds.

The population difference $r_{3}$ and the modulus of the atomic coherence, $\left|\rho_{21}\right|=\left|\left(r_{1}-i r_{2}\right) / 2\right|$, versus time are shown in Fig. 3, whence it can be seen that the population inversion and the maximum coherence in the twophoton transition are realized under the above conditions.

In terms of the vector model, the SCRAP process can be visualized as follows. Suppose that, at the initial instant of time $(t \longrightarrow-\infty)$, all atoms are in the ground state $1\left(r_{3}=-1\right)$ and that the double frequency of the triggering pulse is tuned rather far away from the resonance and is, for definiteness, less than the resonance frequency of the $1-2$ transition. This means that the vector $\gamma$ is directed nearly along the negative direction of the $e_{3}$ axis and is virtually parallel to vector $\mathbf{r}$ (that is, $\theta \approx 0$ ). In this case, vector $\mathbf{r}$ moves over the surface of a cone (precesses about vector $\boldsymbol{\gamma}$ ) having a small apex angle proportional to $r_{2}$ (see Fig. 2). As a Stark pulse is applied, the sweeping of the frequency toward the resonance begins, which is accompanied by the growth of


Fig. 4. Time dependences of (solid curve) the two-photon coherence $\left|\rho_{21}\right|$ and (dashed curve) the population difference $r_{3}=\rho_{2}-\rho_{1}$ for the case where the Stark pulse precedes the triggering pulse, as is shown in the inset. The following parameter values were used here: $\delta t / T_{1}=-1.6, T_{s} / T_{1}=1$, $S_{0} T_{1}=50, \gamma_{10} T_{1}=15$, and $\Omega_{21}=0$.
angle $\theta$. If angle $\theta$ varies more slowly than the precession frequency $\gamma$ [condition (13) is satisfied], vector $\mathbf{r}$ will follow the vector $\gamma$ as the angle $\theta$ varies, its precession persisting. The amplitude of the Stark pulse must be such that, upon passage through the resonance, the frequency of the triggering pulse appears to be considerably higher than the resonance transition frequency (see Fig. 2). At the end of the pulse, vector $\mathbf{r}$ will form a small angle with the positive direction of the $e_{3}$ axis. Thus, the inversion of the level populations is realized owing to sweeping through the resonance. The inclusion of $r_{2}$ does not change the pattern qualitatively, but one can show that, in this case, the precession of vector $\mathbf{r}$ occurs about vector $\boldsymbol{\gamma}+\dot{\boldsymbol{\theta}}$, where $\boldsymbol{\gamma}=\left(0,0,-\gamma_{1}\right)$ and $\dot{\boldsymbol{\theta}}=(0,-\dot{\boldsymbol{\theta}}, 0)$ are the vectors written in the doubly rotating coordinate frame (see, for example, [15]).

By using this technique, one can prepare atoms in a coherent superposition of states 1 and 2 that is characterized by a maximum coherence [18]. This effect, known as the half-SCRAP effect [18], can also be described in terms of the vector model. In contrast to SCRAP, it arises under different conditions. From the formula for $r_{1}$ in (11), it follows that $r_{1} \longrightarrow \mp 1$ if $\gamma_{1} \gg$ $\left|\Omega_{21}-S\right|$ (near the instant of time at which the triggering field takes a maximum value). At the initial instant
of time, we have $r_{3}=-1$; therefore, it is obvious that the inequality $\gamma_{1} \ll\left|\Omega_{21}-S\right|$ must hold at this instant. These conditions are satisfied most readily at $\Omega_{21}=0$. Moreover, they must be consistent with adiabaticity condition (13). Analysis shows that these conditions may be satisfied for the sequence of pulses shown in the inset to Fig. 4, in which case the Stark pulse is switched on earlier than the triggering pulse. The case of the opposite sequence of pulses-that is, the case in which the triggering pulse is switched on earlier than the Stark pulse [18]-is not considered in the present approximation.

Figure 4 shows the time dependences of $r_{3}$ and $\left|\rho_{21}\right|=\left|\left(r_{1}-i r_{2}\right) / 2\right|$ for the chosen sequence of pulses. It can be seen that, in contrast to what occurs in the case of SCRAP, there arises here a plateau of maximum coherence. As the Stark and the triggering field change, vector $\mathbf{r}$ initially oriented nearly along the negative direction of the $e_{3}$ axis then rotates through angle $\pi / 2$, becoming aligned with the $e_{1}$ axis.

## 3. PROPAGATION OF TRIGGERING PULSE AND SPACE DYNAMICS OF THE POPULATION INVERSION AND OF THE COHERENCE

Let us now consider the propagation of a triggering pulse under the SCRAP conditions. We express the complex-valued polarization $P_{1}\left(\omega_{1}\right)$, which is defined by formula (7), in terms of quantities $r_{1,2,3}$ as

$$
\begin{gather*}
P_{1}\left(\omega_{1}\right)=\frac{1}{2}\left\{\left[\chi_{1}\left(1-r_{3}\right)-\chi_{2}\left(1+r_{3}\right)\right] N A_{1} \exp \left(i \varphi_{1}\right)\right\}  \tag{17}\\
-\hbar q\left(r_{1}-i r_{2}\right) N A_{1} \exp \left(i \varphi_{1}\right)=(U+i V) \exp \left(i \varphi_{1}\right),
\end{gather*}
$$

where $N$ is the density of atoms. It should be emphasized that the imaginary part $V$ of the polarization owes its existence to the nonadiabatic correction $r_{2}$ and leads, despite its smallness, to a change in the shape of a pulse as it propagates in a medium.

Substituting expression (17) into Eq. (2), we obtain equations for the real-valued amplitude and phase; that is,

$$
\begin{align*}
& \frac{\partial A_{1}}{\partial z}+\frac{1}{c} \frac{\partial A_{1}}{\partial t}= \pm 2 \pi k_{1} V  \tag{18}\\
& \frac{\partial \varphi_{1}}{\partial z}+\frac{1}{c} \frac{\partial \varphi_{1}}{\partial t}=\mp 2 \pi k_{1} \frac{U}{A_{1}} \tag{19}
\end{align*}
$$

where

$$
\begin{gather*}
U=\frac{1}{2}\left[\chi_{1}\left(\omega_{1}\right)\left(1-\frac{\gamma_{3}}{\gamma}\right)-\chi_{2}\left(\omega_{1}\right)\left(1+\frac{\gamma_{3}}{\gamma}\right)\right] N A_{1} \\
-\frac{\hbar q^{2} N A_{1}^{3}}{\gamma}  \tag{20}\\
V=-\frac{\hbar q^{2} N A_{1}}{\gamma_{3}} \frac{\partial}{\partial t} \frac{A_{1}^{2}}{\gamma}
\end{gather*}
$$

Here, the upper (lower) signs correspond to a negative (positive) initial detuning away the two-photon resonance, $\left.\Omega_{21}=2 \omega_{1}-\omega_{21}<0\right)$.

If we discard the nonadiabatic correction ( $V=0$ corresponds to the ideal adiabatic limit), the right-hand side of Eq. (18) vanishes, in which case one can see that the pulse propagates in a medium without any distortion of its shape. As to the phase of the pulse, it will change anyway according to Eq. (19) -that is, sweeping of the instantaneous frequency occurs as the pulse propagates. Upon inclusion of the nonadiabatic correction, the two-photon coherence becomes complex-valued, with the result that the medium-induced macroscopic polarization develops an imaginary part proportional to the derivative $\partial\left(A_{1}^{2} / \gamma\right) / \partial t$. Its sign may be either positive (static detuning is negative, $\Omega_{21}<0$ ) or negative; that is, the generated field can either enhance or suppress a pulse propagating in a medium. Below, we will show that this is determined by the sign of the derivative of the instantaneous detuning away from the two-photon resonance with allowance for the Stark shift.

Evaluating the derivative $\partial\left(A_{1}^{2} / \gamma\right) / \partial t$ and substituting the expression for $V$ into Eq. (18), we find that the real-valued amplitude obeys the equation

$$
\begin{gather*}
\frac{\partial A_{1}}{\partial z}+\frac{1}{c} \frac{\partial A_{1}}{\partial t} \\
= \pm \frac{2 \pi \omega_{1} \hbar q^{2} N}{c \gamma^{3}}\left(-A_{1}^{3} \frac{\partial \Delta}{\partial t}+2 \Delta A_{1}^{2} \frac{\partial A_{1}}{\partial t}\right) \tag{21}
\end{gather*}
$$

where

$$
\Delta=2 \omega_{1}^{\prime}-\omega_{21}-\Omega_{s}^{(2)}
$$

is the instantaneous detuning away from the two-photon resonance with allowance for the shift induced by the external Stark pulse.

It is convenient to pass from the equation for the phase to the equation for the instantaneous frequency $\omega^{\prime}=\omega+\partial \varphi / \partial t$; that is,

$$
\begin{gather*}
\frac{\partial \omega_{1}^{\prime}}{\partial z}+\frac{1}{c} \frac{\partial \omega_{1}^{\prime}}{\partial t} \\
=\mp \frac{2 \pi \omega_{1} \hbar q^{2} N}{c \gamma^{3}}\left(-A_{1}^{3} \frac{\partial \Delta}{\partial t}+2 \Delta A_{1}^{2} \frac{\partial A_{1}}{\partial t}\right) \frac{\Delta}{A_{1}} . \tag{22}
\end{gather*}
$$

Equations (21) and (22) describe the propagation of a light pulse under the SCRAP conditions as long as adiabaticity condition (13) is satisfied. One can see that the right-hand sides of these equations differ only by the factor $\Delta / A_{1}$. This indicates that the changes in the frequency and in the pulse shape occur simultaneously and that there is a relation between them. The first terms on the right-hand sides of the equations in question are due to the high-frequency Kerr effect, which leads both to a change in the shape of a pulse as it propagates in a medium and to phase self-modulation during the propagation process. The second terms lead to a change in the velocity of pulse propagation.

We note that, if there occurs a passage through the resonance $(\Delta=0)$ in scanning the frequency, the sign of the derivative does not change, as in the SCRAP case, since $\Delta$ is either an increasing (for a negative initial detuning, $\left.\Omega_{21}<0\right)$ or a decreasing $\left(\Omega_{21}>0\right)$ function of time. The field generated by the imaginary part of the polarization is then in antiphase with the incident pulse, suppressing it. The situation is different if the scanned frequency does not reach the resonance. The derivative will be positive within one part of the pulse and negative within the remaining part, so that one part of the pulse will be suppressed, while the remaining part will be enhanced.

Going over to the coordinates $\xi=z$ and $\tau=t-z / c$ and taking into account Eq. (21), one can recast Eq. (22) in the form

$$
\begin{equation*}
\frac{\partial \omega_{1}^{\prime}}{\partial \xi}=-\frac{\Delta(\tau, \xi)}{A_{1}(\tau, 0)} \frac{\partial A_{1}}{\partial \xi} \tag{23}
\end{equation*}
$$

Integrating Eq. (23), we obtain

$$
\begin{equation*}
\frac{\Delta(\tau, \xi)}{\Delta(\tau, 0)}=\frac{A_{1}^{2}(\tau, 0)}{A_{1}^{2}(\tau, \xi)} \tag{24}
\end{equation*}
$$

This is a general relation that is valid in the adiabatic approximation. It reflects the interplay of the change in the instantaneous frequency of a pulse and the change in its envelope during the propagation of the pulse in a medium under the conditions of a two-photon resonance. Relation (24) also shows that the effects of the change in the pulse shape and of self-modulation are related to each other and cannot be considered separately.


Fig. 5. Spacetime evolution of a pulse under the SCRAP conditions: (a) envelope of the pulse as a function of time at $Z=$ (solid curve) 0 and (dashed curve) 10; (b) instantaneous frequency $\dot{\varphi}$ of the triggering pulse as a function of time at $Z=10$ (it is normalized to $\alpha_{0}=8 \pi k_{1} N \chi_{1}\left(\omega_{1}\right)$ ). The parameters of the pulse were set to the values identical to those used for Fig. 3 .


Fig. 6. Spacetime evolution of (a) the population difference $r_{3}=\rho_{2}-\rho_{1}$ and (b) the two-photon coherence $\left|\rho_{21}\right|$ under the SCRAP conditions. The pulse parameters were set to the values identical to those used for Fig. 3.

Let us rewrite Eq. (21) as

$$
\begin{equation*}
\frac{\partial A_{1}}{\partial z}+\frac{1}{V_{p}} \frac{\partial A_{1}}{\partial t}= \pm \frac{2 \pi \omega_{1} \hbar q^{2} N}{c \gamma^{3}} A_{1}^{3} \frac{\partial \Delta}{\partial t}, \tag{25}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{1}{v_{p}}=\frac{1}{c}\left(1 \pm \frac{4 \pi \omega_{1} \hbar q^{2} N}{\gamma^{3}} \Delta A_{1}^{2}\right) . \tag{26}
\end{equation*}
$$

The results obtained by numerically solving Eq. (25) are illustrated in Fig. 5, where the time dynam-
ics of the normalized intensity of the triggering pulse is shown at the input and output of the medium. At the input, the triggering and the Stark pulse have a Gaussian shape, their parameters and the time of delay between them being chosen in such a way as to ensure fulfillment of conditions (15) and (16), which are necessary for implementing SCRAP and a complete population transfer. One can see that the amplitude of a propagating pulse decreases smoothly, while its shape changes slowly. We can identify two effects that are responsible for the change in the pulse shape: (i) that which is due to a diabatic character of interaction [formula (26)] and (ii) that which is due to phase self-mod-


Fig. 7. Spacetime evolution of (a) the population difference $r_{3}=\rho_{2}-\rho_{1}$ and (b) the two-photon coherence $\left|\rho_{21}\right|$ under the halfSCRAP conditions. The pulse parameters were set to the values identical to those used for Fig. 4.


Fig. 8. Time evolution of the triggering pulse and the two-photon coherence $\left|\rho_{21}\right|$ in the case where the sweeping of the frequency does not lead to passage through the resonance: (a) envelope of the pulse at $Z=$ (solid curve) 0 and (dashed curve) 70; (b) twophoton coherence $\left|\rho_{21}\right|$ (the notation for the curves is identical to that in Fig. 8a). The insets display (1) the timing of the triggering and the Stark pulse and (2) the instantaneous detuning $\gamma_{3}$ away the two-photon resonance. The following parameter values were used here: $\delta t=0, \Omega_{21} T_{1}=-60, T_{s} / T_{1}=1.6, S_{0} T_{1}=50$, and $\gamma_{10} T_{1}=15$.
ulation because of the high-frequency Kerr effect. The instantaneous frequency of the pulse varies with time as is shown in Fig. 5b. In order to calculate $\dot{\varphi}$, we used Eq. (24).

Figures 6 and 7 show the spacetime evolution of the population difference and of the two-photon coherence under the SCRAP and half-SCRAP conditions, respectively. We can see that the population inversion and the maximum coherence induced in the two-photon transition persist over a long length of the medium.

We would like to emphasize that, in order to achieve a high two-photon coherence (close to a maximum value), it is not necessary to pass through the resonance. As can be seen from the formula for $r_{1}$ in (11), fulfillment of condition $\left|\gamma_{1}\right| \gtrdot\left|\gamma_{3}\right|$, along with adiabaticity condition (13), is sufficient for this. This condition means that the two-photon Rabi frequency must exceed the detuning away the resonance at the instant of time when the difference of the populations is close to zero, $\rho_{2}-\rho_{1}=r_{3} \approx 0$. Figure 8a shows how the envelope of the triggering pulse that propagates in a medium varies
in this case. A moderate increase in the pulse amplitude is associated with the redistribution of energy in the pulse due to the nonadiabatic correction, which leads to the weakening of the forward front of the pulse and to the strengthening of the backward front [see discussion after formula (22)], the total pulse energy (the area under the intensity curve) remaining virtually unchanged. Figure 8 b shows that, under the quasiresonance conditions, a two-photon coherence close to a maximum value is induced over a long length of the medium. This can be used to implement an efficient generation of the third harmonic in the short-wavelength region of the spectrum.

## 4. CONCLUSIONS

On the basis of the vector model for a two-photon resonance, the SCRAP phenomenon, which can lead to a complete population transfer and a maximum coherence in the resonance transition, has been considered in the two-level approximation. This approach has enabled us to derive analytic expressions for populations and two-photon coherence with allowance for a diabatic character of the interaction, to analyze them over a broad region of parameter values, and to specify the adiabaticity conditions, as well as to develop a simple geometric interpretation of the effect. On this basis, we have investigated special features of the propagation of short laser pulses under various conditions. We have also proposed a new possibility for achieving a high coherence (close to a maximum value).

It has been shown that, because of a diabatic character of the interaction, the off-diagonal density-matrix element describing the two-photon coherence is com-plex-valued. Its imaginary part induces a second-order nonlinear Kerr polarization, which is responsible for the change in energy transfer between the propagating pulse and the medium, while the real part of the Kerr polarization leads to phase self-modulation. As the pulse propagates, these factors lead to a decrease in its amplitude and to a change in its shape (over small propagation lengths, the pulse shape remains virtually unchanged). In addition, the carrier frequency of the pulse changes with time, the region of linear sweeping existing over a large part of the pulse duration. We note that the change in the pulse frequency is related to the change in the pulse shape since they are both due to self-interaction via the high-frequency Kerr effect in a time-dependent laser field. It seems that the duration of such a pulse can be reduced by transmitting it through a dispersive delay line by using the compression effect [23].

We have also investigated the spacetime evolution of the population difference and of the two-photon coherence during pulse propagation. We have shown that the population inversion and the maximum coherence persist over a long medium length under specific conditions at the boundary. This method makes it possible to obtain a nearly complete inversion between the
ground state and a high-lying excited level or to force a medium into a coherent state by using visible-range lasers that produce pulses of duration shorter than the relaxation time of the excited state. In view of this, the proposed method can find various applications in creating new sources of pulsed coherent radiation. By way of example, we indicate that, on the basis of the antiStokes Raman scattering, a medium inverted in this way can be used to generate, in the short-wavelength region of the spectrum, including the vacuum-ultraviolet region, short pulses tunable with respect to the wavelength. In all probability, cooperative anti-Stokes scattering can also be investigated by using this scheme. We would also like to note the possibility of generating the third harmonic in the short-wavelength region of the spectrum under the conditions of maximum coherence.
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#### Abstract

The propagation of a two-component laser pulse in an optically uniaxial medium is investigated under the conditions of the Zakharov-Benney resonance (viz., resonance of long and short waves). The shortwave ordinary component of the pulse, which is in resonance with the atomic subsystem, effectively generates a video pulse of the extraordinary wave (long-wave component). The latter dynamically detunes the ordinary pulse from the resonance and causes its phase modulation due to nonzero diagonal matrix elements of the dipole moment. An approximate operator approach is proposed for solving constitutive equations for the density matrix, which is equivalent to the asymptotic WKB method and makes it possible to reduce the analysis to solving a system of nonlinear wave equations for both components of the pulse. The possibility an extraordinary wave video pulse being generated with the help of a quasimonochromatic ordinary pulse with a longer wavelength. It is shown that, when the ordinary component dominates, the self-induced transparency mode is realized; in the opposite limit, the effect known as extraordinary transparency takes place. Solitary pulses corresponding to the latter case experience a decrease in the velocity of propagation, which is similar to that observed for self-induced transparency and practically do not change the population of quantum levels. Physical situations reducing the initial system of constituent and wave equations to familiar integrable models are analyzed.
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## 1. INTRODUCTION

The phenomenon of self-induced transparency (SIT) discovered in $[1,2]$ has been studied comprehensively both from the physical and the mathematical viewpoints [3, 4]. Quantum states in anisotropic media without a symmetry relative to spatial inversion do not possess a definite parity. As a result, the diagonal matrix elements of the dipole moment in such states differ from zero. Consequently, anisotropic molecules may have a permanent dipole moment when these molecules are in their energy eigenstates. The same applies to electronic states of anisotropic media such as crystals and quantum wells in semiconductors [5, 6]. The latter case should be treated separately since modern technologies make it possible to grow semiconductors containing quantum wells with preset properties [6, 7]. The SIT effect was studied in [5-9] for media possessing a permanent dipole moment in the framework of the scalar model, in which one electric field component for a pulse differs from zero. The approach proposed in $[5,6]$ does not require the application of the approximation of slowly varying amplitudes and phases (SVAP) in the constitutive and wave equations. In this case, stringent constraints are imposed on dipole moments and transition frequencies, which make it possible to reduce the systems of constitutive and wave equations to integrable models.

In an optically uniaxial medium, a light pulse bifurcates into ordinary and extraordinary components that
can interact with quantum transitions. The presence of a permanent dipole moment at the nonlinear stage of such an interaction may play a decisive role. This study is devoted to analysis of the nonlinear stage of the resonance interaction of two-component pulses with optically uniaxial media.

The article is constructed as follows. In Section 2, the initial model is formulated and a system of equations of the Maxwell-Bloch type is derived for a pulse propagating at right angles to the optical axis. In this case, the ordinary component has a clearly manifested resonance frequency, while the extraordinary component is a video pulse. The next section is devoted to the derivation of a system of coupled nonlinear wave equations for the two components of the pulse on the basis of an approximate solution to the constitutive equations with the help of the operator version of the WKB asymptotic method, which is equivalent (see below) to disregarding the "dark" component of the dipole moment. In Section 4, analytic and numerical solutions to the system of wave equations in the form of solitary traveling formations including the ordinary envelope pulse and the extraordinary video pulse are considered and analyzed. It is shown that different quantitative relations between the amplitudes of the components correspond to different physical mechanisms of optical transparency of a resonant medium. Section 5 is devoted to analysis of situations leading to integrable
models. The results of the study are summarized in Conclusions.

## 2. FORMULATION OF THE MODEL AND THE SYSTEM OF MAXWELL-BLOCH EQUATIONS FOR AN OPTICALLY UNIAXIAL MEDIUM

Let us suppose that a laser pulse propagates in a uniaxial medium along the $x$ axis perpendicular to the optical $z$ axis. Ordinary $E_{o}$ and extraordinary $E_{e}$ components of the electric field $\mathbf{E}$ of the pulse are parallel to the $y$ and $z$ axes, respectively.

We assume that anisotropy is natural and is created by the internal electric field. In the electric field, the degeneracy of electron energy levels in the modulus of projection $M$ of the total angular momentum is removed [8]. As a result, the $\pi(\Delta M=0)$ and doubly degenerate $\sigma$ transitions ( $\Delta M= \pm 1$ ), which are allowed in accordance with the electric-dipole selection rules, take place in the electron subsystem.

In the absence of a pulse, the wave function of an optical electron in an axially symmetric field can be represented in the form

$$
\begin{equation*}
\psi_{\mu M}=R_{\mu M}(r, z) \exp (i M \varphi), \tag{1}
\end{equation*}
$$

where $r, \varphi$, and $z$ are the components of the cylindrical system of coordinates and $\mu$ is the set of quantum numbers corresponding to the cylindrical symmetry.

Using relation (1), we can find expressions for the Cartesian components of vector $\mathbf{d}_{\mu \nu}$ of the dipole moment of transition $\mu \longleftrightarrow v$ :

$$
\begin{gathered}
d_{\mu \nu}^{x}=i \frac{d_{\mu \nu}}{\sqrt{2}} \Delta M_{\mu \nu}, \quad d_{\mu \nu}^{y}=\frac{d_{\mu \nu}}{\sqrt{2}}\left|\Delta M_{\mu \nu}\right|, \\
d_{\mu \nu}^{z}=D_{\mu v}\left(1-\left|\Delta M_{\mu \nu}\right|\right),
\end{gathered}
$$

where

$$
\begin{gathered}
\Delta M_{\mu \nu}=M_{\mu}-M_{v}=0, \pm 1, \\
d_{\mu \nu}=-\sqrt{2} \pi e \int_{0}^{\infty} r^{2} d r \int_{-\infty}^{\infty} R_{\mu}(r, z) R_{v}(r, z) d z, \\
D_{\mu \nu}=-2 \pi e \int_{0}^{\infty} r d r \int_{-\infty}^{\infty} z R_{\mu}(r, z) R_{v}(r, z) d z .
\end{gathered}
$$

Accordingly, taking into account the fact that the longitudinal component $E_{z}$ for the normal propagation relative to the optical axis is equal to zero, we obtain the following expression for the matrix elements of Hamil-


Fig. 1. Diagram of resonant quantum transitions in the case when the upper level is degenerate in the modulus of angular momentum component $M$.
tonian $\hat{V}$ of the electric-dipole interaction:

$$
\begin{gather*}
V_{\mu \nu}=-\mathbf{d}_{\mu \nu} \cdot \mathbf{E}=-D_{\mu v}\left(1-\left|\Delta M_{\mu \nu}\right|\right) E_{e} \\
-\frac{d_{\mu \nu}}{\sqrt{2}}\left|\Delta M_{\mu \nu}\right| E_{o} . \tag{2}
\end{gather*}
$$

The evolution of the state of an optical electron under the action of a laser pulse is described by the equations for the elements of density matrix $\hat{\rho}$,

$$
\begin{gather*}
\frac{\partial \rho_{\mu v}}{\partial t}=-i\left(\omega_{\mu v}-\frac{V_{\mu \mu}-V_{v v}}{\hbar}\right) \rho_{\mu v} \\
-\frac{i}{\hbar} \sum_{\lambda}\left(V_{\mu \lambda} \rho_{\lambda v}-\rho_{\mu \lambda} V_{\lambda v}\right) \tag{3}
\end{gather*}
$$

where $\hbar$ is the Planck constant and $\omega_{\mu \nu}$ is the frequency of the transition $\mu \longleftrightarrow v$.

It follows from formula (2) that only diagonal elements of $\hat{V}$ containing the extraordinary electric field component of the pulse differ from zero: $V_{\mu \mu}=-D_{\mu \mu} E_{e}$. Thus, the extraordinary component induces quantum $\pi$ transitions and is responsible, due to the permanent dipole moment, for the dynamic frequency shift both for $\pi$ and for $\sigma$ transitions. The ordinary component excites only $\sigma$ transitions.

In the subsequent analysis, we confine ourselves to a two-level system forming a $\sigma$ transition of frequency $\omega_{0}$ with a doubly degenerate upper level (Fig. 1). In this case, system (3), taking into account relation (2) under the assumption that the duration $\tau_{p}$ of a pulse is smaller than all relaxation times, assumes the form

$$
\begin{align*}
& \frac{\partial \rho_{21}}{\partial t}=-i\left(\omega_{0}+\frac{D_{11}-D_{22}}{\hbar} E_{e}\right) \rho_{21}  \tag{4}\\
& +i \frac{d_{21}}{\sqrt{2} \hbar} E_{o}\left(\rho_{11}-\rho_{22}\right)-i \frac{d_{31}}{\sqrt{2} \hbar} E_{o} \rho_{23}, \\
& \frac{\partial \rho_{31}}{\partial t}=-i\left(\omega_{0}+\frac{D_{11}-D_{33}}{\hbar} E_{e}\right) \rho_{31}  \tag{5}\\
& +i \frac{d_{31}}{\sqrt{2} \hbar} E_{o}\left(\rho_{11}-\rho_{33}\right)-i \frac{d_{21}}{\sqrt{2} \hbar} E_{o} \rho_{32},
\end{align*}
$$

$$
\begin{gather*}
\frac{\partial \rho_{32}}{\partial t}=-i \frac{D_{22}-D_{33}}{\hbar} E_{e} \rho_{32} \\
+i \frac{E_{o}}{\sqrt{2} \hbar}\left(d_{31} \rho_{12}-d_{21} \rho_{31}\right)  \tag{6}\\
\frac{\partial \rho_{11}}{\partial t}=i \frac{E_{o}}{\sqrt{2} \hbar}\left[d_{21}\left(\rho_{21}-\rho_{12}\right)+d_{31}\left(\rho_{31}-\rho_{13}\right)\right]  \tag{7}\\
\frac{\partial \rho_{22}}{\partial t}=-i \frac{d_{21} E_{o}}{\sqrt{2} \hbar}\left(\rho_{21}-\rho_{12}\right) \\
\frac{\partial \rho_{33}}{\partial t}=-i \frac{d_{31} E_{o}}{\sqrt{2} \hbar}\left(\rho_{31}-\rho_{13}\right) \tag{8}
\end{gather*}
$$

It follows hence that the ordinary component in this case induces a quantum transition, while the role of the extraordinary component is reduced to dynamic modulation of the frequency of this transition and, in accordance with formula (6), to dynamic removal of the degeneracy of the upper level for $D_{22} \neq D_{33}$.

The ordinary and extraordinary polarization components $P_{o}$ and $P_{e}$ created by the given medium are defined by the expressions

$$
\begin{gather*}
P_{o}=N\left[\frac{d_{21}}{\sqrt{2}}\left(\rho_{21}+\rho_{21}^{*}\right)+\frac{d_{31}}{\sqrt{2}}\left(\rho_{31}+\rho_{31}^{*}\right)\right]  \tag{9}\\
P_{e}=N\left(D_{11} \rho_{11}+D_{22} \rho_{22}+D_{33} \rho_{33}\right) \tag{10}
\end{gather*}
$$

where $N$ is the atomic concentration.
We supplement relations (4)-(10) with the Maxwell equations for the electric field components of the pulse:

$$
\begin{equation*}
\frac{\partial^{2} E_{o, e}}{\partial x^{2}}-\frac{n_{o, e}^{2}}{c^{2}} \frac{\partial^{2} E_{o, e}}{\partial t^{2}}=\frac{4 \pi}{c^{2}} \frac{\partial^{2}}{\partial t^{2}}\left(P_{o, e}-P_{o, e}^{(0)}\right) \tag{11}
\end{equation*}
$$

Here, $c$ is the velocity of light in vacuum; $n_{o}\left(n_{e}\right)$ is the ordinary (extraordinary) refractive index, created by the matrix of nonresonant dipole moments; and $P_{o}^{(0)}$ and $P_{e}^{(0)}$ are the values of the polarization components in
zero external field, such that (see formulas (9) and (10)) $P_{o}^{(0)}=0$, and

$$
\begin{equation*}
P_{e}^{(0)}=N\left(D_{11} W_{1}+D_{22} W_{2}+D_{33} W_{3}\right) \tag{12}
\end{equation*}
$$

where $W_{j}(j=1,2,3)$ are the initial occupancies of the corresponding quantum levels.

It follows from formulas (10)-(12) that the extraordinary components of the polarizations and the field are determined by the dynamics of the occupancies of quantum levels (diagonal elements of $\hat{\rho}$ ). Consequently, in contrast to the ordinary component, the extraordinary component has no carrier frequency.

Taking into account the last remark, we will use in formulas (4)-(9) and (11) (in the equations for $\left(E_{o}\right)$ ) the SVAP approximation with the help of the representations

$$
\begin{gather*}
\rho_{21}=R_{21} \exp [-i(\omega t-k x+\varphi)] \\
\rho_{31}=R_{31} \exp [-i(\omega t-k x+\varphi)]  \tag{13}\\
E_{o}=2 \mathscr{E}_{o} \cos (\omega t-k x+\varphi)
\end{gather*}
$$

where $\omega$ and $k=\omega n_{o} / c$ are the carrier frequency and the wave number of the ordinary component, while amplitudes $R_{21}, R_{31}, \mathscr{E}_{o}$, and phase $\varphi$ are slowly varying functions in the standard sense [9].

Substituting expressions (13) into formulas (4)-(8) and disregarding the terms oscillating at frequency $2 \omega$, we obtain a system of equations coinciding in form with Eqs. (4)-(8) correct to the substitutions

$$
\begin{gathered}
\rho_{21} \longrightarrow R_{21}, \quad \rho_{31} \longrightarrow R_{31}, \quad E_{o} \longrightarrow \mathscr{E}_{o} \\
\omega_{0} \longrightarrow \Delta+\frac{\partial \varphi}{\partial t}=\omega_{0}-\omega+\frac{\partial \varphi}{\partial t}
\end{gathered}
$$

this system can be written in the form

$$
\begin{equation*}
\frac{\partial \hat{R}}{\partial t}=i[\hat{\Omega}, \hat{R}] \tag{14}
\end{equation*}
$$

Here, Hermitian matrices $\hat{R}$ and $\hat{\Omega}$ have the form

$$
\hat{\Omega}=\left(\begin{array}{ccc}
\rho_{33} & \rho_{32} & R_{31} \\
\rho_{32}^{*} & \rho_{22} & R_{21}  \tag{15}\\
R_{31}^{*} & R_{32}^{*} & \rho_{11}
\end{array}\right), ~\left(\begin{array}{ccc}
-\frac{1}{2}\left(\Delta+\frac{\partial \varphi}{\partial t}\right)+\Omega_{33} & 0 & \Omega_{31} \\
0 & -\frac{1}{2}\left(\Delta+\frac{\partial \varphi}{\partial t}\right)+\Omega_{22} & \Omega_{21} \\
\Omega_{31} & \Omega_{21} & \frac{1}{2}\left(\Delta+\frac{\partial \varphi}{\partial t}\right)+\Omega_{11}
\end{array}\right),
$$

$$
\begin{gathered}
\Omega_{\mu \mu}=\frac{D_{\mu \mu} E_{e}}{\hbar}, \quad \mu=1,2,3, \\
\Omega_{\mu 1}=\frac{d_{\mu 1} \mathscr{C}_{o}}{\sqrt{2} \hbar}, \quad \mu=2,3 .
\end{gathered}
$$

Substituting expressions (13) into formulas (9) and (11) and neglecting the second derivatives of the slowly varying amplitude and phase as well as the products of their first derivatives, we obtain

$$
\begin{align*}
& \frac{\partial \mathscr{C}_{o}}{\partial x}+\frac{n_{o}}{c} \frac{\partial \mathscr{C}_{o}}{\partial t}=i \frac{\pi N \omega}{\sqrt{2} c n_{o}} \sum_{\mu=2}^{3} d_{\mu 1}\left(R_{\mu 1}-\text { c.c. }\right)  \tag{16}\\
& \mathscr{E}_{o}\left(\frac{\partial \varphi}{\partial x}+\frac{n_{o}}{c} \frac{\partial \varphi}{\partial t}\right)=-\frac{\pi N \omega}{\sqrt{2} c n_{o}} \sum_{\mu=2}^{3} d_{\mu 1} R_{\mu 1}+\text { c.c. } \tag{17}
\end{align*}
$$

Let us suppose that the concentration of resonant $\sigma$ transitions is so small that the following inequality holds:

$$
\Lambda \equiv \frac{\pi d^{2} N}{\hbar \omega} \ll 1
$$

In this case, Eq. (11) for $E_{e}$ can be reduced in the order of the derivative with the help of the approximation of unidirectional propagation [10-12]. Disregarding the right-hand side of Eq. (11) in the zeroth approximation (in view of the smallness of $N$ ), we retain only the wave propagating to the right (to the bulk of the medium) in the solution to the obtained homogeneous equation: $E_{e}=E_{e}\left(t-n_{e} x / c\right)$. Then we take into account the righthand side, deforming the given solution by introducing the dependence of $E_{e}$ on the "slow" coordinate $\zeta=\Lambda x$ also: $E_{e}=E_{e}\left(\tau_{e}, \zeta\right)$, where $\tau_{e}=t-n_{e} \chi / c$ is the "local" time. Neglecting the terms on the order of $\Lambda^{2}$, we then obtain

$$
\begin{gathered}
\frac{\partial}{\partial t}=\frac{\partial}{\partial \tau_{e}}, \quad \frac{\partial}{\partial x}=-\frac{n_{e}}{c} \frac{\partial}{\partial \tau_{e}}+\Lambda \frac{\partial}{\partial \zeta^{\prime}}, \\
\frac{\partial^{2}}{\partial x^{2}} \approx \frac{n_{e}^{2}}{c^{2}} \frac{\partial^{2}}{\partial \tau_{e}^{2}}-\frac{2 \Lambda n_{e}}{c} \frac{\partial^{2}}{\partial \tau_{e} \partial \zeta^{2}} .
\end{gathered}
$$

Using these expressions as well as formulas (10)-(12), integrating with respect to $\tau_{e}$, and returning to the initial independent variables $x$ and $t$, we obtain

$$
\begin{equation*}
\frac{\partial E_{e}}{\partial x}+\frac{n_{e}}{c} \frac{\partial E_{e}}{\partial t}=-\frac{2 \pi N}{n_{e} c} \frac{\partial}{\partial t} \sum_{\mu=1}^{3} D_{\mu \mu}\left(\rho_{\mu \mu}-W_{\mu}\right) . \tag{18}
\end{equation*}
$$

It should be emphasized that, in contrast to Eq. (16), the quantity $E_{e}$ in this equation is not the envelope, but the total extraordinary component of the field of the
pulse (it was noted above that $E_{e}$ has no carrier frequency).

Equations (14)-(18) form a self-consistent nonlinear system describing the propagation of a pulse whose ordinary component resonantly interacts with $\sigma$ transitions in an optically uniaxial medium, while the extraordinary component causes modulation of the resonance frequency of the medium.

Following [6], we first assume that $d_{31}=d_{21}=d$ and $D_{33}=D_{22} \neq D_{11}$. In this case, the difference between transitions $1 \longleftrightarrow 2$ and $1 \longleftrightarrow 3$ disappears and we actually arrive at a two-level system. Indeed, from expressions (14) and (15), under the conditions specified above, we have
$R_{21}=R_{31}, \quad \rho_{33}=\rho_{22}, \quad \rho_{32}-\rho_{22}=$ const $=-W_{2}$.
As a result, Eqs. (14)-(18) are transformed into a Max-well-Bloch system for a medium with an optical symmetry:

$$
\begin{gather*}
\frac{\partial u}{\partial t}=-\left(\Delta+\frac{\partial \varphi}{\partial t}+\Omega_{e}\right) v  \tag{19}\\
\frac{\partial v}{\partial t}=\left(\Delta+\frac{\partial \varphi}{\partial t}+\Omega_{e}\right) u+\Omega_{o} w,  \tag{20}\\
\frac{\partial w}{\partial t}=-\Omega_{o} v  \tag{21}\\
\frac{\partial \Omega_{o}}{\partial x}+\frac{n_{o}}{c} \frac{\partial \Omega_{o}}{\partial t}=\alpha v  \tag{22}\\
\Omega_{o}\left(\frac{\partial \varphi}{\partial x}+\frac{n_{o}}{c} \frac{\partial \varphi}{\partial t}\right)=-\alpha u  \tag{23}\\
\frac{\partial \Omega_{e}}{\partial x}+\frac{n_{e}}{c} \frac{\partial \Omega_{e}}{\partial t}=\beta \frac{\partial w}{\partial t} \tag{24}
\end{gather*}
$$

where

$$
\begin{gathered}
u=\frac{R_{21}+R_{21}^{*}}{\sqrt{2}}, \quad v=\frac{R_{21}^{*}-R_{21}}{i \sqrt{2}}, \\
w=\frac{2 \rho_{22}-\rho_{11}-W_{2}}{2}, \quad \Omega_{o}=\frac{2 \mathscr{\mathscr { C }}_{o}}{\hbar}, \quad \Omega_{e}=\frac{D E_{e}}{\hbar}, \\
\alpha=\frac{4 \pi d^{2} N \omega}{\hbar c n_{o}}, \quad \beta=\frac{2 \pi D^{2} N}{\hbar c n_{o}},
\end{gathered}
$$

and $D=D_{11}-D_{22}$ (it is exactly the quantity $D$ that will be referred to as the permanent dipole moment in the subsequent analysis).

System (19)-(24) generalizes the "scalar" model considered in [5] to the case when the field has two components (ordinary and extraordinary).

It should be emphasized once again that the ordinary component $\Omega_{o}$ of the Rabi frequency is determined by the envelope $\mathscr{E}_{o}$ of the ordinary component of the field of the pulse, while the extraordinary component $\Omega_{e}$ is determined by the component $E_{e}$ of the field itself. Field equations (22) and (24) can also be reduced from the second to first derivatives for different reasons and with the help of different approximations (SVAP and unidirectional propagation, respectively). The meaning of the former approximation is that a large number of optical vibrations are accommodated under envelope $\mathscr{E}_{o}$, while the meaning of the latter approximation lies in the slow variation of the profile of $E_{e}$ in a concomitant system of coordinates due to the low concentration of resonance centers (for this reason, the approximation of unidirectional propagation is sometimes referred to as the approximation of a slowly varying profile [13]). In this case, the extraordinary component, in contrast to the ordinary component, generally has no carrier frequency; i.e., this component is a video pulse or, according to the generally adopted terminology [14-17], an extremely short pulse. As can be seen from Eq. (24) and the expression for $\beta$, component $E_{e}$ appears due to the presence of a permanent dipole moment for the uniaxial medium.

## 3. WAVE EQUATIONS

## IN THE STRONG NONLINEARITY REGIME

In order to solve constituent equations (19)-(21) for $\Delta=0$, we write this system of equations in matrix form,

$$
\begin{equation*}
\frac{\partial \mathbf{r}}{\partial t}=\hat{A} \mathbf{r} \tag{25}
\end{equation*}
$$

where $\boldsymbol{r}=(w, u, v)^{T}$ and

$$
\hat{A}=\left(\begin{array}{ccc}
0 & 0 & -\Omega_{o}  \tag{26}\\
0 & 0 & -\tilde{\Omega}_{e} \\
\Omega_{o} & \tilde{\Omega}_{e} & 0
\end{array}\right)
$$

Here,

$$
\tilde{\Omega}_{e}=\Omega_{e}+\frac{\partial \varphi}{\partial t}
$$

The system written in this form coincides with the equations for the probability amplitudes of a three-level system, in which transitions that occur under the action of resonance fields form a $\lambda$ diagram [18]. Following this analogy, we carry out the transformation of rotation through angle $\gamma$ in the $(w, u)$ plane around the $v$ compo-
nent of vector $\mathbf{r}: \tilde{\mathbf{r}}=\hat{L} \boldsymbol{r}, \hat{\tilde{A}}=\hat{L} \hat{A} \hat{L}^{-1}$, where $\tilde{\mathbf{r}}=$ ( $\tilde{w}, \tilde{u}, v$ ) and

$$
\hat{L}=\left(\begin{array}{ccc}
\cos \gamma & \sin \gamma & 0 \\
-\sin \gamma & \cos \gamma & 0 \\
0 & 0 & 1
\end{array}\right) .
$$

Then Eq. (25) assumes the form

$$
\frac{\partial \tilde{\mathbf{r}}}{\partial t}+\hat{L} \frac{\partial}{\partial t}\left(\hat{L}^{-1}\right) \tilde{\mathbf{r}}=\hat{\tilde{A}} \tilde{\mathbf{r}}
$$

Choosing angle $\gamma$ so that $\tan \gamma=\tilde{\Omega}_{e} / \Omega_{o}$, we write the last equation in the form of the system

$$
\begin{gather*}
\frac{\partial \tilde{w}}{\partial t}=-\Omega v+\Omega_{-} \tilde{u} \\
\frac{\partial \tilde{u}}{\partial t}=-\Omega_{-} \tilde{w}, \quad \frac{\partial \tilde{v}}{\partial t}=\Omega \tilde{w} \tag{27}
\end{gather*}
$$

where

$$
\begin{gathered}
\Omega=\sqrt{\Omega_{o}^{2}+\tilde{\Omega}_{e}^{2}} \\
\Omega_{-}=\frac{\partial \gamma}{\partial t}=\left(\frac{\Omega_{o} \partial \tilde{\Omega}_{e}}{\partial t}-\frac{\tilde{\Omega}_{e} \partial \Omega_{0}}{\partial t}\right) \frac{1}{\Omega^{2}}
\end{gathered}
$$

Analogously to the theory of "dressed" quantum states in a three-level system $[18,19]$, we will call $v$ and

$$
\begin{equation*}
\tilde{u}=u \cos \gamma-w \sin \gamma=\frac{\Omega_{o}}{\Omega} u-\frac{\tilde{\Omega}_{e}}{\Omega} w \tag{28}
\end{equation*}
$$

"light" and "dark" components of the dipole moment and $\Omega$ and $\Omega_{-}$as light and dark Rabi frequencies.

Obviously, quantity $\Omega_{-}$characterizes the degree of mismatching in the dynamics of the ordinary component $\Omega_{o}$ and the effective extraordinary component $\tilde{\Omega}_{e}$ of the field of the pulse. We assume that both components follow each other almost adiabatically so that the condition $[18,19] \Omega_{-} \ll \Omega$ holds. Assuming now that $\Omega_{-}=0$ in system (27), we can easily obtain the solution to this system for the initial conditions $u(-\infty)=v(-\infty)=$ 0 and $w(-\infty)=w_{\infty}$, which, for the initial variables, has the form

$$
\begin{gather*}
u=-2 w_{\infty} \frac{\tilde{\Omega}_{e} \Omega_{o}}{\Omega^{2}} \sin \frac{\theta}{2}, \quad v=w_{\infty} \frac{\Omega_{o}}{\Omega} \sin \theta  \tag{29}\\
w=w_{\infty}\left[1-2\left(\frac{\Omega_{o}}{\Omega}\right)^{2} \sin ^{2} \frac{\theta}{2}\right]
\end{gather*}
$$

where

$$
\theta=\int_{-\infty}^{t} \Omega d t^{\prime}
$$

It can be seen from system (27) that, under the above assumption $\left(\Omega_{-} \approx 0\right)$, we have $\partial \tilde{u} / \partial t \approx 0$; i.e., the dark dipole moment remains practically unchanged, although an external action takes place.

Substituting expressions (29) into the right-hand sides of Eqs. (22)-(24), we obtain

$$
\begin{gather*}
\frac{\partial \Omega_{o}}{\partial x}+\frac{n_{o}}{c} \frac{\partial \Omega_{o}}{\partial t}=-b_{o} \frac{\Omega_{o}}{\Omega} \sin \theta,  \tag{30}\\
\frac{\partial \varphi}{\partial x}+\frac{n_{o}}{c} \frac{\partial \varphi}{\partial t}=-2 b_{o} \frac{\Omega_{e}+\partial \varphi / \partial t}{\Omega^{2}} \sin ^{2} \frac{\theta}{2},  \tag{31}\\
\frac{\partial \Omega_{e}}{\partial x}+\frac{n_{e}}{c} \frac{\partial \Omega_{e}}{\partial t}=b_{e} \frac{\partial}{\partial t}\left[\left(\frac{\Omega_{o}}{\Omega}\right)^{2} \sin ^{2} \frac{\theta}{2}\right] . \tag{32}
\end{gather*}
$$

Here, $b_{o}=-\alpha w_{\infty}$ and $b_{e}=-2 \beta w_{\infty}$.
Let us make the following important remark that will be used in the subsequent analysis of a more complex case. Solutions (29) obtained here using the "adiabaticity" criterion $\Omega_{-} \ll \Omega$ coincide exactly with analogous solutions to a system of form (25), obtained in [20] with the help of the WKB operator technique [21, 22]. For this reason, we can speak of the formal identity of these two approaches. The common property of the solutions obtained using the WKB asymptotic method is that the coefficients of periodic functions vary with time much slower than these functions [21, 22]. Under the adiabaticity condition, ratios of the form $\tilde{\Omega}_{e} / \Omega$ and, hence, the coefficients of the sines in expressions (29) are slowly varying functions of time. This circumstance is one more argument in favor of the above statement.

Let us now suppose that $d_{31} \neq d_{21}$. In this case, system (14), (15) can be solved approximately with the help of the above-mentioned operator version of the WKB method [20, 23]. We can write the solution to this system of equations in the form

$$
\begin{equation*}
\hat{R}(t)=\hat{U} \hat{R}(-\infty) \hat{U}^{+} \tag{33}
\end{equation*}
$$

where $\hat{U}$ is a unitary evolution operator.
Using formulas (15), we can easily establish that matrix $\hat{\Omega}$ does not commute with itself at different instants; i.e., $\left[\hat{\Omega}(t), \widehat{\Omega}\left(t^{\prime}\right)\right] \neq 0$ for $t \neq t^{\prime}$. If, however, the action of a pulse is quite short, the change in elements of matrix $\hat{\Omega}$ over this time interval $\Delta t$ is insignificant
and we can speak of approximate commutativity of $\Omega(t)$ and $\Omega\left(t^{\prime}\right)$. In this case, the evolutions operator has the form [20,23]

$$
\begin{equation*}
\hat{U}=\lim _{\substack{\|\hat{\Omega}\| \rightarrow \infty \\ \Delta t \rightarrow 0}} \exp \left(i \int_{-\infty}^{t} \hat{\Omega} d t^{\prime}\right) \tag{34}
\end{equation*}
$$

where $\|\ldots\|$ is the norm of the operator.
In expression (34), we take into account the fact that the amplitude of a pulse increases upon a decrease in its duration; consequently, system of equations (14), (15) assumes the form of linear equations with large variable coefficients. It is this circumstance that allows us to speak of applicability of the WKB approach [21].

If all the eigenvalues

$$
\hat{\theta} \equiv \int_{-\infty}^{t} \hat{\Omega} d t^{\prime}
$$

of the matrix are different, the exponential function in expression (34) can be evaluated with the help of the Sylvester formula [24]

$$
\begin{equation*}
\exp (i \hat{\theta})=\sum_{j} \prod_{k \neq j} \frac{\hat{\theta}-\lambda_{k} \hat{I}}{\lambda_{j}-\lambda_{k}} \exp \left(i \lambda_{j}\right) \tag{35}
\end{equation*}
$$

where $\hat{I}$ is a unit matrix and $\left\{\lambda_{k}\right\}$ is the set of eigenvalues $\hat{\theta}$. Since $\|\hat{\Omega}\| \longrightarrow \infty$, eigenvalues $\lambda_{k}$ also tend to infinity. The indeterminacies in front of the exponentials can be determined using the L'Hospital rule, assuming that, in the limit $\Delta t \longrightarrow \infty$,

$$
\hat{\theta} \approx \hat{\Omega} \Delta t, \quad \lambda_{k} \approx p_{k} \Delta t \approx \int_{-\infty}^{t} p_{k} d t
$$

where $\left\{p_{k}\right\}$ is the eigenvalue spectrum of operator $\hat{\Omega}$. Then formulas (33)-(35) lead to the following approximate expressions for the evolution operator in the limit corresponding to the condition of applicability for the WKB method [20]:

$$
\begin{equation*}
\hat{U}=\sum_{j} \exp \left(i \int_{-\infty}^{t} p_{j} d t^{\prime}\right) \prod_{k \neq j} \frac{\hat{\Omega}-p_{k} \hat{I}}{p_{j}-p_{k}} \tag{36}
\end{equation*}
$$

The equation for the eigenvalues $p$ of matrix $\hat{\Omega}$ has the form

$$
\begin{gathered}
\left(\Omega_{33}-\frac{1}{2} \frac{\partial \varphi}{\partial t}-p\right) \\
\times\left[\left(\Omega_{22}-\frac{1}{2} \frac{\partial \varphi}{\partial t}-p\right)\left(\Omega_{11}+\frac{1}{2} \frac{\partial \varphi}{\partial t}-p\right)-\Omega_{21}^{2}\right] \\
-\Omega_{31}^{2}\left(\Omega_{22}-\frac{1}{2} \frac{\partial \varphi}{\partial t}-p\right)=0
\end{gathered}
$$

In the general case, this is a third-order equation. However, if we preserve one of the above assumptions $\left(D_{33}=D_{22}\right)$, the roots of this equations can easily be found:

$$
\begin{equation*}
p_{1}=\Omega_{22}-\frac{1}{2} \frac{\partial \varphi}{\partial t}, \quad p_{2,3}=\frac{\Omega_{11}+\Omega_{22} \pm \Omega}{2} \tag{37}
\end{equation*}
$$

Here,

$$
\begin{gathered}
\Omega=\sqrt{\left(\Omega_{11}-\Omega_{22}+\frac{\partial \varphi}{\partial t}\right)^{2}+4\left(\Omega_{21}^{2}+\Omega_{31}^{2}\right)} \\
=\sqrt{\tilde{\Omega}_{e}^{2}+\Omega_{o}^{2}} \\
\tilde{\Omega}_{e}=\frac{D E_{e}}{\hbar}+\frac{\partial \varphi}{\partial t}, \quad \Omega_{o}=\frac{2 d \varepsilon_{o}}{\hbar}
\end{gathered}
$$

and

$$
d^{2}=\frac{d_{21}^{2}+d_{31}^{2}}{2}
$$

It should be noted that the expression for $\Omega_{o}$ is transformed into that considered above for $d_{21}=d_{31}=d$, while the expression for $\tilde{\Omega}_{e}$ remains unchanged since the assumption $D_{33}=D_{22}$ is preserved.

We assume that, prior to the action of a pulse $(t=$ $-\infty)$, only the ground state is populated; i.e., only the element $\hat{R}(-\infty)$ differs from zero: $\rho_{11}(-\infty)=1$. Then formulas (33), (36), and (37) lead to

$$
\begin{gather*}
\rho_{11}=1-\left(\frac{\Omega_{o}}{\Omega}\right)^{2} \sin ^{2} \frac{\theta}{2} \\
\rho_{\mu \mu}=4\left(\frac{\Omega_{\mu 1}}{\Omega}\right)^{2} \sin ^{2} \frac{\theta}{2}  \tag{38}\\
R_{\mu 1}=i \frac{\Omega_{\mu 1}}{\Omega} \sin \theta+2 \frac{\tilde{\Omega}_{e} \Omega_{\mu 1}}{\Omega^{2}} \sin ^{2} \frac{\theta}{2}, \quad \mu=2,3
\end{gather*}
$$

where $\theta$ is defined as in relations (29).

It can easily be seen that, for $d_{31}=d_{21}=d$, solutions (38) after the appropriate introduction of variables $u, v$, and $w$ are transformed into the solutions (29) obtained by the other method. Thus, the conclusion concerning the equivalence of the two approaches is confirmed again. The smallness of the dark Rabi frequency $\Omega_{-}$as compared to the light frequency $\Omega$ indicates a slow variation of ratios of the type $\Omega_{\mu 1} / \Omega$ and $\tilde{\Omega}_{e} / \Omega$ as compared to the variation of the quantities $\Omega_{\mu 1}, \tilde{\Omega}_{e}$, and $\Omega$ themselves. It is these ratios that form the coefficients of the trigonometric functions in expressions (38), and the slow rate of their variation is in accordance with the general properties of the solutions obtained with the help of the WKB method.

Substituting expressions (38) into the right-hand sides of Eqs. (16)-(18), we obtain a system of nonlinear wave equations of the form (30)-(32), where we now have

$$
b_{o}=\frac{\pi N \omega\left(d_{21}^{2}+d_{31}^{2}\right)}{\hbar c n_{o}}, \quad b_{e}=\beta
$$

Thus, analysis of the propagation of a pulse is reduced to analysis of the system of nonlinear wave equations (30)-(32).

In the absence of a permanent dipole moment, we have $b_{e}=0$. Then, in accordance with relations (32) and (31), these equalities are preserved in the medium itself if $\Omega_{e}=\partial \varphi / \partial t=0$ at the entrance to the medium. In this case, $\Omega=\Omega_{o}$ and Eq. (30) can be reduced to the sine-Gordon equation

$$
\begin{equation*}
\frac{\partial^{2} \theta}{\partial x \partial \tau}=-b_{o} \sin \theta \tag{39}
\end{equation*}
$$

where $\tau=t-n_{o} x / c$, which describes the well-known SIT mode [3, 4] for the exact resonance of the field with the medium.

On the other hand, the presence of a permanent dipole moment inevitably leads to the formation of an extraordinary component that has no carrier frequency, as well as to the phase modulation of the ordinary component of the pulse (see Eqs. (32) and (31)), which ensures the dynamic detuning of the latter component from the resonance with the atomic subsystem. Thus, the nonlinear interaction between the short-wave ordinary and long-wave extraordinary components of an optical pulse occurs through the medium. Obviously, this interaction is most effective when $n_{o}=n_{e}$ (see Eqs. (30)-(32)). This equality corresponds to the resonance condition for long and short waves (the Zakharov-Benney resonance [25, 26]). If the high-frequency component of the wave field is not in resonance with the atomic system, the latter is excited insignificantly. The Zakharov-Benney resonance mode in this case is described by the Zakharov system exhibiting a
weak (power) nonlinearity [25]. The unidirectional version of the Zakharov equations is the Yadjima-Oikawa integrable system [17, 27, 28]. However, in our case, the field generally interacts strongly with the medium due to the resonance of the ordinary component with the atomic subsystem. For this reason, the nonlinearity of system (30)-(32) is of a clearly manifested (not a power) nature.

## 4. SELF-INDUCED <br> AND EXTRAORDINARY TRANSPARENCIES

We will seek the solution to system (30)-(32) in the form of solitary steady-state running waves, assuming that quantities $\Omega_{o}, \Omega_{e}$, and $\varphi$ are functions of argument $t-x / V$, where $V$ is the velocity of propagation of these waves. Taking into account the fact that $\Omega_{o}, \Omega_{e}$, and $\theta \longrightarrow 0$ for $t \longrightarrow-\infty$, we obtain from Eqs. (30)-(32)

$$
\begin{gather*}
\Omega_{o}^{\prime}=g_{o} \frac{\Omega_{o}}{\Omega} \sin \theta \\
\varphi^{\prime}=2 g_{o}\left(\Omega_{e}+\varphi^{\prime}\right)\left(\frac{1}{\Omega} \sin \frac{\theta}{2}\right)^{2}  \tag{40}\\
\Omega_{e}=-g_{e}\left(\frac{\Omega_{o}}{\Omega}\right)^{2} \sin ^{2} \frac{\theta}{2}
\end{gather*}
$$

where

$$
g_{o, e}=b_{o, e}\left(\frac{1}{V}+\frac{n_{o, e}}{c}\right)^{-1}
$$

and the prime on $\Omega_{o}$ and $\varphi$ indicates the derivative with respect to $t-z / V$. We first assume that the role of the extraordinary component is relatively small: $\Omega_{o}^{2} \gg \tilde{\Omega}_{e}^{2}$. This approximation corresponds to the generation of a video pulse of the extraordinary wave when the quasimonochromatic ordinary component is supplied to the input of the medium (see Eq. (32)). In this case, we can put in Eqs. (40) $\Omega=\theta^{\prime} \approx \Omega_{o}$; after this, the first equation assumes the form

$$
\theta^{\prime \prime}=g_{o} \sin \theta
$$

and has a solution of the type of a solitary wave,

$$
\begin{equation*}
\Omega_{o}=\Omega_{o m} \operatorname{sech} \frac{t-x / V}{\tau_{p}} \tag{41}
\end{equation*}
$$

where $\Omega_{o m}=2 / \tau_{p}$. In this case, the relation between the pulse duration and velocity $V$ is expressed as

$$
\begin{equation*}
\frac{1}{V}=\frac{n_{o}}{c}+b_{o} \tau_{p}^{2} \tag{42}
\end{equation*}
$$

Substituting this expression into two other equations,
we obtain

$$
\begin{equation*}
\Omega_{e}=\varphi^{\prime}=-\Omega_{e m} \operatorname{sech}^{2} \frac{t-x / V}{\tau_{p}} \tag{43}
\end{equation*}
$$

where

$$
\begin{equation*}
\Omega_{e m}=\frac{b_{e}}{\left(n_{o}-n_{e}\right) / c+b_{o} \tau_{p}^{2}} \tag{44}
\end{equation*}
$$

It can be seen from formulas (38) that, in this approximation,

$$
\begin{equation*}
\rho_{11}=1-\left[\left(\frac{2 \Omega_{e m}}{\Omega_{o m}}\right)^{2}+\cosh ^{2} \frac{t-x / V}{\tau_{p}}\right]^{-1} \tag{45}
\end{equation*}
$$

Solution (41)-(45) corresponds to the SIT mode. Indeed, when a soliton-like pulse (41) propagates in the resonance atomic subsystem, almost complete inversion takes place (since $\left(2 \Omega_{e m} / \Omega_{o m}\right)^{2} \ll 1$ ), followed by the return to the initial state. The extraordinary component (42) generated due to the presence of a permanent dipole moment detunes the atoms from resonance (see formulas (4) and (5)) with the ordinary component, affecting the latter component. In accordance with the Le Chatelier-Brown principle, the pulse responds to this action by phase modulation, as if tending to remain in resonance with the medium. It can be seen from formula (43) that the compensation in question in the given approximation is complete: the dynamic reduction of the frequency of the atomic transition is accompanied by an equivalent synchronous reduction of the carrier frequency of the ordinary component of the pulse. Thus, the medium remains in resonance with the field of the ordinary wave, which explains its nearly complete inversion at the region of the pulse maximum.

Using the explicit expression for $b_{o}$, we can write the denominator of relation (44) in the form

$$
\frac{\left(n_{o}-n_{e}\right)+\left(\Lambda / n_{o}\right)\left(\omega \tau_{p}\right)^{2}}{c}
$$

On the one hand, $\Lambda \ll 1$, while on the other hand, $\left(\omega \tau_{p}\right)^{2} \gg 1$. For this reason, both terms in the numerator may have comparable values. For media with negative birefringence ( $n_{o}-n_{e}>0$ ), the amplitude of the extraordinary component of the pulse increases upon a decrease in the pulse duration, and vice versa. In the case of positive birefringence $\left(n_{o}-n_{e}<0\right)$, however, two versions are possible: for $\left(\Lambda / n_{o}\right)\left(\omega \tau_{p}\right)^{2}>n_{e}-n_{o}$, the situation is similar to that considered above, while for $\left(\Lambda / n_{o}\right)\left(\omega \tau_{p}\right)^{2}<n_{e}-n_{o}$, first, the extraordinary component changes its polarity and, second, the value of the amplitude of $\Omega_{e}$ decreases with $\tau_{p}$. If both refractive indices of the matrix are identical ( $n_{o}=n_{e}$ ), which corresponds to the Zakharov-Benney resonance, we have
$\Omega_{e m}=b_{e} / b_{o} \tau_{p}^{2}$. In this case, the generation of the extraordinary video pulse is the most effective. For $\left(\Lambda / n_{o}\right)\left(\omega \tau_{p}\right)^{2}>n_{e}-n_{o}$, the denominator of relation (44) acquires a singularity. However, in this case, the initial assumption concerning the predominance of the ordinary component is violated. For this reason, in the case of positive birefringence, the solution under investigation may have a physical meaning only far away from this singularity. For $\left|n_{o}-n_{e}\right| / c \ll b_{o} \tau_{p}^{2}$, the ratio

$$
\left|\frac{\Omega_{e}}{\Omega_{o}}\right|^{2} \sim \frac{(D / d)^{4}}{\left(\omega \tau_{p}\right)^{2}}
$$

and the initial condition $\tilde{\Omega}_{e}^{2} \ll \Omega_{o}^{2}$ holds well for the quasimonochromatic ordinary component. If $\left|n_{o}-n_{e}\right| / c \gg$ $b_{o} \tau_{p}^{2}$, the above-mentioned condition is satisfied even better since, in accordance with expression (41), the amplitude of the ordinary component always increases upon a decrease in its duration, while the quantity $\Omega_{e m}$ tends to the limiting value $c b_{e} /\left|n_{o}-n_{e}\right|$.

Let us now consider the opposite case, $\tilde{\Omega}_{e}^{2} \gtrdot \Omega_{o}^{2}$. In this case, $\Omega=\theta^{\prime} \approx \tilde{\Omega}_{e}$. Multiplying the first equation in system (40) by $\Omega_{o}$ under these conditions, we have

$$
\begin{equation*}
\left(\Omega_{o}^{2}\right)^{\prime}=\frac{2}{\theta^{\prime}} g_{o} \Omega_{o}^{2} \sin \theta \tag{46}
\end{equation*}
$$

Summing the second equation with the third, we obtain

$$
\theta^{\prime}=\frac{1}{\theta^{\prime 2}}\left(2 g_{o} \theta^{\prime}-g_{e} \Omega_{o}^{2}\right) \sin ^{2} \frac{\theta}{2}
$$

Expression $\Omega_{o}^{2}$ from this relation and substituting the obtained expression into formula (46), we get

$$
\begin{align*}
& {\left[\theta^{\prime}\left(2 g_{o}-\frac{\theta^{\prime 2}}{\sin ^{2}(\theta / 2)}\right)\right]^{\prime} } \\
= & 2 g_{o}\left(2 g_{o}-\frac{\theta^{\prime 2}}{\sin ^{2}(\theta / 2)}\right) \sin \theta \tag{47}
\end{align*}
$$

Choosing the ansatz

$$
\begin{equation*}
\theta^{\prime}=B \sin \frac{\theta}{2} \tag{48}
\end{equation*}
$$

where $B$ is the constant to be determined, we can write expression (47) in the form

$$
\theta^{\prime \prime}=2 g_{o} \sin \theta
$$

Differentiating Eq. (48) and comparing the result with the last equation, we obtain $B^{2}=8 g_{o}$. Integration of

Eq. (48) gives

$$
\begin{equation*}
\tilde{\Omega}_{e}= \pm \frac{2}{\tau_{p}} \operatorname{sech} \frac{t-z / v}{\tau_{p}} \tag{49}
\end{equation*}
$$

Here, the relation between $V$ and $\tau_{p}$ can be expressed via Eq. (42) to within the substitution $b_{o} \longrightarrow 2 b_{o}$.

Using the solution and the second equation in system (40) in the approximation $\Omega \approx \tilde{\Omega}_{e}$, we obtain

$$
\Omega_{e}=3 \varphi^{\prime}=\frac{3 \tilde{\Omega}_{e}}{4}
$$

after this, from the last equation in system (40), we obtain in the same approximation

$$
\Omega_{o}=\sqrt{-\frac{8 g_{o} \Omega_{e}}{g_{e}}}
$$

(it can be seen that the values of $\Omega_{e}$ and $\tilde{\Omega}_{e}$ are negative). This gives

$$
\begin{align*}
\Omega_{o} & =\Omega_{o m} \operatorname{sech}^{1 / 2} \frac{t-x / V}{\tau_{p}}  \tag{50}\\
\Omega_{e} & =-\Omega_{e m} \operatorname{sech} \frac{t-x / V}{\tau_{p}}  \tag{51}\\
\varphi^{\prime} & =-\varphi_{m}^{\prime} \operatorname{sech} \frac{t-x / V}{\tau_{p}} \tag{52}
\end{align*}
$$

where $\Omega_{e m}=3 / 2 \tau_{p}, \varphi_{m}^{\prime}=1 / 2 \tau_{p}$, and

$$
\Omega_{o m}=2 \frac{d}{D} \sqrt{\frac{3 \omega}{\tau_{p}}\left(1+\frac{n_{o}-n_{e}}{2 b_{o} c \tau_{p}^{2}}\right)}
$$

Substituting Eq. (50) into (51) and (38), we obtain

$$
\begin{equation*}
\rho_{11}=1-\left(\frac{3 \Omega_{o m}}{4 \Omega_{e m}}\right)^{2} \operatorname{sech} \frac{t-x / V}{\tau_{p}} . \tag{53}
\end{equation*}
$$

The expression for the velocity for $n_{e}=n_{o}$ can be written in the form

$$
\begin{equation*}
\frac{1}{V}=\frac{n_{o}}{c}+2 b_{o} \tau_{p}^{2}=\frac{n_{o}}{c}\left[1+\Lambda\left(\frac{3 \omega}{n_{o} \Omega_{e m}}\right)^{2}\right] \tag{54}
\end{equation*}
$$

In accordance with this expression and the approximation $\left(\Omega_{o m} / \Omega_{e m}\right)^{2} \ll 1$ under which it was derived, the occupancies of the quantum levels of the medium practically do not change upon the passage through the medium of a bound state of pulses of the form (50), (51). It can be seen from formula (28) that, in the limit considered here, the dark component of the dipole
moment is $u^{\prime} \approx-w$. According to its meaning, $u^{\prime} \approx$ const in the WKB approximation and, hence, $w \approx$ const, which is in accordance with relation (53).

In accordance with formulas (19), (20), (51), and (52), the amplitude of effective detuning of the ordinary component from the resonance with the atomic subsystem is given by

$$
\left|\varphi^{\prime}+\Omega_{e}\right|_{t=z / V}=\frac{2 \Omega_{e m}}{3}
$$

and is higher than the ordinary Rabi frequency $\Omega_{o}$ at least by a factor of several units. Thus, the quasimonochromatic ordinary component of the pulse is effectively detuned from the resonance with the medium by the extraordinary component having no carrier frequency. Consequently, in this case a transparency mode different from the SIT is realized. Proceeding from the above analysis, we can refer to the physical phenomena underlying the solutions (49)-(53) as extraordinary transparency (ET). We emphasize in this way the key role of the video pulse of the extraordinary wave in the given effect. It should be noted that the total area $A$ of a pulse of the form (49)-(52) is equal to $2 \pi$ as in the case of SIT. Indeed,

$$
A=\int_{-\infty}^{\infty} \Omega d t \approx \int_{-\infty}^{\infty}\left|\tilde{\Omega}_{e}\right| d t=2 \pi
$$

(see Eq. (49)). On the other hand, the area corresponding to a pulse of the ordinary wave is given by

$$
A_{o} \equiv \int_{-\infty}^{\infty} \Omega_{o} d t \ll 2 \pi
$$

At the same time, the velocity of propagation of the pulse decreases, in accordance with relation (54), and becomes of the same order of magnitude as the velocity of SIT solitons. This suggests a certain analogy to the effect of electromagnetically induced transparency [29, 30], in which a sharp increase in the blooming of the medium at the center of the resonance absorption line is accompanied by a considerable decrease in the group velocity of the signal, which is much stronger than in the case of SIT. This effect is realized in a system of three-level atoms with a diagram of allowed transition and is initiated by an intense resonant pumping on the $2 \longleftrightarrow 3$ transition. In this case, all atoms remain in the ground state. In our case, however, the trapping of atoms in the ground state is attained with the help of a video pulse of the extraordinary wave, which emerges due to the presence of a permanent dipole moment in an anisotropic medium and propagating together with a quasimonochromatic ordinary pulse with a retarded velocity (54). On the one hand, $\Lambda \ll 1$, and on the other hand, $\left(\omega / \Omega_{e m}\right)^{2} \sim\left(\omega \tau_{p}\right)^{2} \gg 1$; consequently, the value of
the velocity strongly depends on the parameters of the medium and of the pulse and may change over a wide range.

The retardation mechanism in the case of ET can be explained most easily on the basis of the spectral analysis.

In view of the quasimonochromaticity condition $\omega \tau_{p} \gg 1$ for the ordinary wave, we have $\left|\varphi^{\prime}\right| \sim 1 / \tau_{p} \ll \omega$; i.e., the spectral broadening associated with the phase modulation is not very strong and the SVAP approximation remains in force.

Integrating Eq. (52), we obtain

$$
\varphi=-\arctan \exp \left(\frac{t-x / V}{\tau_{p}}\right)
$$

Then, in accordance with Eqs. (13) and (50), we can write the expression for $E_{o}$ in the form

$$
\begin{align*}
\frac{d E_{o}}{\hbar}= & \frac{\Omega_{o m}}{\sqrt{2}} \operatorname{sech} \frac{\tau}{\tau_{p}}\left[\exp \left(-\frac{\tau}{2 \tau_{p}}\right) \cos (\omega t-k x)\right.  \tag{55}\\
& \left.+\exp \left(\frac{\tau}{2 \tau_{p}}\right) \sin (\omega t-k x)\right]
\end{align*}
$$

where $\tau=t-x / V$ and $k=n_{o} \omega / c$.
Applying the Fourier transformation to Eq. (55),

$$
G_{o}(v)=\int_{-\infty}^{\infty} \frac{d E_{o}}{\hbar} e^{i v \tau} d \tau
$$

averaging over $x$, and taking into account the quasimonochromaticity condition $\omega \tau_{p} \gg 1$, we obtain

$$
\begin{equation*}
\left|G_{o}(v)\right|^{2}=\left(\frac{\pi \Omega_{o m} \tau_{p}}{2}\right)^{2}\left(1+e^{-\eta} \operatorname{sech} \eta\right) \operatorname{sech} \eta \tag{56}
\end{equation*}
$$

where $\eta=\pi(v-\omega) \tau_{p}$.
Analyzing expression (51), we obtain the following relation for the Fourier transform of the extraordinary component:

$$
\begin{align*}
\left|G_{e}(v)\right|^{2} & =\left|\int_{-\infty}^{\infty} \Omega_{e} \exp (i v \tau) d \tau\right|^{2}  \tag{57}\\
& =\frac{9 \pi^{2}}{4} \operatorname{sech}^{2} \frac{\pi v \tau_{p}}{2}
\end{align*}
$$

Dependence (56) is represented in Fig. 2, which can be interpreted as follows. At the developed stage of ET, high-frequency photons of the ordinary wave transfer a part of their energy (according to the Zakharov-Benney mechanism) to the low-frequency extraordinary component, experiencing as a result a red shift; it can be seen from Fig. 2 that the spectrum of the ordinary com-


Fig. 2. Spectral energy distribution for the ordinary component of a pulse for extraordinary transparency; $\left|G_{o}\right|^{2}=$ $\left(\pi \Omega_{o m} \tau_{p} / 2\right)^{2}\left|F_{o}\right|^{2}$.
ponent is centered at a frequency of $v_{m}<\omega$, corresponding to $\eta=\eta_{m}<0$. Analysis of formula (56) shows that $\eta_{m}=-0.38$. It follows hence that $v_{m}=\omega-0.12 / \tau_{p}$. In addition, the spectral width $\delta \omega_{E T}$ of the ET pulse (50) is larger than the spectral width $\delta \omega_{S I T}$ of the SIT soliton (41): $\delta \omega_{E T}=0.74 / \tau_{p}$, while $\delta \omega_{S I T}=0.57 / \tau_{p}$. Here, the spectral widths are determined by the values of frequencies at half the maximal values of $\left|G_{o}(v)\right|^{2}$.

Assuming that $\Omega_{o}, \Omega \sim \exp (i \delta \omega t-i \delta k x)$ in Eq. (30) and linearizing this equation $(\sin \theta \approx \theta=-i \Omega / \delta \omega)$, we arrive at the dispersion relation

$$
k=\frac{n_{o} \delta \omega}{c}-\frac{b}{\delta \omega} .
$$

Using this relation, we obtain the following expression for the group velocity:

$$
\frac{1}{V}=\frac{d \delta k}{d \delta \omega}=\frac{n_{o}}{c}+\frac{b_{o}}{(\delta \omega)^{2}}
$$

Taking $\delta \omega \sim \delta \omega_{E T}$ as the spectral linewidth, we arrive at expression (54). Thus, a modification of the dispersion relation for the extraordinary wave in the vicinity of resonance leads to a decrease in the velocity of pulse propagation. It should be noted that, on the contrary, the generation of a video pulse of the extraordinary wave due to the Zakharov-Benney resonance away from the atomic-field resonance increases the velocity of the pulse propagation [17].

In [6], solitons which practically do not change the population of the quantum states are considered. However, in contrast to our case, the scalar (one-component) model is investigated in this publication. In [20], solitary acoustic pulses in a dilute paramagnet are analyzed, which do not change the population of quantum
states either, but experience a decrease in velocity. The role of the longitudinal component of an acoustic pulse is similar to that of the extraordinary component of a laser signal [20]. On the other hand, the transverse component of an elastic pulse, as well as the ordinary component of an optical pulse, cause quantum transitions.

The amplitude of the extraordinary component of the pulses in question, as well as the velocity of propagation, increases monotonically upon a decrease in duration $\tau_{p}$. The amplitude of the ordinary component in a medium with negative birefringence ( $n_{o}>n_{e}$ ) exhibits the same property for $n_{o}=n_{e}$ also. In the case of positive birefringence ( $n_{o}<n_{e}$ ), the value of $\Omega_{o m}$ increases upon a decrease in $\tau_{p}$ down to

$$
\tau_{p}=\tau_{c} \equiv \sqrt{\frac{3 \hbar n_{o}\left(n_{e}-n_{o}\right)}{4 \pi d^{2} N \omega}}
$$

where it attains its maximal value. As the pulse duration decreases further, the amplitude $\Omega_{o m}$ decreases and vanishes at $\tau_{p}=\tau_{d} / \sqrt{3}$. The lower limit of $\tau_{p}$ corresponds to the maximal value of the amplitude of the extraordinary wave: $\Omega_{e m}=3 \sqrt{3} / 3 \tau_{c}$. Let us find the condition under which the ET effect can be observed. For simplicity, we consider the case of Zakharov-Benney resonance: $n_{o}=n_{e}$. Then, using formulas (50)-(52), we can write the condition $\Omega_{o m}^{2} \ll \tilde{\Omega}_{e m}^{2}$ in the form

$$
\begin{equation*}
1<\omega \tau_{p} \ll \frac{1}{3}\left(\frac{D}{d}\right)^{2} \tag{58}
\end{equation*}
$$

Let the left-hand side of this inequality correspond to the quasimonochromaticity condition for the ordinary component. In semiconducting $\mathrm{GaAs} / \mathrm{Al}_{0.14} \mathrm{Ga}_{0.86}$ crystal with cutoff barriers of $\mathrm{Al}_{03} \mathrm{Ga}_{03}$ As which have been synthesized recently, the value of $D / d \approx 7[6,7]$, which is insufficient for satisfying both sides of inequality (58). On the other hand, the above-mentioned generation of a video pulse of the extraordinary wave with the help of an ordinary quasimonochromatic pulse, as well as the SIT mode for two-component pulses, can be successfully observed in crystals of this type. The condition $\Omega_{o}^{2} \ll \tilde{\Omega}_{e}^{2}$, which is valid in the latter case, has the form $\left(\omega \tau_{p}\right)^{2} \gg(D / d)^{4}$ for $n_{e}=n_{o}$ in accordance with formulas (41) and (44). For the above value of the ratio $D / d$, the latter conditions can easily be satisfied for a pulse of duration $\tau_{p} \sim 0.1 \mathrm{ps}$, in which the ordinary component has a carrier frequency of $\omega \sim 10^{15} \mathrm{~s}^{-1}$; for $d \sim 10^{-18}$ CGSE units, the intensity is given by

$$
I_{o} \sim \frac{c}{4 \pi}\left(\frac{\hbar}{d \tau_{p}}\right)^{2} \sim 10^{10} \mathrm{~W} / \mathrm{cm}^{2}
$$

In this case, the intensity of a video pulse of the extraordinary component has the form

$$
I_{e} \sim \frac{c}{4 \pi}\left(\frac{\hbar \Omega_{e}}{D}\right)^{2} \sim I_{o}\left(\frac{D}{d}\right)^{2} \frac{1}{\left(\omega \tau_{p}\right)^{2}} \sim 10^{6} \mathrm{~W} / \mathrm{cm}^{2}
$$

As regards the fulfillment of conditions (5) under which the ET effect can be observed, modern technologies make it possible to elevate the ratio $D / d[6,7]$. For $D / d \approx 20$, we can speak of the fulfillment of condition (58) and, hence, of the possibility of observing ET under experimental conditions.

Let us now consider the solution to system (40) for an arbitrary ratio of the amplitudes of the ordinary and extraordinary components of a pulse. Summing the second and third equations, we obtain

$$
\begin{equation*}
\sin ^{2} \frac{\theta}{2}=\frac{\tilde{\Omega}_{e} \Omega^{2}}{2 g_{o} \tilde{\Omega}_{e}-g_{e} \Omega_{o}^{2}} \tag{59}
\end{equation*}
$$

Considering that

$$
\Omega_{o}^{\prime}=\frac{d \Omega_{o}}{d \theta} \theta^{\prime}=\frac{\Omega d \Omega_{o}}{d \theta}
$$

and integrating the first equation from system (40), we obtain

$$
\int_{0}^{\Omega_{o}} \frac{\Omega^{2} d \Omega_{o}}{\Omega_{o}}=g_{o} \int_{0}^{\theta} \sin \theta d \theta=2 g_{o} \sin ^{2} \frac{\theta}{2}
$$

In the integration, we assumed natural conditions at infinity: $\Omega_{o} \longrightarrow 0$ as $\theta \longrightarrow 0$. Taking this into account, using Eq. (59), and differentiating with respect to $\Omega_{o}$, we obtain

$$
\frac{\Omega^{2}}{\Omega_{o}^{2}}=\frac{d}{d \Omega_{o} 2} \frac{2 g_{o} \tilde{\Omega}_{e} \Omega^{2}}{2 g_{o} \tilde{\Omega}_{e}-g_{e} \Omega_{o}^{2}}
$$

Introducing new dimensionless variables $X$ and $Y$ in accordance with relations $\Omega_{o}^{2}=4 \sigma^{2} X$ and $\tilde{\Omega}_{e}=-2 \sigma Y$, where $\sigma=2 g_{o} / g_{e}$, we arrive at the following differential equation expressing the relation between the two components of the pulse in the traveling wave mode:

$$
\begin{equation*}
\frac{d Y}{d X}=\frac{\left(X+Y^{2}\right)(Y+2 X)^{2}+2 X Y^{2}(2 Y-1)}{4 X\left[X\left(X+Y^{2}\right)+Y^{2}(Y+2 X)\right]} \tag{60}
\end{equation*}
$$

Using the first equation from system (40) and taking into account relation (59), as well as the new variables, we find that

$$
\begin{equation*}
\frac{d X}{d \xi}= \pm 2 X \sqrt{\frac{2 Y}{Y+2 X}\left[1-2 g \frac{Y\left(X+Y^{2}\right)}{Y+2 X}\right]} \tag{61}
\end{equation*}
$$

where

$$
\xi=\frac{t-x / V}{\tau_{p}}, \quad g=\frac{4 g_{o}}{g_{e}^{2}}
$$

and the minus and plus sign correspond to regions $X<$ $X_{\text {max }}$ and $X>X_{\max }$, respectively.

It should be noted that, under the Zakharov-Benney resonance condition, $\left(n_{e}=n_{o}\right)$, we have

$$
g=4\left(\frac{d}{D}\right)^{4}\left(\omega \tau_{p}\right)^{2}
$$

Here, the pulse duration $\tau_{p}$ is introduced in accordance with relation (42).

Using relations (38), (40), and (59), we obtain

$$
\begin{gather*}
\Omega_{o}=2 \sigma \sqrt{X}, \quad \Omega_{e}=-4 \sigma \frac{X Y}{Y+2 X} \\
\varphi^{\prime}=-2 \sigma \frac{Y^{2}}{Y+2 X}, \quad \rho_{11}=1-2 g \frac{X Y}{Y+2 X} \tag{62}
\end{gather*}
$$

Thus, having solved system of equations (60) and (61), we can use expressions (62) to determine the physical parameters of the medium and of the pulse propagating in it.

The first of the cases considered here $\left(\tilde{\Omega}_{e}^{2} \ll \Omega_{o}^{2}\right)$ corresponds to the condition $Y^{2} \ll X, 1$. In this case, Eq. (60) can be approximately written in the form

$$
\frac{d Y}{d X}=1+\frac{Y}{2 X}-\frac{1}{2}\left(\frac{Y}{2 X}\right)^{2}
$$

which has the solution of $Y=2 X$ (satisfying the condition $Y(0)=0$ ) we are interested in. Using further formulas (61) and (62), we arrive at expressions (41)-(45) describing the SIT mode.

For $Y^{2} \gtrdot X, 1$ (or $\tilde{\Omega}_{e}^{2} \gtrdot \Omega_{o}^{2}$ ), expression (57) has the form

$$
\frac{d Y}{d X}=\frac{(2+Y / X)^{2}+4 Y / X}{4(3+Y / X)}
$$

it can readily be seen from formulas (58) and (59) that the solution $Y=2 X / 3$ to this equation corresponds to the ET mode (relations (49)-(53)).

The intermediate case between SIT and ET cannot be analyzed analytically. In this case, Eq. (60) has to be solved numerically. The result of the corresponding analysis is shown is Fig. 3. Figure 4 shows the profiles of a running pulse and the variation of the population of the ground state for various ratios of amplitudes $\Omega_{o}$ and $\Omega_{e}$. In the two limiting cases corresponding to SIT (a) and ET (c), good agreement is also observed between


Fig. 3. Dependence $Y(X)$ plotted on the basis of the numerical solution of Eq. (60); the initial segment of straight line 1 (in the vicinity of $X=0$ ) corresponds to the SIT mode, while straight line 2 for $X \gg 1$ corresponds to the ET mode.
the result of numerical calculations and the analytic solutions considered above. Figure 5 illustrates the structure of a two-component pulse taking into account phase modulation of the ordinary wave.

Thus, SIT is transformed into ET upon a smooth increase in the amplitude of the extraordinary pulse component. Phase modulation at the center of the ordinary component increases in this case.

A two component running pulse in the form of a bound state of the ordinary high-frequency component
and a video pulse of the extraordinary component (which are mutually orthogonal) can be created by various methods before it is supplied to a resonant medium. One of the mechanisms was considered in Sections 3 of this article. It is connected with the generation of a video pulse of the extraordinary wave by a longer quasimonochromatic ordinary pulse due to nonzero diagonal matrix elements of the dipole moment. A natural question may arise concerning the stability of steady-state modes of pulse propagation. Let us suppose, for example, that both the high-frequency and the low-frequency components have two parts (ordinary and extraordinary). It was noted above that, for a pulse propagating at right angles to the optical axis, the ordinary part induces $\sigma$ transitions and the extraordinary part, $\pi$ transitions (see Eq. (2)).

The characteristic frequencies of resonant $\sigma$ transitions are $\omega_{\sigma} \sim \omega \sim 10^{15} \mathrm{~s}^{-1}$. On the other hand, the duration of a two-component pulse cannot be smaller than 10 fs , in accordance with the requirements of quasimonochromaticity of the high-frequency component. Consequently, the maximal spectral widths of the two components are on the order of $10^{14} \mathrm{~s}^{-1}$. Since the spectrum of a video pulse has a peak at zero frequency (see Fig. 5), its spectrum does not contain Fourier components which are in resonance with $\sigma$ transitions. For this reason, the low-frequency ordinary component interacts weakly with the medium and cannot noticeably affect the parameters of a two-component pulse experiencing retardation in the velocity of propagation due to a strong resonant coupling with $\sigma$ transitions in the


Fig. 4. Results of numerical solution of system (60)-(62): $g=40.6$ (a), 0.38 (b), and $3.2 \times 10^{-4}$ (c). Solid and dashed curves in the upper figures correspond to ordinary $\left(\Omega_{o}\right)$ and extraordinary $\left(-\Omega_{e}\right)$ components, respectively.
medium. Similar considerations lead to the conclusion that the high-frequency extraordinary component cannot deform the above-mentioned steady-state running pulses either if its spectral width (which is equal in order of magnitude to the Rabi frequency) remains smaller than the frequency interval between the $\sigma$ transitions considered by us here and the $\pi$ transition nearest to it. The latter constraint appears as important since the extraordinary components can excite $\pi$ transitions if their spectrum contains the corresponding resonance frequencies.

## 5. OTHER APPROACHES IN THE CASE

 OF EXACT ZAKHAROV-BENNEY RESONANCEThe case $n_{e}=n_{o}$ makes it possible to use a somewhat different approach to analysis of problems formulated in this article, which stems from [31, 32]. Multiplying Eq. (22) by $2 \Omega_{o}$ and using Eqs. (21) and (24) after the integration, taking into account the conditions at infinity ( $\Omega_{o}, \Omega_{e} \longrightarrow 0$ for $x, t \longrightarrow \infty$ ), we obtain

$$
\begin{equation*}
\Omega_{e}=-\frac{\beta}{2 \alpha} \Omega_{o}^{2} . \tag{63}
\end{equation*}
$$

The subsequent analysis can be reduced to solving system (19)-(23) taking into account Eq. (63).

Phase modulation of the ordinary wave, which is defined by Eq. (23), in the SVAP approximation can be taken into account implicitly in the complex envelope $\mathscr{E}_{o}$ of field $E_{o}$, which is defined as

$$
E_{o}=\mathscr{E}_{o} \exp [i(\omega t-k x)]+\text { c.c. },
$$

as well as the envelopes for $\rho_{21}$ and $\rho_{31}$.
In this case, for $d_{31}=d_{21}=d$ and $D_{33}=D_{22}$, we easily arrive at the system

$$
\begin{gather*}
\frac{\partial s}{\partial t}=i\left(\Delta+\Omega_{e}\right) s+i \Omega_{o} w,  \tag{64}\\
\frac{\partial w}{\partial t}=\frac{i}{2}\left(\Omega_{o}^{*} s-\Omega_{o} s^{*}\right),  \tag{65}\\
\frac{\partial \Omega_{o}}{\partial x}+\frac{n_{o}}{c} \frac{\partial \Omega_{o}}{\partial t}=-i \alpha s, \tag{66}
\end{gather*}
$$

where $s=u+i \mathrm{v}$, and the Rabi frequency $\Omega_{o}=2 d \mathscr{E}_{o} / \hbar$ is a complex quantity.

The equation for $\Omega_{e}$ coincides with Eq. (24), while expression (63) assumes the form

$$
\Omega_{e}=-\frac{\beta}{2 \alpha}\left|\Omega_{o}\right|^{2} .
$$



Fig. 5. Schematic diagram of the ordinary (a) and extraordinary (perpendicular to the ordinary) (b) components of a pulse, which propagate in the regime of the Zakharov-Benney resonance.

The substitution of this expression into Eq. (64) reduces system (64)-(66) to the integrable model analyzed in [32].

Along with expression (63), below we will use approximate system (30)-(32) derived from Eqs. (19)(23) by eliminating material variables with the help of the WKB asymptotic method. It can easily be seen that, when relation (63) holds, Eqs. (31) and (32) for $n_{e}=n_{o}$ lead to the requirement $\partial \varphi / \partial t=\Omega_{e}$. Let us consider in greater detail the case of ET corresponding to the condition $\tilde{\Omega}_{e} \gg \Omega_{o}$. In this case,

$$
\Omega \approx\left|\tilde{\Omega}_{e}\right|=\frac{\beta}{\alpha} \Omega_{o}^{2} .
$$

Multiplying Eq. (30) by $(2 \beta / \alpha) \Omega_{0}$ and passing to the local time $\tau$, we obtain a sine-Gordon equation of the form (39) with the substitution $b_{o} \longrightarrow 2 b_{o}$. In this case, the "area" is given by

$$
\theta=\frac{\beta}{\alpha} \int_{-\infty}^{\tau} \Omega_{o}^{2} d t^{\prime}=\int_{-\infty}^{\tau}\left|\tilde{\Omega}_{e}\right| d t^{\prime}
$$

It is interesting to note that we arrive at the same equation proceeding from formula (32) and taking into account (63) if we disregard the derivative of the "slow"
variable $\left(\Omega_{o} / \Omega\right)^{2}$ on the right-hand side of Eq. (32) in accordance with the above-mentioned properties of the solutions obtained by using the WKB method. In this case, we have

$$
\frac{\partial}{\partial t}\left[\left(\frac{\Omega_{o}}{\Omega}\right)^{2} \sin ^{2} \frac{\theta}{2}\right] \approx\left(\frac{\Omega_{o}}{\Omega}\right)^{2} \frac{\partial}{\partial t}\left(\sin ^{2} \frac{\theta}{2}\right)=\frac{\Omega_{o}^{2}}{2 \Omega} \sin \theta
$$

and relation (63) follows from Eqs. (30) and (32) automatically.

Using formula (63), we arrive again at Eq. (39) with the substitution $b_{o} \longrightarrow 2 b_{o}$. Solving this equation, we obtain expressions of the type (49)-(52). The velocity is defined by relations (54). The difference between expressions (54) and (42) is in complete correspondence with the above-mentioned difference in the coefficients of the two sine-Gordon equations.

Thus, the approximations made above suggest that both modes, SIT and ET, are described by a sine-Gordon equation. Consequently, $2 \pi$ pulses in the ET mode for $n_{e}=n_{o}$ with the correction, taking into account the approximations used, can be regarded as solitons as well as $2 \pi$ pulses in the SIT mode. The difference between these two types of solitons is in the extent of their action on the medium: SIT solitons completely invert atoms with their subsequent return to the ground state, while ET solitons practically do not change the occupancies of the levels of the medium.

The general property of stability of solitons of the sine-Gordon equation makes it possible to speak of the stability of propagation of two-component pulses in the SIT and ET modes investigated here relative to small distortions of the profiles of both components.

On the other hand, the algorithm of the inverse scattering problem, which is developed for sine-Gordon equations, makes it possible to analyze the dynamics of formation of two-component pulses in both modes in the course of evolution of the input signal supplied to the medium.

Following [31], we can also propose an approach that does not employ the SVAP approximation, but assumes only a low density of the medium $(\Lambda \ll 1)$. In this case, Eq. (11) for $E_{o}$ can be reduced in the same way as was done for the extraordinary component. We use the system of constitutive equations (4)-(8) in the same way as for deriving Eqs. (64)-(66) for $d_{31}=d_{32}=$ $d$ and $D_{33}=D_{22}$. This gives

$$
\begin{gather*}
\frac{\partial q}{\partial t}=i\left(\omega_{0}+\Omega_{e}\right) q+i \tilde{\Omega}_{o} w  \tag{67}\\
\frac{\partial w}{\partial t}=-\tilde{\Omega}_{o} \operatorname{Im} q  \tag{68}\\
\frac{\partial \tilde{\Omega}_{o}}{\partial x}+\frac{n_{o}}{c} \frac{\partial \tilde{\Omega}_{o}}{\partial t}=-i \tilde{\alpha} \frac{\partial}{\partial t} \operatorname{Re} q \tag{69}
\end{gather*}
$$

where

$$
\tilde{\alpha}=2 \omega \alpha, \quad \tilde{\Omega}_{o}=\frac{2 d E_{o}}{\hbar}, \quad q=\sqrt{2} \rho_{21}
$$

The equation for $\Omega_{e}$ has the form of (24).
It was shown in [31] that, for $n_{e}=n_{o}$, system (67)(69), (24) has an integral of motion connecting in our case the ordinary and extraordinary components with each other. Under the natural conditions at infinity, this integral can be written in the form

$$
\begin{equation*}
\tilde{\Omega}_{o}^{2}=-\frac{\tilde{\alpha}}{2 \beta}\left(\Omega_{e}^{2}+2 \omega_{o} \Omega_{e}\right) \tag{70}
\end{equation*}
$$

It follows hence that, in particular, $\Omega_{e}<0$.
In the given case $\left(n_{e}=n_{o}\right)$, system (67)-(69), (24) is integrable [31]. This system can be regarded as a generalization of the reduced system of Maxwell-Bloch equations $[10,11]$ to the case of an anisotropic medium.

## 6. CONCLUSIONS

The above analysis reveals a considerable influence of a video pulse of the extraordinary wave on the propagation of an ordinary envelope pulse in an optically uniaxial resonant medium. When a pulse propagates at right angles to the optical axis, the roles of the two components of the pulse are strictly differentiated: the ordinary wave excites resonant $\sigma$ transitions, and the extraordinary wave dynamically shifts the frequency of these transitions. This results in the emergence of a new mechanism of resonant transparency, which can be described as follows. A pulse with a clearly manifested carrier frequency supplied to the input of a uniaxial resonant medium generates a video pulse of the extraordinary wave due to the permanent dipole moment; as a result, the medium is detuned from the resonance with the input pulse, and the latter pulse experiences phase modulation. This mechanism was referred to as extraordinary transparency to emphasize the decisive role in its formation of the extraordinary component generated in the medium. The occupancies of the quantum levels of the medium remain practically unchanged in this case, but the velocity of propagation of the pulse decreases in accordance with Eq. (54) and does not depend on the value of the permanent dipole moment. It should be noted that solitons that do not change the population of the quantum levels were considered in [6] in the framework of the scalar (one-component) model for the field, while acoustic two-component soliton-like pulses, which also preserve the occupancies, were investigated in [20]. In the framework of the two-component model considered in [6], both field components induce $\sigma$ transitions in contrast to our case.

In our opinion, the two-component Maxwell-Bloch system of equations (19)-(24) is interesting itself from the point of view of its analytical structure.

The operator version of the WKB asymptotic method applied by us for solving the constitutive equations has made it possible, in contrast to previous studies, to analyze a medium with a degenerate upper level for $d_{31} \neq d_{21}$. In this case, the self-consistent system describing the dynamics of the field and the medium cannot be reduced to system (19)-(24), but, after the elimination of material variables ( $d_{31}=d_{21}$ and $d_{31} \neq d_{21}$ ), the approximate wave equations have the form (30)-(32) in both cases.

Being integrable, the given system was obtained under a less stringent constraint imposed on the parameters of the medium as compared to those leading to integrable models.

The Maxwell equation for the extraordinary component is reduced to an equation with the first derivatives owing to the assumption of the low density of resonance centers. For our purposes, this assumption is not necessary. If we retain the corresponding equation in the initial (nonreduced) version,

$$
\frac{\partial^{2} \Omega_{e}}{\partial x^{2}}-\frac{n_{e}^{2}}{c^{2}} \frac{\partial^{2} \Omega_{e}}{\partial t^{2}}=\frac{4 \pi D^{2} N}{\hbar c^{2}} \frac{\partial^{2} w}{\partial t^{2}},
$$

the solutions considered here have the form of running coupled formations of the envelope pulse of the ordinary wave and an extraordinary video pulse, and they preserve their form to within the substitution

$$
g_{e} \longrightarrow \frac{c b_{e}}{2 n_{o}}\left(\frac{1}{V^{2}}-\frac{n_{e}^{2}}{c^{2}}\right)^{-1} .
$$

However, in order to obtain more complex solutions using, for example, numerical methods, the reduced version of the equation for $\Omega_{e}$ in the form of (24) is obviously preferable.
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#### Abstract

The paper presents the results obtained in determining the accommodation coefficients for the translational and rotational energy of gas molecules in a Knudsen flow past a thin wire. The method used was based on numerically solving the complete heat balance equation for a wire probe. The accommodation coefficients were determined for $\mathrm{H}_{2}, \mathrm{~N}_{2}, \mathrm{CH}_{4}$, and $\mathrm{CO}_{2}$ on a gilded tungsten surface. For hydrogen with a quenched rotational energy, a negative accommodation coefficient of rotational energy was obtained due to the conversion of the rotational energy of incident molecules into the translational energy of reflected molecules. © 2003 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The concept of accommodation (completeness of energy exchange between gas molecules and a surface) is important for studying nonequilibrium interactions between molecules and surfaces. Energy accommodation coefficients were introduced at the beginning of the past century, at the early stage of elucidating the features of processes in rarefied gases and establishing the concept of temperature jumps at the surface [1]. The classical equation for the energy accommodation coefficient is

$$
\begin{equation*}
\alpha=\frac{E_{i}-E_{r}}{E_{i}-E_{w}}, \tag{1}
\end{equation*}
$$

where $E_{i}$ and $E_{r}$ are the energies of incident and reflected molecules and $E_{w}$ is the mean energy of reflected molecules corresponding to the temperature of the surface. The temperature jump value for a gas as a boundary condition for it near the surface in problems of mechanics of continua can easily be written via the accommodation coefficient. Over several decades, researchers have concentrated on translational energy accommodation. In the second half of the last century, scientists became interested also in the accommodation of internal energy. This interest was stimulated by the development of space technologies and the use of vacuum and vacuum-plasma processes as the material base for microelectronics and atomic technology, which initiated studies of strongly nonequilibrium processes in gases with internal degrees of freedom (rotational, vibrational, and electronic). This trend persists and has currently become even more pronounced [2-7].

The results obtained and the potential and prospects for studying interactions between molecules and surfaces cannot satisfy practical demands for creating a database sufficient for modeling the interaction of gas molecules with technical surfaces typical of various applications. This places emphasis on the development of methods for studying energy exchange on surfaces under the conditions identical or close to the particular requirements of physical experiments or technologies.

The use of the accommodation coefficient in form (1) presupposes equal energy accommodation on the surface for translational and internal energy. This assumption is not well grounded, because it is known that relaxation is faster for translational than for internal degrees of freedom [8]. In addition, this approach ignores possible energy redistribution over various degrees of freedom and their modes. A more exact description of energy exchange between molecules and surfaces should therefore use additional coefficients, which determine the fraction of energy transferred to the other degrees of freedom [9]. In several studies, four coefficients were introduced to describe not only energy exchange with a surface but also translational energy conversion to internal energy and vice versa [10]. The possibility of such processes can roughly be taken into account by the introduction of partial accommodation coefficients $\alpha_{\text {tr }}$ and $\alpha_{\text {rot }}$ for the translational and internal energy. These coefficients can be determined using the translational and internal energy, respectively, in (1).

Several different methods were used to experimentally determine the partial accommodation coefficients, including studies of ultrasonic surface oscillations in a
rarefied gas [11], energy balance calculations from measured molecular velocities and level populations of incident and reflected molecules [12-14], recovery temperature measurements on a flat plate in a Knudsen flow [15], and studies of heat flow between a wire and a band in a rarefied gas [16]. More recently, the correctness of the last method was, however, questioned [17]. Theoretically, the partial accommodation coefficients were studied using quantum-mechanical calculations [18]. Both measurements and theoretical calculations show that the accommodation coefficient for translational energy can be substantially larger than the internal energy accommodation coefficient.

The method of a heated wire in a gas-dynamic Knudsen flow [19-23] occupies a special place in studies of energy exchange on surfaces and the determination of the partial accommodation coefficients. The distinguishing feature of this method is the possibility of studying energy exchange under the conditions of a supersonic flow around a body, which are characteristic of the dynamics of rarefied gases. Under these conditions, the potential and internal energies of incident molecules are substantially different. In addition, this method can be used in wide ranges of surface temperatures and gas flow energies.

Theoretical foundations for calculating energy accommodation coefficients in studies of heat transfer from a cylinder in a Knudsen flow were, in essence, developed in [24]. Thin wires are extensively used to measure total energy accommodation coefficients in a gas at rest at large Knudsen numbers $[3,5]$. The possibility of determining total energy accommodation coefficients by probing a rarefied gas flow with a wire anemometer was discussed in [25], where simplified wire heat balance calculations were used in combination with other tools. It was shown in [19-23] that the idea of a complete analysis of heat balance for a cylinder in a Knudsen flow could be implemented in determining the partial accommodation coefficients for translational and internal energy. In these works, the accommodation coefficients were found using an analytic solution to a simplified heat balance equation suggested in [26]. Such simplifications, however, introduce substantial uncertainties into the analysis and are therefore inapplicable in the entire wire temperature range.

In this work, the translational and rotational energy accommodation coefficients on a surface were determined by numerically solving the heat balance equation taking into account the influence of the electric and thermophysical wire characteristics. This work continues studies initiated in [27]. Special attention is given to determining accommodation coefficients under the conditions of substantially different translational and rotational energies.

## 2. THE METHOD <br> FOR DETERMINING ACCOMMODATION COEFFICIENTS

The heat balance for a wire of unit length heated by an electric current and placed into a gas is determined by the equation

$$
\begin{gather*}
c g \pi r_{0}^{2} \frac{\partial T_{w}}{\partial t}=\frac{I^{2} \rho}{\pi r_{0}^{2}}+\lambda \pi r_{0}^{2} \frac{d^{2} T_{w}}{d x^{2}}  \tag{2}\\
+2 \pi r_{0} h\left(T_{r}-T_{w}\right)-2 \pi r_{0} \varepsilon \sigma\left(T_{w}^{4}-T_{\infty}^{4}\right) .
\end{gather*}
$$

Here, $x$ is the distance measured along the wire, $T_{w}$ is the temperature of the wire, $r_{0}$ is the radius of the wire, $c$ is the specific heat capacity, $g$ is the density, $I$ is the electric current strength, $\rho$ is the specific electric resistance, $\lambda$ is the heat conductivity coefficient, $\varepsilon$ is the degree of blackness, $\sigma$ is the Stefan-Boltzmann constant, $T_{\infty}$ is the temperature of the surrounding surfaces, $T_{r}$ is the recovery temperature of the wire, and $h$ is the heat-transfer coefficient for the given flow parameters. It was assumed in the calculations that $\rho, \varepsilon$, and $\lambda$ linearly depended on the temperature.

The boundary condition for (2) is the $T_{s}$ temperature at the junctions between the wire and the holders. Correct determination of this temperature is one of the principal difficulties involved in solving the problem under consideration. Usually, holders are massive compared with the wire. If the temperature of the holder $T_{b}$ at a large distance from the junction is known, the $T_{s}$ temperature can be determined under the assumption that it depends on the heat flow from the wire to the holder and the heat resistance of the holder. Consider a cylindrical holder of radius $r_{b}$. An approximate estimate of $T_{s}$ can be obtained under the assumption that heat transfer occurs as in a plane layer at small distances from the junction ( $r \leq r_{0}$ ) and as in a spherical layer at large distances ( $r \geq r_{0}$ ). This gives

$$
T_{s} \approx\left\{T_{b}+\frac{q}{2 \pi \lambda_{b}}\left(\frac{1}{r_{0}}-\frac{1}{r_{b}}\right)\right\}+\frac{q}{\pi \lambda_{b} r_{0}},
$$

where $q$ is the heat flow from the wire to the holder (determined in the calculations using the temperature gradient at wire ends) and $\lambda_{b}$ is the heat conductivity coefficient of the holder. If $r_{b} \geqslant r_{0}$, we obtain

$$
T_{s} \approx T_{b}+\frac{3}{2} \frac{q}{\pi \lambda_{b} r_{0}} .
$$

To solve (2), we must know the heat transfer coefficient $h$ and the recovery temperature $T_{r}$. The kinetic theory of gases allows these values to be determined on convex surfaces in Knudsen flows [9]. We will use the equations for $h$ and $T_{r}$ for a cylinder situated normally with respect to the flow of a gas with internal degrees of


Fig. 1. Schematic diagram of the experimental setup: (1) vacuum chamber; (2) premix chamber; (3) gas jet; (4) wire probe; (5) gas feed; (6) vacuum stage; $(7,8)$ pressure gauges; (9) measuring electronics; (10) power supply unit.
freedom [21] (these equations are derived in the Appendix), namely,

$$
\begin{gather*}
h=\frac{1}{4 \sqrt{\pi}} n k \xi \exp \left(-\frac{s^{2}}{2}\right) \frac{U}{S}\left[I_{0}+S^{2}\left(I_{0}+I_{1}\right)\right]  \tag{3}\\
T_{r}=\frac{T_{\mathrm{tr}}}{\xi} \\
\times\left\{\alpha_{\mathrm{tr}}\left(2 S^{2}+5-\frac{1}{1+S^{2}\left(1+I_{1} / I_{0}\right)}\right)+\alpha_{\mathrm{rot}} j \frac{T_{\mathrm{rot}}}{T_{\mathrm{tr}}}\right\} \tag{4}
\end{gather*}
$$

Here, $n, U, T_{\text {tr }}$, and $T_{\text {rot }}$ are the number density of particles, the velocity, and the translational and rotational gas flow temperatures, respectively;

$$
S=\frac{U}{\left(2 k T_{\mathrm{tr}} / m\right)^{1 / 2}}
$$

is the velocity ratio; $m$ is the molecular weight; $k$ is the Boltzmann constant;

$$
\xi=4 \alpha_{\mathrm{tr}}+j \alpha_{\mathrm{rot}}, \quad j=\frac{5-3 \gamma}{\gamma-1}
$$

is the number of internal degrees of freedom; $\gamma$ is the adiabatic index; and $I_{0}$ and $I_{1}$ are the zeroth- and firstorder modified Bessel functions in the $S^{2} / 2$ argument, respectively.

Note that, in a gas at rest $(U=0)$, (4) reduces to

$$
T_{r}=T_{\mathrm{tr}}
$$

and the heat transfer coefficient in (3) then only depends on the complex $\xi=4 \alpha_{\text {tr }}+j \alpha_{\text {rot }}$. For this reason, the translational and internal energy accommodation
coefficients can only be separated for a directed gas flow.

All accommodation coefficient calculations were performed by minimizing the difference between the calculated and experimental probe electric resistances. The probe was a thin wire heated by an electric current.
First, the resistance of the wire $R_{k}^{\prime}$ was measured at various electric current values $I_{k}(k=1, \ldots, N)$. Next, (2) was numerically solved for all possible pairs of accommodation coefficients ( $\alpha_{\text {tr }}$ and $\alpha_{\text {rot }}$ ) and all current strengths $I_{k}$ to determine the distribution of temperature $T_{w}(x)=T_{w}\left(x, \alpha_{\mathrm{tr}}, \alpha_{\mathrm{rot}}, I_{k}\right)$ along the wire. The temperature distribution obtained was used to calculate the integral electric resistance of the wire by the equation

$$
R\left(\alpha_{\mathrm{tr}}, \alpha_{\mathrm{rot}}, I_{k}\right)=\frac{1}{\pi r_{0}^{2}} \int_{0}^{L} \rho\left(T_{w}\left(x, \alpha_{\mathrm{tr}}, \alpha_{\mathrm{rot}}, I_{k}\right)\right) d x
$$

where $L$ is the wire length. Next, the discrepancy between the calculated and experimental electric resistance values was found,

$$
\Delta_{k}=R\left(\alpha_{\mathrm{tr}}, \alpha_{\mathrm{rot}}, I_{k}\right)-R_{k}^{\prime}
$$

and the functional

$$
F\left(\alpha_{\mathrm{tr}}, \alpha_{\mathrm{rot}}\right)=\sum_{1}^{N} \Delta_{k}^{2}
$$

was minimized. The $\alpha_{\text {tr }}$ and $\alpha_{\text {rot }}$ values corresponding to the minimum of $F\left(\alpha_{\text {tr }}, \alpha_{\text {rot }}\right)$ were taken to be the sought accommodation coefficients. This approach takes into account the special features of temperature distribution along the wire length and decreases the influence of errors inevitable in measurements.

## 3. EXPERIMENTAL

Measurements were performed as schematically shown in Fig. 1, on a vacuum gas dynamic unit in which a rarefied gas flow was created by free expansion from a sonic nozzle $d_{*}=6 \mathrm{~mm}$ in diameter at a braking pressure of $P_{0}=1000-2100 \mathrm{~Pa}$ and a gas temperature of $T_{0}=290-300 \mathrm{~K}$. The background gas pressure surrounding the flow in the vacuum chamber was 2.7 Pa . A wire probe was mounted along the flow axis at distances $D=(2-7) d_{*}$ from the nozzle. Under these conditions, the flow near the wire was free from the influence of the background gas [28]. At the distances under consideration, flow parameters along the flow axis corresponded to the expansion of a nonviscous gas [29].

The probe was a gilded tungsten wire $8.3 \mu \mathrm{~m}$ in diameter, which ensured that the flow was a Knudsen flow under the conditions specified above. The diameter of the wire was measured using an electron micro-
scope. The wire was welded to stainless steel holders. The holders were cylinders 0.6 mm in diameter reduced to cones, and their diameter at the ends was 0.2 mm . The typical wire length $L$ was $3-10 \mathrm{~mm}$. The surface of the wire was periodically controlled during experiments. The electric current and voltage on wires were measured by instruments of accuracy class 0.1 . The range of currents was selected depending on the probe length from the requirement that the highest wire temperature determined in calculations should not exceed 700 K.

Experiments in a free flow were preceded by the determination of the temperature dependence of the electric and thermophysical characteristics of the wire, including specific resistance $\rho$, heat conductivity coefficient $\lambda$, and degree of blackness $\varepsilon$. It was necessary to create a stable high-temperature contact between the conductor and copper clamps in these experiments. In addition, we had to ensure the possibility of accurate wire length measurements. For this purpose, wire ends were lead-tin-plated and, under a microscope, introduced into nickel capillaries, where they were calked. The length of the wire from the edge of one capillary to the edge of the other was measured at room temperature under a microscope accurate to 0.02 mm . The nickel capillaries were clamped into massive copper clamps in experiments on determining the thermophysical characteristics. The $\rho=\rho\left(T_{w}\right)$ dependence was determined from measurements in a thermostat in air at atmospheric pressure.

The degree of wire surface blackness as a function of temperature, $\varepsilon\left(T_{w}\right)$, was determined by measuring the electric resistance of a long wire $(L=100 \mathrm{~mm})$ at a low gas pressure $\left(P=10^{-2} \mathrm{~Pa}\right)$. Under these conditions, the fraction of heat transferred to the holders and gas was small compared with thermal radiation. The degree of blackness $\varepsilon\left(T_{w}\right)$ was adjusted by solving (2) and comparing the calculated $R=R(\varepsilon, I)$ and experimental $R^{\prime}=$ $R^{\prime}(I)$ dependences. The degree of blackness determined this way was further used to refine the heat conductivity coefficient of the wire. For this purpose, we measured the electric resistance of a wire $L=10 \mathrm{~mm}$ long at a low gas pressure. Under these conditions, the heat flow from the wire to the holders predominated. As with the degree of blackness, the heat conductivity coefficient $\lambda$ was adjusted by comparing the calculated $R=R(\lambda, I)$ dependence with the results of measurements. Next, the degree of blackness was determined more accurately taking into account the obtained heat conductivity.

The calibration procedures described above gave the following characteristics of the wire under examination:

$$
\begin{gathered}
\varepsilon=0.05\left[1+0.00335\left(T_{w}-273\right)\right], \\
\rho=5.65 \times 10^{-8}\left[1+0.0041\left(T_{w}-273\right)\right] \Omega \mathrm{m}, \\
\lambda= \begin{cases}145-0.11\left(T_{w}-273\right) \mathrm{W} /(\mathrm{m} \mathrm{~K}), & T_{w} \leq 523 \mathrm{~K} \\
117-0.06\left(T_{w}-523\right) \mathrm{W} /(\mathrm{m} \mathrm{~K}), & T_{w} \geq 523 \mathrm{~K} .\end{cases}
\end{gathered}
$$

## 4. RESULTS AND DISCUSSION

The method was subjected to approbation with monoatomic Ar and He gases [27]. In experiments with polyatomic gases $\left(\mathrm{H}_{2}, \mathrm{~N}_{2}, \mathrm{CH}_{4}\right.$, and $\left.\mathrm{CO}_{2}\right)$, we used the procedure for enumerating pairs of accommodation coefficients ( $\alpha_{\text {tr }}$ and $\alpha_{\text {rot }}$ ) described above. An example of the projection of the differences between the experimental and calculated electric resistance values,

$$
\Delta=\frac{1}{N} \sum_{1}^{N} \Delta_{k}^{2},
$$

onto the $\left(\alpha_{\text {tr }}, \alpha_{\text {rot }}\right)$ plane for a flow of methane is shown in Fig. 2.

The accommodation coefficients averaged over many experimental results obtained with wire probes of various lengths, at various gas pressures, and at various distances from the nozzle are listed in Table 1. The data reported by different research teams for accommodation coefficients are usually difficult to compare, because it is difficult to find results obtained under identical conditions with respect to many key parameters, namely, the energy of incident molecules, the interaction angle, the initial structure of the surface, the degree of adsorption, and the surface temperature. This problem has not been completely defined for surfaces of technological interest. Table 2 contains some literature data on accommodation coefficients obtained at similar interaction energies. A comparison of Tables 1


Fig. 2. Differences $\Delta$ between the experimental and calculated electric resistances of the wire probe in a flow of $\mathrm{CH}_{4}$ obtained in determining accommodation coefficients $\left(P_{0} \approx\right.$ $2100 \mathrm{~Pa}, L=9.4 \mathrm{~mm}, S=4.16, \alpha_{\mathrm{tr}}=0.79$, and $\left.\alpha_{\mathrm{rot}}=0.61\right)$.

Table 1. Measured accommodation coefficient values

| Gas | $\alpha_{\text {tr }}$ | $\alpha_{\text {rot }}$ |
| :--- | :---: | :---: |
| $\mathrm{N}_{2}$ | $0.67 \pm 0.04$ | $0.56 \pm 0.08$ |
| $\mathrm{CH}_{4}$ | $0.78 \pm 0.10$ | $0.73 \pm 0.16$ |
| $\mathrm{CO}_{2}$ | $0.90 \pm 0.23$ | $0.79 \pm 0.15$ |
| $\mathrm{H}_{2}$ | $0.44 \pm 0.04$ | $-0.15 \pm 0.05$ |

and 2 shows that our data qualitatively agree with those reported earlier.

The experimental data on $\mathrm{N}_{2}, \mathrm{CO}_{2}$, and $\mathrm{CH}_{4}$ presented above lead us to conclude that, for molecules with low energies (corresponding to room braking temperature), the translational energy accommodation coefficient is higher than the internal energy accommodation coefficient. This substantiates the results of theoretical [18] and experimental [11, 13-16, 20, 22] works (some of them are given in Table 2).

The determination of internal energy accommodation coefficients by the suggested method is of interest. This method gives integral information about effective rotational energy conversion in collisions with surfaces when the translational and internal energies of a gas flow are substantially different. The available data on such accommodation coefficients are exceedingly scarce. Experimental units in which molecular beams are used are known to be the main tool for experimentally studying gas-surface interactions at the level of information about translational and internal energy distribution functions. In numerous experimental works performed with the use of molecular beams, accommodation coefficients are usually not given, and, often, the reported data are insufficient for calculating them. In addition, the most interesting molecular-beam experimental data were obtained for thoroughly cleansed, oriented crystalline surfaces specially prepared in conformity to the requirements of surface physics. Analysis of the works containing sufficient data for calculating
accommodation coefficients shows that these coefficients can fall outside the range of values usually believed to be characteristic of them. For instance, the rotational energy accommodation coefficient becomes higher than one at a very high translational energy of incident molecules [30, 31]. This effect can correspond to energy transfer between translational and rotational degrees of freedom caused by inelastic interactions of molecules with surfaces.

Our experiments with hydrogen also challenge the traditional views on internal energy accommodation coefficients. The special feature of the adiabatic expansion of a hydrogen jet under our experimental conditions ( $d_{*}=6 \mathrm{~mm}, P_{0}=1300-1400 \mathrm{~Pa}, T_{0}=290-300 \mathrm{~K}$, and $D=4 d_{*}$ ) is quenching of rotational energy close to the nozzle exit. According to experimental and theoretical studies [32], the rotational temperature after quenching can be estimated at $T_{\text {rot }} \approx 220 \mathrm{~K}$. Our numerical processing of the experimental data gave a negative rotational energy accommodation coefficient (see Table 1), which was reproduced in repeat experiments. A simple analysis of (1) allows us to explain this result. At a wire temperature of $T_{w}>300 \mathrm{~K}$ and a rotational temperature of $T_{\text {rot }} \approx 220 \mathrm{~K}$ of the incident gas, we obtain $E_{i, \text { rot }}<E_{w, \text { rot }}$. It then follows from the negative $\alpha_{\text {rot }}$ accommodation coefficient that the rotational energy of reflected molecules $E_{r \text {, rot }}$ should be smaller than the rotational energy of incident molecules $E_{i \text {, rot }}$ (although the wire is hot with respect to the gas and should transfer energy to gas molecules). Following the generally accepted approach $[9,10]$, let us write the rotational energy of reflected molecules in the form

$$
E_{r, \text { rot }}=E_{i, \text { rot }}+\Delta E_{s}-\Delta E_{r \rightarrow t}+\Delta E_{t \rightarrow r}
$$

where $\Delta E_{s}$ is the energy transferred from the surface, $\Delta E_{r \rightarrow t}$ is the energy of rotational degrees of freedom converted to translational energy, and $\Delta E_{t \rightarrow r}$ is the energy of translational degrees of freedom converted to

Table 2. Literature data on accommodation coefficients

| Gas | Surface | $T_{w}, \mathrm{~K}$ | $\alpha_{\mathrm{tr}}$ | $\alpha_{\mathrm{rot}}$ | Refs. |
| :--- | :--- | :---: | :---: | :---: | :---: |
| $\mathrm{N}_{2}$ | Au covered by the gas | 293 | 0.89 | 0.78 | $[16]$ |
| $\mathrm{N}_{2}$ | Au | 350 | 0.93 | 0.79 | $[22]$ |
| $\mathrm{N}_{2}$ | Au annealed in a vacuum | 400 | 0.18 | 0.12 | $[13]$ |
| $\mathrm{N}_{2}$ | Pt | 297 | 0.49 | 0.05 | $[11]$ |
| $\mathrm{CH}_{4}$ | Pt | 373 | $0.81^{*}$ | - | $[3]$ |
| $\mathrm{CO}_{2}$ | W covered by $\mathrm{CO}_{2}$ | 330 | $0.99^{*}$ | - | $[3]$ |
| NO | Pt cleansed by an ion beam | 600 | 1 | 0.62 | $[14]$ |
| Air | W | 350 | 0.97 | 0.84 | $[20]$ |
| $\mathrm{H}_{2}$ | Pt | 338 | $0.337 * *$ | $0.034^{* *}$ | $[18]$ |

Note: * Determined for the total energy.
** Calculated quantum-mechanically.
rotational energy. It follows from the condition $E_{r, \text { rot }}<$ $E_{i, \text { rot }}$ that $\Delta E_{r \rightarrow t}>\Delta E_{s}+\Delta E_{t \rightarrow r}$. The negative rotational energy accommodation coefficient therefore arises because of the conversion of the rotational energy quenched at low energy levels into the translational energy of reflected molecules in collisions of molecules with the surface. The energy flux caused by this conversion substantially exceeds the energy flux from the surface to the gas. This explanation is indirectly substantiated by the data obtained in [33-35]. The authors of [33] studied the interaction of molecular hydrogen with the (001) MgO surface. They observed scattering that corresponded to rotational energy deactivation at certain low levels when the gas inelastically collided with the surface. According to [34], partial rotational energy conversion into the kinetic energy of scattered molecules was observed in the interaction of NO molecules with the surface of graphite. A microscopically grounded model of the interaction of a polyatomic molecule with the surface that takes into account energy exchange between translational and rotational degrees of freedom is described in [35].

## 5. CONCLUSIONS

The experimental data on accommodation coefficients and interactions of separate molecules with surfaces obtained in molecular-beam experiments do not meet the practical demands for describing processes in which technical surfaces participate. It is precisely for this reason that the development of the suggested technique for studying translational and rotational energy conversion in gas interactions with surfaces under the conditions that correspond to real technologies is of fundamental interest. The suggested method is a fairly simple and effective tool for obtaining data useful both for understanding energy exchange between a gas and a surface and for modeling gas-surface interactions in real technological applications.

Analysis of the literature and our experimental data performed above gives a good reason for revising views on accommodation coefficients taking into account internal energy. Changes in the translational and internal energy of molecules can be estimated, for instance, in terms of "conversion coefficients," which should not necessarily lie in the interval $0-1$.
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APPENDIX
The final form of Eqs. (1) and (2) can only be found in [21]. We therefore think it expedient to give their der-
ivation. For Knudsen flow past a convex surface, the heat flow per unit surface is written as [9]

$$
\begin{gather*}
q=\frac{n\left(k T_{\mathrm{tr}}\right)^{3 / 2}}{\sqrt{2 \pi m}}\left\{\left[\alpha_{\mathrm{tr}}\left(S^{2}+\frac{5}{2}-2 \frac{T_{w}}{T_{\mathrm{tr}}}\right)\right.\right. \\
\left.\left.+\frac{1}{2} \alpha_{\mathrm{rot}} j\left(\frac{T_{\mathrm{rot}}}{T_{\mathrm{tr}}}-\frac{T_{w}}{T_{\mathrm{tr}}}\right)\right] \Psi\left(S_{n}\right)-\frac{1}{2} \alpha_{\mathrm{tr}} \exp \left(-S_{n}^{2}\right)\right\}  \tag{5}\\
\Psi(x)=\exp \left(-x^{2}\right)+x \sqrt{\pi}(1+\operatorname{erf}(x))
\end{gather*}
$$

where $n$ is the number density of particles; $T_{\text {tr }}$ and $T_{\text {rot }}$ are the translational and rotational temperatures of the gas flow, respectively; $T_{w}$ is the wire temperature; $S=$ $U /\left(2 k T_{\mathrm{tr}} / m\right)^{1 / 2}$ is the velocity ratio; $U$ is the velocity; $m$ is the molecular weight; $S_{n}=S \sin \beta$; and $\beta$ is the angle between the flow direction and the surface. The equation for the heat flow to a wire of length $L$ and radius $r$ oriented normally to the flow direction is obtained by integrating (5) over the surface of the cylinder,

$$
Q=r L \int_{-\pi}^{\pi} q d \beta=2 r L \frac{n\left(k T_{\mathrm{tr}}\right)^{3 / 2}}{\sqrt{2 \pi m}}\left(A J_{1}-\frac{1}{2} \alpha_{\mathrm{tr}} J_{2}\right)
$$

where

$$
\begin{aligned}
& A=\alpha_{\mathrm{tr}}\left(S^{2}+\frac{5}{2}-2 \frac{T_{w}}{T_{\mathrm{tr}}}\right)+\frac{1}{2} \alpha_{\mathrm{rot}} j\left(\frac{T_{\mathrm{rot}}}{T_{\mathrm{tr}}}-\frac{T_{w}}{T_{\mathrm{tr}}}\right), \\
& J_{1}=\int_{-\pi / 2}^{\pi / 2} \Psi\left(S_{n}\right) d \beta, \quad J_{2}=\int_{-\pi / 2}^{\pi / 2} \exp \left(-S_{n}^{2}\right) d \beta
\end{aligned}
$$

Using the representation of the modified Bessel functions in the form [36]

$$
I_{n}(x)=\frac{1}{\pi} \int_{0}^{\pi} \exp (x \cos \theta) \cos (n \theta) d \theta
$$

we can write the $J_{1}$ and $J_{2}$ integrals as

$$
\begin{gathered}
J_{1}=\pi \exp \left(-\frac{S^{2}}{2}\right)\left\{I_{0}+S^{2}\left[I_{0}+I_{1}\right]\right\} \\
J_{2}=\pi \exp \left(-\frac{S^{2}}{2}\right) I_{0}
\end{gathered}
$$

(here, $I_{0}$ and $I_{1}$ are the modified Bessel functions zeroth- and first-order in the $S^{2} / 2$ argument). The equation for $Q$ then becomes

$$
\begin{gathered}
Q=2 \pi L \frac{n\left(k T_{\mathrm{tr}}\right)}{\sqrt{2 \pi m}} \exp \left(-\frac{S^{2}}{2}\right) \\
\times\left(A\left[I_{0}+S^{2}\left(I_{0}+I_{1}\right)\right]-\frac{1}{2} \alpha_{\mathrm{tr}} I_{0}\right)
\end{gathered}
$$

Transforming the term in parentheses gives the eventual equation for the energy flux from a gas to a wire, namely,

$$
\begin{gathered}
Q=2 \pi L h\left(T_{r}-T_{w}\right) \\
T_{r}=\frac{T_{\mathrm{tr}}}{4 \alpha_{\mathrm{tr}}+j \alpha_{\mathrm{rot}}} \\
\times\left\{\alpha_{\mathrm{tr}}\left(2 S^{2}+5-\frac{1}{1+S^{2}\left(1+I_{1} / I_{0}\right)}\right)+\alpha_{\mathrm{rot}} j \frac{T_{\mathrm{rot}}}{T_{\mathrm{tr}}}\right\}, \\
h=\frac{1}{4 \sqrt{\pi}} n k\left(4 \alpha_{\mathrm{tr}}+j \alpha_{\mathrm{rot}}\right) \\
\times \exp \left(-\frac{S^{2}}{2}\right) \frac{U}{S}\left[I_{0}+S^{2}\left(I_{0}+I_{1}\right)\right]
\end{gathered}
$$
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#### Abstract

We present our experimental results of the X-ray radiography of fast radiating Z-pinches based on cylindrical multiwire tungsten arrays. The experiments were carried out at the Angara-5-1 facility at an electrical power of up to 4 TW with a discharge current of up to 4 MA rising at a rate on the order of $5 \times 10^{13} \mathrm{~A} \mathrm{~s}^{-1}$. The linear mass of single and composite arrays reached $500 \mathrm{~g} \mathrm{~cm}^{-1}$, the initial radius was $4-10 \mathrm{~mm}$, and the wire diameter was $5-8 \mu \mathrm{~m}$. We have experimentally shown that for the current-induced implosion of multiwire tungsten arrays, significant azimuthal and axial plasma inhomogeneities result from discharge cold start and prolonged plasma production, which determine the subsequent course of the implosion. The $Z$-pinch structure also remains spatially inhomogeneous at the time of intense X-ray radiation. The generated inhomogeneous plasma collapses toward the array axis in the form of numerous radially elongated plasmoids with relatively small diameters. The stream of plasmoids is called a radial plasma rainstorm. As the plasmoids contract toward the array axis, they decrease in radial size and merge into isolated plasma current filaments, which are elongated mainly along the discharge axis. We critically discuss the models of a radiating Z-pinch in plasma composed of matter with a large atomic number that disregard the cold-start and prolonged plasma-production effects. © 2003 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The Angara-5-1 facility is used to study multitera-watt-power $Z$-pinches in various plasma-producing media as well as to carry out experiments with multiwire arrays. In these experiments, we discovered and investigated the phenomenon of prolonged plasma production [1-3]. It manifests itself in fast $Z$-pinches with cold start at a high rate of rise of the discharge current ( $d I / d t \sim 0.5-1.0 \times 10^{4} \mathrm{~A} \mathrm{~s}^{-1}$ ). The following features are characteristic of fast Z-pinches with prolonged plasma production.
(i) At cold start, i.e., when a voltage pulse from the main electric power generator breaks down an initially unionized plasma-producing material, the plasma production is spatially inhomogeneous. This is characteristic of both homogeneous (gas) and heterogeneous (solid-state low-density foam, multiwire arrays) plasma-producing media, although the breakdown and plasma-production mechanisms differ for these media. In a gaseous plasma-producing medium, the spatial inhomogeneity manifests itself in the form of azimuthal current filamentation followed by axial stratification of the plasma formed [1]. For multiwire arrays, the azimuthal inhomogeneity is specified by the
array pattern itself: the separation between the wires $(200-1000 \mu \mathrm{~m})$ is always much larger than the wire diameter $(5-10 \mu \mathrm{~m})$.
(ii) As the discharge current rises, the magnetic plasma acceleration in the plasma-production zone begins before the complete transformation of the entire plasma-producing material into accelerated plasma. The created rare plasma saturated with current is carried away with it from the plasma-production zone. In the specific case of a discharge through a multiwire array, the prolonged plasma production can be explained by the insufficient flux of heat and radiation from the rare plasma through which the discharge current flows on the dense thin plasma-producing filaments or microscopic drops of material of the wires that exploded with virtually no current. As a result, the plasma production is prolonged in time. So, the ionization of the plasma-producing material, the plasma transport from the pinch periphery to the axis, and the imploded radiating state of the pinch take place in mutually overlapping time intervals.

These factors significantly affect not only the initial discharge stage but also the subsequent stages-the implosion and the imploded state of the radiating


Fig. 1. Arrangement of multiwire arrays between the cur-rent-conducting electrodes with magnetic self-insulation: (1) multiwire array; (2) cathode; (3) anode.

Z-pinch. In our experiments [3], we found that the tungsten plasma from the wires in the plasma-production zone never merges into a single azimuthally inhomogeneous shell. In this paper, we present our experimental results showing that the azimuthal and axial plasma density inhomogeneities that arise at the stage of prolonged plasma production in a multiwire array give rise to a radial stream of numerous plasmoids. When the Z-pinch implodes, these plasmoids converge to the axis of symmetry of the array and create an inhomogeneous three-dimensional structure of the radiating Z-pinch.

This paper has the following structure. In Section 2, we briefly describe the experimental parameters, which were identical for $[1,3]$ and for this paper. In Section 3, we briefly present the characteristics of the implosion dynamics of Z-pinches, including multiwire arrays, which we studied previously. In Section 4, we present new experimental results of our study of the implosion of a multiwire array. In Section 5, we suggest a model for the current-induced implosion of a multiwire array based on experimental data.

## 2. BASIC PARAMETERS OF THE EXPERIMENTS WITH MULTIWIRE ARRAYS

Our experiments [1,3] with multiwire cylindrical arrays at the Angara-5-1 facility have the following basic parameters: a discharge current of $2.5-4 \mathrm{MA}$, a current rise time of 100 ns , a discharge power of up to 4 TW, a multiwire array diameter of 6-20 mm, a height of $10-15 \mathrm{~mm}$, a tungsten wire diameter of $6-10 \mu \mathrm{~m}$, and a linear mass of single wire array from 120 to $500 \mu \mathrm{~g} \mathrm{~cm}^{-1}$. We investigated both single arrays and two- and three-cascade coaxial arrays. Solid cylinders of low-density agar-agar foam saturated with tungsten micropowder were used as the third, inner cascade. The total linear mass of the three-cascade compositions reached $1 \mathrm{mg} \mathrm{cm}^{-1}$. The arrangement of the arrays between current-conducting electrodes with magnetic self-insulation is schematically shown in Fig. 1.

For diagnostics, we used the following techniques in our experiments: measurements of the derivative of the total discharge current, magnetic probe measurements, laser shadow probing and interferometry, measurements of the total intensity of soft X-ray radiation, opti-
cal and X-ray image intensifiers in frame-by-frame imaging mode and an optical image intensifier in slit scan mode, X-ray probing of the dense component of the plasma-producing medium using an auxiliary $x$-pinch [3], and a time-integrated X-ray pinhole camera of high spatial resolution.

## 3. MAIN EXPERIMENTAL RESULTS FROM [1-3]

Without repeating the numerous experimental data from [1-3], we present their main results referring to the techniques used to obtain them.

### 3.1. The Plasma-Production Stage

During the plasma production, azimuthally separated plasma streams are formed in the $r z$ plane from each wire (laser probing, an X-ray image intensifier, slit scans). They are carried off by the Ampere force in the radial direction without merging together, so a plasma configuration in the form of a star with the number of rays equal to the number of wires is formed in projection orthogonal to the $z$ axis. The plasma density in the streams $\left(\sim 10^{18} \mathrm{~cm}^{-3}\right)$ is low compared to the density of the plasma-producing material of the exploded wires. An axial inhomogeneity of the electron density of the generated plasma with a characteristic scale of approximately $250 \mu \mathrm{~m}$ manifests itself near the wires (laser probing, an X-ray image intensifier). The axial inhomogeneity of the dense component of the plasma-producing array wires has scale smaller by an order of magnitude (probing by $x$-pinch radiation). The outer boundary of the rare plasma near the wires is not displaced from the starting radius of the multiwire array until almost complete evaporation of the plasma-producing medium (slit scans, laser probing, an X-ray image intensifier).

### 3.2. The Implosion Stage

The plasma production for different wires terminates at different times with a spread of 10-20 ns. In this case, the termination of the plasma production along one wire is axially nonsimultaneous, and the termination of the plasma production for the array as a whole is azimuthally nonsimultaneous (X-ray probing). In zones where the plasma production terminated, the outer plasma boundaries begin to implode (slit scans, laser shadow probing). The nonsimultaneous termination of the plasma production along the wires is responsible for the initial axial nonuniformity in the motion of the outer plasma sheet boundaries (laser shadow probing and interferometry, an X-ray image intensifier).

## 4. A RADIOGRAPHIC STUDY OF THE IMPLOSION STRUCTURE OF THE MULTIWIRE ARRAY

In this section, we present the results of our radiographic study of the implosion of multiwire arrays that
were mainly obtained by using time-integrated pinhole cameras with a high spatial resolution. Holes with diameters from 10 to $60 \mu \mathrm{~m}$ were used in the pinhole camera; the hole profile was in the shape of a crater with a vertex angle of $30^{\circ}-50^{\circ}$. The holes were punched by a laser pulse in $40-\mu$ m-thick tantalum foil. Since the pinhole camera was fairly close to the object under study and was exposed to intense X-ray and microparticle fluxes, the foil with a hole was changed after each experiment. Aluminum filters that cut off the soft radiation component were placed behind the $30-$ and $60-\mu \mathrm{m}$ holes. The distance from the pinch axis to the pinhole was 10 cm , and the distance from the recorder to the pinhole was 5.3 cm . The X-ray image was recorded on photographic plates.

Let us first consider the X-ray photograph for the Z-pinch of the multiwire array in soft X-ray radiation (photons with energies > 150 eV ). It is shown in Fig. 2. Since the image of the paraxial zone is overexposed, no structural features are seen in this region. The peripheral zone has a normal exposure, and structural features of the tungsten plasma radiation are clearly seen. The two-dimensional image shown in Fig. 2 is a time-integrated image of the evolution of the three-dimensional distribution of X-ray sources when they are generated and move toward the array axis during the currentinduced implosion of the tungsten plasma and its radiation in the imploded state. First, we can say that the three-dimensional time-integrated image of the imploding plasma in soft X-ray radiation is in the form of a cylindrical brush composed of separate needles oriented mostly radially. To correctly formulate the experimental results that follow from the X-ray photograph in Fig. 2, we will take into account the following considerations. Various factors can be responsible for the soft X-ray radiation of the peripheral plasma in our experiments.

First, these may include the intrinsic radiation of the current-carrying plasma that emerges during its motion into the paraxial zone-the region of maximum radiation of the pinch as a whole. These may also include the intrinsic radiation of the plasma that has already filled the space inside the array and that arises from the subsequent MHD turbulent breakthrough of the current from the periphery into the paraxial zone.

Second, these factors may include the flash of radiation from the peripheral plasma that emerges immediately during maximum plasma implosion and radiation in the paraxial zone. It can result from the influence of the multiterawatt photon flux from the plasma that imploded at the pinch axis on the peripheral plasma. The photoionization of the peripheral plasma by this flux can cause an increase in its radiation characteristics. The temperature rise in the paraxial zone at this time may also cause an increase in the temperature and radiation intensity of the peripheral plasma due to thermal conductivity. Finally, the flash of radiation from the peripheral plasma at maximum Z-pinch implosion may


Fig. 2. Time-integrated image for the pinch of the multiwire array at energies above 150 eV . The initial array diameter and height are 12 and 10 mm , respectively.
result from a jump in voltage between the electrodes, which arises from a sharp increase in the impedance of the current-carrying plasma imploding at a high rate.

If the first group of factors is correct, then the image in Fig. 2 can be left both by short, but long-radiating plasmoids moving toward the axis and by plasma jets with a length on the order of the initial array radius radiating in a relatively short time interval. When carefully examining the negatives, we can see that the initial points of the plasma jet trajectories are tied to the wires and do not go beyond the outer array radius. Consequently, these are the streams of imploding plasma rather than the expanding plasma after the Z-pinch implosion. The imploding plasma of the multiwire array largely consists of plasmoids with axial and azimuthal sizes of less than 1 mm , i.e., small compared to the array radius and length. The radial length of these plasmoids cannot be determined from our time-integrated X-ray photograph. However, it follows from the X-ray photographs taken with an exposure of about 3 ns that immediately before the main radiation pulse, the length of some plasmoids is comparable to the initial array radius (Fig. 3).

If the second group of factors is correct, then we have an X-ray photograph of the pinch taken during its maximum implosion and radiation ( $6-15 \mathrm{~ns}$ ). We see from this photograph that by no means was all of the plasma collected in the paraxial zone by this time.

At present, we cannot choose the only factor from those listed above, although the second group of factors seems most plausible. However, in any case, the main conclusion that follows from the X-ray photograph


Fig. 3. Image of part of the imploding multiwire array at photon energies above 150 eV 138 ns after the onset of current; the exposure is 3 ns . The linear array mass is $285 \mu \mathrm{~g} \mathrm{~cm}^{-1}$, the array consists of 30 tungsten wires $8 \mu \mathrm{~m}$ in diameter; the initial array radius and height are 10 and 10 mm , respectively. The dark regions indicate the plasma, and the white line indicates the location of the axis of symmetry of the array.
shown in Fig. 2 is beyond question: the spatial structure of the imploding plasma is axially and azimuthally so inhomogeneous that any one-dimensional or even two-
dimensional imploding plasma shell is out of the question. The initial spatial inhomogeneity of the accelerated plasma and the nonsimultaneity of its generation at the starting radius are so large that it would be improper to use the formalism of Rayleigh-Taylor instability to describe the implosion dynamics of the pinch plasma.

Let us now turn to the images of the plasma that arises from the current-induced implosion of multiwire arrays at photon energies above 1 keV . First, note that when using a composition of two coaxial multiwire arrays 12 and 6 mm in diameter and 15 mm in length, we can obtain its imploded radiating state of very high geometrical quality. The X-ray photographs for this case are shown in Fig. 4. The diameter of the pinch image at energies above 1.5 keV does not exceed $400 \mu \mathrm{~m}$, which corresponds to a degree of implosion of 30 when measured from the initial diameter of the outer array. The total discharge current in this experiment was approximately 3 MA , the duration of the X-ray pulse at half maximum was approximately 6 ns , and the active power in the discharge circuit was about 4 TW. The corresponding time dependences of the discharge current and the X-ray intensity are shown in Fig. 5.

In our experiments, the high-quality implosion of the composite pinch shown in Figs. $4 \mathrm{a}-4 \mathrm{c}$ and 5 was achieved by carefully choosing the initial parameters of the multiwire arrays. The implosion quality of single arrays and composite systems for other parameters was not so high. The time-integrated X-ray photographs of


Fig. 4. Time-integrated pinhole image of a $15-\mathrm{mm}$-long composite pinch. The photon energy is above (a) 150 eV , (b) 1 keV , and (c) 1.5 keV ; the pinch diameter in Fig. 4 c is approximately equal to $400 \mu \mathrm{~m}$.


Fig. 5. Time dependences of (1) the discharge current $I$, MA, (2) the derivative of the current $d I / d t$, arb. units, and (3) the intensity of soft X-ray radiation, arb. units, for the X-ray photograph in Fig. 4.
the implosion of single arrays show that azimuthally and axially inhomogeneous structures of radiating plasma with hot spots and a number of radial outgrowths are formed in the paraxial zone of the multiwire array. These structures are clearly seen in the timeintegrated X-ray photographs (see Figs. 6, 8, and 9) taken in the photon energy range $150-2000 \mathrm{eV}$. For example, the intensely radiating outgrowths in Fig. 6 are not connected with the main body of the pinch at all. In general, the pinch structure is most inhomogeneous in the near-cathode region. In cases of highly developed inhomogeneities, the X-ray pulse is broadened and con-
tains additional maxima (see Fig. 7). We may assume that the structural elements of the pinch seen in the pinhole images radiate at different times, increasing the total duration of the X-ray pulse. The presence of radially oriented radiating pinch elements can also be explained by the fact that the discharge current flows through channels some of which have an appreciable radial component not only near the electrodes (cathode) but also in the bulk of the imploding plasma.

The high spatial resolution of our pinhole cameras allows us to examine the fine structure of the imploded radiating pinch plasma even without time resolution. Figures 8 and 9 show the fine structure of the radiating pinch regions with a resolution higher than $50 \mu \mathrm{~m}$ over the observed object. Axial inhomogeneity of the radiating plasma is more characteristic of the pinch shown in Fig. 8, while azimuthal inhomogeneity is clearly seen in Fig. 9. The set of our experimental results reveals not a tubular structure of the pinch but two separate current radiating channels interacting through their own magnetic fields.

## 5. DISCUSSION OF EXPERIMENTAL RESULTS

### 5.1. The Z-Pinch of a Multiwire Array as a Radial Plasma Rainstorm

Let us consider the schemes shown in Figs. 10 and 11 as a working model for the fast implosion of a multiwire array based on our experimental results and the results from [1-3]. During plasma production, a plane plasma stream propagates from each wire, as from the initial outer boundary in the ( $r z$ ) plane, toward the axis of the multiwire array. The number of streams formed is equal to the number of wires (Fig. 10a). Let us con-


Fig. 7. The current (1, MA) and the intensity of soft X-ray radiation ( 2 , arb, units) ( $h v \sim 200 \mathrm{eV}$ ) corresponding to the pinhole image in Fig. 6.


Fig. 8. Azimuthally axial inhomogeneities of the radiation of a pinch region; the pinch diameter is approximately 0.8 mm .
sider the behavior of an arbitrarily chosen stream (Figs. 10b-10d). Throughout the plasma production, the outer boundary of the stream is rigidly tied to the plasma-generating zone-the exploded wire that shifts only slightly. Having reached the axis, the inner boundaries of the plasma streams from the wires produce a precursor pinch. The plasma production along an individual wire terminates nonsimultaneously. In the places where it terminated, the outer boundary of the plane plasma stream begins to radially shift toward the axis. Since the termination of the plasma production along the wire is not simultaneous, the outer boundary of the plasma stream in the ( $r z$ ) plane is spatially inhomogeneous. The [ $\mathbf{j} \times \mathbf{H}$ ] force increases this inhomogeneity as the plane plasma stream is radially displaced and collapses.

The axially inhomogeneous radial collapse of plasma streams from the wires (or even their breakage) gives rise to isolated pinches with outgrowths directed radially, from the axis outward, toward the plasma-producing wires in the paraxial zone. The combination of neighboring plasma streams into isolated pinches and the radiation from them can take place earlier than the arrival of the pinches at the array axis. In addition, some of the isolated pinches can also merge with neighboring pinches before they reach the array axis. During the interaction of separate streams, an azimuthal velocity component can locally arise in some of the plasmoids. Plasmoids with a nonzero azimuthal velocity will not reach the axis of symmetry of the array. As a result, a radiating pinch structure arises (its model is shown in Fig. 11).

The recorded azimuthal and axial inhomogeneities of the imploding plasma of a multiwire array result from the break of the azimuthal magnetic flux through


Fig. 9. The fine radially azimuthal pinch structure: (1) for photons with $h v>150 \mathrm{eV}$; (2) for photons with $h \nu>1 \mathrm{keV}$; (3) the diameter of the radiating filament, $200 \mu \mathrm{~m}$.
the multiwire array in its parts where the plasma production terminated because of the evaporation of the wire material. For the plasma stream from each wire, the process of plasma production and its termination is random. Thus, the inhomogeneity is predetermined, on the one hand, by the well-defined initial structure of the array and, on the other hand, by the statistical nature of the plasma production.

The structure of the radially elongated plasmoids moving into the paraxial zone of the array clearly shows up against the background of a more homogeneous plasma with a lower density [4]. Below, we call this stream a radial plasma rainstorm.

### 5.2. Existing Models of a Z-Pinch

Giving this name to our phenomenological model for the implosion of a multiwire array, we seek to emphasize the distinctive features of its implosion dynamics. These features clearly show up in an actual experiment but are disregarded in the standard models of a Z-pinch. The "snowplow" and plasma-liner models of pinches as well as their modifications for numerical simulations [5] belong to these models. These models assume the presence of a more or less homogeneous cylindrical plasma shell before the onset of pinch implosion followed by the growth of two-dimensional MHD instabilities during the implosion. A "heuristic model" for the Z-pinch of a multiwire array and its modifications for numerical simulations, which define the initial phase and dynamics of the current-induced implosion of a multiwire array with an allowance made for the azimuthal and axial inhomogeneities of the initial plasma, have appeared in recent years [6-8]. A pinch model based on toroidal buoyant toroidal magnetic flux tubes forming on the periphery and converging toward the pinch axis was suggested to describe the energetics of the imploded state of a fast $Z$-pinch [9, 10]. This one-dimensional model assumes MHD turbulent mixing of the magnetic flux that penetrates into an imploded pinch with a velocity close to the Alfven velocity. The power of the magnetic energy transfer in this flux per unit pitch length is estimated in $[9,10]$ to be

$$
\begin{equation*}
W=\chi \frac{H_{\varphi}^{2}}{8 \pi} 2 \pi r V_{A}, \tag{1}
\end{equation*}
$$

where $H_{\varphi}[\mathrm{Oe}]$ is the azimuthal magnetic field strength of the current $I[\mathrm{~A}]$ flowing through a pinch of radius $r[\mathrm{~cm}]$, and $V_{A}\left[\mathrm{~cm} \mathrm{~s}^{-1}\right]$ is the Alfven velocity. Assuming that

$$
H_{\varphi}=0.2 \frac{I}{r}, \quad V_{A} \sim \frac{I}{10 M^{1 / 2}},
$$

where $M\left[\mathrm{~g} \mathrm{~cm}^{-1}\right]$ is the linear pinch plasma mass, we obtain

$$
\begin{equation*}
H_{\varphi}=10^{-10} \frac{\chi I^{3}}{r M^{1 / 2}}[\mathrm{~W} / \mathrm{cm}] \tag{2}
\end{equation*}
$$


(c)

(d)


Fig. 10. A model representation of the imploding plasma of a multiwire array: (a) the orientation of the planes in which the plasma moves from the wires toward the array axis; (b), (c), and (d) the development of an instantaneous $r-z$ plasma structure in one of the planes. The dark regions indicate the plasma; (1) the wire region where the plasma production is still taking place; (2) the region where the plasma production has already terminated.

Here, $\chi$ is a numerical dimensionless factor on the order of unity, whose value can actually be determined only experimentally. In [9, 10], it was calculated by assuming that part of the imploding pinch plasma is filled with toroidal magnetic flux tubes from the periphery converging toward the pinch axis. Assuming that the tube volume is small compared to the plasma volume, the authors of $[8,9]$ consider this model to be onedimensional, which simplifies calculations.

Our experiments show that none of the above models corresponds to the actual dynamics of the fast Z-pinch of a multiwire tungsten array in the required measure. The model described in $[9,10]$ seems to better


Fig. 11. A model representation of the structure of the radiating pinch plasma: (1) plasma outgrowths; (2) exploded wires; (3) hot spots.
agree with experiment, because it takes into account the MHD turbulent pattern of the imploded pinch. However, for the axially azimuthal inhomogeneity of the imploding plasma in an experiment, the concept of toroidal magnetic flux tubes [9, 10] is inapplicable, because the torus is an azimuthally homogeneous geometrical figure. In the model of a plasma rainstorm, the plasmoids transforming during plasma production and pinch implosion rather than the toroidal magnetic flux tubes against a homogeneous plasma background are the inhomogeneities. For this reason, to take into account the inhomogeneity structure in the plasma rainstorm, the above parameter $\chi$ should be calculated from different assumptions. In addition, the strong dependence of the energy transfer power $W$ on the current $I$ and radius $r$ of the imploded plasma ( $W \propto I^{3} / r M^{1 / 2}$ ) in the model presented in [9,10] requires detailed knowledge of the radial current distribution in the pinch. The necessary theoretical modification of formula (2) is beyond the scope of our experimental study.

The plasma rainstorm shown in Figs. 2 and 4a can serve as an indicator for the implosion quality of a Z-pinch. The rainstorm occupies almost all of the space inside the array if not all of the plasma was collected in the paraxial zone by the time of intense pinch radiation; i.e., the plasma production is excessively prolonged, and the implosion quality is unsatisfactory (Fig. 2). In contrast, for the composite pinch with the best radiation parameters (Fig. 4), the rainstorm occupies only part of the space inside the inner array. In this case, the prolonged plasma production in the inner array delays the ultimate implosion of the entire composition, so the outer peripheral plasma has time to implode to a smaller radius.

### 5.3. Azimuthal Inhomogeneity of the Imploded State of a Z-Pinch

Let us now discuss the filaments-the azimuthal inhomogeneity of the imploded state of a Z-pinch. During the spatially inhomogeneous prolonged plasma production, the plasmoids are radially elongated clumps of dense plasma with relatively small diameters. As the plasmoids contract toward the array axis, they decrease in radial size and merge into isolated filaments-the plasma structures elongated mainly along the discharge axis.

The filamentary structures in Z-pinches are well known [11-16]. The necessary condition for their maintenance is an excess of the total discharge current $I$ over the current $J$ that corresponds to the Bennett equilibrium condition for the pinch as a whole:

$$
\begin{equation*}
I^{2}>J^{2}=3.2 \times 10^{-22}\left(T_{i}+Z T_{e}\right) N_{i} \tag{3}
\end{equation*}
$$

Here, $I$ and $J$ are measured in MA, $N_{i}=M / m\left[\mathrm{~cm}^{-1}\right]$ is the linear ion density, $m$ [g] is the ion mass, $T_{e}$ and $T_{i}[\mathrm{eV}]$ are the electron and ion plasma temperatures, and $Z$ is the effective ion charge.

The maximum possible number of current-carrying plasma filaments $f$ at a given current $I$ is determined by the condition for the maintenance of Bennett equilibrium for each filament:

$$
\begin{equation*}
f=\frac{I^{2} m}{3.2 \times 10^{-22}\left(T_{i}+Z T_{e}\right) M} \tag{4}
\end{equation*}
$$

Naturally, the Bennett equilibrium of each filament does not hinder their group contraction.

Under typical experimental conditions at the Angara-5-1 facility for a total discharge current $I=$ 2.5 MA and a linear tungsten plasma mass $M=5 \times$ $10^{-4} \mathrm{~g} \mathrm{~cm}^{-1}$, two current filaments will be maintained, for example, at an electron temperature of $T_{e}=200 \mathrm{eV}$, $Z \sim\left(T_{e}\right)^{0.5} \sim 14$, and an ion temperature of $T_{i}=3000 \mathrm{eV}$. We observed two filaments in an imploded pinch in a number of experiments. A larger number of filaments could be maintained in the pinch when the discharge current and the temperature and linear mass of the imploding plasma increased, because all of the plasma parameters in the denominator of formula (4) are small. However, in this period of process development, the plasma streams have such a pronounced axial inhomogeneity and radial orientation that it makes no sense to speak about the current filaments elongated along the discharge axis.

The number of filaments at the final stage of pinch implosion depends on many factors, including the initial azimuthal current distribution at discharge cold start and the magnetic-field diffusion time, which determines the rate of inhomogeneity smearing or merging of neighboring filaments.

We repeat in connection with the first of these factors that for the current-induced implosion of multiwire
arrays, the initial conditions for the formation of structures are specified by the strong azimuthal inhomogeneity of the plasma-producing medium. Numerous current filaments are formed in discharges with a rapidly rising current through an azimuthally homogeneous medium (gas), which also merge into several current filaments during the implosion [1]. In this context, there is no qualitative difference between the implosion of a tungsten multiwire array and the implosion of a gas liner made of material with a large atomic number, for example, xenon. Quantitatively, the degree of implosion of multiwire arrays, especially composite ones, is higher than the degree of implosion of a xenon liner, because the initial plasma-production structure in the arrays is more regular than the current filaments randomly scattered with respect to azimuth in xenon.

We will estimate the smearing time $\tau$ of the plasmoids and filaments due to plasma diffusion in a magnetic field from the condition

$$
\begin{equation*}
\tau \sim \frac{4 \pi \sigma \delta^{2}}{c^{2} \beta}, \tag{5}
\end{equation*}
$$

where $\delta$ is the characteristic diameter of the structure, $\sigma$ is the plasma electrical conductivity, $c$ is the speed of light, and $\beta$ is the ratio of the gas-kinetic plasma pressure to the magnetic plasma pressure. Assuming that $\beta \sim 1, \delta \sim 1 \mathrm{~mm}$, and $\sigma \sim 10^{14} \mathrm{~s}^{-1}$ for a state close to the imploded, equilibrium state, we obtain $\tau \sim 10^{-8} \mathrm{~s}$. As we see, the estimated diffusion smearing time of filaments in the phase of an imploded pinch is on the order of the pinch pulse duration. At the stage of discharge development ( $\sim 100 \mathrm{~ns}$ ) under prolonged plasma production conditions ( $\sim 70 \mathrm{~ns}$ ), $\beta \ll 1$, so the diffusion smearing time scale for the forming inhomogeneities is much longer than $10^{-8} \mathrm{~s}$. Consequently, the inhomogeneities will not be smeared at this time either. Thus, the estimated rates of diffusion smearing of the inhomogeneities both during the formation of a plasma rainstorm and in the imploded pinch state are consistent with the experimental evidence of their existence.

## 6. CONCLUSIONS

Our experimental results show that for the currentinduced implosion of multiwire tungsten arrays, significant azimuthal and axial plasma inhomogeneities result from discharge cold start and prolonged plasma production, which determine the subsequent implosion dynamics of the generated plasma. The $[\mathbf{j} \times \mathbf{H}]$ forces cause the generated plasma to collapse toward the paraxial zone in the form of numerous radially elongated plasmoids with relatively small diameters. As the plasmoids contract toward the array axis, they decrease in radial size and merge into isolated plasma current filaments elongated mainly along the discharge axis. The plasma of the forming $Z$-pinch also remains spatially inhomogeneous at the time of intense X-ray radiation.

We call this stream of plasmoids a radial plasma rainstorm. Since the original inhomogeneities of the imploding plasma resulting from cold start and prolonged plasma production have a crucial effect on the final parameters of the multiterawatt radiating $Z$-pinch, we believe that the models of a superterawatt radiating $Z$-pinch in plasma of matter with a large atomic number that disregard the effects of cold start and prolonged plasma production do not correspond to reality.
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#### Abstract

The excitation of an equilibrium subsystem of point defects in plastically strained NaCl :Eu crystals has been studied. It is established that the macroplastic straining of crystals containing three-dimensional $\mathrm{EuCl}_{2}$ precipitates leads to a decrease in the amount of these precipitates, accompanied by the appearance of new emission centers of two types. In the easy glide stage, the plastic straining is additionally accompanied by a decrease in the fraction of flat $\mathrm{EuCl}_{2}$ precipitates and an increase in the content of nonequilibrium small-size complexes of impurity-vacancy dipoles sensitive to an external magnetic field. In thoroughly annealed crystals with the point defect subsystem in a nearly equilibrium state, individual dislocations exhibit displacement caused by the action of a pulsed magnetic field and by the joint action of constant and microwave magnetic fields under the electron paramagnetic resonance conditions. © 2003 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The influence of magnetic fields on the mechanical, optical, and electrical properties of diamagnetic solids with structural defects has been extensively studied (see reviews [1, 2]). The main common feature of these phenomena is that a low-energy magnetic field with an induction of $\sim 1 \mathrm{~T}$, capable only of transferring to a paramagnetic particle (or a structural defect) an energy two to three orders of magnitude below the average energy of thermal fluctuations, can lead to a significant (sometimes severalfold) change in the parameters of plasticity and other properties of the initial crystals.

This problem has been solved in the case of magnetoplastic effects (MPEs) related to a change in the structure of point defect clusters in ionic crystals. It was established [3-6] that the external magnetic field affects the structure of nonequilibrium intermediate clusters of point defects arising in the crystals as a result of aggregation of impurity-vacancy dipoles upon quenching. Previously, direct experimental evidence of the participation of spins in MPEs was obtained [5, 6]. This, as well as thermodynamic considerations developed in the physics of spin-dependent processes involving structural defects [7] and in the spin chemistry [8, 9] led to the conclusion that nonequilibrium conditions are necessary to provide for the effect of a weak magnetic field upon the physical properties of materials. At the same time, there are reliable and well-reproduced MPEs that do not require any intentional excitation of the equilibrium subsystem of defects for the manifestation of changes in the plasticity of crystals exposed to a magnetic field [10-18]. As is known, the motion of dis-
locations is capable of generating new defects [19, 20] and violating the equilibrium distribution of paramagnetic impurity ions over clusters of various types. In principle, this factor can favor the formation of magnetosensitive configurations of such clusters, similar to those appearing upon quenching, or complexes of the dislocation-vacancy type studied in [10-15].

The goals of this investigation were as follows: (i) to find and study the excited states of defects created by moving dislocations in aged $\mathrm{NaCl}: \mathrm{Eu}$ crystals with an initial equilibrium distribution of Eu over the clusters of various configurations; (ii) to verify the hypothesis that magnetically sensitive Eu clusters can form in the course of plastic straining of aged and thoroughly annealed crystals; and (iii) to establish the possible mechanisms of defect nucleation and identify the types of nonequilibrium defects generated in the course of plastic straining.

## 2. EXPERIMENTAL METHODS

The choice of $\mathrm{NaCl}: E u$ crystals for this investigation is related to the fact that $\mathrm{Eu}^{2+}$ ions are convenient spectroscopic labels for (i) detecting magnetic-fieldinduced changes via measurements of the photoluminescence (PL) spectra [21], (ii) determining the concentration of free impurity-vacancy dipoles, and (iii) monitoring the time variation of this concentration by means of the electron paramagnetic resonance (EPR) spectroscopy [22]. In addition, it was recently established experimentally [5] that $\mathrm{Eu}^{2+}$ ions participate in spindependent events influencing the plasticity of $\mathrm{NaCl}: \mathrm{Eu}$ crystals in an external magnetic field.

The experiments were performed with $\mathrm{NaCl}: E u$ single crystals of three types: (i) crystals aged for five years at room temperature after growth (Eu content, 0.1 at. \%); (ii) crystals annealed for two weeks at $700^{\circ} \mathrm{C}$ (with one-week heating and cooling stages), containing $0.01 \mathrm{at} . \% \mathrm{Eu}$; and (iii) quenched samples prepared from aged crystals by heating for 1 h at $700^{\circ} \mathrm{C}$ and rapid cooling at an average rate of $5 \mathrm{~K} / \mathrm{s}$.

The macroplastic straining of crystals was performed either in an Instron machine operating in the strain rate interval from $10^{-5}$ to $10^{-3} \mathrm{~s}^{-1}$ or in a specially constructed hard machine combined with a setup for PL investigations. The PL spectra of the crystals were excited by UV radiation from a xenon lamp (DKSSh120) passed through a monochromator (MDR-4). The spectra were detected in the wavelength range from $\lambda=$ 400 to 650 nm using the second monochromator (MDR-6) and a photomultiplier (FÉU-106). Unless otherwise stated, the PL spectra were recorded at room temperature using excitation at a wavelength of 370 nm . For detecting the magnetic-field-induced changes in the PL spectra, the sample was placed into a solenoid in which magnetic field pulses having a halfsine shape with a duration of 10 ms and an amplitude of $B=6 \mathrm{~T}$ were generated.

The mobility of individual dislocations was studied by the method of double chemical etching. In the interval between the two etching steps, the sample was placed into a cylindrical cavity of a standard X-band radiospectrometer tuned to an EPR line related to the change in plasticity (for detail, see [4, 5, 23]). After exposure of the crystal in mutually perpendicular constant and microwave magnetic fields, a mean range $L$ of the edge dislocations at a given value $B$ of the magnetic induction was determined from the results of 100-200 measurements. The next analogous sample was used to determine $L$ at a different $B$ value. Using 40-50 samples, we obtained the field dependence $L(B)$ measured under otherwise identical conditions, including the same parameters of the microwave magnetic field.

## 3. EXPERIMENTAL RESULTS

### 3.1. The Effect of Plastic Straining on the Photoluminescence of Crystals

The typical PL spectrum of an unstrained aged crystal exhibited several bands (Fig. 1, $\varepsilon=0$ ). The straining of a crystal led to redistribution of the emission intensity between various regions of the spectrum and to the appearance of a new, previously unreported band at $\lambda=$ 536 nm (Fig. 1). The strain-induced changes in the PL spectrum were retained upon unloading of the crystal and could be observed during storage of the sample at room temperature over not less than three months. These changes occur in the bulk of the crystal, rather than in a surface layer, since the PL spectra measured from a freshly cleaved surface of a prestrained sample were identical to the spectra of strained crystals in Fig. 1.


Fig. 1. The PL spectra of aged $\mathrm{NaCl}: E u$ crystals strained to various relative deformations ( $\varepsilon=0-29 \%$ ).

In order to determine to what extent the changes observed in the PL spectrum are related to the motion of dislocations, the monochromator in the detection channel was tuned to $\lambda=410$ or 536 nm and variation of the PL intensity at each of these wavelengths was measured as dependent on the relative deformation $\varepsilon$ of the crystal, simultaneously with recording of the stressstrain ( $\sigma-\varepsilon$ ) diagram. It was established that the PL spectrum remains virtually unchanged until reaching the yield point (see the inset in Fig. 2). When the yield point is reached and the intense multiplication of dislocations begins, the PL intensity at $\lambda=410 \mathrm{~nm}$ exhibits a sharp drop, while that at $\lambda=536 \mathrm{~nm}$ increases (Fig. 2). At the end of the easy glide stage, these changes slow down; in the stain hardening stage, the PL intensity in both spectral regions almost ceases to change with further increase in the relative plastic deformation. Thus, the strain-induced variations in the PL spectrum are sensitive to change in the stages of crystal straining, corresponding to the amount of dislocations and the regime of their motion.

The PL spectrum of a strained aged crystal could be decomposed into several Gaussian lines (Fig. 3) with strictly fixed centers of each component. These components include four previously reported emission bands centered at 410, 427, 439, and 480 nm (see, e.g., [24]). These components were characterized by the positions of their centers and by the linewidth known from [24]. Broadening of the left wing of the new component centered at $\lambda=536 \mathrm{~nm}$, as well as a large rms deviation obtained in attempts at modeling the observed spectrum using only five components, allowed us to suggest that straining of the samples leads to the appearance of two, rather than one, new emission bands. In order to verify this assumption, the PL spectrum was measured using pulsed excitation by a nitrogen laser with $\lambda=337 \mathrm{~nm}$ and a pulse width of 10 ns , instead of the xenon lamp.


Fig. 2. Plots of (a) PL intensity $I$ at $\lambda=536$ (1) and 410 nm (2) and (b) mechanical stress $\sigma$ versus relative deformation $\varepsilon$ of aged $\mathrm{NaCl}: E u$ crystals. Vertical dashed lines indicate the yield point (left) and the end of the easy glide stage (right). The inset in (a) shows the fragments of curve 1 and plot (b) in the vicinity of the yield point.


Fig. 3. The PL spectrum of an aged $\mathrm{NaCl}:$ Eu crystal strained to $\varepsilon=20 \%$ decomposed into Gaussian components centered at $\lambda=410$ (1), 427 (2), 439 (3), and 480 nm (4) (known from [24]) and two new components centered at $\lambda=536$ (5) and 599 nm (6). The inset shows a part of the PL spectrum excited by the radiation of a pulsed nitrogen laser with $\lambda=$ 337 nm and a pulse width of 10 ns .

With this excitation, an additional PL peak was clearly pronounced at $\lambda=599 \mathrm{~nm}$ (see the inset to Fig. 3). Thus, the plastic straining of $\mathrm{NaCl}: E u$ crystals leads to the appearance of two new emission bands. With allowance for these components, the PM spectrum was modeled using six Gaussian lines with a precision of 0.999 . In the following investigation, the behavior of each band was traced separately.

In order to determine whether the new emission bands correspond to intrinsic or impurity defects, we studied the effect of straining on the luminescence of quenched $\mathrm{NaCl}: E u$ crystals. The PL spectrum of a quenched crystal is simpler as compared to the spectra of other samples, since coarse precipitates are dissolved at elevated temperatures. The spectrum remained unchanged upon straining a quenched crystal up to $\varepsilon=$ $25 \%$ (Fig. 4a). The new emission bands appeared neither in nominally pure NaCl crystals nor in the aged or quenched crystals of $\mathrm{NaCl}: \mathrm{Ca}$ (containing $0.01 \mathrm{at} . \%$ Ca ), although the dimensions of $\mathrm{Ca}^{2+}$ ions, the types of precipitates formed by this impurity, and the conditions of dislocation motion were analogous to those in the aged $\mathrm{NaCl}: E u$ crystals. These results indicated that the new PL bands are related to the formation of centers that contained Eu, rather than to the $F$-like centers such as those reported in $[19,20]$. This conclusion is also confirmed by similarity of the luminescence excitation spectrum of the new band to the excitation spectra of other known precipitates and complexes containing Eu (Fig. 4b).

The isochronous annealing of strained aged crystals at various temperatures, followed by cooling in air, leads to the disappearance of all emission bands (both strain-induced and those observed in the spectra of unstrained crystals) in favor of a single band at $\lambda=$ 427 nm . Upon annealing, the intensity of this band exhibits a more than 20 -fold increase (Fig. 5). The annealing temperature necessary for the complete suppression of emission in the bands at $\lambda=536$ and 599 nm is significantly lower than that for the elimination of other bands (Fig. 5).

### 3.2. The Effect of Magnetic Field on the Photoluminescence of Plastically Strained Crystals

In the next series of experiments, the aged crystals were unloaded between sequential straining steps and subjected to the action of a pulsed magnetic field. The PL spectra were measured before and after the exposure of strained crystals to the magnetic field. The difference between the two spectra was evidence of the magnetic field effect upon the luminescence of samples. It was found that exposure of the NaCl :Eu crystals to magnetic field leads to a redistribution of the emission intensity between various components of the PL spectrum (Fig. 6). The study of variation of each separate component showed that the intensity of emission at $\lambda=427 \mathrm{~nm}$ decreases, while that of the band at 439 nm


Fig. 4. (a) PL spectra of quenched $\mathrm{NaCl}:$ :u crystals strained to $\varepsilon=0$ (1) and $25 \%$ (2). (b) The excitation spectra for the PL bands at $\lambda=410$ (1), 536 (2), 439 (3), and 427 nm (4) of an aged crystal strained to $\varepsilon=20 \%$.


Fig. 5. Plots of the integral intensities $I$ of separate components of the PL spectrum versus temperature $T$ of isochronous annealing ( 15 min ; air cooling) for aged $\mathrm{NaCl}: E u$ crystals strained to $\varepsilon=25 \%$ : $\lambda=480$ (1), 439 (2), 410 (3), 427 (4), 536 (5), 599 nm (6).
increases. The other bands, including the new ones at $\lambda=536$ and 599 nm , were not affected by the applied magnetic field (Fig. 6).

The external magnetic field influenced the PL spectra of strained crystals only in a narrow range of relative deformations $\varepsilon$ corresponding to the easy glide stage (Fig. 7). The maximum effect of the applied magnetic field on the luminescence was always reached in this stage, whereas it was absent in the elastic region and in stages of strain hardening (Fig. 7).

For comparing the effect of straining to that of the magnetic field, the two treatments were applied in different orders to the same sample (Fig. 8). The exposure of the unstrained sample to magnetic field did not change the PL spectrum (Fig. 8). The straining increased the intensity of emission at $\lambda=427 \mathrm{~nm}$, while the magnetic field decreased this intensity. After exposure to magnetic field, the crystals exhibited continuous changes accompanied by a slow decrease in intensity of the emission band at $\lambda=427 \mathrm{~nm}$ (Fig. 8). An analogous behavior was observed upon deformation of the crystal without exposure to magnetic field (Fig. 8). Note that the effect of magnetic field on the luminescence can be repeatedly observed on the same sample subjected to the next straining step after the previous exposure to magnetic field (Fig. 8). In the case of repeated exposures of a strained crystal to magnetic field, the PL spectrum exhibited a change only after the first pulse, while the subsequent pulses left the spectrum virtually unchanged.

### 3.3. The Effect of Magnetic Field on the Mobility of Individual Dislocations in Annealed Crystals

Previously [5], we reported on the MPE in NaCl:Eu crystals, which was manifested in the same stage of


Fig. 6. PL spectra of aged $\mathrm{NaCl}: E u$ crystals strained to $\varepsilon=2 \%$, recorded (1) before and (2) after exposure to magnetic field and decomposed into Gaussian components (depicted by thin solid and dashed lines, respectively).


Fig. 7. Plots of (1) relative intensity change $\Delta I / I$ of the PL band at $\lambda=427 \mathrm{~nm}$ under the action of magnetic field and (2) mechanical stress $\sigma$ versus the relative deformation $\varepsilon$ (before exposure to the field) for aged $\mathrm{NaCl}: \mathrm{Eu}$ crystals. Vertical dashed lines indicate the yield point (left) and the end of the easy glide stage (right).
impurity aggregation upon quenching as that in which we observe the effect of magnetic field on the luminescence [21]. For this reason, it was of principal interest to study the effect of magnetic field on the mean range of individual dislocations in the crystals upon prolonged annealing, that is, in a material where the distribution of impurity ions over the clusters of various configurations is close to equilibrium.

Upon introducing dislocations into such crystals via scratching of the sample surface followed by chemical etching, exposure to magnetic field (a $10-\mathrm{ms}$ pulse of


Fig. 8. Plot of integral intensity $I$ of the PL band at $\lambda=$ 427 nm versus current time $t$ for an aged $\mathrm{NaCl}:$ Eu crystal in the course of various sequential treatments: (1) no external factors; (2) plastic straining; (3) magnetic field action (the time scale of exposures to magnetic field is strongly expanded).
$B=6 \mathrm{~T}$ amplitude), and second etching step, it was found that the magnetic field produced a significant displacement of the dislocations as compared to that in the samples not exposed to the field. The exposure of such crystals in the crossed microwave and constant magnetic fields (exciting EPR in the structural defects) produced a shift of the individual dislocations, the range of which reached a maximum at certain discrete values of $B$ (Fig. 9). This effect was observed only for the mutually perpendicular orientation of the constant and microwave magnetic fields, that is, the dislocations exhibited a shift only under the conditions of EPR for the spin-dependent transitions.

Therefore, the mechanism of magnetic field action upon plasticity is related to the field-induced spin transitions in structural defects. The observed MPE is analogous to that reported previously $[5,6]$, whereby the magnetic field changes the state of nonequilibrium complexes of point defects formed as a result of quenching.

## 4. DISCUSSION OF EXPERIMENTAL RESULTS

The observed variation of the PL spectra of $\mathrm{NaCl}: \mathrm{Eu}$ crystals depending on the sample deformation stage (Fig. 2) indicates that the interaction between dislocations and precipitates leads to the formation of defects of new types containing Eu atoms. Therefore, analysis of the obtained experimental data requires knowledge of the atomic structure of Eu complexes present in the crystals prior to straining.

Figure 10 shows schematic diagrams representing some of the known complexes, the structures of which were established by X-ray diffraction in combination with data on contributions to the PL spectra [26]. The


Fig. 9. Plot of mean range $L$ of individual edge dislocations in aged $\mathrm{NaCl}: E u$ crystals versus strength $H$ of a constant magnetic field applied (1) simultaneously with an orthogonal microwave ( 9560 MHz ) magnetic field ( 15 min ) and (2) in the absence of a microwave field.
corresponding quantum yields were reported in [27]. The three-dimensional $\mathrm{EuCl}_{2}$ precipitates with a fluorite structure are responsible for the emission band centered at $\lambda=410 \mathrm{~nm}$ (quantum yield, $\sim 0.1$ ). The flat $\mathrm{EuCl}_{2}$ precipitates occurring in the (111) plane (Fig. 10b) and (301) plane (Fig. 10c) emit in the bands centered at $\lambda=439$ and 480 nm , respectively, with a quantum yield of about 0.3 . Far fewer data are available on the atomic structure of small-size clusters composed of a small number (below ten) of impurity-vacancy dipoles. The possible configurations of such complexes (Fig. 10a) were theoretically calculated by means of the free energy minimization [28]. It was reliably established that these defects, together with separate impu-rity-vacancy dipoles [26, 28-30], contribute to the PL band centered at $\lambda=427 \mathrm{~nm}$; the quantum yield of these defects falls within 0.98-1.00 [26].

In order to interpret the observed pattern of changes in the PL spectrum of $\mathrm{NaCl}: E u$ crystals under the action of plastic straining and magnetic fields, it is necessary to consider differences in the dependence of the intensity of various spectral components on the relative deformation $\varepsilon$ (Fig. 11). The PL bands related to the three-dimensional precipitates, as well as the new band at $\lambda=536 \mathrm{~nm}$, exhibit saturation on approaching $\varepsilon=$ $10 \%$ (Fig. 11a), while changes in the intensity of bands due to the flat precipitates attain plateaus only at $\varepsilon \sim$ $20 \%$ and the PL band due to small-size clusters of impurity-vacancy dipoles exhibits no saturation at all (Fig. 11b). Additional grounds for dividing the spectral components into two groups, as presented in Figs. 11a and 11b, was provided by a comparative analysis of the absolute values of changes in the integral intensities of separate PL bands caused by plastic straining. There are strong changes in the intensity of PL bands due to the three-dimensional precipitates and the new band at $\lambda=$ 536 nm , and less pronounced variations in the other parts of the PL spectrum. The same conclusion follows from an analysis of the effective radius of interaction between dislocations and precipitates, calculated using a method described in [31]. According to these estimates, the effective radius of the interaction of dislocations with the three-dimensional precipitates and the new defects is approximately $9-11 \AA$, while an analogous value for the emitting defects of other types is about $1-2 \AA$.

Thus, processes taking place under the action of plastic straining can be divided into two types: (i) transformation of the three-dimensional $\mathrm{EuCl}_{3}$ precipitates into defects emitting at $\lambda=536 \mathrm{~nm}$ and (ii) transformation of the flat $\mathrm{EuCl}_{2}$ precipitates into small-size clusters (precipitates cut by dislocations).

The new emission band centered at $\lambda=599 \mathrm{~nm}$ cannot be unambiguously attributed to either of the above types because of weak intensity and a relatively small contribution to the total PL spectrum. However, the possibility of separating the component at $\lambda=599 \mathrm{~nm}$ by replacing continuous radiation of a xenon lamp with

(a)

(b)

(c)

Fig. 10. Schematic diagrams showing the atomic structures of complexes as revealed by X-ray diffraction in $\mathrm{NaCl}: \mathrm{Eu}$ crystals, representing (1) $\mathrm{Eu}^{2+}$ ions, (2) cationic vacancies V, and (3) Cl atoms [25]: (a) impurity-vacancy dipoles and related small-size clusters; (b) flat precipitates occurring in the (111) plane and emitting at $\lambda=439 \mathrm{~nm}$; (c) flat precipitates occurring in the (310) plane and emitting at $\lambda=$ 480 nm (depicted in projection onto the (111) plane).
short excitation laser pulses (see Fig. 3 and the inset) is indicative of a difference in the lifetimes of the excited states emitting at 536 and 599 nm . Taking into account that only one type of radiative transitions can be excited in the interval of wavelengths used for the PL excitation in our experiments, we may conclude that each of the new emission bands corresponds to its own type of


Fig. 11. Plots of the integral intensities $I$ of separate components of the PL spectrum versus relative deformation $\varepsilon$ of aged $\mathrm{NaCl}: E u$ crystals: (a) components centered at $\lambda=$ 410 (1) and 536 (2), and their average intensity (3); (b) components centered at 480 (1), 427 (2), and 439 (3) and their average intensity (4) determined taking into account the corresponding quantum yields.
defects. This conclusion is confirmed by the fact that the two bands disappear upon isochronous annealing at different temperatures (Fig. 5). The lower temperatures sufficient for the annealing of the PL bands at $\lambda=536$ and 599 nm as compared to the temperatures required for the dissolution of $\mathrm{EuCl}_{2}$ precipitates is evidence that the new defect clusters are less stable (i.e., they possess a lower binding energy) than the precipitates (Fig. 5).

It was established that the EPR spectra of aged $\mathrm{NaCl}: E u$ crystals remain unchanged (to within a $\sim 10 \%$ experimental accuracy) upon straining of the samples. Since, according to [32], only isolated impurityvacancy dipoles contribute to these spectra, we may conclude that plastic straining does not generate such defects and only leads to the formation of small-size clusters. It should be noted that summation of the PL intensity variations in the separate emission bands, with allowance for their subdivision into two groups and the corresponding quantum yields, gives constant values virtually independent of the relative deformation level (dashed lines in Figs. 11a and 11b). This result confirms the correctness of the notion on precursor defects and the emission centers formed as a result of their interaction with dislocations.

The absence of changes in the PL spectra measured upon straining the quenched NaCl :Eu crystals (Fig. 4a), where the impurity occurs in the form of relatively mobile impurity-vacancy dipoles and small-size clusters (more effectively trapped by dislocations than the immobile $\mathrm{EuCl}_{2}$ precipitates in the aged crystals), suggests that the process of impurity trapping by dislocation cores can hardly explain the strain-induced
changes observed in the aged crystals. Moreover, the most intensive multiplication of dislocations and increase in their total length take place in the stage of strain hardening [33], but our experiments showed that the change in the PL spectra in this stage is rather insignificant (Fig. 2). In the region of saturation of the straininduced changes in the PL spectra (i.e., for $\varepsilon>10 \%$ ), the emission bands due to precipitates retain rather large intensity. This implies that saturation of the $I(\varepsilon)$ curves is not caused by exhaustion of the source of related defects. Therefore, the amount of new defects formed in the course of plastic straining is determined by the area swept by moving dislocations, rather than by their total amount and length. This suggests that the new defects emitting at $\lambda=536 \mathrm{~nm}$ occur in the vicinity of the slip planes passed by dislocations, rather than in their cores. Then, saturation of the $I(\varepsilon)$ curves can be explained by a change in the regime of dislocation motion and the conditions of interaction between dislocations and precipitates in the stage of strain hardening.

Previously [22], we established that magnetic field is capable of influencing the luminescence of $\mathrm{NaCl}: \mathrm{Eu}$ crystals via the transformation of small-size clusters of impurity-vacancy dipoles. A change in the structure of these dipoles in the applied magnetic field also leads to a change in the plasticity [3, 4]. For these reasons, it was quite natural to observe the effect of magnetic fields on the state of small-size clusters of impurityvacancy dipoles formed due to the dislocations "cutting" the flat precipitates (Fig. 6). An increase in the intensity of emission at $\lambda=480 \mathrm{~nm}$ under the action of magnetic field suggests that the field increases the rate of relaxation of the nonequilibrium small-size complexes and stimulates their aggregation into two-dimensional $\mathrm{EuCl}_{2}$ precipitates occurring in the (111) plane. Thus, the effect of the applied magnetic field is opposite to that of the plastic straining.

The dependence of the magnetic-field-induced change in the integral emission intensity $\Delta I / I$ at $\lambda=$ 427 nm on the relative deformation $\varepsilon$ resembles an analogous dependence for an MPE observed during the macroplastic straining of $\mathrm{NaCl}: \mathrm{Ca}$ crystals [34]. The disappearance of that MPE in the stage of strain hardening was explained [34] by replacement of magnetosensitive obstacles by those of some other types (vacancies and dislocation trees) insensitive to the field. However, the present study revealed long-term (up to within 30 h ) variations in the PL spectra of strained crystals after exposure to magnetic field (Fig. 8). This behavior indicates that changes in the PL spectra cannot be explained by the displacements of dislocations related to their spin-dependent interaction with a paramagnetic impurity. This mechanism of the magnetic field action (originally proposed in [10]) requires the presence of a magnetic field in the course of the dislocation motion. In our experiments, the magnetic field apparently influenced the structure of small-size clusters of impurityvacancy dipoles in the volume of a crystal.

Vanishing of the magnetic field effect in the stage of strain hardening (Fig. 6) can be explained taking into account that the magnetic field pulse applied after each straining step reveals a relative intensity increment $\Delta I / I$ related to the formation of the corresponding portion of magnetosensitive clusters. Under the action of magnetic field, these clusters are irreversibly converted into different configurations incapable of contributing to $\Delta I$ during subsequent exposures to the magnetic field. We may suggest that the effective generation of vacancies and dislocation forest in the stage of strain hardening [34] is accompanied by cutting of the $\mathrm{EuCl}_{2}$ precipitates, leading to the formation of clusters insensitive to the magnetic field. In this case, the $\Delta I / I$ curve measured in the course of repeated straining probably reflects an increase in the density of magnetosensitive complexes due to each sequential straining step.

In conclusion, it should be noted that, in contrast to MPEs observed in quenched crystals [6], the displacement of dislocations in annealed crystals exposed to magnetic field (Fig. 9) cannot be related to the formation of magnetosensitive small-size clusters in the course of impurity aggregation. Probably, the aforementioned processes, involving the precipitate being cut by dislocations and leading to changes in the optical properties of aged crystals, can also take place when dislocations are introduced into annealed samples. In such a case, the process of dislocation introduction is just what leads to the nucleation of magnetosensitive clusters. It was difficult to verify this assumption in the present study, because the aged crystals are characterized by a low mobility of dislocations and their displacements cannot be revealed by the etching techniques. In annealed crystals, the distribution of impurity changes in favor of small-size clusters, which hinders monitoring of the state of impurity by PL measurements. Nevertheless, the data presented in Fig. 9 allow us to ascertain that the introduction of dislocations leads to the formation of nonequilibrium magnetosensitive defect configurations, which can be modified by the magnetic-field-induced reorientation of spins in the short-lived states probably generated by thermal fluctuations (for more detail, see [5, 6]). The magnetic-field-induced changes in the structure of these defects leads to an increase in the mean range of dislocations in $\mathrm{NaCl}: E u$ crystals. Such defects can be represented by quasimolecules of the dislocation-paramagnetic impurity center type or by the aforementioned small-size clusters contributing to the PL spectra.

## 5. CONCLUSIONS

1. It is established that plastic straining affects the PL spectra of NaCl:Eu crystals. Straining of the crystals causes redistribution of the intensity of emission from the defects existing in the initial material and leads to the appearance of new emission bands. It is found that the motion of dislocations initiates the conversion of three-dimensional $\mathrm{EuCl}_{2}$ precipitates, emit-
ting at $\lambda=410 \mathrm{~nm}$, into previously unknown centers of emission with $\lambda=536$ and 599 nm , the same quantum yield as that of the initial precipitates, and a lower binding energy. The flat $\mathrm{EuCl}_{2}$ precipitates occurring in the (111) and (301) planes are broken as a result of the plastic straining and transformed into nonequilibrium small-size complexes of the impurity-vacancy dipole type.
2. The small-size complexes of the impurityvacancy dipole type formed in the course of plastic straining include a fraction of defects sensitive to a magnetic field. The applied magnetic field accelerates the aggregation of such defects into $\mathrm{EuCl}_{2}$ precipitates. Thus, the magnetic field increases the rate of processes opposite to those related to the plastic straining.
3. In thoroughly annealed $\mathrm{NaCl}: E u$ crystals, where the point defect subsystem occurs in a nearly equilibrium state, freshly introduced edge dislocations exhibit displacement, both under the action of a pulsed magnetic field with an amplitude of 6 T and under the conditions of paramagnetic resonance in crossed constant and microwave fields. This magnetoplastic effect, observed in unquenched $\mathrm{NaCl}: E u$ crystals, is probably related to the generation of nonequilibrium Eu clusters in the course of plastic straining after the introduction of dislocations.
4. The defects of new types and the corresponding emission bands can be used for the development of sensors and dose meters for various types of radiation, based on the strained ionic crystals doped with rare earth impurities [35-38]. The use of silicon-based photodetectors in such devices (see [35]) requires phosphors with the emission bands shifted toward the red part of the spectrum. It was demonstrated that this can be provided by plastic straining.
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#### Abstract

Ballistic electron transport through a two-terminal nanodevice is considered. An explicit formula is derived for the transmission coefficient of an electron as a function of its energy. An equation for the parameters of the Breit-Wigner and Fano resonances is obtained. Conditions are found under which a collapse of Fano resonances is observed. The effect that the parameters and the arrangement of contacts have on the transport properties of a system is investigated. © 2003 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

In the last decade, the study of resonant tunneling of electrons in quantum nanostructures has attracted constant interest. A number of theoretical and experimental works have been devoted to the study of resonances and minima of the transmission coefficient. Electron transport through the Aharonov-Bohm ring was considered in [1-4]. The tunneling of electrons through quantum dots connected to conducting leads in various ways was theoretically investigated in [5-7]. The transport properties of a circular ballistic interferometer were studied in [8-10]. A number of studies [11-15] were devoted to the analysis of tunneling in quasi-one-dimensional and two-dimensional channels containing impurities; it was shown that two types of resonances in the transmission coefficient are possible in these channels, ordinary Breit-Wigner resonances and asymmetric Fano resonances. Similar resonances were also observed in threedimensional channels and constrictions [16,17].

The Fano resonances are associated with the interference between the localized states of a discrete spectrum and propagating electron waves. Interference phenomena closely related to Fano resonances have recently been intensively studied both theoretically and experimentally. These resonances are of universal nature and have been observed in different systems: during the photoionization of atoms, in electron and ion scattering, in Raman scattering, and in photoabsorption in quantum wells and superlattices. Experimentally, Fano resonances of conductivity were observed in [18-20]. The increase in attention to this problem is due to the fact that resonant states are responsible for the operation of such quantum electron devices as a resonance tunnel diode and a resonance transistor. Recent achievements in the field of nanotechnologies made it possible to fabricate curved conducting two-dimensional nanostructures of different configurations. These include, first of all, fullerenes and fullerene-like structures with metal-
lic-type chemical bonds, as well as metallic nanospheres. In view of this fact, a number of works have been devoted to the study of transport properties of a two-dimensional electron gas on curved surfaces [21, 22]. In these studies, the tunneling through nanostructures in which the motion of particles is finite attracts special interest because these structures may form a basis for a new generation of electron devices.

Until recently, theoretical studies of these nanostructures have mainly been focused on one-dimensional quantum rings; this fact is associated with the difficulties arising when simulating contacts between systems of different dimensions. Certain results in this direction were obtained in [23-25]. A general approach to the simulation of these contacts was developed in [26]. In the present paper, we apply this approach to investigate ballistic electron transport through a twoterminal nanodevice consisting of a nanostructure $\mathbf{S}$ of finite dimension with two conducting leads $\mathbf{R}_{1}^{+}$and $\mathbf{R}_{2}^{+}$ connected to it. The connecting leads are assumed to be one-dimensional and represented by the half-lines $x \geq 0$. As for the nanostructure $\mathbf{S}$, a general method for deriving a transmission coefficient that we apply in this study does not impose any special restrictions on its geometry. In particular, it may be a domain of a threedimensional or a two-dimensional space (a quantum dot), a surface (quantum sphere, quantum torus, etc.), or a one-dimensional quantum ring. The Schrödinger equation that describes the motion of an electron in such a structure may either be a free Hamiltonian or contain potentials, including the vector potential of an external magnetic field. In this paper, we consider in detail a sufficiently general case when the nanostructure $\mathbf{S}$ represents an arbitrary two-dimensional surface of finite size. It is important that the main results of this paper correspond to the case of nanostructures of arbitrary configuration.

## 2. THE HAMILTONIAN OF THE SYSTEM AND THE TRANSMISSION COEFFICIENT

The motion of electrons in the one-dimensional conducting lead $\mathbf{R}_{j}^{+}$is described by the free Hamiltonian

$$
H_{j}=p_{x}^{2} / 2 m
$$

where $m$ is the effective mass of an electron, $p_{x}$ is the operator of the electron momentum in the connecting lead, and $j=1,2$ is the lead number. Denote the points at which the conducting leads are connected to the nanostructure by $\mathbf{q}_{1}$ and $\mathbf{q}_{2}$. The wave functions of an electron in the nanostructure $\mathbf{S}$ and in the leads $\mathbf{R}_{j}^{+}$are denoted by $\psi_{S}$ and $\psi_{j}$, respectively.

To derive the Hamiltonian $H$ of the entire system, one has to impose linear boundary conditions on the wave function at the gluing points. As usually, the role of boundary parameters in the one-dimensional connecting leads $\mathbf{R}_{j}^{+}$is played by $\psi_{j}(0)$ and $\psi_{j}^{\prime}(0)$. To obtain the boundary conditions at points $\mathbf{q}_{j}$ on the surface of $\mathbf{S}$, one has to consider functions that have a logarithmic singularity at these points [26]:

$$
\begin{equation*}
\psi_{S}(\mathbf{x})=-u_{j}\left(\psi_{S}\right) \frac{m}{\pi \hbar^{2}} \ln \rho\left(\mathbf{x}, \mathbf{q}_{j}\right)+v_{j}\left(\psi_{S}\right)+R(\mathbf{x}) \tag{1}
\end{equation*}
$$

Here, $\rho\left(\mathbf{x}, \mathbf{q}_{j}\right)$ is the geodesic distance between points $\mathbf{x}$ and $\mathbf{q}_{j}$ on the surface, $R(\mathbf{x})$ is a remainder term that tends to zero as $\mathbf{x} \longrightarrow \mathbf{q}_{j}$, and $u_{j}\left(\psi_{S}\right)$ and $v_{j}\left(\psi_{S}\right)$ are complex coefficients that play the role of boundary values for $\psi_{S}$ at points $\mathbf{q}_{j}$ on $\mathbf{S}$. The necessity of considering singular wave functions follows from the fact that the Green function $G_{S}(\mathbf{x}, \mathbf{y} ; E)$ of the operator $H_{S}$ has a similar singularity for $\mathbf{x} \longrightarrow \mathbf{y}$.

It is clear that the boundary conditions that should to be imposed on the wave function at the contact points represent linear relations between $\psi_{j}(0), \psi_{j}^{\prime}(0)$ and $u_{j}\left(\psi_{S}\right), v_{j}\left(\psi_{S}\right)$. Following [26], we write these relations as

$$
\begin{gather*}
v_{j}\left(\psi_{S}\right)=\sum_{k=1}^{2}\left[B_{j k} u_{k}\left(\psi_{S}\right)-\frac{\hbar^{2}}{2 m} A_{j k} \Psi_{k}^{\prime}(0)\right], \\
\Psi_{j}(0)=\sum_{k=1}^{2}\left[\bar{A}_{k j} u_{k}\left(\psi_{S}\right)-\frac{\hbar^{2}}{2 m} C_{j k} \psi_{k}^{\prime}(0)\right]  \tag{2}\\
j=1,2
\end{gather*}
$$

Here, the elements $A_{j k}, B_{j k}$, and $C_{j k}$ form complex $2 \times 2$ matrices; the self-adjointness of the operator $H$ requires that matrices $B$ and $C$ should be Hermitian. The physical meaning of the elements of these matrices can easily
be revealed by invoking the theory of zero-range potentials [27]. From the viewpoint of this theory, the diagonal elements of matrix $B$ determine the magnitude of point perturbations of operator $H_{S}$ at points $\mathbf{q}_{j}$ of nanostructure $\mathbf{S}$. The off-diagonal elements of this matrix correspond to the tunnel coupling between points $\mathbf{q}_{1}$ and $\mathbf{q}_{2}$; therefore, if the effective size of the contacts is much smaller than the distance between them, these elements should be set equal to zero (see [28] for more details). Similarly, we assume that matrix $C$ is diagonal and interpret its element $C_{j j}$ as the intensity of a zerorange potential at the point $x=0$ in $\mathbf{R}_{j}^{+}$.

Now, consider matrix $A$. As is clear from formula (2), it characterizes the coupling between the connecting leads and nanostructure $\mathbf{S}$. Indeed, if $A=0$, then boundary conditions (2) decompose into four independent equations, two of which contain only the wave function on $\mathbf{S}$, while each of the remaining equations contains a wave function in one of the connecting leads; i.e., there is no coupling between the leads and the nanostructure. If $A_{j k} \neq 0$ for $j \neq k$, then there exist nontrivial boundary conditions that relate lead $\mathbf{R}_{j}^{+}$to point $\mathbf{q}_{k}$; this corresponds to the tunneling transition of electrons from one connecting lead to another, leaving $\mathbf{S}$ aside. Therefore, in the case of one-dimensional connecting leads, matrix $A$ should also be diagonal. In view of the aforesaid, the boundary conditions for the wave functions are chosen as

$$
\begin{gather*}
v_{j}\left(\psi_{S}\right)=B_{i j} u_{j}\left(\Psi_{S}\right)-\frac{\hbar^{2}}{2 m} A_{j j} \psi_{j}^{\prime}(0), \\
\psi_{j}(0)=\bar{A}_{i j} u_{j}\left(\psi_{S}\right)-\frac{\hbar^{2}}{2 m} C_{i j} \psi_{j}^{\prime}(0), \quad j=1,2 . \tag{3}
\end{gather*}
$$

According to the theory of scattering by zero-range potentials, the elements of matrix $B$ that describe point perturbations at points $\mathbf{q}_{j}$ on $\mathbf{S}$ and the elements of matrix $C$ that describe point perturbations at points $x=$ 0 in the connecting leads can be expressed in terms of scattering lengths $\lambda_{j}^{B}$ and $\lambda_{j}^{C}$ on these perturbations:

$$
B_{j j}=-\frac{m \ln \lambda_{j}^{B}}{\pi \hbar^{2}}, \quad C_{j j}=-\frac{m \lambda_{j}^{C}}{2 \hbar^{2}} .
$$

To further facilitate calculations, let us introduce scattering lengths $\lambda_{j}^{A}$ for parameters $A_{i j}$ by the formula

$$
A_{j j}=\frac{m}{\hbar^{2}} \sqrt{\lambda_{j}^{A}} e^{i \varphi_{j}}
$$

where $\phi_{j}$ is the argument of the complex number $A_{j j}$.

When energies do not coincide with eigenvalues $E_{n}$ of Hamiltonian $H_{S}$, a solution to the Schrödinger equation, normalized by the incident wave of unit amplitude in $\mathbf{R}_{1}^{+}$, is given by

$$
\begin{align*}
& \psi_{S}(\mathbf{x})=\xi_{1}(E) G_{S}\left(\mathbf{x}, \mathbf{q}_{1} ; E\right)+\xi_{2}(E) G_{S}\left(\mathbf{x}, \mathbf{q}_{2} ; E\right) \\
& \psi_{1}(x)=e^{-i k x}+r_{11}(E) e^{i k x}, \quad \psi_{2}(x)=t_{12}(E) e^{i k x} \tag{4}
\end{align*}
$$

Here, $k=\sqrt{2 m E} / \hbar$ is the electron wave vector, $\xi_{1}(E)$ and $\xi_{2}(E)$ are complex numbers, and $r_{11}(E)$ and $t_{12}(E)$ are the amplitude coefficients of the reflection and transmission of an electron, respectively. Considering asymptotics (1) for the wave function $\psi_{S}(\mathbf{x})$ from (4) in the neighborhood of points $\mathbf{q}_{1}$ and $\mathbf{q}_{2}$, we obtain

$$
u_{j}=\xi_{j}(E), \quad v_{j}=Q_{j j}(E) \xi_{j}(E)+Q_{j i}(E) \xi_{i}(E)
$$

Here, $Q(E)$ is a $2 \times 2$ matrix whose elements are expressed in terms of the Green function $G_{S}(\mathbf{x}, \mathbf{y} ; E)$ by the formula

$$
\begin{gather*}
Q_{i j}(E) \\
=\left\{\begin{array}{l}
G_{S}\left(\mathbf{q}_{i}, \mathbf{q}_{j} ; E\right), \quad i \neq j \\
\lim _{\mathbf{q}_{i} \rightarrow \mathbf{q}_{j}}\left[G_{S}\left(\mathbf{q}_{j}, \mathbf{q}_{i} ; E\right)+\frac{m}{\pi \hbar^{2}} \ln \rho\left(\mathbf{q}_{j}, \mathbf{q}_{i}\right)\right], \quad i=j
\end{array}\right. \tag{5}
\end{gather*}
$$

Substituting a solution in the form of (4) into boundary conditions (3), we obtain the following system of equations for the coefficients $r_{11}, t_{12}, \xi_{1}$, and $\xi_{2}$ :

$$
\begin{gather*}
\frac{i k \hbar^{2} A_{11}}{2 m} r_{11}+\left(Q_{11}(E)-B_{11}\right) \xi_{1}+Q_{12}(E) \xi_{2}=\frac{i k \hbar^{2} A_{11}}{2 m} \\
\frac{i k \hbar^{2} A_{22}}{2 m} t_{12}+Q_{21}(E) \xi_{1}+\left(Q_{22}(E)-B_{22}\right) \xi_{2}=0 \\
\left(1+\frac{i k \hbar^{2} C_{11}}{2 m}\right) r_{11}-\bar{A}_{11} \xi_{1}=\frac{i k \hbar^{2} C_{11}}{2 m}-1  \tag{6}\\
\left(1+\frac{i k \hbar^{2} C_{22}}{2 m}\right) t_{12}-\bar{A}_{22} \xi_{2}=0
\end{gather*}
$$

For convenience, we introduce dimensionless elements of matrix $Q$ by the formula

$$
\tilde{Q}(E)=\frac{\hbar^{2}}{m}[Q(E)-B]
$$

and express the elements of matrices $A$ and $C$ in terms of scattering lengths $\lambda_{j}^{A}$ and $\lambda_{j}^{C}$ introduced above.

Then, from system (6), we obtain

$$
\begin{gather*}
r_{11}(E)=\Delta^{-1}(E)\left[\left(k \lambda_{1}^{C}-4 i\right)\left(k \lambda_{2}^{C}+4 i\right) \operatorname{det} \tilde{Q}(E)\right. \\
-2 k \lambda_{2}^{A}\left(k \lambda_{1}^{C}-4 i\right) \tilde{Q}_{11}(E)  \tag{7}\\
\left.-2 k \lambda_{1}^{A}\left(k \lambda_{2}^{C}+4 i\right) \tilde{Q}_{22}(E)+4 k^{2} \lambda_{1}^{A} \lambda_{2}^{A}\right] \\
t_{12}(E)=16 i k \exp \left[i\left(\phi_{1}-\phi_{2}\right)\right] \\
\times \sqrt{\lambda_{1}^{A} \lambda_{2}^{A}} \tilde{Q}_{21}(E) \Delta^{-1}(E) \tag{8}
\end{gather*}
$$

where

$$
\begin{align*}
& \Delta(E)=\left(k \lambda_{1}^{C}+4 i\right)\left(k \lambda_{2}^{C}+4 i\right) \operatorname{det} \tilde{Q}(E) \\
& -2 k \lambda_{2}^{A}\left(k \lambda_{1}^{C}+4 i\right) \tilde{Q}_{11}(E)  \tag{9}\\
& -2 k \lambda_{1}^{A}\left(k \lambda_{2}^{C}+4 i\right) \tilde{Q}_{22}(E)+4 k^{2} \lambda_{1}^{A} \lambda_{2}^{A}
\end{align*}
$$

One can easily verify that the scattering matrix is unitary; in particular, relation $\left|r_{11}\right|^{2}+\left|t_{12}\right|^{2}=1$ holds, which represents a current conservation law. Note that formulas (7) and (8) are inapplicable when $\rho\left(\mathbf{q}_{1}, \mathbf{q}_{2}\right) \longrightarrow 0$ because one cannot neglect the off-diagonal components of matrices $A, B$, and $C$ in this case.

## 3. RESONANCE STRUCTURE

OF THE TRANSMISSION COEFFICIENT
Formulas (8) and (9) show that the transmission coefficient as a function of energy contains six phenomenological parameters: $\lambda_{j}^{A}, \lambda_{j}^{B}$, and $\lambda_{j}^{C}(j=1,2)$. Although the scattering lengths have a considerable effect on the function $t_{12}(E)$ in the general case, there are a number of phenomena that are independent of these parameters. We begin our analysis with these phenomena and then discuss the effect of the scattering lengths.

In the general case, the transmission coefficient $T_{12}(E) \equiv\left|t_{12}(E)\right|^{2}$ of an electron from the first connecting lead to the second has zeros of two different types; the zeros of the first type are at the points of spectrum $E_{n}$ of operator $H_{S}$ and are attributed to the poles of $Q_{i j}(E)$ at these points. In this case, the denominator in (8) generally has a pole of the second order, while the numerator has a pole of the first order; therefore, transmission coefficient $T_{12}(E)$ vanishes at these points. Note that the positions of the first-type zeros are independent of the distance between contacts. The zeros of the second type are attributed to the numerator in (8) and coincide with the zeros of function $\tilde{Q}_{21}(E)$. The positions of these zeros on the energy axis depend on the arrangement of points $\mathbf{q}_{1}$ and $\mathbf{q}_{2}$ on the surface of $\mathbf{S}$.

It follows from boundary conditions (3) that the transmission coefficients vanish if and only if the electron wave function $\psi_{S}(\mathbf{x})$ vanishes at point $\mathbf{q}_{2}$ of the second contact. When an incident wave of unit amplitude propagates along the first connecting lead, the coefficients $\xi_{1}(E)$ and $\xi_{2}(E)$ in (4) are expressed as

$$
\begin{gather*}
\xi_{1}(E)=\frac{4 \hbar^{2} k \sqrt{\lambda_{1}^{A}}}{m \Delta(E)} \exp \left(i \phi_{1}\right)  \tag{10}\\
\times\left[2 k \lambda_{2}^{A}-\left(k \lambda_{2}^{C}+4 i\right) \tilde{Q}_{22}(E)\right] \\
\xi_{2}(E)=\frac{4 \hbar^{2} k \sqrt{\lambda_{1}^{A}}}{m \Delta(E)} \exp \left(i \phi_{1}\right)\left(k \lambda_{2}^{C}+4 i\right) \tilde{Q}_{21}(E) \tag{11}
\end{gather*}
$$

Since the Green function represents a wave outgoing from a point source, one can say that each term $\xi_{j}(E) G_{S}\left(\mathbf{x}, \mathbf{q}_{j} ; E\right)$ in (4) represents a superposition of waves incoming to and outgoing from the point $\mathbf{q}_{j}$. As is clear from Eqs. (4) and (11), when $\tilde{Q}_{21}(E)=0$, the wave $\xi_{1}(E) G_{S}\left(\mathbf{x}, \mathbf{q}_{1} ; E\right)$ outgoing from the point $\mathbf{q}_{1}$ has a node at the point $\mathbf{q}_{2}$ since $G_{S}\left(\mathbf{q}_{1}, \mathbf{q}_{2} ; E\right)$ vanishes in this case. Then, there is no wave incoming to point $\mathbf{q}_{2}$ since coefficient $\xi_{2}(E)$ vanishes and the probability that an electron is situated near the second contact also vanishes; as a consequence, the electron does not reach the second connecting lead and the transparency of the system proves to be zero.

To investigate the electron wave function for energies coinciding with eigenvalues $E_{n}$ of operator $H_{S}$, we represent the elements of matrix $\tilde{Q}_{i j}(E)$ as

$$
\begin{equation*}
\tilde{Q}_{i j}(E) \approx \frac{\alpha_{i j}}{E-E_{n}}+\beta_{i j} \tag{12}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\operatorname{det} \tilde{Q}(E) \approx \frac{\operatorname{det} \alpha}{\left(E-E_{n}\right)^{2}}+\frac{\chi}{E-E_{n}} \tag{13}
\end{equation*}
$$

where

$$
\chi=\alpha_{11} \beta_{22}+\alpha_{22} \beta_{11}-\alpha_{21} \beta_{21}-\alpha_{21} \beta_{12}
$$

It follows from (5) that coefficients $\alpha_{i j}$ can be expressed as

$$
\begin{equation*}
\alpha_{i j}=-\frac{\hbar^{2}}{m} \sum_{l=1}^{v} \varphi_{l}\left(\mathbf{q}_{i}\right) \varphi_{l}^{*}\left(\mathbf{q}_{j}\right) \tag{14}
\end{equation*}
$$

where $\varphi_{l}(\mathbf{x})$ is an orthonormal basis of the proper subspace of operator $H_{S}$ that corresponds to a $v$-fold degenerate level $E_{n}$. Substituting asymptotics (12) of func-
tions $Q_{i j}(E)$ into solution (4) of the Schrödinger equation and passing to the limit as $E \longrightarrow E_{n}$, we obtain the following expression for $\psi_{S}(\mathbf{x})$ in the case $\operatorname{det} \alpha \neq 0$ :

$$
\begin{gather*}
\psi_{S}(\mathbf{x})=\frac{4 \hbar^{2} k \sqrt{\lambda_{1}^{A}} e^{i \phi_{1}}}{m\left(k \lambda_{1}^{C}+4 i\right) \operatorname{det} \alpha}  \tag{15}\\
\times \sum_{l=1}^{v} \varphi_{l}(\mathbf{x})\left[\alpha_{22} \varphi_{l}^{*}\left(\mathbf{q}_{1}\right)-\alpha_{21} \varphi_{l}^{*}\left(\mathbf{q}_{2}\right)\right]
\end{gather*}
$$

In this case, the wave function has no singularities at the contact points and cannot be interpreted as a superposition of incoming and outgoing waves. One may say that, when $E=E_{n}$, the electron wave function on the surface of $\mathbf{S}$ describes a standing wave with a node at point $\mathbf{q}_{2}$.

In addition to the functions defined by (15), the solution of the Schrödinger equation for $H$ at $E=E_{n}$ also contains linear combinations of the form

$$
\begin{equation*}
\psi_{S}(\mathbf{x})=\sum_{l=1}^{v} C_{l} \varphi_{l}(\mathbf{x}) \tag{16}
\end{equation*}
$$

that vanish at both gluing points. In contrast to the scattering states that contain $\exp ( \pm i k x)$, wave functions (16) can be normalized and correspond to a discrete energy level embedded into a continuous spectrum. The electrons in these states are localized on the surface of $\mathbf{S}$ and do not contribute to the conductivity. In the general case, when $\operatorname{det} \alpha \neq 0$, the multiplicity of degeneracy of the bound states in the spectrum of Hamiltonian $H$ is two times less than the multiplicity of degeneracy $v$ of the corresponding levels of unperturbed Hamiltonian $H_{S}$ because the requirement that the wave functions should vanish at the contact points imposes two additional conditions on coefficients $C_{l}$ of linear combination (16). However, if $\operatorname{det} \alpha$ vanishes for a certain arrangement of contacts, then these conditions prove to be equivalent and the multiplicity of degeneracy decreases only by one. Moreover, there may exist points on a general surface such that all eigenfunctions of an appropriate level may vanish at these points; in this case, the connection of conducting leads to these point does not change the multiplicity of this level.

Thus, when $E=E_{n}$, two types of wave functions are possible, localized and delocalized. This is associated with the fact that one can prepare two different types of states with the same energy by a different choice of boundary conditions.

Now, consider how the spectral properties of operator $H$ affect the electron transport in the system under investigation. The presence of zeros of the transmission coefficient at certain points and the presence of discrete energy levels embedded into the continuous spectrum
provide evidence for the resonant nature of the scattering. It is well known that the resonance peaks of the transmission coefficient are associated with the poles of the scattering matrix in the complex energy plane. Since the scattering matrix is unitary for real values of energy, scattering amplitude $t_{12}(E)$ has no poles on the real axis. However, there are poles on the nonphysical sheet of the Riemann surface; the positions of these poles are determined by equation $\Delta(E)=0$. In the neighborhoods of these poles, transmission coefficient (8) can be represented as

$$
\begin{equation*}
t_{12}(E) \approx \eta \frac{i \Gamma}{E-E_{R}-i \Gamma} \tag{17}
\end{equation*}
$$

where $E_{R}$ is energy that specifies the position of a resonance, $\Gamma$ is the half-width of the resonance curve, and $\eta$ is a normalizing constant. Both resonance parameters $E_{R}$ and $\Gamma$ can be obtained from the solution of the transcendental equation $\Delta(E)=0$.

The analysis below shows that, along with the ordinary Breit-Wigner resonances described by formula (17), the system also exhibits asymmetric Fano resonances that are characterized by a closely spaced zero and a peak of the scattering amplitude. The shapes of the Breit-Wigner and Fano resonances in the example considered below-electron transport through a quantum torus-are shown in Fig. 1. A similar shape of resonances is also characteristic of other cases.

In the system considered, the zeros of the transmission coefficient associated with Fano resonances are situated at the points of the spectrum of unperturbed Hamiltonian $H_{S}$. Using asymptotics (12) of function $Q_{i j}(E)$ in the neighborhood of $E_{n}$ and retaining terms linear in $E-E_{n}$ in the numerator and denominator of (8), we represent transmission coefficient $t_{12}(E)$ in the neighborhood of $E_{n}$ as

$$
\begin{equation*}
t_{12}(E) \approx \eta \frac{E-E_{n}}{E-E_{R}-i \Gamma} \tag{18}
\end{equation*}
$$

where

$$
\begin{gather*}
E_{R}+i \Gamma=E_{n}-\frac{\left(k \lambda_{1}^{C}+4 i\right)\left(k \lambda_{2}^{C}+4 i\right) \operatorname{det} \alpha}{D(E)} \\
\eta=\frac{16 i k \sqrt{\lambda_{1}^{A} \lambda_{2}^{A}} \exp \left[i\left(\phi_{1}-\phi_{2}\right)\right] \alpha_{21}}{D(E)}  \tag{19}\\
D(E)=\left(k \lambda_{1}^{C}+4 i\right)\left(k \lambda_{2}^{C}+4 i\right) \chi  \tag{20}\\
-2 k \lambda_{2}^{A}\left(k \lambda_{1}^{C}+4 i\right) \alpha_{11}-2 k \lambda_{1}^{A}\left(k \lambda_{2}^{C}+4 i\right) \alpha_{22}
\end{gather*}
$$

It is clear from (18) that the energy dependence of the transmission coefficient in the neighborhood of eigenvalues $E_{n}$ of operator $H_{S}$ indeed has the structure


Fig. 1. Characteristic shape of a Breit-Wigner resonance (in the region $47<k\left|\mathbf{a}_{1}\right|<49$ ) and a Fano resonance (in the region $49<k\left|\mathbf{a}_{1}\right|<51$ ) for the case of a quantum torus. Here, $\left|\mathbf{a}_{1}\right|$ is the length of the greater generator of the torus.
of a Fano resonance. Formula (19) shows that Fano parameters $E_{R}$ and $\Gamma$ are related to scattering lengths $\lambda^{A}$, $\lambda^{B}$, and $\lambda^{C}$ by the formulas

$$
\begin{equation*}
E_{R}=E_{n}-\operatorname{det} \alpha|D(E)|^{-2}\left\{\left|\left(k \lambda_{1}^{C}+4 i\right)\left(k \lambda_{2}^{C}+4 i\right)\right|^{2} \chi\right. \tag{21}
\end{equation*}
$$

$$
\begin{gather*}
\left.-2 k^{2}\left[\lambda_{2}^{A} \lambda_{2}^{C}\left(\left(k \lambda_{1}^{C}\right)^{2}+16\right) \alpha_{11}+\lambda_{1}^{A} \lambda_{1}^{C}\left(\left(k \lambda_{2}^{C}\right)^{2}+16\right) \alpha_{22}\right]\right\} \\
\Gamma=8 k\left\{\lambda_{2}^{A}\left[\left(k \lambda_{1}^{C}\right)^{2}+16\right] \alpha_{11}\right. \\
\left.+\lambda_{1}^{A}\left[\left(k \lambda_{2}^{C}\right)^{2}+16\right] \alpha_{22}\right\} \operatorname{det} \alpha|D(E)|^{-2} \tag{22}
\end{gather*}
$$

These formulas show that the parameters of the Fano resonances are determined to a considerable degree by residues $\alpha_{i j}$ of functions $Q_{i j}(E)$; if $\operatorname{det} \alpha$ vanishes at a spectral point $E_{n}$ for a certain arrangement of connecting leads, then the Fano resonance experiences a collapse in the neighborhood of this point. In this case, the pole $E_{R}+i \Gamma$ and the zero $E_{n}$ of the transmission coefficient coincide and cancel out.

Using (14), we obtain the following expression:

$$
\begin{gather*}
\operatorname{det} \alpha=-\frac{\hbar^{4}}{m^{2}} \sum_{l, l^{\prime}} \overline{\varphi_{l}\left(\mathbf{q}_{1}\right) \varphi_{l}\left(\mathbf{q}_{2}\right)}  \tag{23}\\
\times\left[\varphi_{l}\left(\mathbf{q}_{1}\right) \varphi_{l^{\prime}}\left(\mathbf{q}_{2}\right)-\varphi_{l}\left(\mathbf{q}_{2}\right) \varphi_{l}\left(\mathbf{q}_{1}\right)\right]=-\frac{\hbar^{4}}{2 m^{2}} \sum_{l, l^{\prime}}\left|M_{l l^{\prime}}\right|^{2}
\end{gather*}
$$

where $M_{l l^{\prime}}=\varphi_{l}\left(\mathbf{q}_{1}\right) \varphi_{l^{\prime}}\left(\mathbf{q}_{2}\right)-\varphi_{l}\left(\mathbf{q}_{2}\right) \varphi_{l^{\prime}}\left(\mathbf{q}_{1}\right)$. It follows from (23) that det $\alpha$ vanishes if and only if all $M_{l l^{\prime}}$ are
equal to zero, i.e., when the following relation holds:

$$
\begin{equation*}
\frac{\varphi_{1}\left(\mathbf{q}_{1}\right)}{\varphi_{1}\left(\mathbf{q}_{2}\right)}=\frac{\varphi_{2}\left(\mathbf{q}_{1}\right)}{\varphi_{2}\left(\mathbf{q}_{2}\right)}=\ldots=\frac{\varphi_{v}\left(\mathbf{q}_{1}\right)}{\varphi_{v}\left(\mathbf{q}_{2}\right)} . \tag{24}
\end{equation*}
$$

It is clear from (23) that, when $E_{n}$ is a nondegenerate level, equality $\operatorname{det} \alpha=0$ turns into an identity; hence, there are no Fano resonances in the neighborhoods of nondegenerate energy levels of operator $H_{S}$.

Now, let us consider the effect of the contacts on the transmission coefficient. Using the relation $\left|r_{11}\right|^{2}+$ $\left|t_{12}\right|^{2}=1$, we rewrite the transmission coefficient $T_{12}(E)$ as

$$
\begin{equation*}
T_{12}=\frac{\left|t_{12}\right|^{2}}{\left|r_{11}\right|^{2}+\left|t_{12}\right|^{2}}=\frac{1}{1+\left|r_{11} / t_{12}\right|^{2}} . \tag{25}
\end{equation*}
$$

This expression is convenient because it allows one to analyze, instead of function $T_{12}(E)$, auxiliary function $f(E)=r_{11}(E) / t_{12}(E)$, which is expressed via $\tilde{Q}(E)$ in a simpler form. Using formulas (7) and (8), we obtain

$$
\begin{equation*}
|f(E)|^{2}=\frac{f_{1}^{2}(E)+f_{2}^{2}(E)}{16 k^{2} \lambda_{1}^{A} \lambda_{2}^{A}\left|\tilde{Q}_{21}(E)\right|^{2}}, \tag{26}
\end{equation*}
$$

where $f_{1}(E)$ and $f_{2}(E)$ are real functions:

$$
\begin{gather*}
f_{1}(E)=\left(k^{2} \lambda_{1}^{C} \lambda_{2}^{C}+16\right) \operatorname{det} \tilde{Q}(E)  \tag{27}\\
-2 k^{2}\left[\lambda_{1}^{C} \lambda_{2}^{A} \tilde{Q}_{11}(E)+\lambda_{2}^{C} \lambda_{1}^{A} \tilde{Q}_{22}(E)\right]+4 k^{2} \lambda_{1}^{A} \lambda_{2}^{A}, \\
f_{2}(E)=4 k\left(\lambda_{1}^{C}-\lambda_{2}^{C}\right) \operatorname{det} \tilde{Q}(E)  \tag{28}\\
+8 k\left[\lambda_{2}^{A} \tilde{Q}_{11}(E)-\lambda_{1}^{A} \tilde{Q}_{22}(E)\right] .
\end{gather*}
$$

Consider a practically important particular case of identical contacts in greater detail; this case corresponds to scalar matrices $A, B$, and $C$. In this case, we simply denote $\lambda_{j}^{A} \equiv \lambda^{A}, \lambda_{j}^{B} \equiv \lambda^{B}$, and $\lambda_{j}^{C} \equiv \lambda^{C}$. If $\tilde{Q}_{11}(E) \equiv \tilde{Q}_{22}(E)$, which takes place, for example, in the examples considered below, then function $f_{2}(E)$ identically vanishes, and the expression for $f(E)$ has an especially simple form:

$$
\begin{aligned}
& f(E)=\frac{1}{16 i k \lambda^{A} \tilde{Q}_{21}(E)}\left\{\left[\left(k \lambda^{C}\right)^{2}+16\right] \operatorname{det} \tilde{Q}(E)\right. \\
& \left.-2 k^{2} \lambda^{c} \lambda^{A}\left[\tilde{Q}_{11}(E)+\tilde{Q}_{11}(E)\right]+4\left(k \lambda^{A}\right)^{2}\right\} .
\end{aligned}
$$

As is clear from (28), if some of the equalities $\lambda_{1}^{A}=$ $\lambda_{2}^{A}, \lambda_{1}^{B}=\lambda_{2}^{B}$, or $\lambda_{1}^{C}=\lambda_{2}^{C}$ are not satisfied, then identity $f_{2}(E) \equiv 0$ no longer holds. In this case, for the transmission coefficient to be strictly equal to one, it is necessary that two different functions $f_{1}(E)$ and $f_{2}(E)$ vanish simultaneously, which requires a special choice of parameters. Therefore, in the general case of nonidentical contacts, the maxima of curve $T_{12}(E)$ are less than one. Thus, asymmetry of the contacts results in a decrease in the amplitudes of the transmission peaks.

Now, let us consider the effect of scattering lengths $\lambda^{A}$ and $\lambda^{C}$ on the transmission coefficient. For brevity, we restrict the analysis to the case of identical contacts. As is clear from (29), as $k\left|\lambda^{C}\right| \longrightarrow \infty$, the transparency of the system tends to zero everywhere except small neighborhoods of the points at which $\operatorname{det} \tilde{Q}(E)=0$. In this case, the term $\left(k \lambda^{C}\right)^{2} \operatorname{det} \tilde{Q}(E)$ is dominant in the numerator of (29); therefore, there always exists a value of energy in the neighborhood of the point $\operatorname{det} \tilde{Q}(E)=0$ at which $f(E)=0$ and the transmission coefficient is equal to unity. Thus, in the limit of large $\left|\lambda^{C}\right|$, function $T_{12}(E)$ represents a series of very narrow and high (reaching one) resonance peaks whose widths decrease as $\left|\lambda^{C}\right|$ increases. Note that, according to (3), the limit $|\lambda C| \longrightarrow \infty$ corresponds to breaking the coupling between the nanostructure and the leads; naturally, the transparency of the system in this case tends to zero. Similar phenomena also occur when $\lambda^{A} \longrightarrow 0$; as is clear from boundary conditions (3), this situation also corresponds to the absence of coupling between the conducting leads and the nanostructure.

In the cases $\lambda^{B} \longrightarrow 0$ and $\lambda^{B} \longrightarrow \infty$, which correspond to the absence of point perturbations in a twodimensional nanostructure, the transparency of the system also represents a series of narrow resonance peaks, beyond which the transmission coefficient tends to zero because the diagonal elements of the matrix $Q(E)$ in this case are large everywhere except small neighborhoods of points $E_{n}$, while the denominator of the transmission coefficient is large compared with the numerator.

## 4. RESONANCES IN A QUANTUM SPHERE AND A QUANTUM TORUS

As an application of the theory developed, consider two closed surfaces of different topologies, a quantum sphere and a quantum torus. Note that, in [25], the authors obtained formulas for the transmission coefficient of an electron passing through a quantum sphere with connecting leads; however, the structure of the


Fig. 2. Resonance structure of the transmission coefficient through a quantum sphere for $\lambda_{j}^{A}=\lambda_{j}^{B}=\lambda_{j}^{C}=0.2 r ;(a) \rho\left(\mathbf{q}_{2}, \mathbf{q}_{1}\right)=$ $0.94 \pi r$ and (b) $\rho\left(\mathbf{q}_{2}, \mathbf{q}_{1}\right)=\pi r$ (a collapse of Fano resonances).

Fano resonances was not studied in [35]. In the case of a sphere of radius $r$, Hamiltonian $H_{S}$ has the form

$$
H_{S}=\mathbf{L}^{2} / 2 m r^{2},
$$

where $\mathbf{L}$ is the operator of angular momentum. In this case, the Green function $G_{S}(\mathbf{x}, \mathbf{y} ; E)$ can be expressed as [29]

$$
\begin{align*}
& G_{S}(\mathbf{x}, \mathbf{y} ; E)=\frac{m}{2 \hbar^{2}} \frac{1}{\cos (\pi t(E))} \\
& \quad \times \mathscr{P}_{t(E)-1 / 2}\left(-\cos \left(\frac{\rho(\mathbf{x}, \mathbf{y})}{r}\right)\right), \tag{30}
\end{align*}
$$

where $\mathscr{P}_{\mathrm{v}}(x)$ is the Legendre function and $t(E)=$ $\sqrt{r^{2} k^{2}+1 / 4}$. Hence, using formula (5), we can easily derive the off-diagonal elements of matrix $Q(E)$. The diagonal elements of this matrix for the case of a sphere [25] are given by

$$
\begin{gather*}
Q_{11}(E)=Q_{22}(E)=-\frac{m}{\pi \hbar^{2}} \\
\times\left[\Psi\left(\frac{1}{2}+t(E)\right)-\frac{\pi}{2} \tan (\pi t(E))-\ln (2 r)+C_{\mathrm{E}}\right], \tag{31}
\end{gather*}
$$

where $\Psi(x)$ is a logarithmic derivative of the $\Gamma$ function and $C_{\mathrm{E}}$ is the Euler constant.

Condition (24) for the collapse of Fano resonances in the neighborhood of $E_{l}=\hbar^{2} l(l+1) / 2 m r^{2}$ can be represented as

$$
\begin{equation*}
P_{l}^{2}\left(-\cos \left(\frac{\rho\left(\mathbf{q}_{1}, \mathbf{q}_{2}\right)}{r}\right)\right)=1, \tag{32}
\end{equation*}
$$

where $P_{l}(x)$ is a Legendre polynomial. This condition is fulfilled simultaneously for all $l$ if $\rho\left(\mathbf{q}_{1}, \mathbf{q}_{2}\right)=\pi r$ because $P_{l}(1) \equiv 1$. Thus, when the conducting leads are connected diametrically opposite to the sphere, all Fano resonances experience a collapse. In this case, function $Q_{12}(E)$ does not vanish, zeros of both types on the curve of $T_{12}(E)$ disappear, and the transport regime changes qualitatively (Fig. 2). Note that, when $|x|<1$, the inequality $\left|P_{l}(x)\right|<1$ holds for any $l$ [30]; therefore, a collapse of the Fano resonances on the sphere occurs only for a unique configuration of the contacts.

Now, let us consider a quantum torus. The motion of an electron on a torus is described by the Hamiltonian of a two-dimensional free motion with periodic boundary conditions along two directions. To describe these conditions, it is convenient to introduce a rectangular lattice $\Lambda$ in $\mathbf{R}^{2}$ with the basis vectors $\mathbf{a}_{1}$ and $\mathbf{a}_{2}$ :

$$
\Lambda=\left\{n_{1} \mathbf{a}_{1}+n_{2} \mathbf{a}_{2}: n_{j} \in \mathbf{Z}, j=1,2\right\}
$$

For definiteness, assume that $\left|\mathbf{a}_{1}\right|>\left|\mathbf{a}_{2}\right|$. Let us require that all the functions $\psi_{S}$ from the domain of definition


Fig. 3. Transmission coefficient of an electron passing through a quantum torus as a function of the dimensionless parameter $k\left|\mathbf{a}_{1}\right|$ for $\left|\mathbf{a}_{2}\right|=0.01\left|\mathbf{a}_{1}\right|, \mathbf{q}_{2}-\mathbf{q}_{1}=0.21 \mathbf{a}_{1}$, and $\lambda_{j}^{A}=\lambda_{j}^{B}=\lambda_{j}^{C}=0.1\left|\mathbf{a}_{1}\right|$. The dashed lines point to the positions of the second-type zeros.
of the Hamiltonian of the torus satisfy the relation

$$
\begin{equation*}
\psi_{S}(\mathbf{x}+\mathbf{a})=\psi_{S}(\mathbf{x}), \quad \forall \mathbf{a} \in \Lambda \tag{33}
\end{equation*}
$$

Then, the Hamiltonian of the torus represents the operator

$$
\begin{equation*}
H_{S}=-\frac{\hbar^{2}}{2 m}\left(\frac{\partial^{2}}{\partial x_{1}^{2}}+\frac{\partial^{2}}{\partial x_{2}^{2}}\right) \tag{34}
\end{equation*}
$$

that acts on the functions satisfying condition (33).

Let us define the explicit form of the function $Q_{i j}(E)$ for a quantum torus. Denote by $S$ the area of a unit cell of $\Lambda$ and introduce $\Omega$, a lattice dual to $\Lambda$, i.e., a lattice with the basis vectors $\mathbf{b}_{1}$ and $\mathbf{b}_{2}$ that satisfy the conditions $\mathbf{a}_{j} \mathbf{b}_{k}=2 \pi \delta_{j k}$. In this case, the eigenvalues of the operator $H_{S}$ can be represented as $E_{\mathbf{b}}=\hbar^{2} \mathbf{b}^{2} / 2 m$. The corresponding eigenfunction is

$$
\varphi_{\mathbf{b}}(\mathbf{x})=\frac{1}{S} e^{j \mathbf{b} \cdot \mathbf{x}}
$$

It is clear that all the states of the unperturbed Hamiltonian of the torus, except for the ground state, are degenerate because the wave functions defined by the vectors $\mathbf{b}$ and -b correspond to the same energy; moreover, in the general case, all the states defined by vectors $\mathbf{b}=$ $n_{1} \mathbf{b}_{1}+n_{2} \mathbf{b}_{2}$ with nonzero $n_{1}$ and $n_{2}$ are fourfold degenerate. If ratio $\left|\mathbf{a}_{1}\right| /\left|\mathbf{a}_{2}\right|$ of the generators of the torus is rational, then the energy levels of Hamiltonian $H_{S}$ may be more than fourfold degenerate.

Using (5), we can represent matrix $Q_{i j}(E)$ for the torus as [31]

$$
\begin{gather*}
\left(Q_{i j}(E)=\frac{2 m}{S \hbar^{2}}\right) \\
\times \lim _{\substack{\omega \rightarrow \infty \\
|\mathbf{b}| \leq \omega}}\left[\frac{\exp \left[i \mathbf{b} \cdot\left(\mathbf{q}_{i}-\mathbf{q}_{j}\right)\right]}{|\mathbf{b}|^{2}-k^{2}}+\frac{S}{2 \pi} \delta_{i j} \ln \omega\right] . \tag{35}
\end{gather*}
$$

Applying the Poisson summation formula, we can rep-


Fig. 4. Resonance structure of the transmission coefficient through a quantum torus for $\left|\mathbf{a}_{2}\right|=\left|\mathbf{a}_{1}\right| / e$ and $\lambda_{j}^{A}=\lambda_{j}^{B}=\lambda_{j}^{C}=0.02\left|\mathbf{a}_{1}\right|$; (a) $\mathbf{q}_{2}-\mathbf{q}_{1}=0.48 \mathbf{a}_{1}$ and (b) $\mathbf{q}_{2}-\mathbf{q}_{1}=0.5 \mathbf{a}_{1}$.


Fig. 5. Resonance structure of the transmission coefficient through a quantum torus for relatively large values of parameter $\lambda^{C}=\left|\mathbf{a}_{1}\right|$ and $\mathbf{q}_{2}-\mathbf{q}_{1}=0.41 \mathbf{a}_{1}+0.31 \mathbf{a}_{2}$. Other parameters are the same as in Fig. 3.
resent $Q_{i j}(E)$ as an absolutely converging series

$$
\begin{gather*}
Q_{i j}(E)=\frac{2 m}{\hbar^{2}}\left\{\frac{S^{-1}+k^{2}}{S}\right. \\
\left.\times \sum_{\mathbf{b} \in \Omega} \frac{\exp \left[i \mathbf{b} \cdot\left(\mathbf{q}_{i}-\mathbf{q}_{j}\right)\right]}{\left(|\mathbf{b}|^{2}-k^{2}\right)\left(|\mathbf{b}|^{2}+S^{-1}\right)}+\kappa\left(\mathbf{q}_{i}-\mathbf{q}_{j}\right)\right\}, \tag{36}
\end{gather*}
$$

where

$$
\kappa(\mathbf{x})=\left\{\begin{array}{l}
\frac{1}{2 \pi} \sum_{\mathbf{a} \in \Lambda} K_{0}\left(\frac{|\mathbf{x}+\mathbf{a}|}{\sqrt{S}}\right), \quad \mathbf{x} \notin \Lambda \\
\frac{1}{2 \pi}\left[\sum_{\substack{\mathbf{a} \in \Lambda \\
\mathbf{a} \neq 0}} K_{0}\left(\frac{|\mathbf{a}|}{\sqrt{S}}\right)+\ln 2-C_{E}\right], \quad \mathbf{x} \in \Lambda .
\end{array}\right.
$$

Here, $K_{0}(x)$ is a Macdonald function. The transmission coefficient of an electron through a quantum torus versus the wave number $k$ is displayed in Fig. 3 for a general position of contacts. One can see that the curve contains Fano and Breit-Wigner resonances, as well as zeros that are not associated with the resonances.

In the case of a torus, a state of the system is uniquely defined by the reciprocal-lattice vector $\mathbf{b}$ and collapse condition (24) for the Fano resonances can be written as

$$
\begin{gather*}
\exp \left[i \mathbf{b}_{1} \cdot\left(\mathbf{q}_{2}-\mathbf{q}_{1}\right)\right]=\exp \left[i \mathbf{b}_{2} \cdot\left(\mathbf{q}_{2}-\mathbf{q}_{1}\right)\right] \\
=\ldots=\exp \left[i \mathbf{b}_{v} \cdot\left(\mathbf{q}_{2}-\mathbf{q}_{1}\right)\right] \tag{37}
\end{gather*}
$$

where $\mathbf{b}_{i}$ are vectors corresponding to the sates of a $\nu$-fold degenerate level $E_{n}:\left|\mathbf{b}_{i}\right|^{2}=2 m E_{n} / \hbar^{2}$. For twofold
degenerate levels, this condition has the simplest form, $\mathbf{b} \cdot\left(\mathbf{q}_{2}-\mathbf{q}_{1}\right)=\pi n, n \in \mathbf{Z}$. One can easily verify that, when $\mathbf{q}_{2}-\mathbf{q}_{1}=0.5 \mathbf{a}_{1}$, condition (37) holds for all twofold and fourfold degenerate levels. Therefore, when the generators of the torus are incommensurate for $\mathbf{q}_{2}-$ $\mathbf{q}_{2}=0.5 \mathbf{a}_{1}$, all Fano resonances experience a collapse; however, the second-type zeros related to $Q_{12}(E)$ are conserved (Fig. 4).

Note that, in both examples considered above, equality $Q_{11}(E)=Q_{22}(E)$ is fulfilled for any arrangement of points $\mathbf{q}_{1}$ and $\mathbf{q}_{2}$; therefore, in the case of identical contacts, the resonance peaks may reach one.

## 5. CONCLUSIONS

An explicit formula has been obtained for the transmission coefficient of an electron passing through a two-dimensional nanostructure $\mathbf{S}$ placed between two one-dimensional conducting leads. We have shown that, in the general case, the system exhibits two types of resonances, Breit-Wigner and Fano resonances. We have found a collapse condition (24) for the Fano resonances under which the resonance widths become zero and discrete energy levels embedded into a continuous spectrum arise. We have established that, for Fano resonances to occur in the system, the energy levels of the original Hamiltonian $H_{S}$ should be degenerate.

In contrast to [5-7], the method developed in this paper for deriving the scattering matrix parameters makes it possible to take into account explicitly the effect of the geometry of the nanostructure on the electron transport in a device. The geometric features of the nanodevice lead to a difference in the behavior of the resonances and zeros of function $T_{12}(E)$. In particular, the symmetry of the sphere leads to a collapse of all Fano resonances and the vanishing of all zeros for a diametrically opposite configuration of connecting leads; in other cases, a collapse is not observed. In contrast to a sphere, a collapse on a torus occurs under condition (37), which is satisfied for many configurations of contacts; however, a part of the zeros on the graph of $T_{12}(E)$ is always conserved in this case.

Consider the case when one of the generators of a torus is much greater than the other, $\left|\mathbf{a}_{1}\right| \gg\left|\mathbf{a}_{2}\right|$; this situation is close to the geometry of a nanotube coiled into a torus. In this case, for energies lower than $\hbar^{2} \mathbf{b}_{2}^{2} / 2 m$, the main contribution to $Q_{i j}(E)$ is made by low-energy states defined by vectors $\mathbf{b}=n \mathbf{b}_{1}$ with $n<$ $\left|\mathbf{a}_{1}\right| /\left|\mathbf{a}_{2}\right|$. Therefore, for the values of energy considered here, function $Q_{i j}(E)$ for a torus approximates a similar function for a ring up to a dimensional factor. Such a situation is associated with the fact that the electron modes corresponding to the motion along the smaller generator of the torus are not excited when $E<$ $\hbar^{2} \mathbf{b}_{2}^{2} / 2 m$. The results obtained in this limit are in good
agreement with the results obtained for a one-dimensional ring [4].

In this work, we have considered the effect of the parameters of contacts and demonstrated that, in the limiting cases corresponding to a weak coupling between connecting leads and a nanostructure $\mathbf{S}$, function $T_{12}(E)$ represents a series of narrow resonance peaks between which the transmission coefficient is close to zero (Fig. 5). As the coupling becomes weaker, the widths of the resonance peaks decrease, although their amplitudes remain unchanged provided that the contacts are identical. It is important that the positions of the zeros of the transmission coefficient in the system under investigation are independent of the scattering lengths and are determined only by the arrangement of contacts and the geometry of nanostructure $\mathbf{S}$.
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#### Abstract

The electronic structure of $p$-type doped HTSC cuprates is calculated by explicitly taking into account strong electron correlations. The smooth evolution of the electronic structure from undoped antiferromagnetic to optimally and heavily doped paramagnetic compositions is traced. For a low doping level, in-gap impurity-type states are obtained, at which the Fermi level is pinned in the low-doping region. These states are separated by a pseudogap from the valence band. The Fermi surfaces calculated for the paramagnetic phase for various concentrations of holes are in good agreement with the results of ARPES experiments and indicate a gradual change in the Fermi surface from the hole type to the electron type. © 2003 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

Knowledge of the low-energy electronic structure, i.e., the Fermi surface and the dispersion of bands both in the superconducting and in the normal state, is essential for a better understanding of the properties of hightemperature superconductors (layered cuprates). This is necessary to determine the superconductivity mechanism and to interpret the thermodynamic and transport properties. In addition, this information can be directly obtained using angular-resolution photoelectron spectroscopy (ARPES) for the compounds $\mathrm{Bi}_{2} \mathrm{Sr}_{2} \mathrm{CaCu}_{2} \mathrm{O}_{8+y}$ (Bi2212) [1-9], $\mathrm{Bi}_{2} \mathrm{Sr}_{2} \mathrm{CuO}_{6+y}$ (Bi2201) [10, 11], and $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7-y}$ (YBCO) [12]. The most comprehensive ARPES studies have been carried out for $\mathrm{La}_{2-x} \mathrm{~S}_{x} \mathrm{CO}_{4}$ (LSCO) and Bi2212 in the HTSC state. Weakly doped LSCO exhibits in-gap states and the absence of a shift (pinning) of the Fermi level. As the doping level increases to above the optimal value, the Fermi surface changes from the hole type to the electron type [13]. Unfortunately, the data on weakly doped Bi2212 are scarce in view of the absence of stable materials. However, all other properties of Bi2212 (in particular, the $d$ symmetry and the concentration dependence of the pseudogap and the evolution of the Fermi surface (FS) from the hole type to the electron type in the region of strong doping [13]) are similar to those observed for LSCO. Since the electron properties of high-temperature cuprates strongly depend on the doping level, it is essential to trace the evolution of the band structure of the ARPES spectra upon doping for an understanding of the main features of high-temperature superconductivity.

The conventional band theory successfully reproduces the shape of the Fermi surface in optimally doped compounds [14] such as Bi2212. However, problems exist in HTSC systems, which cannot be solved in the framework of the band theory. Indeed, in accordance with the observed phase diagram, $\mathrm{La}_{2} \mathrm{CuO}_{4}$ is an antiferromagnetic (AFM) insulator. The dielectric nature of the ground state is ensured by a strong electron-electron Coulomb interaction at a site. However, in accordance with the Wilson criterion, the band theory demonstrates that $\mathrm{La}_{2} \mathrm{CuO}_{4}$ is a paramagnetic (PM) metal, and there are no "in-gap" states of the corresponding pinning of the Fermi level in the region of weakly doped compositions. Thus, it can be concluded that the advances in the band theory in the local density functional approximation are limited to optimally and strongly doped HTSC compounds. For weakly doped and undoped compounds, it is necessary to calculate the electronic structure taking into account strong electron correlations. Earlier, we proposed a generalized tight binding method (GTBM) [15] combining the exact diagonalization of the multielectron Hamiltonian in a cell with perturbation theory for hopping between unit cells. For an undoped $\mathrm{CuO}_{2}$ layer, the GTBM calculations correctly reproduced not only the width of the dielectric gap, but also the dispersion at the top of the valence band for $\mathrm{Sr}_{2} \mathrm{CuO}_{2} \mathrm{Cl}_{2}$ [16].

In this study, we analyze the spectral density of states at the top of the valence band as well as the FS cross sections for doped cuprates for various hole concentrations. The results of numerical calculations and their analysis and comparison with experiments will be given below.

In Section 2, the GTBM will be described briefly and basic relations for dispersion and spectral density will be given. In Section 3, we describe the numerical calculations for the density of states and the dependence of the position of the chemical potential for various concentrations of the doping component both for the PM and for the AFM phase using only the parameters determined from the calculation of the dielectric state [16]. In Section 4, the cross sections of the Fermi surface and their dependence on the doping levels are considered and compared with experimental results. In Section 5, we will show that the nontrivial temperature dependence of the spectral density in cuprates can also be reproduced in computations. The results are compared with the ARPES data obtained for chlorides $\mathrm{Sr}_{2} \mathrm{CuO}_{2} \mathrm{Cl}_{2}$ and $\mathrm{Ca}_{2} \mathrm{CuO}_{2} \mathrm{Cl}_{2}$.

## 2. BRIEF DESCRIPTION <br> OF THE GENERALIZED TIGHT BINDING METHOD

The initial Hamiltonian of the multiband $p-d$ model can be written in the form [17]

$$
\begin{gather*}
H=H_{d}+H_{p}+H_{p d}+H_{p p}, \quad H_{d}=\sum_{r} H_{d}(r), \\
H_{d}(r)=\sum_{\lambda \sigma}\left[\left(\varepsilon_{\lambda}-\mu\right) d_{\lambda r \sigma}^{+} d_{\lambda r \sigma}+\frac{1}{2} U_{\lambda} n_{\lambda r}^{\alpha} n_{\lambda r}^{-\sigma}\right. \\
\left.+\sum_{\lambda^{\prime} \sigma^{\prime}}\left(-J_{d} d_{\lambda r \sigma}^{+} d_{\lambda r \sigma^{\prime}} d_{\lambda^{\prime} r \sigma^{\prime}}^{+} d_{\lambda^{\prime} \cdot \sigma}+\sum_{r^{\prime}} V_{\lambda \lambda^{\prime}} n_{\lambda r}^{\sigma} n_{\lambda^{\prime} r^{\prime}}^{\sigma^{\prime}}\right)\right], \\
H_{p}=\sum_{i} H_{p}(i), \\
H_{p}(i)=\sum_{\alpha \sigma}\left[\left(\varepsilon_{\alpha}-\mu\right) p_{\alpha \alpha i \sigma}^{+} p_{\alpha \alpha \sigma}+\frac{1}{2} U_{\alpha} n_{\alpha i}^{\sigma} n_{\alpha i}^{-\sigma}\right.  \tag{1}\\
\left.+\sum_{\alpha^{\prime} \sigma^{\prime}}\left(-J_{p} p_{\alpha i \sigma}^{+} p_{\alpha i \sigma} p_{\alpha^{\prime} i \sigma^{\prime}}^{+} p_{\alpha^{\prime} \sigma \sigma}+\sum_{i^{\prime}} V_{\alpha \alpha \alpha^{\prime}} n_{\alpha i}^{\sigma} n_{\alpha^{\prime} i^{\prime}}^{\sigma^{\prime}}\right)\right], \\
H_{p d}=\sum_{\langle i, r\rangle} H_{p d}(i, r), \\
H_{p d}(i, r)=\sum_{\alpha \lambda \sigma \sigma^{\prime}}\left(t_{\lambda \alpha} p_{\alpha i \sigma}^{+} d_{r \lambda \sigma}+V_{\alpha \lambda} n_{\alpha i}^{\sigma} n_{\lambda r}^{\sigma^{\prime}}\right), \\
H_{p p}=\sum_{\langle i, r\rangle \alpha \beta \sigma} \sum_{\alpha_{\alpha \beta}}\left(t_{\alpha \beta} p_{\alpha i \sigma}^{+} \beta_{\beta j \sigma}+H_{. c .}\right),
\end{gather*}
$$

where $n_{\lambda i}^{\sigma}=d_{\lambda i \sigma}^{+} d_{\lambda i \sigma}$ and $n_{\alpha i}^{\sigma}=p_{\alpha i \sigma}^{+} p_{\alpha i \sigma}$. Indices $r$ and $i$ run through the positions of copper $\left(d_{x^{2}-y^{2}} \equiv d_{x}\right.$,
$d_{3 z^{2}-r^{2}} \equiv d_{z}$ ) and oxygen ( $p_{x}, p_{y}, p_{z}$ ) sets of localized atomic orbitals. Similarly, $\varepsilon_{\lambda}=\varepsilon_{d_{x}}\left(\lambda=d_{x}\right), \varepsilon_{\lambda}=\varepsilon_{d_{x}}$ $\left(\lambda=d_{z}\right)$ and $\varepsilon_{\alpha}=\varepsilon_{p}\left(\alpha=p_{x}, p_{y}\right), \varepsilon_{\alpha}=\varepsilon_{p_{z}}\left(\alpha=p_{z}\right)$ are the energies of the corresponding atomic orbitals; $t_{\lambda \alpha}=t_{p d}$ $\left(\lambda=d_{x} ; \alpha=p_{x}, p_{y}\right), t_{\lambda \alpha}=t_{p d} / \sqrt{3}\left(\lambda=d_{z}, \alpha=p_{x}, p_{y}\right)$ are the matrix elements of the copper-oxygen hopping; $t_{\alpha \beta}=t_{p p}$ are the matrix elements of the hopping between the nearest oxygen ions; $U_{\lambda}=U_{d}\left(\lambda=d_{x}, d_{z}\right)$ and $U_{\alpha}=$ $U_{p}\left(\alpha=p_{x}, p_{y}, p_{z}\right)$ are the intraatomic Coulomb interactions at copper and oxygen; $V_{d d}\left(V_{p p}\right)$ and $J_{d d}\left(J_{p p}\right)$ are the energies of the intraatomic Coulomb and exchange interactions of copper (oxygen) electrons on different orbitals; and $V_{\alpha \lambda}=V_{p d}\left(\alpha=p_{x}, p_{y} ; \lambda=d_{x}, d_{z}\right)$ and $V_{\alpha \lambda}=$ $V_{p d}^{\prime}\left(\alpha=p_{z}, \lambda=d_{x}, d_{z}\right)$ are the energies of the Coulomb repulsion between copper and oxygen. All matrix elements of the Coulomb and exchange interactions are assumed to be independent of the form of the $d$ - and $p$-plane orbitals. The prime corresponds to the interaction with apical oxygen in the $\mathrm{CuO}_{6}$ cluster.

All calculations were made using the GTBM [16] for the $\mathrm{CuO}_{2}$ plane divided into unit $\mathrm{CuO}_{6}$ cells. In this version, the cell symmetry coincides with the symmetry of the crystal, but there arises the problem of common oxygen belonging to two cells simultaneously.

The problem of nonorthogonality of molecular orbitals of neighboring clusters was solved explicitly by constructing the corresponding Vanier functions on the $d_{x^{2}-y^{2}}, d_{3 z^{2}-r^{2}}, p_{x}, p_{y}, p_{z}$ five-orbital initial basis of atomic states. In the new symmetric basis, the one-cell part of the Hamiltonian is factorized, permitting the classification of all possible one-particle excitations in the $\mathrm{CuO}_{2}$ plane according to symmetry. The subsequent exact diagonalization of the unit cell Hamiltonian and a transition to the representation of the Hubbard operators of the unit cell make it possible to take into account the intercellular-hopping part of the Hamiltonian in perturbation theory. As a result of exact diagonalization, the cell Hamiltonian $H_{c}$ for the antiferromagnetic phase assumes the form

$$
\begin{gather*}
H_{c}=\sum_{p f_{G} \sigma}\left(\varepsilon_{1 p G}-\mu\right) X_{f_{G} \sigma}^{p p}+\sum_{d f_{G} \sigma}\left(\varepsilon_{2 q G}-2 \mu\right) X_{f_{G} \sigma}^{q q},  \tag{2}\\
f_{G}= \begin{cases}f_{A}, & f \in A \\
f_{B}, & f \in B .\end{cases}
\end{gather*}
$$

Here, $p$ and $q$ denote one-hole and two-hole terms of the cell and $X_{f}^{p q}=|p\rangle\langle q|$ are the Hubbard operators constructed on exact states of the unit cell. The energy levels of sublattices are split by the molecular field of the antiferromagnetic state: $\varepsilon_{1 p A}=\varepsilon_{1 p}-\sigma h$ and $\varepsilon_{1 p B}=\varepsilon_{1 p}-$ $\sigma h$. The quantity $h \propto J\left\langle S_{z}\right\rangle$, where $J$ is the effective
exchange interaction between nearest neighbors. With increasing doping level, the value of $h$ decreases, vanishing in the paramagnetic phase. In this study, we confine the analysis to non-self-consistent calculation in which the magnetic (antiferromagnetic or paramagnetic) state is assumed to be preset.

The Hamiltonian of hopping between unit cells can be written in matrix form:

$$
\begin{aligned}
& H_{c c}=\left(\begin{array}{cc}
H_{A A} & H_{A B} \\
H_{B A} & H_{B B}
\end{array}\right)=\sum_{\lambda \lambda^{\prime} \sigma k m n} \sum_{\lambda \sigma} \gamma_{\lambda}^{*}(m) \gamma_{\lambda^{\prime} \sigma}(n) \\
& \times\left(\begin{array}{cc}
T_{\lambda \lambda}^{A A}(k) X_{k \sigma}^{+m} X_{k \sigma}^{n} & T_{\lambda \lambda}^{A B}(k) X_{k \sigma}^{+m} Y_{k \sigma}^{n} \\
T_{\lambda \lambda^{\prime}}^{B A}(k) Y_{k \sigma}^{+m} X_{k \sigma}^{n} & T_{\lambda \lambda}^{B B}(k) Y_{k \sigma}^{+m} Y_{k \sigma}^{n}
\end{array}\right)+\text { H.c. }, \\
& T_{\lambda \lambda}^{A A}(k)=T_{\lambda \lambda}^{B B}(k)=\frac{2}{N} \sum_{R_{1}} T_{\lambda \lambda}^{A A}\left(\mathbf{R}_{1}\right) e^{i k R_{1}}, \\
& T_{\lambda \lambda}^{A B}(k)=T_{\lambda \lambda}^{B A}(k)=\frac{2}{N} \sum_{R_{2}} T_{\lambda \lambda}^{A B}\left(\mathbf{R}_{2}\right) e^{i k R_{2}}
\end{aligned}
$$

( $X_{k \sigma}^{m}$ and $Y_{k \sigma}^{n}$ are the Fourier transforms of the Hubbard operators over the $A$ and $B$ sublattices, respectively; here, index $m$ labels the quasiparticle band and is determined by the pair $(p, q)$ of indices of the initial and final multielectron states $|p\rangle$ and $|q\rangle$ in Hubbard operator $X^{p q}$ (in terms of [18], $m$ denotes the root vector $\boldsymbol{\alpha}_{m}=\boldsymbol{\alpha}(p, q)$ ).

The corresponding dispersion relations for the band structure of quasiparticles were derived using the equations of motion for the two-time Green temperature functions constructed on the Hubbard operators,

$$
\begin{align*}
& G_{k \sigma}^{\lambda \lambda^{\prime}}=\left\langle\left\langle c_{k \lambda \sigma} \mid c_{k \lambda^{\prime} \sigma}^{+}\right\rangle\right\rangle_{E} \\
& =\sum_{m n} \gamma_{\lambda \sigma}(m) \gamma_{\lambda^{\prime} \sigma}^{+}(n) D_{k \sigma}^{m n}, \tag{3}
\end{align*}
$$

where

$$
\begin{gathered}
\hat{D}_{k \sigma}=\left(\begin{array}{cc}
\hat{D}_{k \sigma}(A A) & \hat{D}_{k \sigma}(A B) \\
\hat{D}_{k \sigma}(B A) & \hat{D}_{k \sigma}(B B)
\end{array}\right), \\
D_{k \sigma}^{m n}(A B)=\left\langle\left\langle X_{k \sigma}^{m} \mid Y_{k \sigma}^{n}\right\rangle\right\rangle_{E} .
\end{gathered}
$$

In the long run, in the Hubbard I approximation, the
dispersion relations are defined by the equation

$$
\begin{equation*}
\left\|\frac{\left(E-\Omega_{m}^{G}\right) \delta_{m n}}{F_{\sigma}^{G}(m)}-2 \sum_{\lambda \lambda^{\prime}} \gamma_{\lambda_{\sigma}^{*}}(m) T_{\lambda \lambda^{\prime}}^{P G}(\mathbf{k}) \gamma_{\lambda^{\prime} \sigma}(n)\right\|=0 . \tag{4}
\end{equation*}
$$

This equation is an analog of the ordinary one-electron equation in the tight binding method and differs from it in the following two aspects. First, the local energy levels $\Omega_{m}$ are defined as resonances between multielectron states and, hence, take into account explicitly the strong correlations due to exact diagonalization of the Hamiltonian of the $\mathrm{CuO}_{6}$ cluster. Second, the filling factors $F_{\sigma}^{G}(m)=\left\langle X_{f_{G} \sigma}^{p p}\right\rangle+\left\langle X_{f_{\sigma} \sigma}^{q q}\right\rangle$, which are calculated selfconsistently, lead to a doping dependence of both the dispersion relations and the amplitude of the quasiparticle peak in the spectral density. From the mathematical point of view, we are dealing with a generalized eigenvalue problem, in which the inverse matrix of the corresponding filling factors appears instead of the conventional "nonorthogonality matrix." Each root vector $\boldsymbol{\alpha}_{m}$ describes a Fermi quasiparticle with charge $e$ and a spin of $1 / 2$, but with a fractional spectral weight of the order of $F(m)$; their local energies are equal to $\Omega_{{ }_{m}}^{G}=$ $\varepsilon_{2 q G}-\varepsilon_{1 p G}$.

Formula (4) is convenient for calculating the dispersion relation in the sense that it enables us to obtain all possible quasiparticle states. However, not all of these states can be observed in experiments. It is well known that the spectrum in ARPES experiments is proportional to the spectral density of quasiparticles, which can be calculated by the GTBM in the form

$$
\begin{gather*}
A_{\sigma}(\mathbf{k}, E)=-\frac{1}{\pi} \sum_{\lambda} \operatorname{Im}\left(G_{k \sigma}^{\lambda \lambda}\right)  \tag{5}\\
=-\frac{1}{\pi} \sum_{\lambda m n} \gamma_{\lambda \sigma}(m) \gamma_{\lambda \sigma}^{+}(n) \operatorname{Im}\left(D_{k \sigma}^{m n}(A A)+D_{k \sigma}^{m n}(B B)\right) .
\end{gather*}
$$

Owing to corresponding filling factors, the spectral density for some types of quasiparticles may be simply negligibly low or even equal to zero. Consequently, the corresponding quasiparticle peak can be missing in the experiment. The numerical calculation of spectral density by formula (5) was carried out along the principal symmetric directions of the Brillouin zone at $T=0$. For the PM phase, the dispersion relation and the spectral density can be obtained using one-sublattice analogs of formulas (4) and (5). The band structure of the undoped $\mathrm{CuO}_{2}$ layer in the PM phase was calculated in [19] and is shown in Fig. 1. In this case, the Fermi level lies in the forbidden band and the dielectric gap width $E_{g}$ ~ 0.2 eV is close to the experimentally observed value. It should be noted that the dielectric ground state is due to strong electron correlations, while the gap width is mainly determined by charge transfer processes. The complex structure of the valence band is due to a large number of quasiparticles with the participation of two-


Fig. 1. Dispersion relation and the density of states of an undoped $\mathrm{CuO}_{2}$ layer in the PM phase (borrowed from [19]).
hole states of the unit cell; the width of the valence band is approximately equal to 3 eV in conformity with the experimentally observed value for $\mathrm{La}_{2} \mathrm{CuO}_{4}$.

Following publication [19], numerous experimental studies of the band structure of cuprates were carried out using ARPES methods, which enabled us to refine the model parameters [16] and to achieve a quantitative agreement for the dispersion relation for the top of the valence band in $\mathrm{Sr}_{2} \mathrm{CuO}_{2} \mathrm{Cl}_{2}$. We obtained the following model parameters in units of $t_{p d}\left(\varepsilon_{d_{x}}=0\right)$ :

$$
\begin{gather*}
\varepsilon_{d_{z}}=2, \quad \varepsilon_{p}=1.6, \quad \varepsilon_{p_{z}}=0.5, \\
t_{p p}=0.46, \quad t_{p p}^{\prime}=0.42, \quad U_{d}=9,  \tag{6}\\
U_{p}=4, \quad U_{p d}=1.5, \quad J_{d}=1 .
\end{gather*}
$$

Here, we describe the doping dependence of the electronic structure without introducing additional fitting parameters.

## 3. DENSITY OF STATES

Figure 2 shows the dispersion relations for the bottom of the conduction band and the top of the valence band of an undoped $\mathrm{CuO}_{2}$ layer, calculated for the AFM
phase at $T=0$ with parameters (6). The Fermi level lies in the gap. Nondispersed levels at the bottom of the conduction band and at the top of the valence band


Fig. 2. Dispersion relation for the top of the valence band and the bottom of the conduction band for an undoped $\mathrm{CuO}_{2}$ layer in the AFM phase.
show the virtual states with zero spectral weight, which were obtained in [16]. It is these levels that form, as a result of doping, the in-gap states with a spectral weight proportional to the doping level.

Figure 3 shows a part of the density of states near the top of the valence band of the $\mathrm{CuO}_{2}$ layer doped with holes in the AFM phase. We denote by $N_{1}(E)$ the contribution to $N(E)$ from the top of the valence band; this contribution is characterized by a narrow peak associated with Van Hove singularities. As a result of doping, a virtual level acquires dispersion, the density $N_{2}(E)$ within the gap states being low in view of the smallness of the hole concentration. The in-gap states are responsible for a red shift of the top of the valence band; however, this shift is difficult to observe in experiments in view of the low spectral density. The main spectral weight $N_{1}(E)$ of the peak experiences a blue shift approximately equal to 0.1 eV . One more peak appearing at the "shoulder" of the main peak corresponds to a Van Hove singularity at point $\mathbf{k}=(\pi, 0)$. Naturally, only an insignificant blue shift is observed against the background of the density of states from the entire valence band (see Fig. 1) since the value of $N_{1}(E)$ is much smaller than the total density of states. Thus, the absorption edge at low doping levels in the AFM phase is formed with the participation of states whose presence at the top of the valence band is associated with strong electron correlations. The spectral density of such an individual state may change in the limits determined by the sum rule determined by the presence of a "constraint" (inaccessibility of a part of multielectron states due to strong electron correlations),

$$
\begin{gathered}
\int A_{1}(\mathbf{k}, E) d k=N_{1}(E) \\
\int A_{2}(\mathbf{k}, E) d k=N_{2}(E) \\
\int N_{1}(E) d E+\int N_{2}(E) d E=1
\end{gathered}
$$

which were used in calculating the position of the Fermi level. Thus, the position of the Fermi level can be determined from the equation

$$
x=\int_{\mu}^{\infty} N_{1}(E) d E+\int_{\mu}^{\infty} N_{1}(E) d E
$$

where the spectral density and the density of states depend on the doping component concentration. In other words, the situation takes place opposite to that in the hard band model. It can be seen from Fig. 3 that the density of states $N_{2}(E)$ of an impurity-type band has dips in the vicinity of $E \approx-0.8 \mathrm{eV}$, which correspond to the pseudogap between the valence band and the virtual level. The main contribution to the formation of the


Fig. 3. Density of states of a $\mathrm{CuO}_{2}$ layer doped with holes with concentration $x$ in the AFM phase.
pseudogap comes from the states in the vicinity of point $(\pi, 0)$ of the Brillouin zone. For $x \sim 0.01$, for which the AFM phase is preserved after doping, the spectral weight of the in-gap state is small in view of the smallness of $x$. For this reason, we show in Fig. 3 for better visualization the density of states for large values of $x$ from the range of weakly doped compositions. For $x=$ 0.10 , the long-range AFM order is not observed any longer, but a short-range order of the AFM type takes place in this range with a correlation length $\xi_{A F M}$ larger than the length $l$ of formation of the electron structure (analogous to the mean free path); $l=2-3$ lattice parameters. Consequently, as a reasonable interpolation between the AFM ordering with a long-range order $(x<0.03)$ and the strongly doped paramagnetic region ( $x>0.18$ ), we disregard the difference between the long-range and short-range AFM order in weakly and optimally doped samples and calculate the band structure in the AFM phase; for $x>x_{\mathrm{opt}}$, the band structure in the PM phase is calculated. The vertical dashed line in Fig. 3 shows the position of the Fermi level. The evolution of the position of the Fermi level upon doping (Fig. 4) indicates the possibility of Fermi level pinning as a result of simultaneous increase in the carrier concentration and the spectral density at a virtual level. Precisely such a behavior of the Fermi level was observed in [20] for $\mathrm{La}_{2-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4}$. In the PM phase, the impurity band merges with the valence band and the Fermi level for $x>0.15$ is displaced towards the bottom of the valence band.

## 4. FERMI SURFACE

Figure 5 shows the dynamics of the Fermi surface cross section upon a change in the doping level for the PM phase. For lower doping levels, no agreement with the experimental data [21] could be reached. This can be explained by the necessity of a more detailed


Fig. 4. Chemical potential shift as a function of the doping level. The solid curve describes the results of GTBM computations ( $x<0.15$ for the AFM phase and $x>0.15$ for the PM phase). The experimental data for $\mathrm{La}_{2-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4}$ are borrowed from [20].
description of the spin system for lower doping levels. The Fermi surface is subjected more strongly to the effect of various parameters of the system and not only the chemical potential, which is an integrated characteristic. In our computations, the optimal doping level for which the Fermi level reaches a Van Hove singularity in the PM phase is observed at $x_{\text {opt }}^{T} \approx 0.55$, while the experimental value is $x_{\mathrm{opt}}^{\mathrm{exp}} \approx 0.18$. Assuming that we were incorrect only while determining the scale of the doping level and the evolution of the Fermi surface corresponds to the experimental results, we describe our results in units of relative doping levels $x^{T}=$ $x^{*} x_{\text {opt }}^{T} / x_{\text {opt }}^{\text {exp }}$. Indeed, it can be seen in Fig. 5 that the results of calculations are in good qualitative agreement with experimental data. Thus, the evolution of the FS in LSCO is reproduced qualitatively in the concentration range of $x>0.15$. Quantitative discrepancies are observed for the absolute value of $x_{\text {opt }}$. A departure from the Hubbard I approximation in which Eq. (4) was derived and the inclusion of short-range order spin correlations will apparently narrow the band and will lead
to correct values of concentrations. An analogous conclusion was drawn for the $t-J$ model in [22, 23].

## 5. TEMPERATURE DEPENDENCE OF ARPES SPECTRA

Kim et al. [24] obtained the results of a peculiar variation of ARPES spectra for $\mathrm{Sr}_{2} \mathrm{CuO}_{2} \mathrm{Cl}_{2}$ with temperature. With increasing temperature, the height of spectral density peaks decreased and the peaks were shifted towards lower energies. For finite temperatures, the intensity of the ARPES spectra can be described as

$$
I(\mathbf{k}, \omega) \propto f_{F}(\omega) A(\mathbf{k}, \omega)
$$

where $A(\mathbf{k}, \omega)$ was calculated by formula (5) with the help of two-time Green temperature functions. Usually, the temperature dependence of the photoelectron spectra in the vicinity of the Fermi level is determined by the spread of the Fermi distribution function. However, in a system with strong correlations, additional, stronger mechanisms of temperature dependence associated with the spectral density itself come into play. In our case of the undoped $\mathrm{CuO}_{2}$ layer, the filling factors depend on temperature in view of the temperature dependence of the population of the upper spin level $\varepsilon_{1, A}^{-\sigma}$. In the absence of spin fluctuations, we would have $\left\langle S_{A}^{Z}\right\rangle=1 / 2$ and $n_{1}^{-\sigma}=0$. However, zero-point spin fluctuations take place in the AFM phase even at $T=0$, and $\left\langle S_{A}^{Z}\right\rangle=1 / 2-n_{1}^{-\sigma}(0)$ and $n_{1}^{-\sigma}=n(T)$. As the temperature increases, the occupational number $n(T)$ for the upper spin layer increases. The value of $n(T)$ can be calculated quite easily in the spin-wave approximation (which gives $n_{1}^{-\sigma} \approx 2$ for $T=0$ ); however, experiments [24] were performed for rather high temperatures of $T \leq T_{N}$, at which the evaluation of the magnon concentration is a complicated problem, which is beyond the framework of this paper. For this reason, instead of $n(T)$, we calculate the spectral density at three points corresponding to


Fig. 5. Evolution of the Fermi surface upon an increase in the hole concentration in $\mathrm{La}_{2-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4}$. Thin curves describe the results of GTBM computations, while bold curves are ARPES spectroscopic data from [21].


Fig. 6. Temperature dependence of the spectral density for points $(2 \pi / 3 ; 0),(\pi / 2 ; \pi / 2)$, and $(0.4 \pi ; 0.4 \pi)$.
temperatures $T_{1}<T_{2}<T_{3}$ such that $n\left(T_{1}\right)=0.3, n\left(T_{2}\right)=$ 0.4 , and $n\left(T_{3}\right)=0.5$, point $T_{3}$ lying above $T_{N}$. It can be seen from Fig. 6 that for all three points of the Brillouin zone at which the temperature dependence of the ARPES spectra, we obtained qualitative agreement with the experiment; for $\mathrm{Sr}_{2} \mathrm{CuO}_{2} \mathrm{Cl}_{2}$, the spectral density peak amplitude at point $\mathbf{k}=(0.67 \pi ; 0)$ decreases upon an increase in temperature faster than at point $\mathbf{k}=$ ( $0.5 \pi ; 0.5 \pi$ ), in accordance with the experimental data.

## 6. CONCLUSIONS

A systematic analysis of the evolution of the electronic structure with doping in LSCO within the GTBM reveals the following three distinct features.

First, the Fermi level in the range of low-doped $p$-type HTSC compounds is pinned by the states of a virtual level in the region of the dielectric gap and exhibits no shift. Indeed, in view of the presence of the undoped virtual $\mathrm{CuO}_{2}$ level at the top of the valence band, which acquires a finite spectral density and dispersion as a result of doping, the Fermi level is pinned by these states and not by the valence band itself.

Second, as the dopant concentration increases in the PM phase, the evolution from the hole-type FS with the center at $k=(\pi, \pi)$ to the electron-type FS with the center at $k=(0,0)$ takes place [21]. This scenario is reproduced in calculations. However, a discrepancy is observed between the theoretical and experimental values of $x_{\text {opt }}$ in this case. Since the calculated values of $x_{\text {opt }}$ for the AFM phase are lower ( $x_{\mathrm{opt}} \approx 0.28-0.3$ ), we believe that this discrepancy is due to the simplified description of spin correlations and hope that the correct value of $x_{\text {opt }}$ can be obtained by taking into account the short-range spin order.

Third, in the AFM phase of HTSC compounds, our computations reproduce the pseudogap between the "impurity" band and the top of the valence band. The pseudogap is destroyed together with the impurity band upon an increase in the doping level since the dispersion of electrons in the PM phase is similar to dispersion of optimally doped HTSC compounds.

In addition, the band structure of quasiparticles and the spectral density strongly depend on the temperature in the AFM phase; the nature of this dependence is associated with the redistribution of the spectral weight between various quasiparticles upon a change in temperature. Neither the temperature nor the concentration dependence of the band structure can be obtained using the traditional one-electron band approach; these dependences are consequences of the specific band structure of quasiparticles in strongly correlated electronic systems [25].
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#### Abstract

The possibility of manifestation of quantization in the transverse component of the electron wave vector in tunnel junctions with a small transverse size is considered. It is shown that the quantization of the transverse component of the wave vector of tunnelling electrons becomes noticeable against the total background of the dependence of the differential tunnel conductivity on voltage when the Fermi energy of one of the electrodes of a tunnel junction is low (on the order of 1 eV ), and one of its transverse dimensions is small (on the order of a few hundreds Angströms). It is noted that the possibility of standing waves emerging in tunnel junctions should be taken into account in analyzing spectroscopic quasiparticle excitations, which is based on an analysis of the second derivative $d^{2} I / d V^{2}$ as a function of voltage V. © 2003 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

Size-quantization effects in thin metallic films have been studied by the electron tunnelling method quite extensively [1-9]. However, in all these publications (both theoretical and experimental), a traditional configuration of a tunnel junctions was considered; in this configuration, two-dimensional regions of a thin-film electrode were parallel to the tunnel barrier plane. It should be noted that such an arrangement is not the only possible one. Tunnel junction of small cross section [spring-loaded junctions, in which one electrode is a sharp tip; contacts formed by breaking a thin film on a flexible substrate (break junctions); and junctions in which the end face of a thin-film electrode is in contact with the opposite bulk electrode] are widely used for studying high-temperature superconductors and magnetoresistive materials. In all these cases, quantization of one of the transverse components of the wave vector can be expected under certain conditions; in this case, the spectrum of tunnelling electrons may be in the form of a set of two-dimensional zones arranged at right angles to the plane of the tunnel junctions. It should be noted that quantization of the transverse component of the electron wave vector may also take place in the insulating layer itself. Indeed, the transverse component of the electron wave vector, in contrast to its longitudinal component, remains real-valued in the barrier (in the case of specular tunnelling, this component preserves its value in all the three parts of the tunnel junction). If the electron wave function attenuates exponentially in the direction of tunnelling, it continues to be of the wave type in directions parallel to the barrier plane. Consequently, for small transverse dimensions of a tunnel junction, the emergence of standing waves in the
barrier can be expected. It will be shown here that quantization of the spectrum of tunnelling electrons in such junctions must be manifested in the differential tunnel conductivity $\sigma(V)=d I / d V$ for a favorable combination of the barrier parameters and the electron characteristics of the electrodes.

## 2. FORMULATION OF THE MODEL

For definiteness, we consider a tunnel junction formed by a thin metallic film whose end face adjoins a bulk metallic electrode (see the inset to Fig. 1). Junctions with such a configuration were used, for example, in [10]. The tunnel current will be calculated using an algorithm similar to the one employed in [7]. We will proceed from the same assumptions on the nature of the tunnel barrier and the mode of passage of the tunnel current; namely, we assume that the potential barrier has a trapezoidal shape,

$$
\varphi(z, V)=\varphi_{1}+\left(\varphi_{2}-e V-\varphi_{1}\right) z / d,
$$

and the total electron energy $E$ and component $k_{\|}$of the electron wave vector along the barrier plane are conserved during tunnelling. In other words, we assume that tunnelling is elastic and specular by nature. We assume that the film and the bulk electrodes are not made of traditional Fermi metals with a quadratic dispersion relation and the barrier transparency can be determined using the BCS approximation (see, for example, formula (4) in [7]). For simplicity, we assume that the effective mass is equal to the mass of a free electron in all three parts of the tunnel junction. First, we consider the case when the Fermi energy of the initial electrode is lower than the Fermi energy of the final


Fig. 1. Differential conductivity of a tunnel junction with the quantized transverse wave vector component in one of the electrodes. The Fermi energies $E_{F_{1}}$ and $E_{F_{2}}$ of the electrodes are equal to 1 and 1.3 eV , respectively. The thickness $L$ of the size-quantized electrode is equal to $100 \AA$. The parameters of the rectangular potential barrier: height $\varphi_{1}=\varphi_{2}=4 \mathrm{meV}$ and thickness $d=10 \AA$. The inset schematically shows the junction under investigation: $M_{1}$ is the size-quantized thin-film electrode, $M_{2}$ is the ordinary metallic electrode, $I$ is the insulating layer, and $S$ is the substrate.
electrode, $E_{F_{1}}<E_{F_{2}}$. We assume at the beginning that the thin-film electrode is homogeneous in thickness $L$. At $T=0$, the number $N$ of filled two-dimensional bands of the quasicontinuous spectrum of this electrode is equal to the integral part of $\sqrt{E_{F} / W}$, where $W=$ $(\pi \hbar)^{2} / 2 m L^{2}$ is the energy corresponding to the first allowed value $k_{x_{1}}=\pi / 2 L$ of the transverse component of the wave vector. Figure 2 shows one of such subbands. We apply bias voltage $e V<E_{F_{1}}-E_{n}$ to the tunnel structure under study. In this case, electrons of the initial electrode, which are located in the half-ring formed by the lines of intersection of the constantenergy surfaces $E_{F_{1}}=$ const and $E_{F_{1}}-e V=$ const with plane $E_{x}=E_{n}=$ const and moving towards the barrier $k_{z}>0$ can tunnel to the opposite electrode (see Fig. 2). The contribution from these electrons to the tunnel current can be regarded as the difference in the current contributions from the half-ring of radius

$$
k_{1}=\sqrt{2 m\left(E_{F_{1}}-E_{n}\right)} / \hbar
$$

and the half-ring of radius

$$
k_{2}=\sqrt{2 m\left(E_{F_{1}}-E_{n}-e V\right)} / \hbar .
$$

In contrast to [7], the electrons belonging to one subband in this case possess different group velocities and different tunnelling probabilities $P\left(E_{z}, V\right)$. The values of these quantities are the same for particles located on chords $A B$ and $A^{\prime} B^{\prime}$ (see Fig. 2). The contribution to the tunnel current from the electrons located on chord $A B$ can be determined by multiplying the number of these electrons by the group velocity, tunnelling probability $P\left(E_{z}, V\right)$, and electron charge:

$$
J_{A B}=\frac{e k_{z} P\left(E_{z}, V\right)}{\pi m} \sqrt{2 m\left(E_{F_{1}}-E_{n}-E_{z}\right)} .
$$

Integrating with respect to $k_{z}$ and passing from an integral with respect to momenta to integrals with respect to energies $E_{z}$, we obtain the tunnel current introduced by the $n$th subband:

$$
\begin{gather*}
J_{n}(V)=K\left[\int_{0}^{E_{F_{1}}-E_{n}} P\left(E_{z}, V\right) \sqrt{E_{F_{1}}-E_{n}-E_{z}} d E_{z}\right. \\
\left.-\int_{0}^{E_{F_{1}}-e V-E_{n}} P\left(E_{z}, V\right) \sqrt{E_{F_{1}}-E_{n}-E_{z}-e V} d E_{z}\right],  \tag{1}\\
e V<E_{F_{1}}-E_{n},
\end{gather*}
$$

where $K=e \sqrt{2 m} /(\pi \hbar)^{2}$. For $e V \geq E_{F_{1}}-E_{n}$, all the electrons of the $n$th subband can take part in tunnelling; consequently,

$$
\begin{gather*}
J_{n}(V)=K \int_{0}^{E_{F_{1}}-E_{n}} P\left(E_{z}, V\right) \sqrt{E_{F_{1}}-E_{n}-E_{z}} d E_{z} \\
e V>E_{F_{1}}-E_{n} \tag{2}
\end{gather*}
$$

Differentiating $J(V)$ with respect to $V$, we obtain analytic expressions for contribution $\sigma_{n}(V)$ by the $n$th subband to the tunnel conductivity $\sigma(V)$ in the case when $e V<E_{F_{1}}-E_{n}$,

$$
\begin{equation*}
\sigma_{n}(V)=K\left[A_{n}(V)-B_{n}(V)+C_{n}(V)+D_{n}(V)\right] \tag{3}
\end{equation*}
$$

where

$$
\begin{gathered}
A_{n}(V)=\int_{0}^{E_{F_{1}}-E_{n}} \frac{\partial P}{\partial V} \sqrt{E_{F_{1}}-E_{n}-E_{z}} d E_{z} \\
B_{n}(V)=\int_{0}^{E_{F_{1}}-E_{n}-e V} \frac{\partial P}{\partial V} \sqrt{E_{F_{1}}-E_{n}-E_{z}-e V} d E_{z} \\
C_{n}(V)=\int_{0}^{E_{F_{1}}-E_{n}-e V} e \frac{\partial P}{\partial E_{z}} \sqrt{E_{F_{1}}-E_{n}-E_{z}-e V} d E_{z} \\
D_{n}(V)=e P(0, V) \sqrt{E_{F_{1}}-E_{n}-e V} .
\end{gathered}
$$

For $e V>E_{F_{1}}-E_{n}$, we have

$$
\begin{equation*}
\sigma_{n}(V)=K A_{n}(V) \tag{4}
\end{equation*}
$$

Partial derivative $\partial P / \partial E_{z}$ in the expressions for $A_{n}, B_{n}$, and $C_{n}$ appears as a result of integration by parts, which was carried out to get rid of the improper integral. In our calculations, most of the energy quantities ( $E_{F_{1}}, E_{z}$, and $E_{n}$ ), as well as $\phi_{1}$ and $\phi_{2}$, are measured from the bottom of the conduction band of the initial electrode. The only exceptions are the Fermi energy $E_{F_{2}}$, which is measured from the bottom of the conduction band of the final electrode and potential difference $e V$. It should be noted that the values of $\phi_{1}$ and $\phi_{2}$ are connected with the conventionally used barrier heights measured from the Fermi level via the relations $\varphi_{1}=\phi_{1}-E_{F_{1}}$ and $\varphi_{2}=$ $\phi_{2}-E_{F_{1}}$.


Fig. 2. Reciprocal space of a size-quantized thin-film electrode for $E_{F_{1}}<E_{F_{2}}$. In the case of quantization of transverse wave vector component $k_{z}$, two-dimensional subbands are perpendicular to the plane of the tunnel junction.

The total differential conductivity can be determined by summation over all two-dimensional subbands:

$$
\sigma(V)=2 \sum_{n=1}^{N} \sigma_{n}(V)
$$

If the Fermi energy of the initial electrode exceeds the corresponding energy of the opposite electrode, the situation is slightly complicated. As a matter of fact, not all electrons lying in the energy interval from $E_{F_{1}}$ to $E_{F_{1}}-e V$ can satisfy the specular tunnelling conditions in this case; i.e., not all electrons can simultaneously preserve the values of total energy $E$ and parallel momentum $k_{\|}$during tunnelling. For this reason, the bands for which $E_{n}>E_{F_{2}}$ make zero contribution to the tunnel current for $\mathrm{eV}<E_{n}-E_{F_{2}}$. Tunnelling from these bands is possible only for $e V>E_{n}-E_{F_{2}}$. Tunnelling electrons in this case lie in the hatched segment of the circle of radius $k_{1}$, formed by the secant

$$
k_{z}=k_{\min }=\sqrt{2 m\left(E_{F_{1}}-E_{F_{2}}-e V\right)} / \hbar
$$

(Fig. 3a). The contributions to the tunnel current from


Fig. 3. Reciprocal space of a size-quantized thin-film electrode for $E_{F_{1}}>E_{F_{2}}$ : (a) for $E_{n}>E_{F_{2}}$, electrons from the $n$th subband can participate in the tunnelling process starting only from voltages with $e V \geq E_{F_{2}}-E_{n}$; all such electrons are located in the hatched segment; (b) for $E_{n}>E_{F_{2}}$, tunnelling is possible starting from zero voltages; tunnelling electrons lie in the hatched region of the ring.
these bands are given by

$$
\begin{gather*}
J_{n}(V)=0, \quad e V<E_{n}-E_{F_{2}} . \\
J_{n}(V)=K \int_{E_{F_{1}}-E_{F_{2}}-e V}^{E_{F_{1}}-E_{n}} P\left(E_{z}, V\right) \sqrt{E_{F_{1}}-E_{n}-E_{z}} d E_{z} \\
E_{n}-E_{F_{2}}<e V<E_{F_{1}}-E_{F_{2}} . \tag{5}
\end{gather*}
$$

The corresponding expressions for differential conductivity have the form

$$
\begin{gathered}
\sigma_{n}(V)=0, \quad e V<E_{n}-E_{F_{2}} \\
\sigma_{n}(V)=K\left[A_{1_{n}}(V)+D_{1_{n}}(V)\right] \\
E_{n}-E_{F_{2}}<e V<E_{F_{1}}-E_{F_{2}}
\end{gathered}
$$

where

$$
\begin{gathered}
A_{1_{n}}(V)=\int_{E_{F_{1}}-E_{F_{2}}-e V}^{E_{F_{1}}-E_{n}} \frac{\partial P}{\partial V} \sqrt{E_{F_{1}}-E_{n}-E_{z}} d E_{z} \\
D_{1_{n}}(V)=e P\left(E_{F_{1}}-E_{F_{2}}-e V, V\right) \\
\times \sqrt{E_{F_{2}}+e V-E_{n}} .
\end{gathered}
$$

For $e V \geq E_{F_{1}}-E_{F_{2}}$, the expressions for tunnel current and differential conductivity of these bands coincide with expressions (2) and (4), respectively.

Energy bands satisfying the condition $E_{n}<E_{F_{2}}$ contribute to the tunnel current starting from zero voltages. In this case, the electrons participating in the tunnelling
are located in the annular segment (Fig. 3b):

$$
\begin{gather*}
J_{n}(V)=K\left[\int_{E_{F_{1}}-E_{F_{2}}-e V}^{E_{F_{1}}-E_{n}} P\left(E_{z}, V\right) \sqrt{E_{F_{1}}-E_{n}-E_{z}} d E_{z}\right. \\
\left.-\int_{E_{F_{1}}-E_{F_{2}}-e V}^{E_{F_{1}}-e V-E_{n}} P\left(E_{z}, V\right) \sqrt{E_{F_{1}}-E_{n}-E_{z}-e V} d E_{z}\right],  \tag{7}\\
e V<E_{F_{1}}-E_{F_{2}} .
\end{gather*}
$$

Differentiating this expression with respect to voltage $V$ we obtain

$$
\begin{gather*}
\sigma_{n}(V)=k\left[A_{1_{n}}(V)-B_{1_{n}}(V)+C_{1_{n}}(V)+D_{1_{n}}(V)\right],  \tag{8}\\
e V<E_{F_{1}}-E_{F_{2}},
\end{gather*}
$$

where

$$
\begin{gathered}
B_{1_{n}}(V)=\int_{E_{F_{1}-E_{F_{2}}-e V}^{E_{F_{1}}-E_{n}-e V}} \frac{\partial P}{\partial V} \sqrt{E_{F_{1}}-E_{n}-E_{z}-e V} d E_{z}, \\
C_{1_{n}}(V)=\int_{E_{F_{1}}-E_{F_{2}}-e V}^{E_{F_{1}}-E_{n}-e V} e \frac{\partial P}{\partial E_{z}} \sqrt{E_{F_{1}-E_{n}-E_{z}-e V} d E_{z} .} .
\end{gathered}
$$

The expression for the tunnel current for these bands coincides with Eq. (1) for a voltage of $\mathrm{eV}>E_{F_{1}}-E_{F_{2}}$ and with Eq. (2) for $e V>E_{F_{1}}-E_{n}$. Accordingly, the differential tunnel conductivity is calculated by formula (3) for $\mathrm{eV}>E_{F_{1}}-E_{F_{2}}$ and by formula (4) for $e V>E_{F_{1}}-E_{n}$.

## 3. DISCUSSION

Our calculations show that singularities associated with the presence of standing waves in the thin-film electrode are not manifested in the differential tunnel conductivity for ordinary metals with a Fermi energy on the order of several electronvolts. However, these singularities become quite noticeable for electrodes with the Fermi energy on the order of an electronvolt. For example, Fig. 1 shows the results of calculation of the differential conductivity for a tunnel junction $L=$ $100 \AA$ thick for the size-quantized electrode and with the Fermi energies of the electrodes equal to $E_{F_{1}}=1 \mathrm{eV}$ and $E_{F_{2}}=1.3 \mathrm{eV}$. The potential barrier parameters were assumed to be as follows: $d=10 \AA$ and $\varphi_{1}=\varphi_{2}=4 \mathrm{eV}$. Positive voltages in Fig. 1 correspond to tunnelling from the electrode with a lower Fermi energy to the


Fig. 4. Dependence of the second derivative $d^{2} I / d V^{2}$ of the tunnel current with respect to voltage on bias voltage $V$ across the junction for an "end face tunnel junction" in which one electrode is a homogeneous size-quantized film $L=250 \AA$ A thick. Barrier parameters: $\varphi_{1}=\varphi_{2}=4 \mathrm{meV}$ and thickness $d=10 \AA$. The Fermi energies $E_{F_{1}}$ and $E_{F_{2}}$ of the initial and final electrodes are equal to 1 and 1.3 eV , respectively.
electrode with a higher Fermi energy. In this case, starting from zero voltages, all two-dimensional bands participate in tunnelling. However, while the tunnel current of the $n$th subband increases due to an increase both in the barrier transparency and in the number of electrons capable of participating in the tunnelling process for $e V \leq E_{F_{1}}-E_{n}$, the latter factor disappears for $e V>E_{F_{1}}-E_{n}$. The band turns out to be completely open, and the increase in the tunnel current slows down. This is reflected in the tunnel conductivity in Fig. 1 for voltages $V_{n}=\left(E_{F_{1}}-E_{n}\right) / e$. The negative polarity corresponds to the case when the Fermi energy $E_{F_{1}}$ of the initial electrode is higher that the corresponding energy $E_{F_{2}}$ of the final electrode. In this case, part of the energy bands for which $E_{F_{1}}<E_{n}<E_{F_{2}}$ at initial voltages do not participate in tunnelling. The inclusion of these bands is reflected in the region of negative voltages for $V_{n}=\left(E_{F_{1}}-E_{n}\right) / e$ in the form of kinks on the $\sigma(V)$ curve in Fig. 1.

Figure 4 shows the dependence of the second derivative $d^{2} I / d V^{2}$ of the tunnel current on voltage $V$, which was obtained by numerical differentiation of the curve describing the differential tunnelling conductivity. It can be seen from the figure that size quantization in the homogeneous film leads to the emergence of a distinct structure of almost periodically repeated sharp singularities in the dependence of $d^{2} I / d V^{2}$ on $V$, which are arranged, generally speaking, asymmetrically relative to zero voltage. For a nonhomogeneous film, the contri-


Fig. 5. Second derivative of the tunnel current with respect to voltage of the tunnel junction under investigation with a nonhomogeneous size-quantized electrode as a function of the bias voltage. It is assumed that the junction consists of ten blocks of different thickness $L$ from 245 to $255 \AA$, which appear with identical weights. The lattice constant $a=$ $2.5 \AA$ A. The value of $V_{\text {res }}=37 \mathrm{meV}$ (indicated by the arrow) satisfies the geometrical resonance condition for $s / q=2 / 5$. The remaining parameters of calculations coincide with the corresponding values in Fig. 1.
bution from the segments of different thickness add up to give a complex spectrum of the dependence of $d^{2} I / d V^{2}$ on $V$.

One of the main difficulties encountered in the method of electron tunnelling used for reconstructing the electron-phonon interaction spectra for high-temperature superconductors is that the dependence of the second derivative $d^{2} I / d V^{2}$ on $V$ contains, in addition to phonon singularities whose origin is attributed to the electron-phonon interaction, a structure of singularities extending far beyond the phonon spectrum of the materials under study. The presence of singularities of unknown nature on the experimental curve considerably lowers the confidence level of the results; for this reason, rather peculiar hypotheses are used for explaining such singularities. For example, it was proposed in [11] that the singularities in question are due to multiphonon processes. Since, as mentioned above, smallarea tunnel junctions in which the transverse wave vector component can be quantized are used for studying high-temperature superconductors, it is quite natural, in our opinion, to assume that such quantization is responsible for the emergence of high-energy singularities on the curve describing the dependence of $d^{2} I / d V^{2}$ on $V$.

Our calculations show that, if the quantized electrode is not homogeneous over thickness, but consists of individual segments of various thickness, the dependence of $d^{2} I / d V^{2}$ on $V$ has a spectrum rich in singularities in the entire calculated region of voltages. The general form of this spectrum is found to be sensitive to computation parameters such as the average thickness of a quantized film as well as the barrier height and thickness. Nevertheless, the position of several singu-
larities remains unchanged in this case because these singularities reflect the so-called commensurate energy levels. Moreover, with an appropriate choice of computation parameters in the dependence of $d^{2} I / d V^{2}$ on $V$, it is possible to simulate the so-called geometrical resonance. Such a resonance is possible since the thickness of a nonhomogeneous polycrystalline electrode can vary only discretely: $L=N a$, where $a$ is the unit cell size in the direction of the $x$ axis. Consequently, states exist whose energies are independent of thickness. For example, two-dimensional bands corresponding to a state with a wavelength of $\lambda=2 a$ are present in quasi-two-dimensional spectra of all crystallites irrespective of their thickness. In order to determine the commensurate states, we can use the relation

$$
k_{\mathrm{res}}=\frac{s}{q} \frac{\pi}{a},
$$

where $s / q$ is an irreducible fraction (it can easily be verified that, for example, wavelength $\lambda_{\text {res }}=4 a$ for $s / q=$ $1 / 2$ and, hence, the corresponding two-dimensional bands are present in all crystallites with an even number of layers) [9]. In complete agreement with the above considerations, Fig. 5 shows the resonant structure for voltages,

$$
V_{\mathrm{res}}=\frac{1}{e}\left(\frac{\left(\hbar k_{\mathrm{res}}\right)^{2}}{2 m}-E_{F}\right)
$$

which corresponds to $s / q=2 / 5, V_{\text {res }}=37 \mathrm{mV}$.
Assuming that the value of $L$ is infinitely large and replacing the summation over $n$ by integration with respect to $E_{x}$, we arrive at the expression for the tunnel current through an ordinary junction with nonquantized metallic electrodes,

$$
\begin{aligned}
& J_{m}(V)=K_{m}\left(\int_{0}^{E_{F}} \frac{d E_{x}}{\sqrt{E_{x}}-E_{x}} \int_{0}^{E_{x}} P\left(E_{z}, V\right) \sqrt{E_{F}-E_{x}-E_{z}} d E_{z}\right. \\
& \left.-\int_{0}^{E_{F}-e V} \frac{d E_{x}}{\sqrt{E_{x}}} \int_{0}^{E_{F}-e V-E_{x}} P\left(E_{z}, V\right) \sqrt{E_{F}-E_{x}-E_{z}-e V} d E_{z}\right),
\end{aligned}
$$

where $K_{m}=e m /(\pi \hbar)^{3}$. Naturally, the results of calculations made in accordance with this formula completely coincide with the results obtained by using the standard formulas for tunnel current and tunnelling probability [9].
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#### Abstract

The relaxation dynamics of charge carriers in an epitaxial $\mathrm{La}_{0.7} \mathrm{Ca}_{0.3} \mathrm{MnO}_{3}$ film was studied by the light reflection method with a femtosecond time resolution in a wide temperature range. The relaxation of timeresolved photoinduced reflections was shown to be two-component in the whole temperature range including the paramagnetic dielectric-ferromagnetic metal transition at $T \approx 150-160 \mathrm{~K}$. The fast relaxation component had a maximum lifetime ( $\tau \sim 500 \mathrm{ps}$ ) in the transition region, and its contribution to relaxation increased as temperature decreased. The lifetime of the slow component was minimum ( $\tau \sim 15 \mathrm{fs}$ ) in the transition region. In addition, fast oscillations assigned to coherent phonons appeared in photoinduced responses at $T<200 \mathrm{~K}$. The dephasing time of these oscillations increased as temperature decreased, whereas their frequency changed insignificantly. © 2003 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The discovery of giant magnetoresistance in perovskite manganese oxides (such as $\mathrm{La}_{1-x} \mathrm{~A}_{x} \mathrm{MnO}_{3}$, where $\mathrm{A}=\mathrm{Sr}, \mathrm{Ca}$, or Ba ) has stimulated extensive studies of these systems. This interest in manganites is caused by at least two reasons. First, the giant magnetoresistance effect is potentially important for several technical applications, such as the design of magnetic recording heads and devices for storing information. Secondly, perovskite manganites are of interest for basic science. Unlike standard (elemental and oxide) ferromagnets, in which the electron spin is weakly coupled with the crystal lattice, manganites are characterized by mutually related spin, charge, orbital, and lattice degrees of freedom, which results in a fine balance of interactions responsible for their complex phase diagram [1]. This phase diagram includes metal-dielectric transitions, charge and orbital ordering, and electronic phase separation, which manifests itself by the formation of spin and charge stripes and other inhomogeneous states. The phase diagram of manganites is in many respects similar to the diagram of high $-T_{\mathrm{c}}$ superconductors, because materials of both classes are strongly correlated systems in which the potential energy of carriers is comparable with or larger than their kinetic energy. The con-
ductivity (charge transport) of manganites can to a great extent be determined by the spin subsystem and caused by the double exchange mechanism, whereas the JahnTeller distortion of $\mathrm{Mn}^{3+} \mathrm{O}_{6}$ octahedra couples the spin and lattice degrees of freedom. The ferromagnetic transition in manganites is unusual and, as a rule, coincides with the metal-dielectric transition, which is responsible for the giant magnetoresistance effect. The results of experimental studies of these materials are summarized in review [1], and the most important theoretical models are described in reviews [2-5]. An analysis of these works shows that, currently, no consensus has been attained in understanding the physics of manganites. This makes further inquiries capable of providing new information a topical task.

Advances in laser technology, which allowed the laser pulse width to be reduced to several femtoseconds, opened up possibilities for studying the dynamics of excitation in solids in real time. At present, such studies are being actively performed for condensed media $[6,7]$. Understanding the mechanism of restoring equilibrium disturbed by a pumping pulse allows the special features of the dynamics of elementary excitations and their interaction to be revealed. Quite recently, the potential of optical time-resolved methods has been demonstrates in studies of such strongly cor-
related systems as high- $T_{\mathrm{c}}$ superconductors, one- and two-dimensional systems with charge density waves, and one-dimensional perovskites [7-11]. This prompted us to undertake a study of one of the lanthanum manganites $\left(\mathrm{La}_{0.7} \mathrm{Ca}_{0.3} \mathrm{MnO}_{3}\right)$ by pumping-probing with femtosecond laser pulses to track the relaxation dynamics of quasi-particles in this material in a wide temperature range including the metal-insulator transition. Note that the creation of a nonequilibrium photoinduced hole population in high- $T_{\mathrm{c}}$ superconductors gave additional information about Hubbard constants in the copper and oxygen bands and allowed the charge gap width to be determined [12]. It follows from these results that a systematic study of manganites under the conditions when the electronic subsystem is nonequilibrium offers much promise.

## 2. THE SAMPLES AND PROCEDURE FOR MEASUREMENTS

The epitaxial $\mathrm{La}_{0.7} \mathrm{Ca}_{0.3} \mathrm{MnO}_{3}$ films were prepared by off-axis laser spraying on chemically purified $\mathrm{LaAlO}_{3}$ substrates $1.0 \times 1.0 \times 0.5 \mathrm{~cm}^{3}$ in size. The scheme for laser spraying was similar to that described in [13]. YAG : $\mathrm{Nd}^{3+}$ laser radiation $(\lambda=1.06 \mu \mathrm{~m}, \tau=$ 15 ns , and $f=12.5 \mathrm{~Hz}$ ) was focused into a $0.2 \times 0.2 \mathrm{~cm}^{2}$ spot on the surface of a rotating ceramic $\mathrm{La}_{0.7} \mathrm{Ca}_{0.3} \mathrm{MnO}_{3}$ target of the stoichiometric composition at an angle of $45^{\circ}$. The energy density on the surface of the target was about $2 \mathrm{~J} / \mathrm{cm}^{2}$. The oxygen pressure during deposition was $10-30 \mathrm{~Pa}$, and the distance between the target and the substrate was $3.5-4.5 \mathrm{~cm}$. The substrate temperature during film growth was varied in the temperature range $700-760^{\circ} \mathrm{C}$. The film thickness exceeded $1000 \AA$, and the lattice constant was $3860 \AA$. The X-ray patterns of the films only contained (001) $\mathrm{La}_{0.7} \mathrm{Ca}_{0.3} \mathrm{MnO}_{3}$ reflections and were free of traces of $h k l$-type orientations with $h, k \neq 0$ or impurity phases. The [100] $\mathrm{La}_{0.7} \mathrm{Ca}_{0.3} \mathrm{MnO}_{3}| |[100] \mathrm{LaAlO}_{3}$ orientation was observed in the substrate plane. The temperature dependence of the resistance of the samples was studied to find that, at $T=140-160 \mathrm{~K}$, the $\partial \rho / \partial T$ derivative changed sign from positive at low temperatures to negative at $T>150-160 \mathrm{~K}$, see inset to Fig. 1. The electric conductivity, although small in magnitude, increased as the temperature rose. The conductivity changed by one to two orders of magnitude after the transition and decreased toward its low-temperature value as the temperature increased further. Measurements performed in an $H=0.9 \mathrm{~T}$ magnetic field showed that, at the highest film magnetoresistance, $\left(\rho_{H}-\rho_{0}\right) / \rho_{H} \approx 15 \%$.

Measurements in the time range were performed using a system for rapid scanning [9] and sapphire titanate laser pulses $(\lambda=780 \mathrm{~nm})$ width 70 fs in width with a $78-\mathrm{MHz}$ repetition frequency. The train of laser pulses was split into two beams. The probing beam was approximately 50 times weaker than the pumping beam (the probing beam power was 2 mW ). The sample was


Fig. 1. Time-resolved differential reflection $\left|\Delta R / R_{0}\right|$ for a $\mathrm{La}_{0.7} \mathrm{Ca}_{0.3} \mathrm{MnO}_{3}$ film at room temperature. The fast relaxation component is hatched. Given in the inset is the temperature dependence of resistance. The dashed lines refer to the fast and slow relaxation channels.
excited by a pumping pulse and probed by the second (probing) pulse with a controlled time lag. The polarizations of the exciting and probing pulses were mutually orthogonal and lay in the film plane. The experimentally measured value was the difference reflection of the excited and unexcited samples $\Delta R(t)=R(t)-R_{0}$ as a function of delay time $t$ between the pumping and probing pulses. The zero point of the time axis was determined from the autocorrelation function. The sample was placed into an optical helium cryostat, which allowed us to perform measurements in the temperature range 4-330 K.

## 3. EXPERIMENTAL RESULTS AND DISCUSSION

A typical optical response recorded by exciting and subsequently probing a $\mathrm{La}_{0.7} \mathrm{Ca}_{0.3} \mathrm{MnO}_{3}$ epitaxial film


Fig. 2. Temperature dependences of time-resolved differential reflection $\Delta R / R_{0}$ at several specified temperatures.
by a femtosecond pulse is shown in Fig. 1. The film experiences a transition to the excited state in times on the order of 100-150 fs after the arrival of the pumping pulse. Simultaneously, its reflection decreases to its minimum value. This excited state on the system relaxes to the equilibrium state in times of the order of dozens of picoseconds. As the material under study has hole conductivity, its reflection decreases after the action of a pumping pulse. The relaxation of the photoinduced differential reflection is nonexponential in character and can be approximated by the sum of two (slow and fast) exponential functions,

$$
-\Delta R / R_{0}=A(T) \exp \left(-t / \tau_{A}\right)+B(T) \exp \left(-t / \tau_{B}\right) .
$$

This two-component relaxation dynamics is clearly seen in Fig. 1, in which the differential reflection is plotted on the linear and logarithmic scales. The fast component relaxes in times on the order of hundreds of femtoseconds, whereas the lifetime of the slow component amounts to dozens picoseconds.

The relaxation dynamics is shown in Fig. 2 for several temperatures in both the dielectric (paramagnetic) and metallic (ferromagnetic) states. This figure illustrates the temperature dependence of the time-resolved photoinduced response. The two-component relaxation dynamics is observed at all temperatures of our experiments, and the differential photoinduced response $\left|\Delta R / R_{0}\right|$ monotonically increases in magnitude as temperature decreases. In addition, the ratio between the fast and slow relaxation dynamics components changes. The lifetime of the fast component and its contribution to relaxation increase as the temperature approaches that of the largest resistance. Simultaneously, the lifetime of the slow component decreases and becomes minimum in the region of the paramagnetic dielectric-ferromagnetic metal transition temperature. In the ferromagnetic metallic phase, cooling the sample decreases the lifetime of the fast component and slightly increases the lifetime of the slow component. The results that describe temperature-induced changes in the dynamics of relaxation are summarized in Fig. 3. Note that $\Delta R$ reflection changes induced by the pump-


Fig. 3. Temperature dependences of the dynamic characteristics of excitation relaxation. Fast $\tau_{A}$ and slow $\tau_{B}$ relaxation components are given at the top, and the ratio between the fast and slow component contributions, at the bottom.
ing pulse are virtually independent of temperature. Changes in the $\Delta R / R_{0}$ differential reflection caused by sample cooling are largely determined by changes in the unexcited sample reflection $R_{0}$.

Somewhat above the temperature at which resistance is maximum, fast relaxation curve oscillations appear. These oscillations are shown in Fig. 4, where the nonoscillating relaxation component is subtracted. The oscillations can be attributed to coherent phonons excited by ultranarrow laser pulses [7]. The phonons recorded using subpicosecond pulses are called coherent because they have a well-defined phase [7], unlike thermal phonons, which are studied by Raman and infrared reflectance spectroscopy. Such phonons can appear because the exciting pulse width $\Delta t$ is smaller than the inverse phonon mode frequency $\Omega^{-1}, \Delta t<\Omega^{-1}$. Coherent phonons are recorded for $\mathrm{La}_{0.7} \mathrm{Ca}_{0.3} \mathrm{MnO}_{3}$ films at all temperatures below $T=200 \mathrm{~K}$ and are absent at the higher temperatures. The phonon modes were identified by numerically Fourier-transforming the time range data into the frequency range; the result is shown in Fig. 5. The period of the oscillations insig-


Fig. 4. Time resolved differential reflection $\Delta R / R_{0}$ of a $\mathrm{La}_{0.7} \mathrm{Ca}_{0.3} \mathrm{MnO}_{3}$ film at $T=150 \mathrm{~K}$. Shown in the inset are the oscillations assigned to coherent phonons.
nificantly decreases and their lifetime considerably increases as the temperature lowers. For instance, at $T=190 \mathrm{~K}$, the oscillations are damped during one cycle, whereas the frequency of the oscillations at $T=$ 150 K is much higher than the inverse damping time. This follows from a comparison of both time-resolved responses and periodograms of the oscillating response component. One of such periodograms is shown in Fig. 5.

It is expedient to precede a possible interpretation of the results with a presentation of the generally accepted views on the system under study. The $\mathrm{La}_{0.7} \mathrm{Ca}_{0.3} \mathrm{MnO}_{3}$ compound can be treated as a solid solution formed by $\mathrm{LaMnO}_{3}$ and CaMnO 3 . Doping $\mathrm{LaMnO}_{3}$ with divalent Ca yields a mixed-valence compound, which contains $\mathrm{Mn}^{3+}$ and $\mathrm{Mn}^{4+}$ ions. In the double exchange model, the width of the hole band, which depends on the level of doping and temperature, controls the metal-dielectric transition. Exchange coupling alone is, however, insufficient for obtaining the real characteristics of manganites. As distortions caused by the cooperative JahnTeller effect already exist in the initial $\mathrm{LnMnO}_{3}$ compound and lower its symmetry from cubic, it has been suggested that taking into account lattice excitations and strong electron-phonon coupling may give a correct description of the system. The Jahn-Teller effect lowers crystal symmetry and removes degeneracy of the $e_{g} d \mathrm{Mn}$ orbitals. Depending on the theoretical model, it is assumed that doping results in the appearance of a hole either on the manganese $d$ orbital [4] or


Fig. 5. Fourier transform of the time response of the oscillating $\Delta R / R_{0}$ signal part at $T=150 \mathrm{~K}$. The dashed line was obtained by fitting the Lorentzian function with the parameters shown in the figure to the experimental curve.
on the oxygen $p$ orbital [3]. Irrespective of the model, it is, however, believed that the conductivity of this system is polaron in character (that is, the charge carrier is "dressed" in a phonon or magnetic coat).

We begin the discussion with the temperature dependence of the differential reflection, which increases as the temperature lowers. An increase in $\left|\Delta R / R_{0}\right|$ is, as mentioned above, caused by a decrease in $R_{0}$, that is, in reflection at negative delay times $t$. A decrease in $R_{0}$ at low temperatures is determined by changes in the optical spectra. It is known that, in the dielectric phase, the optical conductivity spectra have a peak at $\approx 1.0 \mathrm{eV}$, which increases in intensity and shifts to the lower frequencies as the temperature decreases. This peak is also recorded in the ferromagnetic phase and transforms into a Drude response at helium temperatures $[14,15]$. The temperature dependence of the optical conductivity was described using the double exchange model including the dynamic Jahn-Teller effect; it was attributed to changes in the Jahn-Teller polaron, which had a small radius at high temperatures and a large radius at low temperatures [14]. The appearance of the quasi-Drude response in the temperature range in which the resistance is fairly large was, however, explained in [15] by phase separation (according to this model, charge carriers experienced segregation in high-conductivity regions, which had the form of ferromagnetic drops in a dielectric matrix). Inelastic neutron scattering measurements gave experimental evidence for phase stratification in manganites; in these experiments, two spin excitation branches with qua-
dratic and linear dispersion laws were recorded [1618]. The first branch was associated with magnons in the ferromagnetic phase, and the second branch was assigned to magnetic excitations of the antiferromagnetic phase.

If, following [15], we relate the fast relaxation component to the relaxation of carriers in the ferromagnetic phase (which are characterized by high mobility and low concentration) and the slow component to carriers in the antiferromagnetic phase (low mobility and high concentration), then the fraction of the ferromagnetic phase should decrease as the temperature lowers because the $B / A$ ratio increases. Such a behavior is physically meaningless, because the fraction of the ferromagnetic phase at $T<T_{\mathrm{c}}$ cannot be smaller than at $T>T_{\mathrm{c}}$.

One can attempt to relate the fast component of the decay of the excited state to the relaxation of photoexcited band carriers, whereas the slow component may be ascribed to the relaxation of the polaron coat, which is responsible for the large mass of polarons and consists of localized spins and/or phonons. With such an assignment of the components, a change in the temperature dependences of the components in the region of the transition temperature is, most likely, evidence of the crossover of the nature of the polarons. This can be the transition from large-sized to small-sized polarons or a bipolaron-polaron-type transition [3].

We emphasize that we do not assert that the twocomponent response to the action of ultranarrow laser pulses cannot be explained within the framework of the phase separation model. The optical method that we use is, however, an integral method, and the question of the characteristic size of nonuniformities and the topology of the nonuniform state therefore remains open. We can only note that the films were macroscopically homogeneous and their relaxation dynamics was not influenced by observation point displacements (the size of the probed region was $300 \mu \mathrm{~m}$ ).

Note that several experimental and theoretical works give evidence of the thermally activated character of conductivity for optimally doped manganites in the paramagnetic phase [19, 20]. A detailed timeresolved study of manganites at temperatures $T \geq T_{\mathrm{c}}$ can in principle be used to estimate the activation energy.

The fast photoinduced response oscillations occur at a frequency of $2.4 \mathrm{THz}\left(=80 \mathrm{~cm}^{-1}\right)$. The low oscillation frequency favors the assignment of this phonon to either La-ion stretching motions or oxygen octahedron rotations (Mn ions make no contribution to even phonons, and the stretching and bending oxygen motions have much higher frequencies). Unfortunately, we cannot directly compare our results with Raman spectra because data on the Raman frequencies below $100 \mathrm{~cm}^{-1}$ are lacking [21]. In principle, an arbitrary Raman-active (even) phonon can be excited by femtosecond pulses provided the excitation mechanism is stimulated Raman scattering. If coherent phonons are
generated by the shift mechanism, totally symmetrical modes can only be observed [16]. As the coherent phonon with a 2.4 THz frequency exists both above and below the transition temperature, it should be suggested that the transition occurs without a change in lattice symmetry. The fast photoinduced response oscillations are absent at temperatures $T>200 \mathrm{~K}$ because the decay of this mode is a strong function of temperature and the phonon is predamped in this temperature range. At the same time, there is no indication of transition-induced phonon frequency softening. Some increase in the frequency at low temperatures is most likely caused by lattice anharmonicity.

## 4. CONCLUSIONS

The temperature dependence of relaxation dynamics is evidence that two contributions with substantially different lifetimes exist in $\mathrm{La}_{0.7} \mathrm{Ca}_{0.3} \mathrm{MnO}_{3}$ lanthanum manganites. The fast relaxation component with lifetimes of the order of hundreds of femtoseconds reaches a maximum in the region of the dielectric-metal transition, and its contribution increases as temperature decreases. The slow component with lifetimes of the order of dozens of picoseconds also has an extremum (minimum) in the transition region. The two-component character of relaxation, which includes contributions whose ratio changes in the transition, is evidence of a change in the character of the polaron responsible for conductivity in this material.

The fast photoinduced response oscillations assigned to coherent phonons exist both above and below the transition temperature. It follows that the structure of the lattice remains unchanged in the transition. However, note that, although the frequency of these oscillations changes insignificantly as temperature decreases, their damping (dephasing) considerably weakens.
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#### Abstract

The theory of Raman scattering by the coupled electron-phonon system in metals and heavily doped semiconductors is developed with Coulomb screening and the electron-phonon deformation interaction taken into account. The Boltzmann equation for carriers is applied. Phonon frequencies and optic coupling constants are renormalized due to interactions with carriers. The $k$-dependent semiclassical dielectric function is employed instead of the Lindhard-Mermin expression. The results of calculations are presented for various values of the carrier concentration and the electron-phonon coupling constant. © 2003 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

Recently, there has been considerable interest in the effect of electron-phonon interactions on opticalphonon dispersion. This interest is stimulated by contradictions between different approaches to the elec-tron-phonon interaction. The strong phonon renormalizations were first obtained by Migdal [1] (see also [2]) within a consistent many-body approach based on the Frölich Hamiltonian. An extremely large dispersion of optical phonons was predicted in [3] also using the Frölich model. These results contradict the BornOppenheimer (adiabatic) concept [4] according to which the phonon renormalizations should be small in terms of the nonadiabatic parameter $\sqrt{m / M}$, where $m$ and $M$ are the electron and ion masses, respectively (see also [5]). Theoretical investigations [6] of the sound velocity and acoustic attenuation in metals confirm the adiabatic concept. In a recent paper, Reizer [7] emphasized the importance of taking the screening effect into account. To our knowledge, the Coulomb screening effect on LO phonons was first studied in [8]. Using the Boltzmann equation, we found in [9] that the electronphonon interaction results more significantly in opticalphonon damping than in the dispersion law. In any case, the Frölich model has evident shortcomings.

From the experimental standpoint, the best opportunity for the investigation of interactions between electrons and optical phonons is provided by coupled phonon-plasmon modes in doped semiconductors (see, e.g., [10]). Two such modes, $L^{ \pm}$, have been observed in

[^13]Raman experiments for many semiconductors. At the early stage, the Raman results were compared with the theory in [11] based on the Drude model (see, e.g., [12]), but the Lindhard-Mermin expression for the dielectric function has been used more recently [13].

The Lindhard-Mermin expression [14] represents a sophisticated generalization of the Lindhard function with the help of the electron relaxation time. The Lindhard approach is very useful, while the momentum transfer $k$ in the Raman scattering is compared with the Fermi momentum $p_{\mathrm{F}}$. The most significant effect of the carriers should be expected for $k v_{F} \sim \omega$, where $v_{F}$ is the Fermi velocity and $\omega$ is the phonon frequency. For solids with metallic conductivity, the Fermi velocity can be estimated using the argument of stability under the Coulomb interaction $e^{2} / \pi \hbar v_{\mathrm{F}} \leq 1$. This condition gives $v_{\mathrm{F}} \sim 0.7 \times 10^{8} \mathrm{~cm} / \mathrm{s}$. For the typical value of the optical phonon frequency $\omega=500 \mathrm{~cm}^{-1}$, the values of interest are $k \leq \omega / v_{\mathrm{F}} \approx 10^{6} \mathrm{~cm}^{-1}$. Therefore, the condition $k<p_{\mathrm{F}}$ is satisfied for a carrier concentration larger than $3 \times$ $10^{17} \mathrm{~cm}^{-3}$. In experiments, heavily doped semiconductors with a large carrier concentration are used in order to obtain a visible carrier effect. The condition $k \ll p_{\mathrm{F}}$ is then satisfied, and we can apply the Boltzmann equation in calculating the electronic susceptibility and in the evaluating the Raman cross section. The method of the Boltzmann equation is valid for the anisotropic electron plasma in solids at arbitrary temperatures. In the present paper, we obtain the Raman efficiency, applying the Boltzmann equation for generated carriers in heavily doped semiconductors at a temperature lower than the Fermi energy, $T \ll \varepsilon_{\mathrm{F}}$.

## 2. EFFECTIVE HAMILTONIAN AND LIGHT SCATTERING

For the electron-phonon system in solids, we use the operator of particle numbers $\hat{n}$, the phonon displacements $\hat{b}_{j}$, and the macroscopic electric field $E$, which accompanies vibrations in polar semiconductors and acts on the electron and ion charges. The effective Hamiltonian describing inelastic light scattering in solids can be written in the semiclassical Wigner representation as

$$
\begin{equation*}
\mathcal{H}=\frac{e^{2}}{m c^{2}} \int d^{3} r \mathcal{N}(\mathbf{r}, t) U(\mathbf{r}, t) \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{N}(\mathbf{r}, t)=\gamma \hat{n}(\mathbf{r}, t)+g_{j} \hat{b}_{j}(\mathbf{r}, t)+g_{E} E(\mathbf{r}, t) \tag{2}
\end{equation*}
$$

is a linear form in the variables $\hat{n}, \hat{b}_{j}$, and $E$. The subscript $j$ denotes the various phonon modes, longitudinal (LO) or transverse (TO). More precisely, the subscript $j$ designates the different phonon representations, which can be degenerate. The transformation properties of the coupling constants $g_{j}$ are determined by this representation. The notation $U(\mathbf{r}, t)$ is introduced for a product of the vector potentials of the incident and scattered photons,

$$
\begin{aligned}
& A^{(i)}(\mathbf{r}, t) A^{(s)}(\mathbf{r}, t)=U(\mathbf{r}, t) \\
= & \exp [i(\mathbf{k} \cdot \mathbf{r}-\omega t)] U(\mathbf{k}, \omega)
\end{aligned}
$$

where the momentum and frequency transfers are $\mathbf{k}=$ $\mathbf{k}^{(i)}-\mathbf{k}^{(s)}$ and $\omega=\omega^{(i)}-\omega^{(s)}$. The polarization vectors of $\hat{\mathbf{b}}_{j}(\mathbf{r}, t), \mathbf{E}(\mathbf{r}, t), \mathbf{A}^{(i)}(\mathbf{r}, t)$, and $\mathbf{A}^{(s)}(\mathbf{r}, t)$ are included in the coupling constants.

The first term in the right-hand side of Eq. (2) describes the light scattering by electron-hole pairs with the vertex

$$
\begin{gathered}
\gamma(\mathbf{p})=e_{\alpha}^{(i)} e_{\beta}^{(s)}\left[\delta_{\alpha \beta}+\frac{1}{m}\right. \\
\left.\times \sum_{n}\left(\frac{p_{f n}^{\beta} p_{n f}^{\alpha}}{\epsilon_{f}(\mathbf{p})-\boldsymbol{\epsilon}_{n}(\mathbf{p})+\omega^{(i)}}+\frac{p_{f n}^{\beta} p_{n f}^{\alpha}}{\boldsymbol{\epsilon}_{f}(\mathbf{p})-\boldsymbol{\epsilon}_{n}(\mathbf{p})+\omega^{(s)}}\right)\right]
\end{gathered}
$$

where the resonant term is included; $e_{\alpha}^{(i)}$ and $e_{\beta}^{(s)}$ are the polarization vectors of the incident, $\mathbf{A}^{(i)}(\mathbf{r}, t)$, and scattered, $\mathbf{A}^{(s)}(\mathbf{r}, t)$, photons. The quantum-mechanical and statistical average of the first term in Eq. (2),

$$
\begin{equation*}
\langle\langle\gamma \hat{n}(\mathbf{r}, t)\rangle\rangle=\int \frac{2 d^{3} p}{(2 \pi)^{3}} \gamma(\mathbf{p}) f_{p}(\mathbf{r}, t) \tag{3}
\end{equation*}
$$

can be expressed in terms of the electron distribution function $f_{p}(\mathbf{r}, t)$. The constants $g_{j}$ and $g_{E}$ are the defor-mation-optic and electrooptic couplings with the phonon displacements and the macroscopic electric field, respectively. The estimation gives $g_{j} \sim 1 / a^{4}, g_{E} \sim$ $1 / e a$, and $g(\mathbf{p}) \sim m / m^{*}$, where $a$ is the lattice parameter and $m^{*}$ is the effective mass.

The variable $U(\mathbf{r}, t)$ can be considered as an external force. The generalized susceptibility $\chi(\mathbf{k}, \omega)$ is then introduced as the linear response to this force,

$$
\begin{equation*}
\langle\langle\mathcal{N}(\mathbf{k}, \omega)\rangle\rangle=-\chi(\mathbf{k}, \omega) U(\mathbf{k}, \omega) \tag{4}
\end{equation*}
$$

According to the fluctuation-dissipation theorem, the function

$$
K(\mathbf{k}, \omega)=\frac{2}{1-e^{-\omega / T}} \operatorname{Im} \chi(\mathbf{k}, \omega)
$$

is the Fourier component of the correlation function

$$
\begin{equation*}
K\left(\mathbf{r}, t ; \mathbf{r}^{\prime}, t^{\prime}\right)=\left\langle\left\langle\mathcal{N}^{\dagger}(\mathbf{r}, t) \mathcal{N}\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right\rangle\right\rangle \tag{5}
\end{equation*}
$$

which depends only on the differences $\mathbf{r}-\mathbf{r}^{\prime}$ and $t-t^{\prime}$. The Raman cross section is given by
$\frac{d \sigma}{d \omega^{(s)} d \Omega^{(s)}}=\frac{k_{z}^{(s)} \omega^{(s)}}{\pi c}\left(\frac{2 e^{2}}{c \hbar m \omega^{(i)}}\right)^{2} K(\mathbf{k}, \omega)|U(\mathbf{k}, \omega)|^{2},(6)$
where $k_{z}^{(s)}$ is the normal to the sample surface component of the scattered wave vector in vacuum.

A note should be made. Evidently, any sample has a surface. The surface effects in the Raman scattering were considered in our paper [15]; they are omitted in the derivation of Eq. (6). Because of the skin effect, moreover, the incident and scattered fields do not penetrate the bulk. For the optical range of the incident light, we have normal skin-effect conditions. We then integrate the distribution $|U(\mathbf{k}, \omega)|^{2}$ in Eq. (6) over the normal component $k_{z}$. As shown in [15], the integration of $|U(\mathbf{k}, \omega)|^{2}$ gives a factor of $1 / \zeta_{2}$, where $\zeta_{2}$ is expressed in terms of the wave-vector components inside the semiconductor, $\zeta_{2}=\operatorname{Im}\left(k_{z}^{(i)}-k_{z}^{(s)}\right)$. The Raman cross section (6) is dimensionless. It represents the ratio of the energy of inelastic scattered light to the incident energy.

## 3. BOLTZMANN EQUATION FOR CARRIERS

The problem of the evaluation of the Raman cross section consists in the calculation of generalized sus-
ceptibility (4). We apply the Boltzmann equation for the electron distribution function:

$$
\begin{gather*}
\frac{\partial f_{p}(\mathbf{r}, t)}{\partial t}+\mathbf{v} \frac{\partial f_{p}(\mathbf{r}, t)}{\partial \mathbf{r}}+\dot{\mathbf{p}} \frac{\partial f_{p}(\mathbf{r}, t)}{\partial \mathbf{p}}  \tag{7}\\
\quad=-\frac{1}{\tau}\left[f_{p}(\mathbf{r}, t)-\left\langle f_{p}(\mathbf{r}, t)\right\rangle\right]
\end{gather*}
$$

The angular brackets denote the average over the Fermi surface,

$$
\langle\ldots\rangle=\frac{1}{v_{0}} \int(\ldots) \frac{2 d S_{\mathrm{F}}}{v(2 \pi)^{3}},
$$

where the integral is performed in the momentum space over the Fermi surface and $v_{0}$ is the density of electron states, defined by the condition $\langle 1\rangle=1$. We use the $\tau$-approximation, which is correct for the electron scattering by defects in metals and heavily doped semiconductors. The collision integral in form (7) conserves the number of electrons in collisions. Therefore, the charge density satisfies the equation of continuity. This ensures the correct $\omega$-dependence of the dielectric function at low frequencies.

In accordance with Eqs. (1), (2), and (3), instead of the unperturbed electron spectrum $\varepsilon_{0}(\mathbf{p})$, we introduce the local electron spectrum in the presence of the external force $U(\mathbf{r}, t)$ as

$$
\varepsilon(\mathbf{p}, \mathbf{r}, t)=\varepsilon_{0}(\mathbf{p})+\gamma(\mathbf{p}) U(\mathbf{r}, t)+\zeta_{j}(\mathbf{p}) b_{j}(\mathbf{r}, t)
$$

where the last term represents the electron-opticalphonon deformation potential and $b_{j}(\mathbf{r}, t)=$ $\left\langle\left\langle\hat{b}_{j}(\mathbf{r}, t)\right\rangle\right\rangle$. We use this form of the electron-phonon interaction instead of the Frölich polarization type $\zeta(\mathbf{p}) \operatorname{div} \mathbf{b}(\mathbf{r}, t)$ because the first is larger by the parameter $1 / k a$ for optical phonons.

We linearize Eq. (7), seeking its solution in the form

$$
\begin{equation*}
f_{p}(\mathbf{r}, t)=f_{0}[\varepsilon(\mathbf{p}, \mathbf{r}, t)-\mu]-\frac{d f_{0}}{d \varepsilon} \delta f_{p}(\mathbf{r}, t) \tag{8}
\end{equation*}
$$

where $f_{0}[\varepsilon(\mathbf{p}, \mathbf{r}, t)-\mu]$ is the Fermi-Dirac local distribution function. It is important that the collision term in the Boltzmann equation is canceled by the local-equilibrium term in Eq. (8).

We impose the number conservation condition on the chemical potential,

$$
\int \frac{d^{3} p}{(2 \pi)^{3}} f_{0}[\varepsilon(\mathbf{p}, \mathbf{r}, t)-\mu]=\int \frac{d^{3} p}{(2 \pi)^{3}} f_{0}\left(\varepsilon_{0}-\mu_{0}\right)
$$

and obtain

$$
\mu=\mu_{0}+\langle\gamma(\mathbf{p})\rangle U(\mathbf{r}, t)+\left\langle\zeta_{j}(\mathbf{p})\right\rangle b_{j}(\mathbf{r}, t)
$$

This condition implies the renormalization of vertices

$$
\begin{align*}
\gamma(\mathbf{p}) & \longrightarrow \gamma(\mathbf{p})-\langle\gamma(\mathbf{p})\rangle  \tag{9}\\
\zeta_{j}(\mathbf{p}) & \longrightarrow \zeta_{j}(\mathbf{p})-\left\langle\zeta_{j}(\mathbf{p})\right\rangle,
\end{align*}
$$

and this substitution is to be made in what follows.
The linearized Boltzmann equation in the Fourier components is given by

$$
\begin{aligned}
& -i(\omega-\mathbf{k} \cdot \mathbf{v}+i / \tau) \delta f_{p}(\mathbf{k}, \omega) \\
= & \psi_{p}(\mathbf{k}, \omega)+\left\langle\delta f_{p}(\mathbf{k}, \omega)\right\rangle / \tau
\end{aligned}
$$

where

$$
\begin{gathered}
\psi_{p}(\mathbf{k}, \omega)=e \mathbf{v} \cdot \mathbf{E}(\mathbf{k}, \omega) \\
-i \omega\left[\gamma(\mathbf{p}) U(\mathbf{k}, \omega)+\zeta_{j}(\mathbf{p}) b_{j}(\mathbf{k}, \omega)\right]
\end{gathered}
$$

The solution to this equation is easily obtained as

$$
\begin{equation*}
\delta f_{p}(\mathbf{k}, \omega)=i\left[\psi_{p}(\mathbf{k}, \omega)+\left\langle\delta f_{p}(\mathbf{k}, \omega)\right\rangle / \tau\right] / \Delta_{p} \tag{10}
\end{equation*}
$$

where we designate $\Delta_{p}=\omega-\mathbf{k} \cdot \mathbf{v}+i / \tau$. We now obtain

$$
\begin{equation*}
\left\langle\delta f_{p}(\mathbf{k}, \omega)\right\rangle=\frac{i\left\langle\psi_{p}(\mathbf{k}, \omega) / \Delta_{p}\right\rangle}{1-i\left\langle\tau^{-1} / \Delta_{p}\right\rangle} \tag{11}
\end{equation*}
$$

Notice that in accordance with the adiabatic concept, no additional contribution comes from the local equilibrium distribution function $f_{0}[\varepsilon(\mathbf{p}, \mathbf{r}, t)]$ in Eq. (8).

## 4. EQUATION OF MOTION <br> FOR PHONONS INTERACTING WITH CARRIERS

In the long-wave approximation $(k \ll 1 / a$, where $a$ is the lattice parameter), we write the equation of motion for the phonon displacement field as

$$
\begin{align*}
& \left(\omega_{k}^{2}-\omega^{2}\right) b_{j}(\mathbf{k}, \omega)=\frac{Z}{M^{\prime}} E_{j}(\mathbf{k}, \omega)-\frac{g_{j} U(\mathbf{k}, \omega)}{M^{\prime} N} \\
& \quad-\frac{1}{M^{\prime} N} \int \frac{2 d S_{F}}{v(2 \pi)^{3}} \zeta_{j}(\mathbf{p}) \delta f_{p}(\mathbf{k}, \omega) \tag{12}
\end{align*}
$$

where $N$ is the number of unit cells in $1 \mathrm{~cm}^{3}, M^{\prime}$ is the reduced mass of the unit cell, and $Z$ is the effective ionic charge. The nonperturbed phonon frequency $\omega_{k}$ must be considered in the absence of the electric field and without any electron-phonon interactions. In the longwave limit, we can expand it as $\omega_{k}^{2}=\omega_{0}^{2} \pm s^{2} k^{2}$ with a value of the dispersion parameter $s$ on the order of the typical sound velocity in solids. We note that the optical phonons always have the so-called natural width $\Gamma^{\text {nat }} \sim$ $\omega_{0} \sqrt{m / M}$. The natural width results from decay processes into two or more acoustic and optical phonons.

In the final expressions, we will substitute $\omega_{k}^{2}-\omega^{2} \longrightarrow$ $\omega_{k}^{2}-i \omega \Gamma^{\text {nat }}-\omega^{2}$.

Equation (12) is applied to both the longitudinal and transverse phonons. It follows from the Maxwell equations that the electric field is longitudinal, $\mathbf{E} \| \mathbf{k}$, in the optical region $k \gg \omega / c$. If the excited phonons propagate in the symmetric direction, the TO and LO phonons are separated. Therefore, the electric field is involved in only Eq. (12) for the LO phonon. In addition, the coupling $\zeta_{j}(\mathbf{p})$ depends on the phonon representation $j$.

Using solution (10), we rewrite Eq. (12) as

$$
\begin{equation*}
\left(\tilde{\omega}_{j}^{2}-\omega^{2}\right) b_{j}(\mathbf{k}, \omega)-\frac{\tilde{Z}}{M^{\prime}} E_{j}(\mathbf{k}, \omega)=-\frac{\tilde{g}_{j} U(\mathbf{k}, \omega)}{M^{\prime} N}, \tag{13}
\end{equation*}
$$

where the phonon frequency

$$
\begin{equation*}
\tilde{\omega}_{j}^{2}=\omega_{k}^{2}+\frac{\omega v_{0}}{M^{\prime} N}\left(\left\langle\frac{\zeta_{j}^{2}(\mathbf{p})}{\Delta_{p}}\right\rangle+\frac{i\left\langle\zeta_{j}(\mathbf{p}) / \Delta_{p}\right\rangle^{2}}{\tau-\left\langle i / \Delta_{p}\right\rangle}\right), \tag{14}
\end{equation*}
$$

the effective ionic charge

$$
\begin{gather*}
\tilde{Z}=Z-\frac{i e v_{0}}{N} \\
\times\left(\left\langle\frac{v_{z} \zeta_{j}(\mathbf{p})}{\Delta_{p}}\right\rangle+\frac{i\left\langle v_{z} / \Delta_{p}\right\rangle\left\langle\zeta_{j}(\mathbf{p}) / \Delta_{p}\right\rangle}{\tau-\left\langle i / \Delta_{p}\right\rangle}\right), \tag{15}
\end{gather*}
$$

and the deformation-optic coupling

$$
\begin{gather*}
\tilde{g}_{j}=g_{j} \\
+\omega v_{0}\left(\left\langle\frac{\zeta_{j}(\mathbf{p}) \gamma(\mathbf{p})}{\Delta_{p}}\right\rangle+\frac{i\left\langle\zeta_{j}(\mathbf{p}) / \Delta_{p}\right\rangle\left\langle\gamma(\mathbf{p}) / \Delta_{p}\right\rangle}{\tau-\left\langle i / \Delta_{p}\right\rangle}\right) \tag{16}
\end{gather*}
$$

are renormalized because of the electron-phonon interaction $\zeta_{j}(\mathbf{p})$.

## 5. POISSON EQUATION

FOR THE MACROSCOPIC FIELD
We consider the longitudinal electric induction $D$ that accompanies lattice vibrations. There are several contributions to the field: (1) the polarization $\alpha E(\mathbf{r}, t)$ of the filled electron bands; (2) the lattice polarization $N Z b_{\mathrm{LO}}(\mathbf{r}, t)$; (3) the contribution of the free carrier density $\rho=-\operatorname{div} \mathbf{P}_{e}$; and (4) the term $P=-\partial \mathscr{H} / \partial E=-g_{E} U$ that explicitly results from Hamiltonian (1), (2). Collecting all these terms into the Poisson equation $\operatorname{div} D=0$, we find

$$
\begin{gather*}
\varepsilon_{\infty} E(\mathbf{k}, \omega)+4 \pi N Z b_{\mathrm{LO}}(\mathbf{k}, \omega) \\
+\frac{4 \pi i e}{k} \int \frac{2 d^{3} p}{(2 \pi)^{3}} \delta f_{p}(\mathbf{k}, \omega)-4 \pi g_{E} U(\mathbf{k}, \omega)=0, \tag{17}
\end{gather*}
$$

where the high-frequency permittivity $\varepsilon_{\infty}=1+4 \pi \alpha$. Using the solution of the Boltzmann equation, we rewrite the Poisson equation in the form

$$
\begin{gather*}
\varepsilon_{e}(\mathbf{k}, \omega) E(\mathbf{k}, \omega)+4 \pi N \bar{Z} b_{\mathrm{Lo}}(\mathbf{k}, \omega)  \tag{18}\\
=4 \pi \tilde{g}_{E} U(\mathbf{k}, \omega),
\end{gather*}
$$

where the electronic dielectric function

$$
\begin{equation*}
\varepsilon_{e}(\mathbf{k}, \omega)=\varepsilon_{\infty}+\varepsilon_{\infty} \frac{k_{0}^{2}}{k^{2}}\left[1-\frac{\left\langle\omega / \Delta_{p}(k)\right\rangle}{\left\langle i / \Delta_{p}(k)\right\rangle / \tau}\right] \tag{19}
\end{equation*}
$$

contains the Thomas-Fermi parameter $k_{0}^{2}=4 \pi e^{2} v_{0} / \varepsilon_{\infty}$.
Because of the electron-phonon interactions $\zeta_{L O}(\mathbf{p})$, the ionic charge obtains an additional term,

$$
\begin{gather*}
\bar{Z}=Z+\frac{i e v_{0}}{N} \\
\times\left(\left\langle\frac{v_{z} \zeta_{L O}(\mathbf{p})}{\Delta_{p}}\right\rangle+\frac{i\left\langle v_{z} / \Delta_{p}\right\rangle\left\langle\zeta_{L o}(\mathbf{p}) / \Delta_{p}\right\rangle}{\tau-\left\langle i / \Delta_{p}\right\rangle}\right) \tag{20}
\end{gather*}
$$

of the opposite sign compared with that in Eq. (15). The electrooptic coupling in Eq. (17) also changes, but because of the light scattering by carriers $\gamma(\mathbf{p})$ :

$$
\begin{gather*}
\tilde{g}_{E}=g_{E} \\
-i e v_{0}\left(\left\langle\frac{v_{z} \gamma(\mathbf{p})}{\Delta_{p}}\right\rangle+\frac{i\left\langle v_{z} / \Delta_{p}\right\rangle\left\langle\gamma(\mathbf{p}) / \Delta_{p}\right\rangle}{\tau-\left\langle i / \Delta_{p}\right\rangle}\right) . \tag{21}
\end{gather*}
$$

## 6. RAMAN SCATTERING <br> BY ELECTRON-HOLE PAIRS, PHONONS, AND COUPLED MODES

We are now in a position to calculate susceptibility (4). Using Eqs. (3), (10), (11), (16), and (21), we obtain

$$
\begin{gather*}
\langle\langle\mathcal{N}(\mathbf{k}, \omega)\rangle\rangle=-\chi_{e}(\mathbf{k}, \omega) U(\mathbf{k}, \omega)  \tag{22}\\
+\tilde{g}_{j} b_{j}(\mathbf{k}, \omega)+\bar{g}_{E} E(\mathbf{k}, \omega)
\end{gather*}
$$

where

$$
\chi_{e}(\mathbf{k}, \omega)=-\omega v_{0}\left(\left\langle\frac{\gamma^{2}(\mathbf{p})}{\Delta_{p}}\right\rangle+\frac{i\left\langle\gamma(\mathbf{p}) / \Delta_{p}\right\rangle^{2}}{\tau-\left\langle i / \Delta_{p}\right\rangle}\right)
$$

gives the light scattering with the excitation of elec-tron-hole pairs. We note that the renormalized coupling $\bar{g}_{E}$ entering here differs from $\tilde{g}_{E}$ in (21) by the sign of the second term:

$$
\bar{g}_{E}=g_{E}+i e v_{0}\left(\left\langle\frac{v_{z} \gamma(\mathbf{p})}{\Delta_{p}}\right\rangle+\frac{i\left\langle v_{z} / \Delta_{p}\right\rangle\left\langle\gamma(\mathbf{p}) / \Delta_{p}\right\rangle}{\tau-\left\langle i / \Delta_{p}\right\rangle}\right) .
$$ of algebraic equations (13) and (18). Using Eq. (22), we then obtain the generalized susceptibility

$$
\begin{equation*}
\chi(\mathbf{k}, \omega)=\chi_{e}(\mathbf{k}, \omega)+\frac{\tilde{g}_{j}^{2} \varepsilon_{e}(\mathbf{k}, \omega) / N M^{\prime}-4 \pi \tilde{g}_{E} \bar{g}_{E}\left(\tilde{\omega}_{j}^{2}-\omega^{2}\right)-4 \pi \tilde{g}_{j}\left(\tilde{g}_{E} \tilde{Z}^{2}+\bar{g}_{E} \bar{Z}\right) / M}{\left(\tilde{\omega}_{j}^{2}-\omega^{2}\right) \varepsilon_{e}(\mathbf{k}, \omega)+4 \pi N \bar{Z} \bar{Z} / M^{\prime}} . \tag{23}
\end{equation*}
$$

Expression (23) is our main result. The poles of the second term give the spectrum of collective excitations of the electron-phonon system. We discuss Eq. (23) in various limiting cases.

### 6.1. The Electronic Scattering

We obtain the Raman electronic scattering from Eq. (23) if we set $\tilde{g}_{j}=g_{E}=\tilde{Z}=\bar{Z}=0$. We then have

$$
\begin{equation*}
\chi(\mathbf{k}, \omega)=\chi_{e}(\mathbf{k}, \omega)+\frac{4 \pi \tilde{g}_{E}^{2}}{\varepsilon_{e}(\mathbf{k}, \omega)}, \tag{24}
\end{equation*}
$$

where $\tilde{g}_{E}$ is given by Eq. (21) with $g_{E}=0$.
For the isotropic Fermi surface, we calculate the dielectric function in Eq. (19) by performing integration:

$$
\begin{equation*}
\left\langle\frac{1}{\Delta_{p}(k)}\right\rangle=\frac{1}{2 k v_{\mathrm{F}}} \ln \frac{1+\kappa}{1-\kappa}, \quad \kappa=\frac{k v_{\mathrm{F}}}{\omega+i \tau^{-1}}, \tag{25}
\end{equation*}
$$

where we must take the branch of $\ln x$ that is real for positive real values of $x$.

For the anisotropic Fermi surface, the calculations can be performed in limiting cases. For $|\kappa| \gg 1$, we use the expansion for electronic dielectric function (19),

$$
\begin{equation*}
\varepsilon_{e}(\mathbf{k}, \omega)=\varepsilon_{\infty}\left\{1+\left(\frac{k_{0}}{k}\right)^{2}\left[1+i \frac{\pi v_{0} \omega}{k}\left\langle\frac{1}{v} \delta(\mu)\right\rangle\right]\right\}, \tag{26}
\end{equation*}
$$

where $\mu=\mathbf{v} \cdot \mathbf{k} / v k$ and $\delta(x)$ is the Dirac delta function. In this case, the Raman efficiency has a "tail" due to the Landau damping,

$$
\begin{equation*}
\operatorname{Im} \chi(\mathbf{k}, \omega)=\frac{\pi v_{0} \omega}{k}\left\langle\frac{\gamma^{2}(\mathbf{p})}{v} \delta(\mu)\right\rangle \tag{27}
\end{equation*}
$$

We see that the Raman cross section vanishes for the isotropic vertex $\gamma(\mathbf{p})$ because of Eq. (9). This is a result of Coulomb screening. It was first obtained in [16] for Raman scattering in semiconductors (see [17]).

In the opposite case, where $|\kappa| \ll 1$, the first term in Eq. (24) gives the result

$$
\begin{equation*}
\operatorname{Im} \chi_{e}(\mathbf{k}, \omega)=v_{0}\left\langle\gamma^{2}(\mathbf{p})\right\rangle \frac{\omega \tau}{(\omega \tau)^{2}+1}, \tag{28}
\end{equation*}
$$

which was first found in [18] with the help of the Green-function technique. The second term in Eq. (24)
reveals a plasmon pole at small values of $k$. The $k$-expansion of the dielectric function is

$$
\begin{equation*}
\varepsilon_{e}(k, \omega)=\varepsilon_{\infty}\left(1-\frac{\omega_{p e}^{2}+k^{2} w}{\omega\left(\omega+i \tau^{-1}\right)}\right), \tag{29}
\end{equation*}
$$

where the $k$-independent term represents the Drude conductivity and the electron plasma frequency is given by the integral over the Fermi surface, $\omega_{p e}^{2}=k_{0}^{2}\left\langle v_{z}^{2}\right\rangle$. The complex coefficient

$$
w=\frac{k_{0}^{2}\left(\left\langle v_{z}^{4}\right\rangle+i\left\langle v_{z}^{2}\right\rangle^{2} / \omega \tau\right)}{\left(\omega+i \tau^{-1}\right)^{2}}
$$

For the quadratic electron spectrum $\left\langle v_{z}^{2}\right\rangle=\left\langle v_{\mathrm{F}}^{2}\right\rangle / 3$ and $\left\langle v_{z}^{4}\right\rangle=\left\langle v_{\mathrm{F}}^{4}\right\rangle / 5$.

The $k$-expansion of $\tilde{g}_{E}$ gives

$$
\tilde{g}_{E}=-\frac{i e v_{0} k\left\langle\gamma(\mathbf{p}) v_{z}^{2}\right\rangle}{\left(\omega+i \tau^{-1}\right)^{2}}
$$

because $g_{E}=0$ and the zero-order term in the $k$-expansion vanishes due to the time invariance $\mathbf{v} \longrightarrow-\mathbf{v}$. The intensity of the plasmon peak is then proportional to $k^{2}$, in accordance with the known behavior of the dynamical structure factor.

### 6.2. Raman Scattering by TO Phonons

The second term in Eq. (23) gives the TO phonon scattering if we set $\tilde{Z}=\bar{Z}=\tilde{g}_{E}=0$ :

$$
\begin{equation*}
\chi(\mathbf{k}, \omega)=\frac{\tilde{g}_{\mathrm{TO}}^{2} / N M^{\prime}}{\tilde{\omega}_{\mathrm{TO}}^{2}-\omega^{2}-i \omega \Gamma^{\mathrm{nat}}}, \tag{30}
\end{equation*}
$$

where $\tilde{\omega}_{\text {TO }}$ and $\tilde{g}_{\text {TO }}$ are defined in Eqs. (14) and (16) with $\zeta_{j}(\mathbf{p})=\zeta_{\mathrm{TO}}(\mathbf{p})$; we add the phonon width $\Gamma^{\text {nat }}$ mentioned above.

Two points must be noted here. First, the TO-resonance occurs at the renormalized frequency $\tilde{\omega}_{\text {то }}$. Taking the real and imaginary parts of (14), we obtain the TO phonon shift and width due to the deformation interaction $\zeta(\mathbf{p})$ with carriers:

$$
\Delta \omega_{k}=\operatorname{Re}\left(\tilde{\omega}_{\mathrm{TO}}^{2}-\omega_{k}^{2}\right) / 2 \omega_{k}, \quad \Gamma=\Gamma^{\mathrm{nat}}-\operatorname{Im} \tilde{\omega}_{\mathrm{TO}}^{2} / \omega_{k} .
$$

Second, because of the interaction with carriers, the coupling $\tilde{g}_{\text {TO }}$ in (16) has an imaginary part. Therefore, the line shape of the resonance becomes asymmetric (the Fano resonance),

$$
\begin{gather*}
\operatorname{Im} \chi(\mathbf{k}, \omega)=\frac{1}{N M^{\prime}} \\
\times \frac{\omega \Gamma g_{\mathrm{TO}}^{2}+\left[\left(\operatorname{Re} \tilde{\omega}_{\mathrm{TO}}\right)^{2}-\omega^{2}\right] \operatorname{Im} \tilde{g}_{\mathrm{TO}}^{2}}{\left[\left(\operatorname{Re} \tilde{\omega}_{\mathrm{TO}}\right)^{2}-\omega^{2}\right]^{2}+(\omega \Gamma)^{2}} \tag{31}
\end{gather*}
$$

The line-shape asymmetry depends on the sign of $\operatorname{Re} g_{\text {то }}$. For instance, if $\operatorname{Re} g_{\text {то }}>0$, the high-frequency wing of the resonance line drops more slowly than the low-frequency one. In the limiting case where $\kappa \gg 1$, we expand

$$
\begin{gather*}
\tilde{g}_{\mathrm{TO}}=g_{\mathrm{TO}} \\
+\frac{v_{0} \omega}{k}\left\langle\frac{\gamma(\mathbf{p}) \zeta_{\mathrm{TO}}(\mathbf{p})}{v}\left(-i \pi+\frac{2 \omega}{k V}\right) \delta(\mu)\right\rangle \tag{32}
\end{gather*}
$$

and for $\kappa \ll 1$, we have

$$
\begin{gather*}
\tilde{g}_{\text {ТО }}=g_{\mathrm{TO}}+\frac{\omega v_{0}}{\omega+i \tau^{-1}} \\
\times\left(\left\langle\gamma(\mathbf{p}) \zeta_{\mathrm{TO}}(\mathbf{p})\right\rangle+\frac{k^{2}\left\langle v_{z}^{2} \gamma(\mathbf{p}) \zeta_{\mathrm{TO}}(\mathbf{p})\right\rangle}{\left(\omega+i \tau^{-1}\right)^{2}}\right) \tag{33}
\end{gather*}
$$

$$
\begin{equation*}
\chi(0, \omega)=\chi_{e}(0, \omega)+\frac{\tilde{g}_{L O}^{2} \varepsilon_{e}(0, \omega) / N M^{\prime}-4 \pi g_{E}^{2}\left(\tilde{\omega}_{0}^{2}-i \omega \Gamma^{\mathrm{nat}}-\omega^{2}\right)-8 \pi g_{E} \tilde{g}_{\mathrm{LO}} Z / M^{\prime}}{\left(\tilde{\omega}_{0}^{2}-i \omega \Gamma^{\mathrm{nat}}-\omega^{2}\right) \varepsilon_{e}(0, \omega)+4 \pi N Z^{2} / M^{\prime}} \tag{34}
\end{equation*}
$$

where the first term is given in Eq. (28). The deformation potential $\zeta_{\mathrm{TO}}(\mathbf{p})$ renormalizes the phonon frequency $\tilde{\omega}_{0}$ in (14), as well as the deformation-optic constant $\tilde{g}_{\text {LO }}$ in (16). The corresponding expansion in the limiting cases are similar to Eqs. (32) and (33). All of the above-mentioned about the TO line asymmetry also applies to the LO line.

Because the dielectric function of the electron-ion system is given by

$$
\begin{equation*}
\varepsilon(0, \omega)=\varepsilon_{e}(0, \omega)+\frac{4 \pi N Z^{2}}{M^{\prime}\left(\tilde{\omega}_{0}^{2}-i \omega \Gamma^{\mathrm{nat}}-\omega^{2}\right)} \tag{35}
\end{equation*}
$$

the second term in the right-hand side of Eq. (34) has poles at the points where $\varepsilon(0, \omega)=0$. This condition defines the frequency of coupled phonon-plasmon modes in the long-wave limit.

Notice that the electron-phonon interaction $\zeta_{\mathrm{TO}}(\mathbf{p})$ and the light scattering $\gamma(\mathbf{p})$ by carriers jointly renormalize the coupling $g_{\text {TO }}$ The frequency renormalization $\tilde{\omega}_{\text {TO }}^{2}$ (see Eq. (14)) results only from the electronphonon interaction $\zeta_{\mathrm{TO}}(\mathbf{p})$. The corresponding expressions can be obtained from Eqs. (32) and (33) by the substitution $\gamma(\mathbf{p}) \longrightarrow \zeta_{\text {то }}(\mathbf{p})$. We see that the TO phonons become broader and harder because of the interaction with carriers.

We emphasize that the phonon renormalizations depend on the carrier density $\mathrm{v}_{0}$ and the average coupling $\zeta_{j}(\mathbf{p})-\left\langle\zeta_{j}(\mathbf{p})\right\rangle$. They vanish for the isotropic Fermi surface. The maximum value of the relative renormalization in on the order of $\lambda a p_{\mathrm{F}} m^{*} \omega / m\left|\omega+i \tau^{-1}\right|$ at $k v \sim$ $\left|\omega+i \tau^{-1}\right|$, where $\lambda$ is the dimensionless electronphonon coupling and $m^{*}$ is the effective electron mass.

### 6.3. Raman Scattering

## by LO-Phonon-plasmon Coupled Modes

In this case, the carriers interact with each other and the ion vibrations via both the macroscopic electric field $E(\mathbf{r}, t)$ and the deformation potential $\zeta_{\mathrm{LO}}(\mathbf{p})$. In the long-wave limit $k \longrightarrow 0$, Eqs. (15), (20), and (21) show no renormalization of the ionic charge, $\tilde{Z}=\bar{Z}=Z$, and of the electrooptic constant, $\tilde{g}_{E}=g_{E}$. Equation (23) then becomes

In the absence of electron and phonon collisions ( $\tau^{-1}=\Gamma^{\text {nat }}=0$ ), and without electron-phonon interaction $(\zeta(\mathbf{p})=0)$, we obtain a biquadratic equation from Eq. (29). It gives the frequencies of the coupled phonon-plasmon modes at $k=0$,

$$
\begin{gather*}
\omega_{ \pm}^{2}=\frac{1}{2}\left(\omega_{p e}^{2}+\omega_{\mathrm{LO}}^{2}\right) \\
\pm \frac{1}{2}\left[\left(\omega_{p e}^{2}+\omega_{\mathrm{LO}}^{2}\right)^{2}-4 \omega_{p e}^{2} \omega_{\mathrm{TO}}^{2}\right]^{1 / 2} \tag{36}
\end{gather*}
$$

where $\omega_{\mathrm{TO}}=\omega_{k}$ is the TO-mode frequency at $k=0$, $\omega_{\mathrm{LO}}^{2}=\omega_{\mathrm{TO}}^{2}+\omega_{p i}^{2}$, and $\omega_{p i}^{2}=4 \pi N Z^{2} / \varepsilon_{\infty} M^{\prime}$. These frequencies (related to $\omega_{\mathrm{TO}}$ ) are shown in Fig. 1 as functions of the electron concentration, namely, $\omega_{p e} / \omega_{\mathrm{TO}}$. The upper line begins at $\omega_{\mathrm{LO}}$ and tends to the electron plasma frequency $\omega_{p e}$. The lower frequency starts as $\omega_{p e} \omega_{\mathrm{TO}} / \omega_{\mathrm{LO}}$ and then approaches $\omega_{\mathrm{TO}}$. In other words,


Fig. 1. Frequencies (in units of $\omega_{\mathrm{TO}}$ ) of the phonon-plasmon modes at $k=0$ versus the free-carrier concentration, namely, the electron plasma frequency (in units of $\omega_{\mathrm{TO}}$ ). We set the ion plasma frequency $\omega_{p i}=\omega_{\mathrm{TO}}$ in the absence of the free carriers. Then $\omega_{\mathrm{LO}} / \omega_{\mathrm{TO}}=\sqrt{2}$.
observing the longitudinal phonon mode in the optic range and adding electrons, we see a transition of the longitudinal phonon frequency from $\omega_{\mathrm{LO}}$ to $\omega_{\mathrm{TO}}$. This is a result of the Coulomb screening.

We can compare Eq. (34) with the theory of Hon and Faust [11]. Because the electron-phonon interaction, $\zeta_{\mathrm{Lo}}(\mathbf{p})$, as well as the electronic scattering, $\gamma(\mathbf{p})$, were ignored in their theory, the phonon frequency and the deformation-optic constant were not renormalized. Equation (34) can then be rewritten as

$$
\begin{gather*}
\chi(0, \omega)=\frac{\left(4 \pi g_{E}\right)^{2}}{\varepsilon_{\infty} \varepsilon(0, \omega)}  \tag{37}\\
\times\left[\frac{\varepsilon_{e}(0, \omega) A^{2} \chi_{I}}{\varepsilon_{\infty}}-\frac{\varepsilon_{\infty}}{4 \pi}-2 A \chi_{I}\right],
\end{gather*}
$$

where

$$
\begin{aligned}
& \chi_{I}=N Z^{2} / M^{\prime}\left(\omega_{\mathrm{TO}}^{2}-i \omega \Gamma^{\mathrm{nat}}-\omega^{2}\right), \\
& A=\frac{C \omega_{\mathrm{TO}}^{2} M \varepsilon_{\infty}}{4 \pi N Z^{2}}, \quad C=\frac{g_{\mathrm{LO}} Z}{g_{E} M \omega_{\mathrm{TO}}^{2}}
\end{aligned}
$$

is the Faust-Henry coefficient. We now see that expression (37) coincides with the result of Hon and Faust (see, e.g. [13, Eq. (3.1)]).

For $k \neq 0$, Eq. (23) includes the dielectric function (19), which differs from the Lindhard-Mermin expression. The condition

$$
\begin{equation*}
\left(\tilde{\omega}_{j}^{2}-i \omega \Gamma^{\mathrm{nat}}-\omega^{2}\right) \varepsilon_{e}(\mathbf{k}, \omega)+4 \pi N \tilde{Z} \bar{Z} / M^{\prime}=0 \tag{38}
\end{equation*}
$$

determines the frequencies and damping of the phonon-plasmon coupled modes and contains the phonon frequency $\tilde{\omega}$ and the ionic charge renormalized by the electron-photon interaction $\zeta_{\mathrm{LO}}(\mathbf{p})$. The electrooptic coupling $g_{E}$ in Eq. (21) is modified because of the light scattering $\gamma(\mathbf{p})$ from the electron-hole pairs. This effect is not canceled in the product $\tilde{g}_{E} \bar{g}_{E}$ in Eq. (23) even in the absence of the electron-phonon interaction $\zeta_{\mathrm{LO}}(\mathbf{p})$. The expansion of $\tilde{g}_{E}$ has the form

$$
\begin{equation*}
\tilde{g}_{E}=g_{E}-\frac{i e v_{0} k\left\langle v_{z}^{2} \gamma(\mathbf{p})\right\rangle}{\left(\omega+i \tau^{-1}\right)^{2}} \tag{39}
\end{equation*}
$$

for $|\kappa| \ll 1$ and

$$
\begin{align*}
& \tilde{g}_{E}=g_{E}+e v_{0} k^{-2}\left(\omega+i \tau^{-1}\right) \\
& \quad \times\left\langle\frac{\gamma(\mathbf{p})}{v}\left(-\frac{\pi}{2}-\frac{i \omega}{k v}\right) \delta(\mu)\right\rangle \tag{40}
\end{align*}
$$

for $|\kappa| \gg 1$. We note that the term $\tilde{g}_{E} \bar{g}_{E}$ has the largest imaginary part for $\omega \tau \approx 1$ and then results most significantly in the line-shape asymmetry.

The dispersion of the phonon-plasmon modes is schematically shown in Fig. 2. There are two main peculiarities in this figure. First, the behavior of the upper mode near the line $\omega=k v_{\mathrm{F}}$. Around this line $\tau^{-1}<\omega-k v_{\mathrm{F}} \ll k v_{\mathrm{F}}$, dielectric function (19) has a singularity,

$$
\begin{gather*}
\varepsilon_{e}(k, \omega)=\varepsilon_{\infty}+\varepsilon_{\infty} \frac{k_{0}^{2}}{k^{2}} \\
\times\left\{1-\frac{\omega}{2 k V_{\mathrm{F}}}\left[\frac{1}{2} \ln \frac{4 k^{2} v_{\mathrm{F}}^{2}}{\left(\omega-k V_{\mathrm{F}}\right)^{2}+\tau^{-2}}-i \frac{\tau^{-1}}{\omega-k V_{\mathrm{F}}}\right]\right\} . \tag{41}
\end{gather*}
$$

Because of this singularity, the upper mode approaches the asymptote $\omega=k v_{\mathrm{F}}$ as the wave vector $k$ increases. Second, in the region $k v_{\mathrm{F}} \gg \omega$, there is always one mode that has a predominantly phonon character. The



Fig. 2. Schematic representation of the dispersion of phonon-plasmon modes for (a) metallic ( $\omega_{p e}>\omega_{\mathrm{TO}}$ ) and (b) semiconducting $\left(\omega_{p e}<\omega_{\mathrm{TO}}\right)$ carrier concentrations. The dashed straight lines separate the domain $k \mathrm{v}_{\mathrm{F}}>\omega$ where the Landau damping exists the dashed curves represent damped modes there.


Fig. 3. Raman spectra from a semiconductor with low carrier concentration as a function of the frequency transfer $\omega$ for the indicated values of the momentum transfer $k$, the Thomas-Fermi parameter $k_{0}$ (in units of $\omega_{\mathrm{TO}} / v_{\mathrm{F}}$ ), and the electron-phonon coupling constant $\lambda_{\text {eph }}=0$ (a) and $0.1(\mathrm{~b})$. We set the ion plasma frequency $\omega_{p i}=\omega_{\mathrm{TO}}$, the phonon natural width $\Gamma^{\mathrm{nat}} / \omega_{\mathrm{TO}}=10^{-2}$, and the carrier relaxation rate $\tau^{-1} / \Gamma^{\text {nat }}=10$.
reason is the decrease with $k$ of the imaginary part of dielectric function (26).

## 7. DISCUSSION

We now consider the results in the simplest way. We assume that the electronic scattering is negligibly small, $\gamma(\mathbf{p})=0$. The second term in the parentheses in Eq. (14) is less than the first one in both limiting cases, $\kappa \ll 1$ and $\kappa \gtrdot>1$. We neglect this term entirely. We also do not take the ion charge renormalization into account because it vanishes at small values of $\kappa$. We can then use expression (25) not only for the dielectric function
$\varepsilon_{e}(\mathbf{k}, \omega)$, Eq. (19), but also for the renormalized phonon frequency $\tilde{\omega}$, Eq. (14).

In such an approximation, solving Eq. (38), we find the frequency and damping of the photionlike mode for the limiting cases of the parameter $\kappa=k v_{\mathrm{F}} /(\omega+i / \tau)$ and for low and large carrier concentration.

1. Low carrier concentration, $\omega_{p e}<\omega_{O}:|\kappa| \ll 1$,

$$
\begin{gathered}
\omega^{2}=\omega_{\mathrm{LO}}^{2}-i \omega \Gamma^{\mathrm{nat}} \\
+\frac{\lambda \omega \omega_{\mathrm{TO}}^{2}}{\omega^{*}}\left(1+\frac{\kappa^{2}}{3}\right)+\frac{\left(\omega_{p i} \omega_{p e}\right)^{2}}{\omega \omega^{*}}\left(1+\frac{i \kappa^{2}}{3 \omega \tau}\right)
\end{gathered}
$$



Fig. 4. The plasmon dispersion as a function of $k$ in units of $\omega_{\mathrm{TO}} / v_{\mathrm{F}}$ (the position in units of $\omega_{\mathrm{TO}}$ of the line peak of Raman spectra; upper part of the figure, solid line) for $k_{0}=1$ and $\lambda_{\mathrm{eph}}=0(\mathrm{a})$ and 0.1 (b). In the bottom, the line width (the full width at half-maximum, dashed line), and the line asymmetry (the difference between the right and left wings at half-maximum, dash-dotted line) in units of $\omega_{\mathrm{TO}}$. The Landau damping exists to the right of the dotted line $\omega=k v_{\mathrm{F}}$.
$|\kappa| \gg 1$,

$$
\begin{gathered}
\omega^{2}=\omega_{\mathrm{LO}}^{2}-i \omega \Gamma^{\mathrm{nat}} \\
+\frac{\lambda \omega \omega_{\mathrm{TO}}^{2}}{k V_{\mathrm{F}}}\left(-i \frac{\pi}{2}+\frac{1}{\kappa}\right)-\frac{3\left(\omega_{p i} \omega_{p e}\right)^{2}}{\left(k V_{\mathrm{F}}\right)^{2}}\left(1+\frac{i \pi \omega}{2 k V_{\mathrm{F}}}\right),
\end{gathered}
$$

where $\omega^{*}=\omega+i / \tau$ and, instead of $\omega$, we substitute $\omega \longrightarrow \omega_{\mathrm{LO}}$.
2. Large carrier concentration, $\omega_{p e} \gg \omega_{\mathrm{TO}}$ : $|\kappa| \ll 1$,

$$
\begin{gathered}
\omega^{2}=\omega_{\mathrm{TO}}^{2}-i \omega \Gamma^{\mathrm{nat}} \\
+\frac{\lambda \omega \omega_{\mathrm{TO}}^{2}}{\omega^{*}}\left(1+\frac{\kappa^{2}}{3}\right)-\frac{\omega_{p i}^{2} \omega \omega^{*}}{\omega_{p e}^{2}}\left(1-\frac{i \kappa^{2}}{3 \omega \tau}\right)
\end{gathered}
$$

$|\kappa| \gg 1$,

$$
\begin{gathered}
\omega^{2}=\omega_{\mathrm{TO}}^{2}-i \omega \Gamma^{\mathrm{nat}} \\
+\frac{\lambda \omega \omega_{\mathrm{TO}}^{2}}{k V_{\mathrm{F}}}\left(-i \frac{\pi}{2}+\frac{1}{\kappa}\right)+\frac{\left(\omega_{p i} k v_{\mathrm{F}}\right)^{2}}{3 \omega_{p e}^{2}}\left(1-\frac{i \pi \omega}{2 k V_{\mathrm{F}}}\right),
\end{gathered}
$$

where we substitute $\omega \longrightarrow \omega_{\text {TO }}$. The definition of $\lambda$ depends on $\kappa$,

$$
\begin{gathered}
\lambda=\frac{v_{0}\left\langle\zeta^{2}(\mathbf{p})\right\rangle}{M^{\prime} N \omega_{\mathrm{TO}}^{2}}, \quad \kappa \ll 1, \\
\lambda=\frac{v_{0} v_{\mathrm{F}}^{2}\left\langle\zeta^{2}(\mathbf{p}) / v_{z}^{2}\right\rangle}{M^{\prime} N \omega_{\mathrm{TO}}^{2}}, \quad \kappa \gtrdot 1,
\end{gathered}
$$

but gives a value on the same order, $\lambda \sim p_{\mathrm{F}} a m^{*} / m$.
Results of the numerical calculations of the Raman spectra, Eq. (23), in this approximation are shown in Fig. 3 for two values of electron-phonon coupling:

$$
\lambda_{\mathrm{eph}}=\frac{v_{0}\left\langle\zeta^{2}(\mathbf{p})\right\rangle}{\omega_{0}^{3} M^{\prime} N} \approx \frac{p_{\mathrm{F}} a m^{*}}{m}
$$

We take the value of the Faust-Henry coefficient $C=$ -0.5 and the phonon natural width $\Gamma^{\text {nat }}=10^{-2} \omega_{\text {TO }}$. The electron collision rate is taken as $\tau^{-1}=10^{-1} \omega_{\mathrm{TO}}$, which is the usual value for heavily doped semiconductors [13, 19].


Fig. 5. The LO phonon Raman spectra for large momentum transfers $k$.


Fig. 6. Raman spectra from a heavily doped semiconductor for $k_{0}=3$ and $\lambda_{\text {eph }}=0(a)$ and 0.2 (b); the notations as in Fig. 1 .


Fig. 7. The LO phonon part of the Raman spectra from heavily doped semiconductor for various momentum transfers without (a) and with (b) electron-phonon interaction taken into account.

In Fig. 3, the wave vector $k$ and the Thomas-Fermi parameter $k_{0}$ are given in units of $\omega_{\mathrm{TO}} / \mathrm{v}_{\mathrm{F}}$, and the frequency $\omega$, in units of $\omega_{\text {то }}$. Both these figures correspond to the case of small carrier numbers $\omega_{p e}<\omega_{\text {TO }}$ (see Fig. 2a; for the quadratic electron spectrum, $\omega_{p e}=$ $k_{0} v_{F} / \sqrt{3}$ ). The left peak mainly has a plasmon character and the right peak is mainly the LO phonon. We set the ion plasmon frequency $\omega_{p i}=\omega_{\mathrm{TO}}$; therefore, $\omega_{\mathrm{LO}}=$ $\sqrt{2} \omega_{\mathrm{TO}}$. As the wave vector $k$ approaches the boundary of the Landau damping region $k v_{F}>\omega$, the plasmon peak becomes broader and almost disappears at $k=0.8$. The broad continuum in the region $k v_{\mathrm{F}}>\omega$ results from the excitation of electron-hole pairs. The intensity of
the plasmon peak becomes larger in comparison to the phonon peak as the electron-phonon interaction $\lambda_{\text {eph }}$ increases.

The $k$-dispersion of the plasmon (the peak position of the Raman spectra as a function of $k$ ), the line width (the full width at half-maximum), and the line asymmetry (the frequency difference between the right and left wings of the resonance line at half-maximum) are shown in Fig. 4, all in units of $\omega_{\mathrm{TO}}$. The width and asymmetry become much larger, while the plasmon peak is immersed in the electron-hole continuum. The maximum in this region of the spectra is essentially nothing but the electron-hole contribution. In Fig. 4b, we see how close this maximum is located on the line $\omega=k v_{\mathrm{F}}$ for $\lambda_{\text {eph }}=0.1$.


Fig. 8. Dispersion of the phonon peak (upper), the line width, and the line asymmetry (bottom). The boundary of the Landau damping region is shown with a dotted line.


Fig. 9. Dispersion of the plasmon peak in heavily doped semiconductors.

The behavior of the phonon peak around $\omega=\omega_{\text {LO }}$ as $k$ increases is shown in Fig. 5. As the wave vector increases from $k=0$ to $k=1.7$, the phonon peak is evidently shifted to a higher frequency and becomes broader. This is an effect of the Landau damping (see Fig. 2b). However, for $k>1.75$, this peak appears at a lower frequency, $\omega \approx 1.4$, and becomes sharper for $k>$ 2.2 because the Landau damping decreases with $k$ (see Eq. (26)).

The Raman spectra for heavily doped semiconductors and metals are shown in Fig. 6 (see also Fig. 2a). The phonon peak is now located around $\omega \sim \omega_{\text {TO }}$ instead of $\omega \sim \omega_{\text {LO }}$. This is an effect of the Coulomb
screening: carriers decrease the frequency of the LO mode from $\omega_{\mathrm{LO}}$ to $\omega_{\mathrm{TO}}$. We also see that the electronphonon interaction suppresses the phonon peak.

The effect of the Coulomb screening and electronphonon interaction on the phonon mode is clearly seen in Fig. 7, where the phonon part of the spectra is shown in detail. The lines are very asymmetric. The phonon dispersion, the line width, and the line asymmetry as functions of $k$ are shown in Fig. 8. We see a singularity at $k \approx \omega / v_{\mathrm{F}}$. It is interesting to estimate the value of the phonon dispersion. With the help of Fig. 7b, we find $d \omega / d k \leq 10^{-1} v_{\mathrm{F}}$. On the other hand, using Eqs. (26) and (29), we find for the phonon dispersion $\omega^{2}=\omega_{\mathrm{TO}}^{2}+$ $\omega_{p i}^{2} k^{2} / k_{0}^{2}$, which corresponds well with the previous estimate for our values of $k_{0}$ and $\omega_{p i}$. We note that these estimates confirm the adiabatic approximation, because the value of dispersion $s=\omega_{p i} / k_{0} \sim V_{\mathrm{F}} \sqrt{m / M}$ contains the adiabatic parameter.

In Fig. 9, the dispersion, the line width, and the line asymmetry are shown for the plasmon peak in heavily doped semiconductors. Here, the effect of the electronphonon interaction on the phonon dispersion is weak and no influence on the width and asymmetry of the line is seen.

## 8. CONCLUSIONS

In conclusions, we first emphasize that our result (23) describes the renormalization of the phonon frequencies, the effective ion charge, and the coupling constants due to the electron-phonon deformation interaction $\zeta_{j}(\mathbf{p})$. Second, this result involves the $k$-dependent semiclassical dielectric function instead of the Lindhard-Mermin expression. Finally, the light scattering vertex $\gamma(\mathbf{p})$ with excitations of the electron-hole pairs not only gives an additional contribution $e$ in Eq. (23), but also modifies the electrooptic $g_{E}$ and deformation-optic $g_{j}$ coupling constants, which become dependent on the frequency and momentum transfers.
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# NMR Study of the Displacement of Vortices in the Superconductor $\mathrm{Tl}_{2} \mathrm{Ba}_{2} \mathrm{CuO}_{6+\delta}$ under the Action of a Magnetic Field Pulse 
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#### Abstract

A transition from irreversible to reversible displacement of vortices in the high-temperature superconductor $\mathrm{Tl}_{2} \mathrm{Ba}_{2} \mathrm{CuO}_{6+\delta}\left(T_{c}=78 \mathrm{~K}\right)$ is investigated by the NMR method combined with pulse modulation of the magnetic field in the temperature range from 20 to 35 K . The results also make it possible to estimate the distance between pinning centers in the sample, which lies in the interval from 4 to 10 nm at a temperature of 20 K. © 2003 MAIK "Nauka/Interperiodica".


Nuclear magnetic resonance, as well as other local methods (such as various versions of probe microscopy [1] and muonic precession [2]), is widely used for studying the mixed state in high $-T_{c}$ superconductors. This method provides information on the static magnetic field distribution in the bulk of a superconductor in the mixed state [3-5] and on thermal motion of vortices [6-8]. An analysis of the effect of external agencies on a vortex system (e.g., transport current or magnetic field variation) with the help of the NMR method is also of considerable interest for understanding the flux pinning and creep mechanisms in superconductors. The number of publications in this field is scarce and the results reported in these publications are not always convincing. In one of the first publications [9], a narrowing of the NMR line due to field fluctuations at thallium nuclei under the conditions of flux flow under the effect of a direct current was observed in the PbTl superconducting alloy. According to Carretta [10], a similar effect was also observed at the ${ }^{89} \mathrm{Y}$ line in a polycrystalline sample of the high-temperature superconductor $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7-\delta}$. Lefloch et al. [11] used the NMR method for studying the motion of vortices in a superconductor under the action of a deflecting transverse low-frequency ac field and determined the magnetic field penetration depth in the NbTi alloy. Other attempts at using the NMR method for observing the motion of vortices in HTSC, which is initiated by field [12] or current pulses [13], were also made (in the latter publication, the result was negative).

This work is devoted to an analysis of a system of vortices in the high-temperature superconductor $\mathrm{Tl}_{2} \mathrm{Ba}_{2} \mathrm{CuO}_{6+\delta}$ by the NMR method combined with pulsed magnetic field modulation. This method was successfully used for observing displacement of vortices after the passage of a field pulse through oriented
powder samples and for analyzing the temperature dependence of this effect. As a result, information was obtained on the spatial distribution of pinning centers and on thermally activated depinning in this system.

A sample of the compound $\mathrm{Tl}_{2} \mathrm{Ba}_{2} \mathrm{CuO}_{6+\delta}\left(T_{c}=\right.$ 78 K ), which was used earlier in [5], was in the form of a powder in paraffin, which was oriented in a magnetic field of 110 kG . The powder was preliminarily separated so that the particle size did not exceed $20 \mu \mathrm{~m}$. The NMR experiments were made for the magnetic field orientation along the preferred orientation of particles in the sample, which corresponded to the axis of the structure of the compound in question (perpendicular to $\mathrm{CuO}_{2}$ planes). The displacement of vortices under the action of a field pulse was observed with the help of the nuclear spin echo, which made it possible to determine changes in the local fields at nuclei during the echo formation from the decrease in the signal intensity. For a conventional sequence of two rf pulses $(\pi / 2-\tau-\pi)$, this time corresponds to the interval $2 \tau$ between the first rf pulse and the instant of the formation of the echo signal and is limited by a value on the order of the spinspin relaxation time $T_{2}$. In our case, we used a sequence of induced echo ( $\pi / 2-\tau_{1}-\pi / 2-\tau_{2}-\pi / 2$ ) [14], for which an echo signal appears after time interval $\tau_{1}$ following the third rf pulse. In this case, the echo attenuates as a result of relaxation over time interval $\tau_{2}$ with a characteristic time considerably longer than $T_{2}$. For thallium nuclei in the given system, this time does not exceed $50 \mu \mathrm{~s}$ [15], which makes it possible to detect the variation of local fields at nuclei over a much longer time interval. A magnetic field pulse having the shape of an isosceles triangle, a duration of up to 3 ms , and an amplitude of $B_{m}$ up to 130 G , which was superimposed on a static field of 9 kG , was supplied 1 ms after the second rf pulse.

Figure 1 shows the normalized dependences of the echo signal intensity on delay time $\tau_{2}$ for different values of the modulating magnetic field pulse amplitude at a temperature of 18 K . In the absence of pulsed modulation, the echo signal decay for small values of $\tau_{2}$ is associated with spin diffusion, while for large values of $\tau_{2}$, it is determined by spin-lattice relaxation. It should be noted that constant magnetic field $B_{0}$ was applied to the sample after its zero-field cooling; as a result, a nonuniform distribution of vortices was formed in particles of the sample due to pinning even before a sequence of pulses was supplied. The sample particles were characterized by an irregular (nonplanar) shape; for this reason, it is impossible to describe exactly the field distribution in an individual particle. However, we assume qualitatively that, on the average, the shape of the particles is close to that of a short cylinder whose axis is parallel to the external field. In this case, for qualitatively describing the field distribution in superconducting particles, we will use the simple Bean model if the critical state [16] as we did earlier [5]. In this model, after the application of a field, the density of vortices and the magnetic induction averaged over the length exceeding the separation between vortices in a superconducting cylinder decrease linearly due to pinning in the direction from the lateral surface of the cylinder to its axis. In this case, in accordance with the Maxwell equation curl $B=4 \pi j / c$, a circular current flows in the bulk of the superconductor, the current density being equal to the critical current density $j_{c}$. The applicability of this model in our case is confirmed by a hysteresis loop in the NMR line for thallium, which is typical of the critical state and was studied in detail in [5]. The corresponding radial distribution of the average induction in a superconducting particle after the application of field is shown schematically in the inset to Fig. 1 by a thin line starting at $B_{0}$. The field direction in a pulse was opposite to the direction of the constant magnetic field. For this reason, while the field decreased from the lateral surface of the superconducting particle to its axis before the application of the pulse, the magnetic field gradient at the peak of the pulse in a layer adjoining the lateral surface reverses its sign since vortices in this region partly emerge from the superconductor (the line beginning at $B_{0}-B_{m}$ ). The absolute value of this gradient must be considerably larger than the value of the initial gradient, which is reduced due to flux creep. Accordingly, after the passage of a magnetic field pulse, part of the vortices return to the superconductor and the field distribution in a layer adjoining the lateral surface assumes the form shown by the bold line in the inset to Fig. 1. After the passage of several modulating pulses, a quasi-stationary distribution of magnetic induction, shown by the dashed curve, must set in near the particle axis due to flux creep. In this region vortices are stationary and, hence, this region makes zero contribution to the effect.


Fig. 1. Dependence of the normalized spin echo signal intensity for thallium nuclei on the delay time $\tau_{2}$ in a powder sample of $\mathrm{Tl}_{2} \mathrm{Ba}_{2} \mathrm{CuO}_{6+\delta}$ for different values of the modulating magnetic field pulse amplitude: $T=18 \mathrm{~K}, B_{0}=$ 9 kG . The inset schematically shows the radial distribution of the magnetic induction in a superconducting particle under the conditions of pulsed field modulation (see text).

It can be seen from Fig. 1 that a current pulse additionally reduces the echo signal amplitude at subsequent instants as compared to the relaxation curve in the absence of pulse modulation, the effect increasing with the pulse amplitude at a constant temperature. The observed decrease in the echo signal intensity indicates that the local field distribution changes significantly after each field pulse, while the average field distribution in the sample particles must remain unchanged. This change in the local field distribution in the particles can be naturally attributed to the fact that, after the passage of each modulating pulse, vortices do not return exactly to their positions before the passage of the field pulse. The enhancement of the observed effect upon an increase in the modulation amplitude can be explained by an increase in the thickness of the layer in which the motion of vortices takes place together with a variation of the magnetic induction gradient during the action of the modulating pulse associated with this motion; the increased thickness may cover the entire sample volume.

In order to characterize the observed effect quantitatively, we will use the quantity $\left(1-I_{m} / I_{0}\right)$, where $I_{m}$ is the intensity of the echo signal for $\tau_{2}=10 \mathrm{~ms}$ (by this time instant, perturbations induced by a field pulse attenuate) and $I_{0}$ is the same quantity in the absence of pulsed field modulation. Figure 2 shows the temperature dependences of quantity $\left(1-I_{m} / I_{0}\right)$ for various values of the modulating field amplitude $B_{m}$. It can be seen from the figure that the maximal effect for which $\left(1-I_{m} / I_{0}\right)$ attains values of about 0.8 for $B_{m}=130 \mathrm{G}$ is observed in the vicinity of 20 K . This corresponds to complete penetration of the modulating field in the bulk


Fig. 2. Temperature dependence of the relative decrease in the echo signal intensity $\left(1-I_{m} / I_{0}\right)$ for thallium nuclei in $\mathrm{Tl}_{2} \mathrm{Ba}_{2} \mathrm{CuO}_{6+\delta}$ under the action of a modulating magnetic field pulse for different values of modulation amplitude.
of superconducting particles, indicating a displacement of vortices in the major part of the volume except the very central region during the passage of a pulse. At lower temperatures, modulation of such amplitude does not affect the entire volume of the particles in view of strong pinning and, hence, large values of the vortex concentration gradient and the magnetic induction gradient. The decrease in the value of $\left(1-I_{m} / I_{0}\right)$ at $B_{m}=$ 130 G above 20 K indicates that the motion of vortices under the action of a field pulse in this temperature range becomes irreversible, which is apparently due to a decrease in the number of possible effective pinning centers at the initial stage. A further increase in temperature may lead to complete depinning, which follows from completely reversible motion of vortices at 35 K . Thus, we can state that this curve characterizes the thermally activated depinning in a temperature range of $20-35 \mathrm{~K}$. As the modulation amplitude decreases, the effect becomes weaker in general, and the peak of the quantity $\left(1-I_{m} / I_{0}\right)$ is displaced towards higher temperatures. It was noted above that this peak is associated with complete penetration of the modulating field in a superconducting particle; for lower values of the modulation amplitude, this peak must be observed for a lower value of the magnetic induction gradient and, hence, at a higher temperature. Actually, above 20 K , the temperature dependence of the effect for $B_{m}<$ 130 G must be the result of two competing processes: (i) the enhancement of the observed effect due to an increase in the volume in which the motion of vortices takes place due to a decrease in the induction gradient with temperature and (ii) the suppression of the effect in view of the fact that part of the vortices start moving in reverse.

Using the results obtained, we can estimate the displacement of vortices under the action of a magnetic
field pulse in the present case. The mean distance between vortices in a field of $B_{0}=9 \mathrm{kG}$ amounts to $a_{0}=$ $\left(2 \Phi_{0} / \sqrt{3} B_{0}\right)^{1 / 2}=50 \mathrm{~nm}\left(\Phi_{0}\right.$ is the magnetic flux quantum). The existence of a gradient in the critical state changes this value insignificantly since the difference between the field at the surface and in the bulk of a particle is much smaller than $B_{0}$. It can be proved that a change in the external field by 130 G (pulse peak) leads to a displacement of vortices; for particles $20 \mu \mathrm{~m}$ in size, the average value of this displacement is on the order of 10 nm (provided that a pulse penetrates the particle completely). After the passage of the pulse peak, vortices move in the opposite direction. As noted above, the strong decrease in the echo signal intensity under the action of a field pulse near 20 K indicates that vortices do not return to their previous positions. The resultant minimal displacement of vortices can be estimated as follows. A spin echo signal decays completely when $\gamma(\mathrm{Tl}) \tau_{1} \delta B=\pi / 2$, where $\gamma(\mathrm{Tl}) \approx 2.5 \mathrm{kHz} / \mathrm{G}$ is the gyromagnetic ratio for thallium nuclei, $\tau_{1}=12 \mu \mathrm{~s}$ is the delay between the first and second pulses, and $\delta B$ is the change of the field at a nucleus due to the displacement of vortices. In our case, the value of $\delta B$ obtained using this formula amounts to 7 G . Using the estimate for the average field nonuniformity in a vortex lattice, $\left\langle\Delta B^{2}\right\rangle^{1 / 2}=0.064 \Phi_{0} / \lambda_{a b}^{2}=40 \mathrm{G}$ (penetration depth $\lambda_{a b}=180 \mathrm{~nm}$ [3]), we find that the average value of the magnetic induction gradient between the cores of vortices is equal to $2\left\langle\Delta B^{2}\right\rangle^{1 / 2} / a_{0} \sim 1.6 \mathrm{G} / \mathrm{nm}$. Accordingly, the minimal displacement $\delta a_{0} \sim\left(\delta B / 2\left\langle\Delta B^{2}\right\rangle^{1 / 2}\right) a_{0}$ of vortices induced by a field pulse is 4 nm in the vicinity of 20 K .

It should be noted that the value of field $B_{0}=9 \mathrm{kG}$ in which our measurements were made is considerably higher than the value of the field corresponding to the second peak on the curve describing the dependence of the magnetic moment on the field ( 3 kG at 20 K ), which was determined for $\mathrm{Tl}_{2} \mathrm{Ba}_{2} \mathrm{CuO}_{6+\delta}$ single crystals with a close value of $T_{c}[17,18]$. According to Giamarchi and Doussal [19], an increase in the field in the vicinity of this peak gives rise to a large number of dislocations in the vortex lattice due to the crystal structure defects and leads to a transition to the state of a vortex glass or, to be more precise, a supercooled vortex liquid. This is also facilitated by a crossover from the 3D to a 2D system of vortices with a characteristic field of $B_{3 D-2 D}=$ $\Phi_{0} / \gamma^{2} \mathrm{~s}^{2} \sim 1 \mathrm{kG}$ for the given system, where $\gamma=190$ is the anisotropy parameter and $s=1.16 \mathrm{~nm}$ is the distance between $\mathrm{CuO}_{2}$ layers [17]. Consequently, we can assume that each vortex in our case (at 20 K ) is located at its own pinning center and the number of such closely spaced centers is sufficiently large. As a result, after each field pulse, a different possible configuration of vortices is realized, which leads to a considerable decrease in the echo signal intensity. In this connection,
the value of 4 nm obtained above for the minimal displacement of vortices as a result of the passage of a field pulse can serve as an estimate of the lower limit of the distance between pinning enters. The above estimate $(10 \mathrm{~nm})$ of the average displacement of vortices at the pulse peak gives the upper limit of the distance between pinning centers in the studied system.

Thus, we have applied the NMR method for studying the displacement of vortices in the high-temperature superconductor $\mathrm{Tl}_{2} \mathrm{Ba}_{2} \mathrm{CuO}_{6+\delta}$ after the action of a short magnetic field pulse superimposed on a constant magnetic field with an induction of 9 kG . It is shown that the minimal displacement of vortices in sample particles after the application of a field pulse with an amplitude of 130 G at 20 K amounts to 4 nm . In our case, this value can be taken as the lower limit of the distance between pinning centers at this temperature. The upper limit of the distance between pinning centers, which is equal to 10 nm , is determined by an estimate of the average displacement of vortices at the pulse peak. It has been established that the fraction of vortices returning after the action of a field pulse to their initial positions as a result of depinning upon an increase in temperature from 20 to 35 K increases to $100 \%$.
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#### Abstract

A new set of distributions, called fractional stable distributions, is described. A subset of this set is represented by stable laws, while its particular case is the Gaussian distribution. These distributions arise as solutions to fractional-order partial differential equations that represent a generalization of the ordinary diffusion equation to the case of anomalous diffusion. The properties of multidimensional fractional stable densities are described, their expressions in terms of special functions are presented, and physical problems that lead to these densities are discussed. © 2003 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

Since Richardson, who discovered that a diffusion packet spreads in turbulent medium by the law $t^{3 / 2}[1]$, a large volume of experimental data has been accumulated on various processes of anomalous diffusion in which not only the diffusion law but also the shape of the diffusion packet itself essentially differ from those in the normal case. These data include propagation of resonant radiation in a medium of large optical size [2, 3]; a charge transfer in amorphous semiconductors [4]; an NMR diffusometry of inhomogeneous structures [5]; the dynamics of polymer systems [6]; diffusion on fractal structures [7], diffusion of a scalar tracer in an array of convection rolls [8], on solid surfaces [9], in porous glasses [10], and in rock [11]; and processes in quantum optics [12], in plasma [13], etc. A survey of problems of this type can be found in [14-17].

Several approaches have been developed to describe anomalous diffusion; they use a space-dependent diffusivity [18], power-law correlations of fractional order [19], jump random walks [20-22], fractional derivatives [23-26], generalizations of the Fokker-Planck equations [27], a generalized thermodynamic approach [28], etc. (see the surveys in [14-16, 29-32]).

By now, it has been established that the mathematical basis of anomalous self-similar diffusion is formed by fractional differential equations. In simple onedimensional cases, solutions to these equations have been found and expressed in terms of $H$ functions-the Fox functions that generalize the well-known $G$ functions of Meyer [33]. In [34, 46], we considered threedimensional models of enhanced diffusion (superdiffusion) and retarded diffusion (subdiffusion), derived appropriate equations, found their solutions, and presented numerical results. However, further investigations have shown that the cases considered (superdiffusion as a stable Lévy motion and subdiffusion as a retarded Brownian motion) do not exhaust all possible regimes of anomalous diffusion. We succeeded in
deriving the basic equations of anomalous diffusion from general principles without resorting to specific models; we also found solutions of these equations that form a new class of distributions, called fractional stable distributions, and analyzed the properties of these solutions. These and related problems are discussed in the present paper.

## 2. STABLE DISTRIBUTIONS

Normal isotropic diffusion is described by the equation

$$
\begin{equation*}
\frac{\partial p(\mathbf{x}, t)}{\partial t}=D \Delta p(\mathbf{x}, t), \quad \mathbf{x} \in R^{m} \tag{1}
\end{equation*}
$$

where $D$ is the diffusion coefficient and $p(\mathbf{x}, t)$ is the spatial probability density of a diffusing particle at moment $t$. Under the initial condition $p(\mathbf{x}, 0)=\delta(\mathbf{x})$, this density is expressed as

$$
\begin{equation*}
p(\mathbf{x}, t)=(4 \pi D t)^{-m / 2} \exp \left(-\frac{r^{2}}{4 D t}\right), \quad r=|\mathbf{x}| . \tag{2}
\end{equation*}
$$

Notice the following three features of solution (2) to Eq. (1). First, this equation is self-similar,

$$
\begin{equation*}
p(\mathbf{x}, t)=t^{-m / \alpha} g_{m}\left(\mathbf{x} t^{-1 / \alpha}\right), \quad \alpha>0 \tag{3}
\end{equation*}
$$

second, it is homogeneous in the sense that it describes a process that is homogeneous in time and space,

$$
\begin{equation*}
p\left(\mathbf{x}, t_{1}+t_{2}\right)=\int p\left(\mathbf{x}-\mathbf{x}^{\prime}, t_{1}\right) p\left(\mathbf{x}^{\prime}, t_{2}\right) d \mathbf{x}^{\prime} \tag{4}
\end{equation*}
$$

and, third, it has a finite variance,

$$
\begin{equation*}
\int|\mathbf{x}|^{2} p(\mathbf{x}, t) d \mathbf{x}<\infty \tag{5}
\end{equation*}
$$

The converse is also true: if we define a process by properties (3)-(5), then we inevitably arrive at distribution (2), which satisfies Eq. (1). ${ }^{1}$ In this case, the similarity exponent $\alpha=2$ is also determined uniquely. Thus, expressions (3)-(5) can be considered as three postulates (three axioms) that determine the process under consideration. In this statement, the generalization procedure is reduced to the rejection of one or even two axioms that restrict the class of processes under consideration.

Let us pass from the probability densities $p(\mathbf{x}, t)$ to their Fourier images,

$$
\tilde{p}(\mathbf{k}, t)=\int \exp (i \mathbf{k} \cdot \mathbf{x}) p(\mathbf{x}, t) d \mathbf{x}
$$

which are called characteristic functions in probability theory. Then, formulas (3) and (4) are rewritten as

$$
\begin{align*}
\tilde{p}(\mathbf{k}, t) & =\tilde{g}_{m}\left(\mathbf{k} t^{1 / \alpha}\right),  \tag{6}\\
\tilde{p}\left(\mathbf{k}, t_{1}+t_{2}\right) & =\tilde{p}\left(\mathbf{k}, t_{1}\right) \tilde{p}\left(\mathbf{k}, t_{2}\right), \tag{7}
\end{align*}
$$

respectively.
Combining these equalities, we obtain the equation

$$
\begin{equation*}
\tilde{g}_{m}\left(\left(t_{1}+t_{2}\right)^{1 / \alpha} \mathbf{k}\right)=\tilde{g}_{m}\left(t_{1}^{1 / \alpha} \mathbf{k}\right) \tilde{g}_{m}\left(t_{2}^{1 / \alpha} \mathbf{k}\right) \tag{8}
\end{equation*}
$$

The density

$$
g_{m}(\mathbf{x})=\int \exp (i \mathbf{k} \cdot \mathbf{x}) \tilde{g}_{m}(\mathbf{k}) d \mathbf{k}
$$

generated by this characteristic function is called the density of a stable distribution or, in short, a stable density with characteristic exponent $\alpha$.

In the foreign literature, stable distributions are often called Lévy distributions, or, when one deals with multidimensional distributions, Lévy-Feldheim distributions [47].

A set of solutions to Eq. (8) that satisfies the conditions $\tilde{g}_{m}(0)=1$ and $\left|\tilde{g}_{m}(\mathbf{k})\right| \leq 1$ necessary for the characteristic functions is expressed as [48]

$$
\begin{gather*}
\tilde{g}_{m}(\mathbf{k} ; \alpha, \Gamma(\cdot)) \\
=\exp \left\{-\int_{U_{m}}|\mathbf{k} \cdot \mathbf{u}|^{\alpha}\left[1-i \operatorname{sgn}(\mathbf{k} \cdot \mathbf{u}) \tan \frac{\pi \alpha}{2}\right] \Gamma(d \mathbf{u})\right\}, \tag{9}
\end{gather*}
$$

where $\Gamma(d \mathbf{u})$ is the spectral measure, i.e., a finite measure defined on an $m$-dimensional sphere $U_{m}$ of unit radius in an $m$-dimensional space.

[^14]The value $\alpha=2$ corresponds to the Gaussian distribution, while the values $\alpha<2$ generate an infinite set of other stable distributions. The basic difference of these distributions from the Gaussian one is that their variance is infinite.

One-dimensional stable distributions were considered in [47]. The characteristic function of these distributions (more precisely, of strictly stable distributions) can be represented in the so-called $C$ form:

$$
\tilde{g}_{1}(k ; \alpha, \theta)=\exp \left\{-|k|^{\alpha} \exp \left(-\frac{i \pi \alpha \theta}{2 \operatorname{sgn} k}\right)\right\}
$$

where

$$
|\theta| \leq \theta_{\alpha}=\min \left\{1, \frac{2}{\alpha}-1\right\}
$$

is the skewness parameter.
Among multidimensional distributions, the ones that have been more or less carefully studied are symmetric stable distributions that satisfy the condition $g(\mathbf{x})=g(-\mathbf{x})$ [48]. They include isotropic stable distributions whose spectral measure $\Gamma_{0}(d \mathbf{u})=C d \mathbf{u}$ is uniformly distributed over sphere $U_{m}$ and the characteristic function (under a special choice of constant $C$ ) is given by

$$
\tilde{g}(\mathbf{k} ; \alpha)=\exp \left\{-|\mathbf{k}|^{\alpha}\right\}
$$

When $\alpha=2$, we have the characteristic function of isotropic Gaussian distribution (2), while the case $\alpha=1$ corresponds to the $m$-dimensional Cauchy distribution

$$
g(\mathbf{x} ; 1)=\Gamma\left(\frac{m+1}{2}\right)\left[\pi\left(1+r^{2}\right)\right]^{-(m+1) / 2}, \quad r \equiv|\mathbf{x}| .
$$

Other isotropic densities cannot be expressed in terms of elementary functions.

As we have already mentioned above, the variance and, hence, all the higher order moments of stable distributions are infinite. This fact is associated with the behavior of densities at large distances. In contrast to the normal case, for $\alpha \neq 2$, we have

$$
g_{m}(\mathbf{x} ; \alpha) \propto r^{-\alpha-m}, \quad r \longrightarrow \infty .
$$

Another important feature of non-Gaussian isotropic distributions is that the projections $X_{1}, \ldots, X_{m}$ of random vectors $\mathbf{X}$ described by these distributions correlate; the correlation vanishes only for $\alpha=2$. To obtain a symmetric stable distribution with independent parameters for $\alpha<2$, one has to concentrate the spectral measure at the points where sphere $U_{m}$ intersects the


Fig. 1. Diagrams of one-dimensional stable (thin lines) and fractional stable (heavy lines) densities $q(x ; \alpha, 1 / 2, \theta)$.
coordinate axes. Such a distribution is not isotropic; its characteristic function has the form

$$
\begin{gathered}
\tilde{g}(\mathbf{k} ; \alpha)=\exp \left\{-\left|k_{1}\right|^{\alpha}-\ldots-\left|k_{m}\right|^{\alpha}\right\} \\
\mathbf{k}=\left\{k_{1}, \ldots, k_{m}\right\}
\end{gathered}
$$

When the characteristic exponent $\alpha$ is different from 2 or 1 , the densities of symmetric stable distributions are determined by numerical methods [45, 46]. Figures 1 (thin lines) and 2 represent the graphs of certain one-dimensional stable densities. Figures 3 shows twodimensional stable distributions (Fig. 3a represents a distribution of the first, isotropic, type, and Fig. 3b, a distribution of the second type, with independent components).

The discovery of the class of stable distributions by Lévy is a milestone in the history of probability theory in the 20th century. The point is that these and only these distributions may serve as the limit distributions in a summation scheme for independent random variables. In this case, the central limit theorem, which is
based on the requirement that the variances of random variables should be finite, is generalized to the case of variables with infinite variances. This generalized limit theorem underlies the mathematics of anomalous diffusion.

## 3. EQUATIONS OF ANOMALOUS DIFFUSION

Substituting expression (9) into (6), differentiating with respect to time, and taking into account the condition $\tilde{p}(\mathbf{k}, 0)=1$, we arrive at the following equation for the characteristic function of the desired density:

$$
\begin{equation*}
\frac{\partial \tilde{p}(\mathbf{k}, l)}{\partial t}=\tilde{L}(\alpha, \Gamma(\cdot)) \tilde{p}(\mathbf{k}, t)+\delta(t), \tag{10}
\end{equation*}
$$

where

$$
\tilde{L}(\alpha, \Gamma(\cdot))=-\int_{U_{m}}|\mathbf{k} \cdot \mathbf{s}|^{\alpha}\left[1-i \operatorname{sgn}(\mathbf{k} \cdot \mathbf{u}) \tan \frac{\pi \alpha}{2}\right] \Gamma(d \mathbf{u})
$$



Fig. 2. One-dimensional symmetric stable distributions $q(x)$.
is the Fourier image of a new, generalized, diffusion operator $L(\alpha, \Gamma(\cdot))$. This operator, or, more precisely, its particular form for isotropic diffusion in a turbulent medium ( $-(-\Delta)^{\alpha / 2}$ in modern notation) was first introduced by Monin in [23]. Applying formally the inverse Fourier transformation to Eq. (10), we obtain

$$
\begin{equation*}
\frac{\partial p(\mathbf{x}, t)}{\partial t}=L(\alpha, \Gamma(\cdot)) p(\mathbf{x}, t)+\delta(\mathbf{x}) \delta(t) \tag{11}
\end{equation*}
$$

Equation (11) with $\alpha \in(0,2]$ for $\alpha \neq 2$ describes a
superdiffusion regime (which is also called Lévy flights). This is clearly seen from expression (3): the width of a diffusion packet increases with time as $t^{1 / \alpha}$, which, for $\alpha<2$, corresponds to a faster increase than in the normal ( $t^{1 / 2}$ ) case.

Suppose that the self-similarity condition (3) holds for an arbitrary positive $H$,

$$
p(\mathbf{x}, t)=t^{-m H} f\left(\mathbf{x} t^{-H}\right), \quad H \equiv \frac{\omega}{\alpha},
$$

and the equation includes the operator $L(\alpha, \Gamma(\cdot))$, while homogeneity condition (4) is omitted. Then we arrive at the equation

$$
\begin{gather*}
\frac{\partial^{\omega} p(\mathbf{x}, t)}{\partial t^{\omega}}=L(\alpha, \Gamma(\cdot)) p(\mathbf{x}, t)+\frac{t^{-\omega}}{\Gamma(1-\omega)} \delta(\mathbf{x}),  \tag{12}\\
\omega \leq 1
\end{gather*}
$$

with the Riemann-Liouville fractional part on the lefthand side. Note that, by the relation

$$
\frac{\partial^{\omega-1} \delta(t)}{\partial t^{\omega-1}}=\frac{t^{-\omega}}{\Gamma(1-\omega)},
$$

which can easily be proved by the Laplace transformation, we can represent Eq. (12) as

$$
\frac{\partial p(\mathbf{x}, t)}{\partial t}=\frac{\partial^{1-\omega}}{\partial t^{1-\omega}} L(\alpha, \Gamma(\cdot)) p(\mathbf{x}, t)+\delta(t) \delta(\mathbf{x})
$$

In the isotropic case, this equation is reduced to


Fig. 3. (a, b) Two-dimensional symmetric stable distributions and (c, d) fractional stable densities; (a, c) isotropic densities and ( $b, d$ ) densities with independent projections of a stable vector.

$$
\begin{gather*}
\frac{\partial^{\omega} p(\mathbf{x}, t)}{\partial t^{\omega}}=-D(-\Delta)^{\alpha / 2} p(\mathbf{x}, t)+\frac{t^{-\omega}}{\Gamma(1-\omega)} \delta(\mathbf{x}),  \tag{13}\\
\omega \leq 1 .
\end{gather*}
$$

Now, exponent $H$ may take values smaller than $1 / 2$ (the subdiffusion regime) or be equal to $1 / 2$ for $\alpha \neq 2$ (quasinormal diffusion; a non-Gaussian packet expanding at normal velocity).

In diffusion processes, a fractional time derivative appeared for the first time in [24]. A relation of this derivative to the macroscopic characteristics of a medium was discussed in [39-41]. A detailed account of fractional integrodifferentiation can be found in [49].

## 4. FRACTIONAL STABLE DISTRIBUTIONS

For $\omega \longrightarrow 1$, we have

$$
\frac{t^{-\omega}}{\Gamma(1-\omega)} \longrightarrow \delta(t)
$$

and Eq. (12) reduces to Eq. (11). Denote a solution to Eq. (12) by $p(\mathbf{x}, t ; \alpha, \omega, \Gamma(\cdot))$; the limit of this solution as $\omega \longrightarrow 1$ is expressed in terms of the stable density $g_{m}(\mathbf{x} ; \alpha, \Gamma(\cdot))$ as

$$
p(\mathbf{x}, t ; \alpha, 1, \Gamma(\cdot))=t^{-m / \alpha} g_{m}\left(\mathbf{x} t^{-1 / \alpha} ; \alpha, \Gamma(\cdot)\right) .
$$

Equation (12) can be solved by applying the Laplace transformation in the time variable, as in [41] in the particular case of $\alpha=2$. As a result, we obtain

$$
p(\mathbf{x}, t ; \alpha, \omega, \Gamma(\cdot))=t^{-m \omega / \alpha} q_{m}\left(\mathbf{x} t^{-\omega / \alpha} ; \alpha, \omega, \Gamma(\cdot)\right)
$$

where

$$
\begin{gather*}
q_{m}(\mathbf{x} ; \alpha, \omega, \Gamma(\cdot)) \\
=\int_{0}^{\infty} g_{m}\left(\mathbf{x} \tau^{\omega / \alpha} ; \alpha, \Gamma(\cdot)\right) g_{1}^{+}(\tau ; \omega) \tau^{m \omega / \alpha} d \tau \tag{14}
\end{gather*}
$$

is an $m$-dimensional density of the fractional stable distribution. The function $g_{1}^{+}$appearing in this definition is one-sided (vanishing on the negative half-line) stable density whose Laplace transform is

$$
\int_{0}^{\infty} e^{-\lambda \tau} g_{1}^{+}(\tau ; \omega) d \tau=e^{-\lambda^{\omega}}, \quad 0<\omega \leq 1
$$

As $\omega \longrightarrow 1$, the function $g_{1}^{+}(\tau, \omega) \longrightarrow \delta(\tau-1)$, and the fractional stable distribution (14) reduces to the stable distribution

$$
q_{m}(\mathbf{x} ; \alpha, 1, \Gamma(\cdot))=g_{m}(\mathbf{x} ; \alpha, \Gamma(\cdot))
$$

A one-dimensional variant of the fractional stable distribution (14) was first obtained, as the limit of a random walk scheme, in [50] and, as a solution to fractional differential equations, in [51]; the term "fractional stable" was proposed in our paper [44]. Let us explain its origin. Let $S^{+}(\omega)$ be a random variable and $\mathbf{S}(\alpha, \Gamma(\cdot))$ be an $n$-dimensional random vector with distribution densities $g_{1}^{+}(t, \omega)$ and $g_{m}(\mathbf{x} ; \alpha, \Gamma(\cdot))$, respectively. Consider a random vector

$$
\begin{equation*}
\mathbf{Z}(\alpha, \omega, \Gamma(\cdot), \mu)=\frac{\mathbf{S}(\alpha, \Gamma(\cdot))}{\left[S^{+}(\omega)\right]^{\mu}} \tag{15}
\end{equation*}
$$

which is naturally called a fractional stable vector. Its density is expressed in terms of stable densities as

$$
\begin{gathered}
p_{\mathbf{Z}}(\mathbf{z} ; \alpha, \omega, \Gamma(\cdot), \mu) \\
=\int_{0}^{\infty} d t \int_{R^{m}} d \mathbf{x} g_{m}(\mathbf{x} ; \alpha, \Gamma(\cdot)) g_{1}^{+}(\tau ; \omega) \delta\left(\mathbf{z}-\frac{\mathbf{x}}{\tau^{\mu}}\right) .
\end{gathered}
$$

After integrating with respect to $\mathbf{x}$, we obtain

$$
\begin{gather*}
p_{\mathbf{Z}}(\mathbf{z} ; \alpha, \omega, \Gamma(\cdot), \mu) \\
=\int_{0}^{\infty} g_{m}\left(\mathbf{z} \tau^{\mu} ; \alpha, \Gamma(\cdot)\right) g_{1}^{+}(\tau ; \omega) d \tau . \tag{16}
\end{gather*}
$$

Comparing (16) and (14), we obtain

$$
q_{m}(\mathbf{x} ; \alpha, \omega, \Gamma(\cdot))=p_{\mathrm{Z}}\left(z ; \alpha, \omega, \Gamma(\cdot), \frac{\omega}{\alpha}\right)
$$

This relation justifies the term introduced above. Formula (15), which can now be rewritten as

$$
\mathbf{Z}\left(\alpha, \omega, \Gamma(\cdot), \frac{\omega}{\alpha}\right) \equiv \mathbf{Y}(\alpha, \omega ; \Gamma(\cdot))=\frac{\mathbf{S}(\alpha, \Gamma(\cdot))}{\left[S^{+}(\omega)\right]^{\omega / \alpha}},
$$

yields and algorithm for simulating random vectors $\mathbf{Y}(\alpha, \omega ; \Gamma(\cdot))$ with fractional stable distribution (algorithms for simulating isotropically distributed stable vectors and random variables with one-sided stable distribution are described in [48,52,53]).

Isotropic fractional stable distributions can conveniently be characterized by radial functions,

$$
\Psi_{m}^{(\alpha, \omega)}(r) \equiv q_{m}\left(\mathbf{x} ; \alpha, \omega, \Gamma_{0}(\cdot)\right), \quad r=|\mathbf{x}| .
$$

The main properties of these functions and their representations in terms of special functions [43, 46] are given in the Appendix. One-dimensional fractional stable densities are shown in Fig. 1 (heavy lines) against stable densities (thin lines). Examples of isotropic and anisotropic two-dimensional distributions are given in Figs. 3c and 3d; the diagrams of the radial functions of multidimensional isotropic fractional stable distributions are shown in Fig. 4.


Fig. 4. Radial functions of isotropic fractional stable distributions; (a) $\Psi_{m}^{(2,1)}(r)$, (b) $\Psi_{m}^{(2,1 / 2)}(r)$, (c) $\Psi_{m}^{(1,1)}(r)$, and (d) $\Psi_{m}^{(1,1 / 2)}(r), m=1,2,3,4$.

Below, we will consider specific problems that lead to fractional stable distributions.

## 5. APPLICATIONS

## OF FRACTIONAL STABLE DISTRIBUTIONS

### 5.1. Superdiffusion and Turbulence

The first model of superdiffusion (turbulent diffusion) appeared in the mid-1920s [1]. Turbulent diffusion is explained as due to the effect of vortices of various sizes that exist in a turbulent medium on test parti-
cles. The distance between any two such particles is substantially changed only under the action of vortices whose size is commensurable to this distance. From the viewpoint of classical diffusion, this means that the diffusion coefficient $D$ depends on the distance $r=|\mathbf{x}|$ between these particles. This concept was realized by Richardson, who proposed the diffusion equation

$$
\frac{\partial p}{\partial t}=\nabla[D(r) \nabla p(\mathbf{x}, n)]
$$

with the coefficient $D(r)=a r^{\gamma}$, where $\gamma=4 / 3$. This four-
thirds Richardson law was later obtained theoretically by Kolmogorov and Obukhov [54, 55] as a corollary to the hypothesis about the self-similarity of locally isotropic turbulence defined by the only dimensional characteristic, the dissipation rate of turbulent energy. A solution to the equation with such a diffusion coefficient is given by

$$
p(\mathbf{r}, t)=A(a t)^{9 / 2} \exp \left\{-\frac{9 r^{2 / 3}}{4 a t}\right\}
$$

where $A$ is a normalization constant. Thus, in the semiempirical Richardson theory, the width of a packet increases as $t^{3 / 2}$ and the distribution of a random vector proves to be non-Gaussian; certain components are noncorrelated but not independent, and the moments of any order are finite.

Monin [23] developed an alternative model. Assuming that a process is homogeneous (the diffusion coefficient is constant), he changed the diffusion operator so that the characteristic function of a centrally symmetric distribution satisfies the equation

$$
\frac{\partial \tilde{p}(\mathbf{k}, t)}{\partial t}=-k^{2 / 3} \tilde{p}(\mathbf{k}, t)
$$

Application of the inverse Fourier transformation leads to the following equation with a fractional Laplacian for the density $p(\mathbf{x} ; t)$ :

$$
\frac{\partial p(\mathbf{x} ; t)}{\partial t}=-(-\Delta)^{\alpha / 2} p(\mathbf{x} ; t)
$$

where $\alpha=2 / 3$. The solution to this equation subject to the initial condition $p(\mathbf{x}, 0)=\delta(\mathbf{x})$ is expressed in terms of the isotropic stable density $\Psi_{3}^{(2 / 3,1)}$ as follows:

$$
\begin{gathered}
p(\mathbf{x} ; t)=t^{-3} \Psi_{3}^{(2 / 3,1)}\left(r t^{-3 / 2}\right) \\
=B r^{-3} \exp \left\{\frac{2}{27} \frac{(b t)^{3}}{r^{2}}\right\} W_{-3 / 2,1 / 6}\left(\frac{4}{27} \frac{(b t)^{3}}{r^{2}}\right),
\end{gathered}
$$

where $B$ is a normalization constant and $W_{\mu, v}(x)$ is a Whittaker function [56].

These calculations show that, at the center of a three-dimensional diffusion cloud, the concentration decreases with time as $t^{-9 / 2}$, the linear dimensions of the cloud increase as $t^{3 / 2}$ (just as in the Richardson theory), the cloud appears more spread out than in the classical diffusion, its density is characterized by the asymptotics $r^{-11 / 3}$, and all the even-order moments are infinite.

### 5.2. Percolation and Subdiffusion

The concept of percolation was introduced in [57] to denote a certain class of phenomena (permeability of
porous materials, and so on), which were supposed to be, in a certain sense, opposite to the diffusion phenomena. Percolation denoted a regular flow of a liquid (electric current, etc.) through a random medium, whereas diffusion was associated with random walks of particles in a homogeneous (in the mean) medium. The presently developed model of anomalous diffusion allows one to describe ordinary diffusion, diffusion in a turbulent medium (enhanced diffusion, or superdiffusion), and percolation (retarded diffusion, or subdiffusion) within a single formalism.

The simplest model of percolation is based on a twodimensional square lattice with $L \times L$ nodes. Each node may be either conducting with probability $p$ or nonconducting with probability $q=1-p$, independently of other nodes. This algorithm is applied to all the nodes of the lattice. For small $p$, one can observe only separate clusters that do not connect the opposite sides of the lattice. As $p$ increases, the probability of percolation increases and there appear large clusters that connect the opposite sides of the lattice (contracting clusters). Without going too deeply into details, we note that, along with the contracting clusters, there exist dangling ends (dead ends), such that one cannot reach the opposite side when moving along these dead-end branches. If we take a conducting cluster by its ends, (mentally) stretch it into a straight line along the $x$ axis, and place the dangling ends perpendicular to this axis, we obtain a comb structure. This structure has a remarkable property: an ordinary diffusion motion of a particle along its lines leads to the retarded diffusion of the $x$ coordinate of the particle. Indeed, if we neglect that a dangling end is bounded, then the return time of the particle that diffuses along this line, i.e., the waiting time of the $x$ coordinate in a trap, proves to be distributed by the law $g_{1}^{+}(t, 1 / 2)$. The diffusion equation for the $x$ coordinate,

$$
\frac{\partial^{1 / 2} p(x, t)}{\partial x^{1 / 2}}=D \frac{\partial^{2} p(x, t)}{\partial x^{2}}+\frac{1}{\sqrt{\pi t}} \delta(x)
$$

was first derived in [58]; the solution to this equation [59] is expressed via the fractional stable distribution

$$
p(x, t)=\left(D t^{1 / 2}\right)^{-1 / 2} \Psi_{1}^{(2,1 / 2)}\left(x\left(D t^{1 / 2}\right)^{1 / 2}\right)
$$

In [15], a large list of phenomena is presented that can be interpreted within the percolation model: hopping in semiconductors, gelation in polymers, localization of electrons in disordered potentials, the quantum Hall effect, Josephson junctions, gas-liquid transitions in colloids, plasma transfer in stochastic magnetic fields, and so on, up to forest fires and epidemic spreading.

### 5.3. Fractal Random Walks in Media with Memory

The so-called Montroll-Weiss problem-determining the distribution of the coordinates $p(\mathbf{x}, t), \mathbf{x} \in R^{m}$, of
a particle that performs instantaneous random jumps $\mathbf{R}_{1}, \mathbf{R}_{2}, \ldots, \mathbf{R}_{j}, \ldots \in R^{m}$, separated by random time intervals $T_{1}, T_{1}+T_{2}, \ldots, T_{1}+T_{2}+T_{j}, \ldots, T_{i} \in R_{+}^{1}$-is very important from the viewpoint of applications. The random variables $\mathbf{R}_{i}$ and $T_{i}$ are independent of each other and among themselves, and their densities $p(\mathbf{x})$ and $q(t)$ are independent of time and coordinates, respectively. Numerous examples of applications of this problem to specific physical and biological systems are given in $[14-16,30-32,39,60]$. Here, we only consider a special variant of this model when the densities $p(\mathbf{x})$ and $q(t)$ are characterized by the power-law asymptotics

$$
\int_{|\mathbf{x}|>r} p(\mathbf{x}) d \mathbf{x} \sim A r^{-\alpha}, \quad r \longrightarrow \infty, \quad 0<\alpha<2
$$

and

$$
\int_{t}^{\infty} q(\tau) d \tau \sim B t^{-\omega}, \quad t \longrightarrow \infty, \quad 0<\omega<1
$$

Both these conditions are interpreted in terms of fractal kinetics: the first condition describes self-similar inhomogeneity of a medium, and the second describes a special kind of memory (the power-law distribution implies the absence of characteristic scales, which suggests self-similarity).

The Fourier-Laplace transformation of the required distribution,

$$
\begin{gathered}
p(\mathbf{k}, \lambda)=\int_{R^{m}} d \mathbf{x} \int_{0}^{\infty} d t \exp (i \mathbf{k} \cdot \mathbf{x}-\lambda t) p(\mathbf{x}, t), \\
\mathbf{k} \in R^{m},
\end{gathered}
$$

leads to the following transform for a particle whose history begins with its waiting at the origin of coordinates ( $\mathbf{x}=0, t=0$ ):

$$
p(\mathbf{k}, \boldsymbol{\lambda})=\frac{1-q(\lambda)}{\lambda[1-p(\mathbf{k}) q(\lambda)]} .
$$

Henceforth, we assume that the angular distribution of jumps is isotropic, so that $p(\mathbf{k})$ depends only on the modulus $|\mathbf{k}|=k$.

For large times, when a particles executes many jumps and the spatial distribution of probabilities becomes wide, the density

$$
p(\mathbf{x}, t)=i^{-1}(2 \pi)^{-m-1} \int_{R^{m}} d \mathbf{k} \int_{L} d \lambda \exp (i \mathbf{k} \cdot \mathbf{x}+\lambda t) p(\mathbf{k}, \lambda)
$$

is determined by the behavior of the transform $p(\mathbf{k}, \lambda)$
in the region of small $k$ and $\lambda$, where [42]

$$
\begin{gathered}
1-p(k) \sim A^{\prime} k^{\alpha}, \quad k \longrightarrow 0, \\
A^{\prime}=2^{-\alpha} A \frac{\Gamma(m / 2) \Gamma(1-\alpha / 2)}{\Gamma(m / 2+\alpha / 2)}, \\
1-q(\lambda) \sim B^{\prime} \lambda^{\omega}, \quad \lambda \longrightarrow 0, \quad B^{\prime}=\Gamma(1-\omega) B .
\end{gathered}
$$

This yields the asymptotic expression

$$
p^{\mathrm{as}}(\mathbf{k}, \lambda)=\frac{\lambda^{\omega-1}}{\lambda^{\omega}+D k^{\alpha}}, \quad D=\frac{A^{\prime}}{B^{\prime}},
$$

which can be represented as

$$
p^{\mathrm{as}}(\mathbf{k}, \lambda)=\lambda^{\omega-1} \int_{0}^{\infty} \exp \left\{-\left(\lambda^{\omega}+D k^{\alpha}\right) y\right\} d y
$$

Inverting the Laplace transform,

$$
\begin{gathered}
p^{\text {as }}(\mathbf{k}, t)=\int_{0}^{\infty} d y \exp \left(-D k^{\alpha} y\right)(2 \pi i)^{-1} \\
\times \int_{L} d \lambda \lambda^{\omega-1} \exp \left(\lambda t-\lambda^{\omega} y\right),
\end{gathered}
$$

integrating by parts,

$$
\begin{gathered}
\int_{L} d \lambda \lambda^{\omega-1} \exp \left(\lambda t-\lambda^{\omega} y\right) \\
=-(\omega y)^{-1} \int_{L} \exp (\lambda t) d \exp \left(-\lambda^{\omega} y\right) \\
=t(\omega y)^{-1} \int_{L} \exp \left(-\lambda^{\omega} y+\lambda t\right) d \lambda,
\end{gathered}
$$

and changing the variable,

$$
s=y^{1 / \omega} \lambda,
$$

we obtain

$$
\begin{aligned}
& p^{\mathrm{as}}(\mathbf{k}, t)=\omega^{-1} t \int_{0}^{\infty} d y \exp \left(-D k^{\alpha} y\right) y^{-1-1 / \omega} \\
& \quad \times\left[(2 \pi i)^{-1} \int_{S} \exp \left(s y^{-1 / \omega} t-s^{\omega}\right) d s\right]
\end{aligned}
$$

The square brackets contain a one-sided stable density $g_{1}^{+}\left(t y^{-1 / \omega}, \omega\right)$ :

$$
p^{\mathrm{as}}(\mathbf{k}, t)=\int_{0}^{\infty} \exp \left(-\frac{D|k|^{\alpha} t^{\omega}}{\tau^{\omega}}\right) g_{1}^{(\omega, 1)}(\tau) d \tau
$$

Application of the inverse Fourier transformation yields

$$
\begin{equation*}
p^{\mathrm{as}}(\mathbf{x}, t)=\left(D t^{\omega}\right)^{-m / \alpha} \Psi_{m}^{(\alpha, \omega)}\left(|\mathbf{x}|\left(D t^{\omega}\right)^{-1 / \alpha}\right) \tag{17}
\end{equation*}
$$

where

$$
\begin{equation*}
\Psi_{m}^{(\alpha, \omega)}(r)=\int_{0}^{\infty} g_{m}^{(\alpha)}\left(r \tau^{\omega / \alpha}\right) g_{1}^{(\omega, 1)}(\tau) \tau^{m \omega / \alpha} d \tau \tag{18}
\end{equation*}
$$

We can see that the asymptotics of the distribution of a particle that performs fractal random walks is expressed in terms of fractional stable distributions (these distributions have been obtained in nearly the same way in the one-dimensional problem [50]).

### 5.4. Diffusion on a One-Dimensional Fractal Gas

In [61], a random distribution $\left\{X_{j}\right\}=\ldots, X_{-2}, X_{-1}, X_{0}$, $X_{1}, X_{2}, \ldots$ of point atoms on a straight line with the properties that
(1) $X_{0}=0$,
(2) $X_{i}<X_{j}$ if $i<j$, and
(3) $X_{j}-X_{j-1}=R_{j}$ are mutually independent, identically distributed random variables with the common distribution function $F(x)$
was called a one-dimensional Lorentz gas.
Choosing different distribution functions $F(x)$, one can obtain various models of a random medium. For instance, the use of the Heaviside step function

$$
F(x)= \begin{cases}0, & x<a \\ 1, & x \geq a\end{cases}
$$

yields a one-dimensional deterministic lattice, and the exponential distribution

$$
F(x)=1-\exp (-\mu x)
$$

leads to independently distributed atoms (a Poisson model).

In any case, if the mean value of $R$ is finite, in the asymptotics of large $x$, we obtain $\langle N(x)\rangle \propto x$ and the relative fluctuations $\Delta(x) /\langle N(x)\rangle$ tend to 0 . This means that, if $f(N(x), x)$ is a smooth function of a random variable $N$, then $f(N(x), x) \longrightarrow f(\langle N(x)\rangle, x)$ as $x \longrightarrow \infty$; i.e., an
increase in layer thickness $x$ leads to the self-averaging property:

$$
\langle f(N(x), x)\rangle \longrightarrow f(\langle N(x)\rangle, x) .
$$

Now, let

$$
1-F(x) \sim \frac{A}{\Gamma(1-\alpha)} x^{-\alpha}, \quad x \longrightarrow \infty, \quad \alpha<1
$$

Then, the mean distance between atoms is infinite, whereas the real distances are finite for any realization of the random medium. The infinity of the mean value of $R$ leads to the situation when, in all scales, voids will alternate with clusters, i.e., to intermittent behavior. The application of the generalized limit theorem leads to the following result:

$$
\sum_{i=1}^{n} W(i, x) \sim \int_{0}^{z} w_{\alpha}(z) d z, \quad x \longrightarrow \infty
$$

where $z=n /\langle N(x)\rangle$, and

$$
w_{\alpha}(z)=\frac{z^{-1-1 / \alpha}}{\alpha \Gamma(1+\alpha)} g_{1}^{+}\left(\frac{z^{-1 / \alpha}}{\Gamma(1+\alpha)} ; \alpha\right)
$$

One can easily see that this Lorentz-gas model possesses the following properties:

1. All the atoms are equivalent, and all processes $N(x)$ with different initial conditions are statistically equivalent: $N \stackrel{d}{=} N(x)$.
2. The averaged (over an ensemble) number of particles increases with the layer thickness, measured from one of the atoms, by the power law

$$
\langle N(x)\rangle \sim N_{1} x^{\alpha}, \quad 0<\alpha<1
$$

3. Relative fluctuations of the number of atoms in this layer do not decrease as the layer thickness increases but tend to a constant value.

These properties give grounds for calling the structure obtained a stochastic fractal or a fractal gas-a self-similar (in the probabilistic sense) set of fractal dimension $\alpha$. The fractal gas satisfies the relation

$$
\langle f(N(x), x)\rangle \sim \int_{0}^{\infty} f\left(N_{1} x^{\alpha}(z, x)\right) w_{\alpha}(z) d z
$$

as $x \longrightarrow \infty$. It indicates the absence of the self-averaging property over fractal structures, which is the main difference between random walks on fractals and random walks in a regular medium.

Let us construct in a similar way a random set of points $\left\{T_{j}\right\}$ on the positive time half-axis. This set characterizes random moments of instantaneous jumps of a
randomly walking particle from one atom to another, neighboring, atom. The random time intervals between these moments are assumed to be independent and identically distributed with the distribution function $Q(t)$. If

$$
Q(t)=1-\exp (-\mu t), \quad \mu>0,
$$

the set $\left\{T_{i}\right\}$ forms a homogeneous Poisson flow. This means that the probability that a particle performs a jump in the interval $(t, t+d t)$ is independent of the moment of its preceding jump; in other words, a particle does not have memory. In all the other cases, one speaks of a particle with memory, and, if

$$
1-Q(t) \sim \frac{B}{\Gamma(1-\omega)} t^{-\omega}, \quad t \rightarrow \infty, \quad \omega<1
$$

one speaks of a particle with fractal memory. All of what has been said above concerning ensemble $\left\{X_{i}\right\}$ is also valid for ensemble $\left\{T_{i}\right\}$, including the averaging rule.

Suppose that a particle performs symmetric random walks: it reaches the left or the right atom with the same probability. When the number of jumps is fixed and large, the probability distribution with respect to the numbers of atoms is close to the normal distribution. Averaging (by the relation given above) this distribution over the coordinates of atoms and the jump moments, we can arrive at the expression

$$
p(x, t)=(c t)^{-\omega / 2 \alpha} \Xi^{(\alpha, \omega)}\left((c t)^{-\omega / 2 \alpha} x\right)
$$

where

$$
\Xi^{(\alpha, \omega)}(x)=\int_{0}^{\infty} \Psi_{1}^{(2, \omega)}\left(x y^{-\alpha}\right) g_{1}^{+}(y ; \alpha) y^{-\alpha} d y
$$

For $\alpha \longrightarrow 1$ and $\omega \longrightarrow 1$, this distribution takes the form of a Gaussian density, which corresponds to the normal diffusion in a regular medium.

A comparison of the spatial distribution of a particle performing random walks on a fractal with a solution to the equation of fractal random walks (Fig. 5) shows that, in the general case, the latter equation cannot be interpreted as an equation describing random walks on fractals: in the former case, a diffusion packet spreads as $t^{\omega / 2 \alpha}$, whereas, in the latter case, it spreads as $t^{\omega / \alpha}$, i.e., much faster. In the case of random walks on fractals, the exponent $H=\omega / 2 \alpha$ belongs to the interval $(0,1 / 2)$, and there is no superdiffusion regime. The reason for this difference is illustrated in Fig. 6: a particle that performs fractal random walks may reach large distances after leaving an atom, whereas, in the case of random walks, it may be trapped between neighboring clusters and perform a large number of transitions between them.


Fig. 5. Distribution density for a particle that performs (1) one-dimensional random walks and (2) fractal random walks. The exponents are $\alpha=0.5$ and $\omega=0.25$; the dots indicate the results obtained by the Monte Carlo method.

We should stress, however, that, in both cases, the results are based on the fractional stable distribution.

### 5.5. Multiple Small-Angle Scattering on Fractals

The situation changes when a particle moves along a given direction. Such a problem is faced, for example, in the case of multiple small-angle scattering of particles. In the small-angle approximation, the coordinate $x$ plays the role of time; the direction of a particle is characterized by a small two-dimensional vector $\boldsymbol{\theta}$; and the angular distribution of particles after a large fixed number of collisions is given either by a two-dimensional normal distribution, if the second moment of the singlescattering angle is finite, or, otherwise, by a two-dimensional stable distribution. The averaging over the configurations of atoms in a fractal with fractal dimension $\omega$ leads to the angular distribution (see (17) and (18))

$$
p(\boldsymbol{\theta}, x)=\left(D t^{\omega}\right)^{-2 / \alpha} \Psi_{2}^{(\alpha, \omega)}\left(\theta\left(D t^{\omega}\right)^{-1 / \alpha}\right) .
$$

When $\alpha=2$ and $\omega=1$, this formula reduces to the Fermi distribution, which is well known in the theory of multiple scattering. The Molière and Landau theories for the angular and energy distributions of particles are generalized similarly to the case of fractal media [62, 63]. This method was also used for calculating the transmission of a light beam through a randomly inhomogeneous gravitational field created by a fractal distribution of point galaxies [39].

### 5.6. Anomalous Transfer in Amorphous Semiconductors

The problem of multiple scattering of particles with a power-law distribution of their mean-free paths is similar to the model of another process, propagation of


Fig. 6. (a) Trajectories of a particle that performs random walks on a fractal and (b) fractal random walks. The exponents are $\alpha=$ 0.5 and $\omega=1$.
a charge-carrier packet through materials with traps, i.e., with energy levels with a power-law distribution of the capture time.

A power-law distribution of the waiting time of particles in traps can be derived within the following model, which was first proposed in [64] (see also [20, 65]). Charge carriers move in the positive direction of the $x$ axis, which is specified by the direction of the applied field. There are randomly spaced metal inclusions (islands) on the axis, and the charge carriers pass from one island to another by tunneling. In the quasiclassical approximation, the distribution of the random waiting time $\tau$ of a charge carrier at a given node is given by the distribution function

$$
P\{\tau>t\}=1-\exp \left(-\frac{t}{\tau_{0}}\right)
$$

where the mean time $\tau_{0}$ is related to the distance $d$ to the nearest (in the direction of the applied field) node by the Sommerfeld-Bethe formula

$$
\tau_{0}=\beta[\exp (\gamma d)-1],
$$

where $\gamma$ is a positive constant and $\beta$ is inversely proportional to the strength of the applied field. Since the position of the next node is random, time $\tau_{0}$ is random. Under the assumption that the distribution of inclusions over the axis follows the Poisson law,

$$
P\{d<x\}=1-\exp \frac{x}{d_{0}}
$$

the distribution density of the expectation time of a carrier at a node, averaged over $\tau_{0}$, i.e., the unconditional
distribution density, is given by

$$
\begin{gathered}
p_{\tau}(t)=\int_{0}^{\infty} p_{\tau}\left(t \mid t^{\prime}\right) p_{\tau_{0}}\left(t^{\prime}\right) d t^{\prime} \\
=\omega\left(\frac{\beta}{t}\right)^{\omega+1} \int_{0}^{\infty} \frac{\xi^{\omega} \exp (-\xi) d \xi}{(1+\xi \beta / t)^{\omega+1}} \sim \omega \Gamma(1+\omega) \beta^{1+\omega} t^{-\omega-1}, \\
t \longrightarrow \infty .
\end{gathered}
$$

When $x \gg d_{0}$, one can neglect the fluctuations of $N$; this results in an expression for a linear concentration that contains a one-sided stable density

$$
n(x, t) \sim \frac{n_{0}}{\omega} C(\omega) t^{-1 / \omega-1} g_{1}^{+}\left(C(\omega) t x^{-1 / x} ; \omega\right), \quad t \longrightarrow \infty
$$

where

$$
C(\omega)=\left[\frac{B \Gamma(1-\omega)}{d_{0}}\right]^{-1 / \omega} .
$$

### 5.7. Diffusion of Cosmic Rays

The propagation of cosmic rays through the interstellar medium represents a very important problem for understanding the origin and acceleration of these rays. The stochastic character of this process is mainly determined by the scattering of charged particles by random inhomogeneities of the magnetic field. Naturally, it is impossible to directly measure the inhomogeneous time-evolving interstellar magnetic field. At the same time, one cannot neglect the influence of this field on cosmic rays. A standard approach that presumes the small-scale character of inhomegeneities leads to a normal diffusion model with a linear increase in the mean-
square displacement of a diffusing particle and to a non-Gaussian form of the diffusion packet [66, 67]. A characteristic feature of this model is the presence of certain scales above which the field can be assumed homogeneous. However, there are certain indications that the magnetic field may have a multiscale hierarchical structure [68]. In this case, a more appropriate model is that of anomalous diffusion in which regions with high magnetic field serve as traps, while the fractality reflects its shaggy structure, i.e., the spatial intermittency.

The fractional stable distributions that arise in this model were successfully applied in $[69,70]$ to describe an experimentally observed kink in the primary spectrum of cosmic rays and to explain the difference in spectral indices for protons and other nuclei for $E \sim$ $10^{2}-10^{5} \mathrm{GeV}$ per nucleon. In this case, the following equation for the propagator (Green's function) $G\left(\mathbf{r}, t, E, E_{0}\right)$ of cosmic rays with energy $E$ was used:

$$
\begin{gathered}
\frac{\partial G}{\partial t}=-D(E, \alpha, \beta)\left(\frac{\partial}{\partial t}\right)^{1-\omega} \\
\times(-\Delta)^{\alpha / 2} G\left(\mathbf{r}, t, E, E_{0}\right)+\delta(\mathbf{r}) \delta(t) \delta\left(E-E_{0}\right) .
\end{gathered}
$$

The diffusion coefficient $D$ is represented as

$$
D=D_{0}(\alpha, \omega) R^{\delta}
$$

where $R$ is the geomagnetic rigidity of particles and $\delta>0$. Using the solution

$$
\begin{gathered}
G\left(\mathbf{r}, E, t ; E_{0}\right)=\delta\left(E-E_{0}\right) \\
\times\left(D\left(E_{0}, \alpha, \omega\right) t^{\omega}\right)^{-3 / \alpha} \Psi_{3}^{(\alpha, \omega)}\left(r\left(D\left(E_{0}, \alpha, \omega\right) t^{\omega}\right)^{-1 / \alpha}\right)
\end{gathered}
$$

of this equation for a point magnetic source with a density of

$$
S(\mathbf{r}, t, E)=S_{0} E^{-p} \delta(\mathbf{r}) \delta(t),
$$

we established in $[69,70]$ that the density of particles of cosmic radiation,

$$
\begin{aligned}
& N(\mathbf{r}, t, E)=S_{0} E^{-p}\left(D(E, \alpha, \omega) t^{\beta}\right)^{-3 / \alpha} \\
& \quad \times \Psi_{3}^{(\alpha, \omega)}\left(r\left(D(E, \alpha, \omega) t^{\omega}\right)^{-1 / \alpha}\right)
\end{aligned}
$$

at low and high energies is characterized by the following power-law asymptotics:

$$
\begin{array}{ll}
N(\mathbf{r}, t, E) \propto E^{-p+\delta}, & E \longrightarrow 0, \\
N(\mathbf{r}, t, E) \propto E^{-p-\delta}, & E \longrightarrow \infty
\end{array}
$$

In other words, in the case of an instantaneous source, the spectral exponent decreases by $2 \delta$ when passing from low to high energies both in the subdiffu-


Fig. 7. Radial function of a two-dimensional fractional stable isotropic distribution with $H=\beta / \alpha=2 / 3$ and $\alpha=(1) 1 / 2$, (2) 1 , and (3) $3 / 2$.
sion $(\omega<\alpha / 2)$ and superdiffusion $(\omega>\alpha / 2)$ regimes; i.e., the spectrum of cosmic rays exhibits a kink.

### 5.8. Chaotic Dynamics

One of directions in the study of stochastic properties of the chaotic dynamics of Hamiltonian systems that arises under nonlinear resonance between periodic variations of the Hamilton function and the motion of phase points along close isoenergetic orbits is based on a fractional version of the Kolmogorov-Fokker-Planck equation [71-74]. A particular type of this equation was considered in [75]. Following [72], the author of [75] used the relation

$$
\langle | X^{2}| \rangle=2 D t^{2 \omega / \alpha}
$$

to describe the asymptotics of its solution; this relation is associated with the Hurst exponent $H=\omega / \alpha$ and the Hausdorff fractal dimension $1 / H$ of chaotic trajectories.

However, in fact, $\langle | X^{2}| \rangle=\infty$ for any $t$ (except the case $\alpha=2$ ), and a correct analysis requires the use of another measure for the distribution width $\Delta(t)$, for example, the size of a domain containing fixed probability. The substitution of $\Delta(t)$ for $\langle | X^{2}| \rangle$ gives meaning to the above relations (instead of "infinity is proportional to $t^{2 \omega / \alpha}$," we have a quite meaningful assertion) and allows one to apply fractional stable laws to studying the form of distributions using experimental data about the Hurst exponent. In [76, 77], it was shown that $H=0.6-0.75 \approx 2 / 3$ for currents in tokamaks in the


Fig. 8. Distribution of fluctuations of a stream of particles in plasma. The dots correspond to the experimental results of [79-81] and the curves represent their approximation by a fractional stable distribution with the parameters (a) $\alpha=1.2, \omega=0.05, \theta=0.06$, $a=70$, and $b=3$ and (b) $\alpha=1.1, \omega=0.35, \theta=0.05, a=4$, and $b=0.5$.
regime of self-organized criticality. Obviously, this parameter does not uniquely define the form of a distribution (Fig. 7). To specify a distribution that corresponds to experiment, one has to introduce one more independent parameter.

### 5.9. Fluctuations of Turbulent Flows in a Plasma

Fractional stable distributions proved appropriate for describing local fluctuations of a stream of particles in a magnetoactive plasma [78-80]. Experimental investigations of the characteristics of turbulent flows have been carried out on an L-2M stellarator. This is a toroidal thermonuclear installation with the major radius of the torus 100 cm ; the mean radius of plasma is 11.5 cm , the mean density of plasma is $(1.3-1.8) \times$ $10^{13} \mathrm{~cm}^{-3}$, and the central temperature of electrons is $0.6-1.0 \mathrm{keV}$; the working gas is hydrogen [80]. Turbulent flows are measured in the edge of the plasma, where the electron density is $(1-2) \times 10^{12} \mathrm{~cm}^{-3}$, the electron temperature is $30-40 \mathrm{eV}$, and the relative level of density fluctuations in the outer regions of the plasma is $(\delta n / n)_{\text {out }}=0.2-0.25$. A local turbulent stream of particles arising due to the development of the whole set of instabilities existing in the edge plasma of the L-2M stellarator is calculated by the formula $\Gamma=\delta n_{e} \delta v_{\gamma}$, where $\delta n_{e}$ are the fluctuations of the plasma density,

$$
\delta v_{\gamma}=\frac{c \delta E_{\Theta}}{B}
$$

are the fluctuations of the radial velocity, and $\delta E_{\Theta}$ are the fluctuations of the poloidal electric field $[79,80]$.

To approximate the distributions obtained, we used fractional stable distributions. In Fig. 8, the densities of the amplitude of a local fluctuating stream of particles in a magnetoactive plasma are approximated by asymmetric fractional stable distributions in the $C$ form:

$$
p(x)=a^{-1} q_{1}(a x-b ; \alpha, \omega, \theta)
$$

Both a visual juxtaposition and the application of the $\chi^{2}$-criterion show quite satisfactory agreement, which can be considered as a motivation for further investigations in this direction. However, for symmetric distributions, there may be other statistical interpretations [81].

## 6. CONCLUSIONS

An extension of the class of stable random variables by introducing their ratios would seem to be a mere formality that has no practical interest due to the lack of simple analytic expressions for their densities, if it were not the two essential circumstances. First, fractional stable distributions arise in a random walk model, or, more precisely, in a model of a jump Markov process in which the lengths of instantaneous jumps and the time intervals between them are characterized by distributions with heavy power-law tails. The second circum-
stance is associated with the fact that, while a stable distribution arises when solving an equation of the type

$$
\frac{\partial p(x, t)}{\partial t}=L(\alpha, \Gamma(\cdot)) p(x, t)+s(x, t)
$$

where $L(\alpha, \Gamma(\cdot))$ is an operator containing a fractional derivative of order $\alpha$ with respect to the coordinates, a fractional stable distribution is associated with the solution of equations that have fractional time derivatives:

$$
\frac{\partial^{\omega} p(x, t)}{\partial t^{\omega}}=L(\alpha, \Gamma(\cdot)) p(x, t)+s(x, t)
$$

The presence of differential equations allows one to approximate not only the distributions themselves but also the corresponding processes and give a certain physical meaning, having its roots in the random-walk model, to the parameters $\alpha$ and $\omega$. Examples of such applications are given in the last section.

Let us stress once more that the fractional stable distributions represent an extension of the class of stable laws. Their common origin is the Gauss law, which determines a special position of these distributions among all probabilistic distributions.
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APPENDIX

## ISOTROPIC FRACTIONAL STABLE DENSITIES

1. The densities $\Psi_{m+2}^{(\alpha, \omega)}(r)$ and $\Psi_{m}^{(\alpha, \omega)}(r)$ are related by the formula

$$
\Psi_{m+2}^{(\alpha, \omega)}(r)=-\frac{1}{2 \pi r} \frac{d \Psi_{m}^{(\alpha, \omega)}(r)}{d r}
$$

2. Just as in the case of the normal distribution, the projection of an $m$-dimensional vector $X(t)$ onto an $m^{\prime}$ dimensional space $\left(m^{\prime}<m\right)$ diffuses according to the $m^{\prime}$-dimensional law with the same parameters $\alpha$ and $\omega$.
3. In contrast to the normal case, different coordinates $X_{1}(t), \ldots, X_{m}(t)$ of an anomalously diffusing particle are not independent of each other.
4. The distribution $\Psi_{m}^{(\alpha, \omega)}(r)$ decreases as $r$ increases; its maximal value is finite for $m<\alpha$ :

$$
\Psi_{m}^{(\alpha, \omega)}(0)=\frac{\Gamma(1+m / \alpha) \Gamma(1-m / \alpha)}{(4 \pi)^{m / 2} \Gamma(1+m / 2) \Gamma(1-m \omega / \alpha)}
$$

In particular,

$$
\Psi_{1}^{(\alpha, \omega)}(0)=\frac{\operatorname{cosec}(\pi / \alpha)}{\alpha \Gamma(1-\omega / \alpha)}
$$

5. If $\alpha=2$ and $\omega<1$, then

$$
\begin{gathered}
\Psi_{1}^{(2, \omega)}(0)=\left[2 \Gamma\left(1-\frac{\omega}{2}\right)\right]^{-1} \\
\Psi_{2}^{(2, \omega)}(r) \sim[2 \pi \Gamma(1-\omega)]^{-1}|\ln r|, \quad r \longrightarrow 0
\end{gathered}
$$

and, for $m \geq 3$, we have

$$
\Psi_{m}^{(2, \omega)}(r) \sim(4 \pi)^{-m / 2} \frac{\Gamma(m / 2-1)}{\Gamma(1-\omega)}\left(\frac{r}{2}\right)^{-(m-2)}, \quad r \longrightarrow 0
$$

6. At large distances, we have

$$
\begin{aligned}
& \Psi_{m}^{(2, \omega)}(r) \sim(4 \pi)^{-m / 2}(2-\omega)^{-1 / 2} \omega^{[(m+1) \omega / 2-1] /(2-\omega)} \\
\times & \left(\frac{r}{2}\right)^{-m(1-\omega) /(2-\omega)} \exp \left\{-(2-\omega) \omega^{\omega /(2-\omega)}\left(\frac{r}{2}\right)^{2 /(2-\omega)}\right\}
\end{aligned}
$$

When $\omega=1$, this formula is exact.
7. In the one-dimensional case with $\alpha=2$, we have

$$
\Psi_{1}^{(2, \omega)}(r)=\omega^{-1} r^{-1-2 / \omega} g_{1}^{+}\left(r^{-2 / \omega} ; \omega / 2\right)
$$

In particular,

$$
\Psi_{1}^{(2,1)}(r)=\frac{1}{\sqrt{4 \pi}} \exp \left(-\frac{r^{2}}{4}\right)
$$

for $\omega=1$, and

$$
\Psi_{1}^{(2,2 / 3)}(r)=\frac{1}{2 \pi} \sqrt{r} K_{1 / 3}\left(\frac{2 r^{3 / 2}}{\sqrt{27}}\right)
$$

for $\omega=2 / 3$.
8. For $\alpha=1$ and $\omega=1 / 2$, a fractional stable distribution of any dimension is expressed in terms of the incomplete gamma function:

$$
\begin{aligned}
& \Psi_{m}^{(1,1 / 2)}(r)=\frac{2}{\sqrt{\pi}} \frac{\Gamma((m+1) / 2)}{(4 \pi)^{(m+1) / 2}} \\
& \quad \times \exp \frac{r^{2}}{4} \Gamma\left(1-\frac{m+1}{2}, \frac{r^{2}}{4}\right)
\end{aligned}
$$

For odd dimensions $m$, we have
$\Psi_{m}^{(1,1 / 2)}(r)=\frac{2}{\sqrt{\pi}} \frac{\Gamma((m+1) / 2)}{(4 \pi)^{(m+1) / 2}}\left(\frac{r^{2}}{4}\right)^{\mu} \exp \frac{r^{2}}{4} E_{(m+1) / 2}\left(\frac{r^{2}}{4}\right)$,
where

$$
\mu=1-\frac{m+1}{2} .
$$

9. 

$$
\begin{aligned}
& \Psi_{m}^{(2 / 3,1)}(r)=\frac{\Gamma(m / 2+1 / 3) \Gamma(m / 2+2 / 3)}{2 \sqrt{3 \pi^{m}} \Gamma(5 / 6) \Gamma(7 / 6)} r^{-m} \\
& \quad \times \exp \left(\frac{2}{27} r^{-2}\right) W_{-m / 2,1 / 6}\left(\frac{4}{27} r^{-2}\right) .
\end{aligned}
$$

10. An asymptotic series expansion is given by

$$
\begin{gathered}
\Psi_{m}^{(\alpha, \omega)}(r)=\frac{\alpha}{2(4 \pi)^{m / 2}} \\
\times \sum_{n=1}^{\infty}(-1)^{n-1} \frac{\Gamma((m+\alpha n) / 2)}{\Gamma(1-\alpha n / 2) \Gamma(1+n \omega)}\left(\frac{r}{2}\right)^{-n \alpha-m}
\end{gathered}
$$

11. The Mellin transform of $\Psi^{(\alpha, \omega)}(r)$ is expressed in terms of a gamma function:

$$
\begin{gathered}
\bar{\Psi}_{m}^{(\alpha, \omega)}(s) \equiv \int_{0}^{\infty} \Psi_{m}^{(\alpha, \omega)}(r) r^{s-1} d r \\
=\frac{2^{s} \Gamma(1-(m-s) / \alpha) \Gamma(s / 2) \Gamma((m-s) / \alpha)}{\alpha(4 \pi)^{m / 2} \Gamma(1-(m-s) \omega / \alpha) \Gamma((m-s) / 2)} .
\end{gathered}
$$

12. For $\alpha=2$, there exist even moments

$$
\int_{-\infty}^{\infty} \Psi_{m}^{(\alpha, \omega)}\left(r^{2 n}\right) d \mathbf{x}=\frac{\Gamma(n+m / 2) \Gamma(n+1)}{\Gamma(m / 2) \Gamma(n \omega+1)}\left(4 D t^{\omega}\right)^{n} .
$$

13. A representation in terms of the $H$ functions (the Fox functions) [33] is given by

$$
\begin{gathered}
\Psi_{m}^{(\alpha, \omega)}(r)=\frac{\omega}{2}(4 \pi)^{-m / 2}\left(\frac{2}{r}\right)^{m+\alpha} H_{32}^{12} \\
\times\left(\left.\left(\frac{2}{r}\right)^{\omega} \right\rvert\,(-1,1 / \alpha)(1-(\alpha+m) / 2, \omega / 2)(1-\alpha / 2,1 / 2)\right. \\
(0,1 / \alpha)(-1,1 / \alpha) \\
\alpha<1, \\
\Psi_{m}^{(\alpha, \omega)}(r)=(\alpha r \sqrt{\pi})^{-m} \\
(1,1 / \alpha)(1, \omega / \alpha) \\
\times H_{23}^{21}\left(\left.\frac{r}{2}\right|_{(1,1 / \alpha)(m / 2,1 / 2)(1,1 / 2)}\right) \\
1 \leq \alpha<2, \\
\Psi_{m}^{(2, \omega)}(r)=(2 r \sqrt{\pi})^{-m} H_{12}^{20}\left(\left.\frac{r}{2}\right|_{(1,1 / 2)(m / 2,1 / 2)}\right)
\end{gathered}
$$
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#### Abstract

In a simple stochastic system-an overdamped Kramers oscillator with two noise sources (sources of white and dichotomic noise)-stochastic resonance is investigated theoretically and by means of analog simulation as a function of the asymmetry of the potential and the amplitude and the correlation time of the dichotomic noise. It is found that stochastic resonance is observed under slow (compared with the Kramers switching time) dichotomic noise and the signal-to-noise ratio (SNR) has a maximum for a noise amplitude equal to static bias. © 2003 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

In recent years, the idea of the constructive role of noise in nature has attracted the special interest of researchers. Many experimental facts from various fields of science have shown that the effect of noise, which is an inevitable concomitant of all real systems, is not always reduced to destructive and thermodynamic phenomena. It has been established that noise sources in nonlinear dynamical systems may give rise to fundamentally new operation regimes, such as noiseinduced oscillations [1], that are impossible in the absence of noise. These phenomena have been called noise-induced phase transitions [2].

Investigations in recent years have clearly shown that, in nonlinear systems, noise may give rise to new, more ordered regimes and more regular structures; increase the degree of coherence and the amplification factor; etc. In particular, when useful signals pass through nonlinear systems, thermal or external noise of optimal (nonzero) intensity may improve the signal transmission. This phenomenon is called stochastic resonance. The stochastic resonance involves a group of phenomena in which the response of a nonlinear system to a weak signal appreciably increases with the intensity of noise in the system. In this case, integral characteristics such as the amplification factor and the signal-to-noise ratio (SNR) exhibit clear-cut maxima at a certain optimal noise level. The phenomenon of stochastic resonance was observed in many bistable systems: in a ring laser [3], in passive optical bistable systems [4], in electron-paramagnetic-resonance systems [5], in experiments with Brownian particles [6], in a tunnel diode [7], in SQUIDs [8], in ferromagnets and ferroelectrics [9-11], in analog electron experiments [12-20], in chemical systems [21-23], and in sociological mod-
els [24]. Investigations have shown that stochastic resonance represents an essentially generic physical phenomenon, typical of nonlinear systems, in which one can control one of the characteristic time scales of a system by means of noise. The results obtained in the study of the stochastic resonance are summarized in [25, 26].

The main body of theoretical works on the problem of stochastic resonance have been devoted to the study of signal transmission through a system with a single source of noise, usually white noise; this phenomenon is identified as the appearance of a peak on the diagram of the signal-to-noise ratio (SNR) versus the noise intensity. However, some authors investigated systems with two sources of noise, the first without and the second with a periodic signal [27, 28]. This statement of the problem is physically natural and fruitful because any real system contains internal thermal noise whose intensity is determined by temperature. Control noise, just as a signal, is applied to the system from the outside. However, to date, the signal transmission has been studied as a function of the intensity of internal noise only. On the other hand, in many cases, especially in biology, temperature (and consequently the power of internal noise) is fixed within a narrow interval. However, the amplitudes of the external noise and signal can be varied within a wide range of values. It is this kind of approach that we apply in the present paper; here, the variable parameters are the ratios of the amplitudes of the control noise and signal to the intensity of the internal noise.

We study theoretically and experimentally a twowell dynamical system with a periodic square-wave signal and two noise sources, white (internal) noise and colored dichotomic (external) noise. We will solve our
problem in two limiting cases, with slow and fast colored noise for arbitrary values of the signal. In principle, one can solve the problem in an intermediate region for small signals, applying the linear-response theory [29-33]. However, it is the choice of a squarewave signal and colored dichotomic noise that allows one to solve the problem for arbitrary amplitudes of signal and noise, without restricting oneself to perturbation theory.

The main result of this paper is the discovery of a resonant or strongly nonmonotonic behavior of the signal and noise powers and the SNR in the case when the transition probabilities from one state to another become equal. This result differs from the conventional stochastic resonance and is associated with the appearance of additional symmetry in the system when the above-mentioned probabilities coincide. In the domain of existence of such symmetry, all the characteristics behave nonmonotonically.

## 2. THEORY

Consider the equation of an overdamped Kramers oscillator with two noise sources:

$$
\begin{gather*}
\frac{d x}{d t}=f(x)+F+\Delta S(t)+\sigma \xi(t)+A R(t) \\
f(x)=a x-b x^{3}, \quad S(t)= \pm 1 \\
\left\langle S(t) S\left(t^{\prime}\right)\right\rangle=e^{-\gamma\left|t-t^{\prime}\right|},  \tag{1}\\
\left\langle\xi(t) \xi\left(t^{\prime}\right)\right\rangle=\delta\left(t-t^{\prime}\right), \\
R(t+T)=R(t)= \begin{cases}1, & 0<t \leq T / 2 \\
-1, & T / 2<t \leq T\end{cases}
\end{gather*}
$$

Here, $\xi(t)$ is white noise; $S(t)$ is dichotomic (telegraphic) noise; $R(t)$ is a square-wave signal; and $a, b, F$, $\sigma, \Delta$, and $A$ are constants.

Note that function $f(x)$ should not necessarily be chosen in the form of (1). Below, we will show that it is important that $f(x)$ is an odd function that has only one unstable fixed point and two stable points at $\pm x_{0}$. In the experiments, $f(x)$ will have a different form satisfying our conditions.

It is important that the characteristic times in Eq. (1) form a hierarchy. Denoting by $\tau$ the correlation time of the (real) white noise and assuming that $a \sim b$, we adopt the following time hierarchy in our problem:

$$
\begin{equation*}
T \gg \gamma^{-1}, \quad w_{0}^{-1} \gg a^{-1} \gg \tau \longrightarrow 0 \tag{2}
\end{equation*}
$$

where $w_{0}$ is the characteristic rate of switchings induced by the white noise (see (6)). Note that, in certain formulas, we will retain the notation $\tau$ for the noise
correlation time, assuming that the white noise corresponds to the limit $\tau \longrightarrow 0$, because this notation, first, emphasizes that the necessary condition $a^{-1} \gg \tau$ should be satisfied and, second, is important for comparing theoretical results with experiment, where $\tau$ is always finite.

Let us pass from (1) to a model of two states between which jump transitions occur. It is convenient to define energy $U_{0}(x)$ as

$$
\begin{gather*}
U_{0}(x)=-\frac{a}{2} x^{2}+\frac{b}{4} x^{4} \\
\delta U_{0}=U_{0}(0)-U_{0}\left( \pm x_{0}\right)=\frac{a^{2}}{4 b}, \quad x_{0}=\sqrt{\frac{a}{b}} \tag{3}
\end{gather*}
$$

where $\pm x_{0}$ are stable fixed points of Eq. (1) for $F=\Delta=$ $A=\sigma=0$ and $\delta U_{0}$ is the height of the potential barrier.

Suppose that the following a priori relations hold:

$$
\begin{gather*}
\sigma^{2} \ll \delta U_{0}, \quad \Delta x_{0}, F x_{0} \ll \delta U_{0} \\
\frac{\left(\Delta x_{0}\right)^{2}}{\sigma^{2} \delta U_{0}}, \frac{\left(F x_{0}\right)^{2}}{\sigma^{2} \delta U_{0}} \ll 1 \tag{4}
\end{gather*}
$$

The first relation implies that the system mostly stays at one of the stable fixed points (potential wells). The second and third conditions imply that the fixed points do not move when the system is subject to external actions.

Thus, we can approximate the dynamic variable $x(t)$ by a dichotomic signal,

$$
\begin{equation*}
x(t)=x_{0} d(t), \quad d(t)= \pm 1 \tag{5}
\end{equation*}
$$

In other words, $x(t)$ assumes only two values, and we have a two-state model. The same conditions (4) determine the applicability domain of the Kramers approximation for the transition probabilities between these two states, i.e., the exponential dependence of these probabilities on the ratio of the time-dependent potential energy of the system to the noise intensity:

$$
\begin{gather*}
\alpha(t)=w_{-1 \rightarrow 1}=w_{0} \exp [p+u S(t)+v R(t)], \\
\beta(t)=w_{1 \rightarrow-1}=w_{0} \exp [-p-(u S(t)-v R(t))], \\
p=\frac{2 x_{0} F}{\sigma^{2}}, \quad u=\frac{2 x_{0} \Delta}{\sigma^{2}}, \quad v=\frac{2 x_{0} A}{\sigma^{2}},  \tag{6}\\
w_{0}=\frac{a}{\pi \sqrt{2}} \exp \left(-\frac{a^{2}}{2 b \sigma^{2}}\right) .
\end{gather*}
$$

The governing equation for the distribution density of
a nonstationary process $d(t)$ reads

$$
\begin{gather*}
\frac{d P(1, t)}{d t}=\alpha(t) P(-1, t)-\beta(t) P(1, t) \\
\frac{d P(-1, t)}{d t}=\beta(t) P(1, t)-\alpha(t) P(-1, t) \tag{7}
\end{gather*}
$$

Suppose first that $\Delta=A=0$ (there is no external action). Then, $\alpha$ and $\beta$ in (6) are independent of time, and the nonzero eigenvalues of Eq. (7) are given by

$$
\begin{equation*}
\lambda_{0}=\alpha+\beta=2 w_{0} \cosh (p) \tag{8}
\end{equation*}
$$

It is clear that equilibrium is established in the system within time $1 / \lambda_{0}$.

### 2.1. Slow External Noise

Now, let us switch on an external action $(A, \Delta \neq 0)$ and suppose that the adiabaticity condition is fulfilled not only with respect to the signal period $T$ but also with respect to the correlation time $1 / \gamma$ of the dichotomic noise:

$$
\begin{equation*}
T, \gamma^{-1} \gg w_{0}^{-1} \gg a^{-1} \gg \tau \longrightarrow 0 \tag{9}
\end{equation*}
$$

Since $w_{0} \sim \lambda_{0}$ and equilibrium is established within time $1 / \lambda_{0}, \alpha(t)$ and $\beta(t)$ slowly vary over times on the order of $T$ and $1 / \gamma$; therefore, we can speak of local equilibrium and solve Eqs. (7) in the adiabatic approximation. The solution is given by

$$
\begin{align*}
P(1, t) & =\frac{\alpha(t)}{\alpha(t)+\beta(t)} \\
P(-1, t) & =\frac{\beta(t)}{\alpha(t)+\beta(t)} \tag{10}
\end{align*}
$$

One can also easily calculate the transition probability for the process $d(t)$ from state $m$ at moment $t_{2}$ to state $n$ at moment $t_{1}>t_{2}$ :

$$
\begin{gather*}
P\left(n, t_{1} \mid m, t_{2}\right)=P\left(n, t_{1}\right)+\frac{\phi\left(n, t_{1}\right) \phi\left(m, t_{1}\right)}{P\left(m, t_{1}\right)} e^{-\left(t_{1}-t_{2}\right) \lambda_{0}\left(t_{1}\right)}, \\
\lambda_{0}(t)=\alpha(t)+\beta(t)  \tag{11}\\
\phi(1, t)=-\phi(-1, t)=\frac{\sqrt{\alpha(t) \beta(t)}}{\alpha(t)+\beta(t)} .
\end{gather*}
$$

$\lambda_{0}(t)$ and $\phi(n, t)$ in the last equation are the adiabatically slowly varying eigenvalue and the corresponding eigenfunction of Eq. (7).

Now, let us calculate a two-particle distribution function $P_{2}\left(n, t_{1} ; m, t_{2}\right)$. According to the general theory of Markov processes, this function is given by

$$
\begin{gather*}
P_{2}\left(n, t_{1} ; m, t_{2}\right)=P\left(n, t_{1} \mid m, t_{2}\right) P\left(m, t_{2}\right) \\
=P\left(n, t_{1}\right) P\left(m, t_{2}\right)  \tag{12}\\
+\frac{\phi\left(n, t_{1}\right) \phi\left(m, t_{1}\right)}{P\left(m, t_{1}\right)} P\left(m, t_{2}\right) \exp \left\{-\left(t_{1}-t_{2}\right) \lambda_{0}\left(t_{1}\right)\right\}
\end{gather*}
$$

We are interested in the time scales

$$
\begin{equation*}
\frac{1}{\lambda_{0}} \ll T, \quad \frac{1}{\gamma} \sim\left|t_{1}-t_{2}\right| . \tag{13}
\end{equation*}
$$

Then, we can replace the exponential function in (11) by the $\delta$ function to obtain the following expression for the two-particle distribution function:

$$
\begin{align*}
& P_{2}\left(n, t_{1} \mid m, t_{2}\right)=P\left(n, t_{1}\right) P\left(m, t_{2}\right) \\
& \quad+\frac{2 \delta\left(t_{1}-t_{2}\right)}{\lambda_{0}\left(t_{1}\right)} \phi\left(n, t_{1}\right) \phi\left(m, t_{1}\right) \tag{14}
\end{align*}
$$

where $P(n, t), \lambda_{0}(t)$, and $\phi(n, t)$ are defined in (10) and (11). Taking into account these definitions, we can easily obtain the correlation function

$$
\begin{gather*}
D\left(t_{1}, t_{2}\right)=\left\langle x\left(t_{1}\right) x\left(t_{2}\right)\right\rangle_{\sigma}=y\left(t_{1}\right) y\left(t_{2}\right) \\
+\frac{8 \alpha\left(t_{1}\right) \beta\left(t_{1}\right) x_{0}^{2}}{\left[\alpha\left(t_{1}\right)+\beta\left(t_{1}\right)\right]^{3}} \delta\left(t_{1}-t_{2}\right)  \tag{15}\\
y(t)=\langle x(t)\rangle_{\sigma}=x_{0} \frac{\alpha(t)-\beta(t)}{\alpha(t)+\beta(t)}
\end{gather*}
$$

The subscript $\sigma$ at the expressions in angular brackets denotes averaging over the white noise.

Now, let us average (15) over the stochastic process $S(t)$ and over the phase of the periodic signal $R(t)$. We calculate the irreducible correlator,

$$
\begin{gather*}
K\left(t_{1}-t_{2}\right)=\left\langle D\left(t_{1}, t_{2}\right)\right\rangle_{S, R}  \tag{16}\\
\quad-\left\langle y\left(t_{1}\right)\right\rangle_{S, R}\left\langle y\left(t_{2}\right)\right\rangle_{S, R}
\end{gather*}
$$

From (15) and (16), we obtain

$$
\begin{gather*}
K\left(t_{1}-t_{2}\right)=\left\langle y\left(t_{1}\right) y\left(t_{2}\right)\right\rangle_{S, R}-\langle y(t)\rangle_{S, R}^{2} \\
+\frac{x_{0}^{2}}{w_{0}}\left\langle\cosh ^{-3}[p+u S(t)+v R(t)]\right\rangle_{S, R} \delta\left(t_{1}-t_{2}\right)  \tag{17}\\
y(t)=x_{0} \tanh [p+u S(t)+v R(t)]
\end{gather*}
$$

The correlator (17) is easily calculated in the general case. Taking into account that $S(t)= \pm 1$ and $R(t)= \pm 1$, we obtain the following relations for an arbitrary function $f(x)$ :

$$
\begin{align*}
f(\Delta S(t) & +A R(t))=\frac{1+S(t)}{2} \frac{1+R(t)}{2} f(\Delta+A) \\
& +\frac{1-S(t)}{2} \frac{1-R(t)}{2} f(-\Delta-A) \\
& +\frac{1+S(t)}{2} \frac{1-R(t)}{2} f(\Delta-A)  \tag{18}\\
& +\frac{1-S(t)}{2} \frac{1+R(t)}{2} f(-\Delta+A)
\end{align*}
$$

Then, we easily obtain the following expression for the correlator:

$$
\begin{gathered}
K(t)=K^{(0)}(t)+C(p, u, v) \delta(t), \\
C(p, u, v)=\frac{x_{0}^{2}}{4 w_{0}} \\
\times\left[\cosh ^{-3}(p+u+v)+\cosh ^{-3}(p-u-v)\right. \\
\left.+\cosh ^{-3}(p+u-v)+\cosh ^{-3}(p-u+v)\right], \\
K^{(0)}(t)=B_{1}(p, u, v) e^{-\gamma|t|}+B_{2}(p, u, v) \phi_{0}(t) \\
+B_{3}(p, u, v) e^{-\gamma|t|} \phi_{0}(t), \\
\phi_{0}(t)=\langle R(t) R(0)\rangle_{R}, \\
B_{1}(p, u, v)=\frac{x_{0}^{2}}{16}[\tanh (p+u+v)-\tanh (p-u-v) \\
+\tanh (p+u-v)-\tanh (p-u+v)]^{2},
\end{gathered}
$$

$$
B_{2}(p, u, v)=\frac{x_{0}^{2}}{16}[\tanh (p+u+v)-\tanh (p-u-v)
$$

$$
-\tanh (p+u-v)+\tanh (p-u+v)]^{2}
$$

$$
B_{3}(p, u, v)=\frac{x_{0}^{2}}{16}[\tanh ((p+u+v)+\tanh (p-u-v)
$$

$$
-\tanh (p+u-v)-\tanh (p-u+v)]^{2}
$$

The coefficients $B_{i}(p, u, v)$ defined in (19) possess the
following symmetry:

$$
\begin{gather*}
B_{1}(p, 0, v)=B_{2}(p, u, 0) \\
=B_{3}(p, 0, v)=B_{3}(p, u, 0)=0 \tag{20}
\end{gather*}
$$

Now, we calculate the spectral density

$$
\begin{equation*}
S(\omega)=\int_{-\infty}^{\infty} K(t) e^{i \omega t} d t \tag{21}
\end{equation*}
$$

Since

$$
\begin{equation*}
\phi_{0}(t)=\frac{4}{\pi^{2}} \sum_{k=-\infty}^{\infty} \frac{e^{-i(2 k+1) \Omega t}}{(2 k+1)^{2}}, \quad \Omega=\frac{2 \pi}{T} \tag{22}
\end{equation*}
$$

from (19) we obtain

$$
\begin{gather*}
S(\omega)=C(p, u, v)+\frac{2 \gamma}{\omega^{2}+\gamma^{2}} B_{1}(p, u, v) \\
+\frac{8}{\pi} B_{2}(p, u, v) \sum_{k=-\infty}^{\infty} \frac{\delta(\omega-(2 k+1) \Omega)}{(2 k+1)^{2}}  \tag{23}\\
\quad+\frac{8 \gamma}{\pi} B_{3}(p, u, v) \\
\times \sum_{k=-\infty}^{\infty}\left[(2 k+1)^{2}\left((\omega-(2 k+1) \Omega)^{2}+\gamma^{2}\right)\right]^{-1}
\end{gather*}
$$

If $\omega, \Omega \ll \gamma$, expression (23) simplifies to

$$
\begin{align*}
S(\omega) & =C(p, u, v)+\frac{2}{\gamma}\left(B_{1}(p, u, v)+B_{3}(p, u, v)\right) \\
& +\frac{8}{\pi} B_{2}(p, u, v) \sum_{k=-\infty}^{\infty} \frac{\delta(\omega-(2 k+1) \Omega)}{(2 k+1)^{2}} \tag{24}
\end{align*}
$$

Hence, we obtain an expression for the signal-to-noise ratio, defined as the ratio of the power of the first harmonic of the process $x(t)$ to the noise background:

$$
\begin{gather*}
\mathrm{SNR}=\frac{8}{\pi} \\
\times \frac{B_{2}(p, u, v)}{C(p, u, v)+\frac{2}{\gamma}\left(B_{1}(p, u, v)+B_{3}(p, u, v)\right)} . \tag{25}
\end{gather*}
$$

### 2.2. Fast External Noise

Now, consider a case when the external noise is fast compared with the transition time $w_{0}^{-1}$; i.e., instead
of (2), we apply the relation

$$
\begin{equation*}
T \gtrdot w_{0}^{-1} \gtrdot \gamma^{-1} \gtrdot a^{-1} \gtrdot \tau \tau 0 \tag{26}
\end{equation*}
$$

rather than (9). In this case, we can average $\alpha(t)$ and $\beta(t)$ immediately over $S(r)$, replacing them by the averaged values

$$
\begin{align*}
& \alpha_{1}(t)=\langle\alpha(t)\rangle_{S}=w_{0} e^{p+v R(t)} \cosh (u) \\
& \beta_{1}(t)=\langle\beta(t)\rangle_{S}=w_{0} e^{-p-v R(t)} \cosh (u) \tag{27}
\end{align*}
$$

in Eq. (7).
Then, taking into account that the signal is still adiabatic, instead of (19), (24), and (25), we obtain

$$
\begin{gathered}
K(t)=C \delta(t)+B_{2} \phi(t), \\
C=\frac{x_{0}^{2}}{2 w_{0} \cosh (u)}\left(\cosh ^{-3}(p+v)+\cosh ^{-3}(p-v)\right), \\
B_{2}=\frac{x_{0}^{2}}{4}(\tanh (p+v)-\tanh (p-v))^{2}, \\
S(\omega)=C+\frac{8}{\pi} B_{2} \sum_{k=-\infty}^{\infty} \frac{\delta(\omega-(2 k+1) \Omega)}{(2 k+1)^{2}}, \\
\operatorname{SNR}=\frac{8}{\pi} \frac{B_{2}}{C} \\
=\frac{4 w_{0}}{\pi} \cosh (u) \frac{\left(\tanh ^{2}(p+v)-\tanh (p-v)\right)^{2}}{\cosh ^{-3}(p+v)+\cosh ^{-3}(p-v)} .
\end{gathered}
$$

### 2.3. The Case of a Small Signal $v \ll 1$

Let us analyze the results obtained in greater detail. Consider the domain

$$
\begin{equation*}
v \ll 1 ; \quad p, u \gtrdot 1 \tag{29}
\end{equation*}
$$

Then, using formulas (19), (24), and (25) and the fact that $B_{3} \ll B_{1}$ for $v \ll 1$, we obtain the following expressions for the total noise $S(0)$, signal power $B_{2}$, and the SNR in the adiabatic case:

$$
\begin{gathered}
S(0)=C(p, u, 0)+\frac{2}{\gamma} B_{1}(p, u, 0) \\
=\frac{x_{0}^{2}}{2 w_{0}}\left(\cosh ^{-3}(p+u)+\cosh ^{-3}(p-u)\right)
\end{gathered}
$$

$$
\begin{gather*}
+\frac{x_{0}^{2}}{2 \gamma}(\tanh (p+u)-\tanh (p-u))^{2}  \tag{30}\\
B_{2}(p, u, v \ll 1)
\end{gather*}
$$

$$
\begin{gathered}
=\frac{x_{0}^{2} v^{2}}{4}\left(\cosh ^{-3}(p+u)+\cosh ^{-3}(p-u)\right)^{2} \\
\mathrm{SNR}=\frac{8}{\pi} \frac{B_{2}}{C+2 B_{1} / \gamma}
\end{gathered}
$$

Figure 1 represents the functions $C, B_{1}, B_{2}$, and SNR calculated by (30). This figure clearly manifests resonance peaks at $p= \pm u$. Thus, when $p= \pm u$, all the quantities of interest are strongly nonmonotonic. On the other hand, it is clear from (6) that points $p= \pm u$ for $v \ll 1$ correspond to the situation when the equality

$$
\begin{equation*}
\alpha(t)=\beta(t) \tag{31}
\end{equation*}
$$

holds for $S= \pm 1$. One can readily show that, under condition (31), all the quantities exhibit singularities for arbitrary (not only exponential, as in (6)) dependences of $\alpha$ and $\beta$ on the external signal. This fact requires special consideration.

Let us write out the asymptotics of expression (30) in the domain $p>0, p, u, p-u \gg 1$. From (30), we obtain

$$
\begin{gather*}
B_{1}=x_{0}^{2} \exp (-4(p-u)) \\
B_{2}=4 x_{0}^{2} v^{2} \exp (-4(p-u)) \\
C=\frac{4 x_{0}^{2}}{w_{0}} \exp (-3(p-u))  \tag{32}\\
\mathrm{SNR}=\frac{8 v^{2} w_{0}}{\pi} \exp (-(p-u))
\end{gather*}
$$

For fast noise for $v \ll 1$, formulas (28) yield

$$
\begin{gather*}
S(0)=C=\frac{x_{0}^{2}}{w_{0} \cosh (u) \cosh ^{3}(p)}  \tag{33}\\
B_{2}=\frac{x_{0}^{2} v^{2}}{\cosh ^{4}(p)}, \quad \mathrm{SNR}=\frac{8 w_{0} v^{2}}{\pi} \frac{\cosh (u)}{\cosh (p)}
\end{gather*}
$$

Expressions (33) show suppression of noise by noise when an addition of fast external noise $u$ leads to


Fig. 1. Computed functions (30) for adiabatically slow noise; $x_{0}=1, v^{2}=0.2$, and $\gamma=0.1 \ll w_{0}=1$.
a decrease in the total noise $S(0)[34,35]$.

## 3. ANALOG SIMULATION

To verify the results obtained, we carried out an analog simulation of our stochastic system using an electron model of a two-level nonlinear system-an overdamped oscillator with a piecewise linear current-voltage characteristic $I(x)$ (see Fig. 2), which is similar to the oscillator used in $[36,37]$. The equation of our circuit is as follows:

$$
\begin{gather*}
\frac{V(t)-x(t)}{R}=C \frac{d x}{d t}+I_{\mathrm{N}}(x)  \tag{34}\\
R C \frac{d x}{d t}=-R I(x)+V(t), \quad I(x)=I_{\mathrm{N}}(x)+\frac{x}{R}
\end{gather*}
$$

Here, $V(t)$ is the applied voltage; $I_{\mathrm{N}}(x)$ and $I(x)$ are the current-voltage characteristics of the nonlinear element and the entire circuit, respectively; and $x(t)$ is the
voltage to be analyzed. Let us introduce dimensionless time by changing $t \longrightarrow t / R C$ and obtain the following equation, which is completely similar to Eq. (1):

$$
\begin{gather*}
\frac{d x}{d t}=f(x)+V(t)  \tag{35}\\
V(t)=F+\Delta S(t)+A R(t)+\sigma \xi(T) \\
f(x)= \begin{cases}-a\left(x+x_{0}\right), & x<-x_{1} \\
\lambda x, & \left(|x|<x_{1}\right)=a x_{0} /(a+\lambda) \\
-a\left(x-x_{0}\right), & x>x_{1}\end{cases} \tag{36}
\end{gather*}
$$

From the current-voltage characteristic of our circuit, we determine $x_{1} \approx 2.4 \mathrm{~V}, x_{0} \approx 2 x_{1} \approx 4.7 \mathrm{~V}$, and the potential barrier height in volts, $\delta U_{0} \approx 11 V^{2}$. The voltage $V(t)$ applied to the circuit represents the sum of Gaussian noise $\xi(t)$ with a correlation function of the form $\left(\sigma^{2} / 2 \tau\right) \exp (-|t| / \tau)$ (see (1) and (2)), where the characteristic cutoff frequency $1 / 2 \pi \tau \approx 30 \mathrm{kHz}$ is much greater than all the characteristic frequencies in the system


Fig. 2. Schematic diagram and the current-voltage characteristic of an analog model of an overdamped oscillator; $V(t)$ is applied voltage (a sum of a square-wave signal and white and dichotomic noise) and $x(t)$ is the signal to be analyzed. The operational amplifier is of the KP544UD1 type.
(physical white noise), dichotomic noise with an amplitude of $0 \leq \Delta \leq 10 \mathrm{~V}$ and a characteristic frequency of $0 \leq \gamma / 2 \pi \leq 2000 \mathrm{~Hz}$, and a variable square-wave signal


Fig. 3. Spectral density of the background noise $S(0)$ versus the bias voltage $F$ for slow dichotomic noise $w_{0} / 2 \pi=40 \mathrm{~Hz} \ll$ $\gamma / 2 \pi=560 \mathrm{~Hz}$. The solid curve represents the diagram of $C(p, u, v)$ from (33) plotted using the experimental parameters $x_{0}=4.7 \mathrm{~V}, 2 x_{0} / \sigma^{2}=0.34 \mathrm{~V}^{-1}, \Delta=2.5 \mathrm{~V}$, and $v \approx 0.7 \mathrm{~V}$.
with amplitude $A$ and a frequency of $f_{\mathrm{s}}=\Omega / 2 \pi$. The characteristic frequency (inverse relaxation time) of the nonlinear system is $1 / 2 \pi R C=1400 \mathrm{~Hz}$. The switching rate $w_{0}$ between two states in the system can be changed by varying the intensity of the Gaussian noise.

In the experiment, we measured the spectral density of the output-signal power $x(t)$ at zero frequency, $S(0)$, and at the frequency of the square-wave signal, $S(\Omega)$, as well as the SNR (25):

$$
\begin{equation*}
S(\Omega)=\frac{4}{\pi^{2}} \frac{B_{2}}{\Delta f}, \quad \text { SNR }=\frac{2 \pi \Delta f S(\Omega)}{S(0)}, \tag{37}
\end{equation*}
$$

where $\Delta f \approx 0.16 \mathrm{~Hz}$ is the frequency interval in which the power spectral density $S(\omega)$ is measured for two limiting correlation times of the control dichotomic noise-fast noise (Figs. 3-5) and adiabatic slow noise (Figs. 6-8)-as a function of constant bias $F$. The curves are plotted by formula (33) for the fast noise and by (30) for the slow noise. Note that, since expression (30) correctly describes the SNR only for small values of $A$, we used exact formula (19) for $B_{2}$ in Fig. 8. One can see that the experimental and theoretical data are in good agreement.

The behavior of the quantities considered in the transient region where the hopping rate is on the order of the correlation time of the control noise, i.e., $w_{0} \sim \gamma$, attracts interest. Since this domain cannot be studied theoretically, we carried out a simulation, which has shown that the results obtained in the adiabatic limit $\gamma \ll w_{0}$ can be used even for $\gamma \sim w_{0}$. Figure 9 shows the SNR for this case.


Fig. 4. Spectral density of the first harmonic of the output signal $S(\Omega)$, where $\Omega=2 \pi f_{\mathrm{s}}, f_{\mathrm{s}}=0.5 \mathrm{~Hz}$, for fast dichotomic noise (see Fig. 3) and the function $S(\Omega)=\left(4 / \pi^{2}\right) B_{2}(p, u, v) / \Delta f$ (see (33) and (37)).


Fig. 5. SNR versus bias voltage $F$ for fast dichotomic noise. The solid curve is plotted with the use of experimental values of the parameters; $\Delta f=0.16 \mathrm{~Hz}$ (see (30) and (37)).


Fig. 7. Function $S(\Omega)$ for slow dichotomic noise. The solid curve represents the function $S(\Omega)=\left(4 / \pi^{2}\right) B_{2}(p, u, v) / \Delta f$ (see (33) and (37)) with the same parameters as in Fig. 6.

It follows from the preceding section that the control dichotomic noise with amplitude $\Delta$ equal to the constant bias $F$ (which guarantees the static asymmetry of the potential) restores the symmetry of the potential well for $\Delta S(t)=-F$; i.e., we can observe a dynamical restoration of symmetry. On the other hand, it is well known that the SNR is also maximal in the case of a symmetric potential; this fact leads to two maxima on the diagrams of SNR in Figs. 8 and 9. It is natural to assume that a similar phenomenon occurs in the case when there are two square-wave signals rather than dichotomic noise and a signal. Therefore, we carried out an investigation when dichotomic noise in (1) was replaced by a second square-wave signal with a period
$S(0), \mathrm{V}^{2} / \mathrm{Hz}$


Fig. 6. Noise background $S(0)$ for slow dichotomic noise $\gamma / 2 \pi=2.2 \mathrm{~Hz} \ll \gamma / 2 \pi=40 \mathrm{~Hz}$. The solid curve represents $S(0)(p, u, v)$ from (30); $\Delta \approx 2.6 \mathrm{~V}, 2 x_{0} / \sigma^{2}=0.74 \mathrm{~V}^{-1}$, and $A=0.6 \mathrm{~V}$.


Fig. 8. SNR for slow dichotomic noise (see (19) and (30)).
of $T_{1}=2 \pi / \Omega_{1}$. Thus, we obtain

$$
\begin{gather*}
\frac{d x}{d t}=f(x)+F+\Delta R_{1}(t)+\sigma \xi(t)+A R(t),  \tag{38}\\
R_{1}\left(t+T_{1}\right)=R_{1}(t)= \begin{cases}1, & 0<t \leq T_{1} / 2 \\
-1, & T_{1} / 2<t \leq T_{1}\end{cases} \tag{39}
\end{gather*}
$$

The adiabaticity condition, similar to (9), is given by

$$
\begin{equation*}
T, T_{1} \gg w_{0}^{-1} \gg a^{-1} \gg \tau \longrightarrow 0 \tag{40}
\end{equation*}
$$

while an analogue of the fast-noise condition (26) is


Fig. 9. SNR for an intermediate case when the correlation time of dichotomic noise is on the order of the Kramers switching rate $w_{0} / 2 \pi \sim \gamma / 2 \pi \approx 10 \mathrm{~Hz}$.
given by the fast signal

$$
\begin{equation*}
T \gtrdot w_{0}^{-1} \gg T_{1} \gtrdot a^{-1} \gg \tau \longrightarrow 0 \tag{41}
\end{equation*}
$$

In the case of (40), instead of (19), we obtain

$$
\begin{align*}
K(t)= & B_{1}(p, u, v) \phi_{1}(t)+B_{2}(p, u, v) \phi_{0}(t) \\
& +B_{3}(p, u, v) \phi_{0}(t) \phi_{1}(t) \\
\phi_{1}(t)= & \left\langle R_{1}(t) R_{1}(0)\right\rangle_{R}=\frac{4}{\pi^{2}} \sum_{k=-\infty}^{\infty} \frac{e^{-i(2 k+1) \Omega_{1}}}{(2 k+1)^{2}} \tag{42}
\end{align*}
$$

Other quantities are the same as in (19). Then, instead of (24), we obtain

$$
\begin{gather*}
S(\omega)=C(p, u, v) \\
+\frac{8}{\pi} B_{1}(p, u, v) \sum_{k=-\infty}^{\infty} \frac{\delta\left(\omega-(2 k+1) \Omega_{1}\right)}{(2 k+1)^{2}} \\
+\frac{8}{\pi} B_{2}(p, u, v) \sum_{k=-\infty}^{\infty} \frac{\delta(\omega-(2 k+1) \Omega)}{(2 k+1)^{2}}  \tag{43}\\
+\frac{32}{\pi^{3}} B_{3}(p, u, v) \sum_{k, n=-\infty}^{\infty} \frac{1}{(2 k+1)^{2}(2 n+1)^{2}} \\
\times \delta\left(\omega-(2 k+1) \Omega-(2 n+1) \Omega_{1}\right)
\end{gather*}
$$

Comparing (24) and (43), we can see that, although the coefficients $C$ and $B_{i}$ in these formulas are identical, the spectra are completely different. In particular, selecting different harmonics in (43), one can measure


Fig. 10. Spectral density $S(\Omega)$ of the output signal $x(t)$ at frequency $f_{\mathrm{s}}=\Omega / 2 \pi=3.05 \mathrm{~Hz}$ (the first low-frequency squarewave signal) for the case of two square-wave signals when the frequency of the second square-wave signal is $f_{1}=$ $\Omega_{1} / 2 \pi=180 \mathrm{~Hz} \gg w_{0} / 2 \pi=18 \mathrm{~Hz}$.
all the quantities $C$ and $B_{i}$ separately, whereas, in (24), we just have the combination $C+2\left(B_{1}+B_{3}\right) / \gamma$.

Now, let us consider the case when the second signal $\Delta R_{1}(t)$ is fast; i.e., condition (41) is satisfied. It is clear that, in this case, just as in the case of fast noise, one can carry out averaging over the fast signal. Then, all formulas (27) and (28) remain valid. Thus, the cases of fast noise and a fast signal are completely equivalent in the zeroth order with respect to the rapidity parameter.


Fig. 11. Spectral density $S(\Omega)$ of the output signal $x(t)$ at frequency $f_{\mathrm{s}}=\Omega / 2 \pi=3.05 \mathrm{~Hz}$ (the first low-frequency squarewave signal with amplitude 0.6 V ) for the case of two square-wave signals when the frequency of the second square-wave signal is $f_{1}=\Omega_{1} / 2 \pi=18 \mathrm{~Hz}<w_{0} / 2 \pi=50 \mathrm{~Hz}$ and the amplitude is $1.06,1.45$, and 2.27 V (from top to bottom).

The experimental simulation carried out for two square-wave signals for the cases of fast $\left(\Omega_{1} / 2 \pi=\right.$ $180 \mathrm{~Hz}>w_{0} / 2 \pi \approx 18 \mathrm{~Hz}$ ) and slow ( $\Omega_{1} / 2 \pi=18 \mathrm{~Hz}<$ $w_{0} / 2 \pi \approx 50 \mathrm{~Hz}$ ) second signal has also confirmed the theoretical results. Figures 10 and 11 represent the function $S(\Omega)$ for the fast and the slow second signal, respectively. The results obtained are completely similar to those obtained for dichotomic noise.

## 4. CONCLUSIONS

Thus, we have theoretically and experimentally investigated a two-well nonlinear system with static asymmetry of the potential and with double stochasticity, i.e., under a certain constant bias and a simultaneous action of two types of noise, white and dichotomic. We have revealed that stochastic resonance is observed when control dichotomic noise is slow compared with the Kramers switching time in the nonlinear system and the noise amplitude is comparable to the value of the constant bias.

This result is associated with the fact that an external control action, for example, dichotomic noise or a square-wave signal with the amplitude equal to the constant bias (static asymmetry of the potential), restores the symmetry of the potential well within the time intervals when the sign of the external signal is opposite to that of the bias (dynamical restoration of symmetry).
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#### Abstract

An exact numerical algorithm based on the diagrammatic quantum Monte Carlo method in the momentum representation is proposed; in many cases, this algorithm is free of the sign problem and extends the class of models that can be analyzed by cluster methods. The weakening of the sign problem is demonstrated via the determination of the ground state of electrons on a chain in the Hubbard model. The algorithm is applied to the investigation of the behavior of a one-dimensional boson system with attraction in a rotating ring in the region of the Hess-Fairbank effect predicted by Ueda and Leggett. The existence of this effect for a comparatively small number of particles $N \sim 10$ is confirmed. An analytic boundary of this effect is determined in the limit as $N \longrightarrow \infty$. © 2003 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

Quantum Monte Carlo (QMC) methods, such as diagrammatic $[1,2]$ and variational, have been successfully applied to the study of many statistical models. For instance, the parameters of qubits based on Fe and Mn magnetic nanoclusters were determined by the diagrammatic QMC method [3] in situations when the decoherence time is large enough so that quantum computing devices can be implemented on the basis of these nanoclusters. Among important theoretical results, one should mention the investigation of a quasi-condensation of an interacting two-dimensional Bose gas [4] and the determination of a shift in the critical temperature of an interacting Bose gas [5].

One of the difficulties that restrict the application of the QMC methods-the so-called sign problemarises due to the representation of a partition function by an alternating series; as a result, the error in the calculated mean values increases. The average sign <sign> of the statistical weight that determines the computation efficiency falls off exponentially as temperature decreases [6]; therefore, the study of the low-temperature properties of many prospective systems proves to be impossible.

The sign of a term of the series depends on the set of internal parameters of the method that correspond to the last term (the so-called Monte Carlo configuration), the Hamiltonian of a specific system, and the algorithm chosen. When simulating fermion systems, anticommutation of the wave function with respect to the permutation of particles also contributes to the sign.

Some models are free of the sign problem; however, this problem can arise under a comparatively small,
unessential for the physical picture, perturbation of the Hamiltonian. Conversely, some systems can be reduced to a form that admits a simulation by the QMC method without the sign problem by a small variation or even by the identity transformation. For instance, a variation in the phase on a certain sublattice of a simple square (cubic) lattice [7] allows one to change the sign of the hopping matrix element $t$ between nearest neighbors; this allows one to avoid the sign problem for $t>0$.

Sometimes, the sign problem can be avoided by an appropriate choice of the numerical method. For instance, in some cases when electron systems with spin by a determinant method are investigated, all terms are positive [8]. However, the characteristic time of numerical calculations by determinant algorithms is proportional to the cube of the size $L$ of a system, whereas the characteristic time of trajectory methods is linear in $L$; therefore, the latter methods prove to be more efficient when applied to the study of large systems $(L>10)$ even in the presence of the sign problem. On the other hand, for small systems ( $L<10$ ), the exact diagonalization of the Hamiltonian matrix [9, 10] is preferable in many cases.

There exists a correction method that allows one to determine the ground-state energy with high accuracy [6] even if the sign problem prevents one from reaching a sufficiently low temperature. However, no recipe is known for a similar correction of an arbitrary calculated mean value. Thus, the sign problem represents a serious obstacle in QMC methods.

In this paper, we present a new trajectory algorithm in the momentum representation that is developed on the basis of the diagrammatic QMC (DQMC) method [11].

This algorithm weakens the sign problem when simulating weakly interacting systems and allows one to analyze new models that do not admit the application of algorithms acting in a real space. One of such models is considered in Section 3.

## 2. DIAGRAMMATIC QUANTUM MONTE CARLO METHOD <br> IN THE MOMENTUM REPRESENTATION

### 2.1. Formulation of the DQMC Method

According to [11], the Hamiltonian of a system is divided into two parts, $\hat{H}=\hat{H}_{0}+\hat{V}$, where the groundstate energy $\hat{H}_{0}$ has a diagonal form in the representation of occupation numbers $\{n\}$ :

$$
\hat{H}_{0}\left|\{n\}^{(j)}\right\rangle=E_{0}^{(j)}\left|\{n\}^{(j)}\right\rangle,
$$

and the perturbation is given by $\hat{V}=\sum_{p} \hat{Q}_{p}$.
Then, the partition function in the interaction representation is expressed as

$$
\begin{align*}
Z= & \sum_{m=0}^{\infty} \sum_{\substack{\left(n^{(1)}\right\} \\
\left\{n^{(m)}\right\}}}^{\beta}\left(-d \tau_{m-1}\right) \int_{0}^{\tau_{m-1}}\left(-d \tau_{m-2}\right) \ldots \int_{0}^{\tau_{1}}\left(-d \tau_{0}\right)  \tag{1}\\
& \times \exp \left(-\beta E_{0}^{(0)}\right) \prod_{j=1}^{m} \exp \left(-\tau_{j} E_{0}^{(j-1)}\right) \\
& \times\left\langle\{n\}^{(j-1)}\right| \hat{V}\left|\{n\}^{(j)}\right\rangle \exp \left(\tau_{j} E_{0}^{(j)}\right),
\end{align*}
$$

where

$$
\{n\}^{(m)} \equiv\{n\}^{(0)}, \quad \tau_{m} \equiv \tau_{0}+\beta, \quad \beta=\frac{1}{k_{\mathrm{B}} T} .
$$

Here and in what follows, $\hbar=1$. Calculations are carried out in continuous imaginary time $0 \leq \tau \leq \beta$, which is divided, to facilitate computer processing, into sufficiently small segments $\Delta \tau \sim 10^{-8} \beta$. Each term in (1) can be represented by a set of particle trajectories in the $(d+1)$-dimensional space $(\mathbf{x}, \tau)$ and is expressed as

$$
\begin{equation*}
W \sim \prod_{j=1}^{m}\left(-\Delta \tau\left\langle\{n\}^{(j-1)}\right| \hat{Q}_{p_{j}}\left|\{n\}^{(j)}\right\rangle \exp (\ldots)\right), \tag{2}
\end{equation*}
$$

where $\tau_{j}$ correspond to the times when the world lines are changed under perturbation $\hat{Q}_{p_{j}}$-the so-called kinks [11]-while the set of values $p_{j},\{n\}^{(j)}$, and $\tau_{j}$ defines a Monte Carlo configuration.

The perturbation operator $\hat{V}$ is divided into terms $\hat{Q}_{p}$ for convenience. For instance, for a hopping term in the Hubbard-type model $\hat{Q}_{i j}=-t_{i j} \hat{a}_{i}^{+} \hat{a}_{j}\left(\hat{a}_{i}^{+}\right.$and $\hat{a}_{i}^{-}$are the creation and annihilation operators, respectively), a kink represents a jump of a trajectory from site $j$ to site $i$ at moment $\tau$ of imaginary time. On the other hand, the perturbation operator also admits diagonal terms that do not change the occupation numbers of the sites involved. The algorithm presented below employs both types of kinks.

As an elementary Monte Carlo step, we use addition and annihilation of kinks, as well as the variation of their position $\tau$ in imaginary time. Calculations are carried out by the Metropolis algorithm in which each configuration update has its inverse, whereas the probability $R$ of adopting a transition between configurations $A$ and $B$ is chosen according to the expression

$$
W_{A} R_{A \rightarrow B} f_{A \rightarrow B}=W_{B} R_{B \rightarrow A} f_{B \rightarrow A},
$$

where $W_{A}$ and $W_{B}$ are the statistical weights of the old and new configurations, respectively, and $f_{A \rightarrow B}$ and $f_{B \rightarrow A}$ are the probabilities of choosing the transformations $A \longrightarrow B$ and $B \longrightarrow A$ in the algorithm, respectively. The simplest variant for choosing $R$ is the socalled heath-bath algorithm [8]:

$$
\begin{equation*}
R_{A \rightarrow B}=\frac{W_{B} f_{B \rightarrow A}}{W_{A} f_{A \rightarrow B}+W_{B} f_{B \rightarrow A}} . \tag{3}
\end{equation*}
$$

In addition, a natural requirement is imposed on the system of processes: there should exist a nonzero probability of transitions between any two admissible (i.e., with weight $W \neq 0$ ) Monte Carlo configurations in a finite number of steps.

### 2.2. DQMC Method in the Momentum Representation

The algorithm presented is developed for fermion and boson systems that have a Hubbard-type Hamiltonian in the momentum representation:

$$
\begin{equation*}
\hat{H}=\sum_{p} \epsilon_{p} \hat{a}_{p}^{+} \hat{a}_{p}+\sum_{p, q, r, s} U_{p q r s} \hat{a}_{p}^{+} \hat{a}_{q}^{+} \hat{a}_{r} \hat{a}_{s}, \tag{4}
\end{equation*}
$$

where $\epsilon_{p}$ is the energy of a particle possessing the momentum $p$. Further, we will consider a typical term of interaction

$$
U_{p q r s}=U_{q-r} \delta_{p+q, r+s},
$$

although momentum conservation is unessential for the algorithm described.

The interaction taken as perturbation $\hat{V}$ generates kinks that are shown in Fig. 1. A factor, corresponding to a kink, that appears in the weight of a configuration


Fig. 1. Kinks generated by two-particle interaction; (a, b) diagonal and (c, d) nondiagonal kinks. Kinks (a) and (b) can be taken into account analytically in the case of contact interaction $U_{p q r s}=U_{0} \delta_{p+q, r+s}$; kinks (a) and (c) arise only during simulation of a Bose system. Here and below, the imaginary-time axis is directed horizontally, momenta are measured in the vertical direction, the occupation number is represented by the width of a line, and a kink is denoted by a circle.


Fig. 2. An example of a trajectory configuration with all types of kinks (a-d) (see Fig. 1).
together with the exponential factor is given by a sum of appropriate terms $U_{p q r s} \sqrt{n_{p} n_{q} n_{r} n_{s}}$ of the series for all nonequivalent permutations of the momenta $p, q, r$, and $s$. For instance, when $U_{\text {pqrs }}=U_{0} \delta_{p+q, r+s}$, the factors $-\Delta \tau U_{0} n_{q}\left(n_{q}-1\right)$ and $-4 \Delta \tau U_{0} n_{q_{1}} n_{q_{2}}$ correspond to kinks (a) and (b).

An example of a configuration is shown in Fig. 2.
2.2.1. The sign problem in the new algorithm. The sign of a statistical weight is determined by the number of kinks and the relevant matrix elements of the perturbation $\hat{V}$. The average number of kinks in a configuration is estimated as $\beta|V|$ (see [11]); therefore, as applied to the simulation of weakly interacting systems, this algorithm proves preferable to conventional trajectory algorithms because of the weakening of the sign problem.

It is also important that, in the case of a point interaction of particles $U_{p q r s}=U_{0} \delta_{p+q, r+s}$, the diagonal part of the interaction gives only an energy shift; this allows us to simplify the algorithm by eliminating diagonal kinks (Figs. 1a and 1b) from it. Then, even in the case of repulsive interaction or Fermi statistics, a statistical weight may become negative only for configurations with at least three kinks; thus, at high temperatures, the sign problem (slowing down the calculation) is substantially weakened.

On the other hand, in the case of attractive interaction and the absence of antisymmetry, the algorithm is independent of sign because the contribution of any kink to the statistical weight is positive. This circumstance allows such systems to be studied with high precision even at low temperatures. (An example of such a problem is considered in the following section.)
2.2.2. Relation between the sign and the winding number. For a standard trajectory method, the fermion component of the sign is determined by the number of intersections of trajectories. Simple topological considerations yield [12]

$$
\begin{equation*}
\operatorname{sgn}_{F} W=(-1)^{\sum_{i}\left(Z_{i}-1\right)} \tag{5}
\end{equation*}
$$

where $Z_{i}$ is the so-called winding number of the $i$ th trajectory around the imaginary-time axis. This relation allows one to efficiently determine the sign of the statistical weight after the change of configuration.

However, in the algorithm considered, the trajectories of particles are linked in pairs via kinks, whereby the winding number of the trajectories is frequently undetermined. Therefore, to preserve the applicability of formula (5), kinks (b) and (d) (Fig. 1) are redefined as a simultaneous hopping of two particles, without intersection of trajectories, with an appropriate variation in the weight of a kink. For instance, the weight of kink (b) (Fig. 1) takes the form $-2 \Delta \tau\left(U_{0}-U_{q}\right)$.
2.2.3. Processes. Figure 3 shows the processes that are chosen to change a configuration of world lines, except for the "hole" version of process (b), and the motion of a kink in imaginary time. Here, it is also required to create and annihilate diagonal kinks in the case when the diagonal part of the perturbation has not been taken into consideration analytically as an energy shift. Note that, among all the processes listed, only the entanglement of a kink with a straight region of another worldline (Fig. 3c) may change the winding number of the trajectory and, hence (following (5)), the fermion component of the sign.

It is important that the processes considered locally preserve momentum and, hence, cannot change the total momentum $K$ of the system. Simulation in the sector of the phase space with fixed $K$ reduces the computation time of energy levels that are characterized by


Fig. 3. Procedures for changing nondiagonal kinks: (a) creation/annihilation of a pair of kinks, (b) transformation of one kink into two, (c) entanglement of a kink and a straight region of a worldline, and (d) shift of a kink over an adjacent one.
certain momentum. However, to calculate other quantities, the total momentum of the system should take all possible values during the simulation. The easiest way of doing this is to introduce skewed kinks (Fig. 4) that correspond to a fictitious term,

$$
\eta \sum_{\substack{p q r s \\ p+q \neq r+s}} \hat{a}_{p}^{+} \hat{a}_{q}^{+} \hat{a}_{r} \hat{a}_{s},
$$

in the Hamiltonian (see also the worm algorithm [13]). Just as in [13], the statistics is accumulated in the absence of skewed kinks, while the small quantity $\eta$ is chosen from efficiency considerations.

### 2.3. The Fermi Hubbard Model on a Chain

To test the algorithm, we calculated the ground-state energy $E_{0}$ of a system of electrons on a chain of eight sites described by the Hamiltonian

$$
\begin{equation*}
\hat{H}=-t \sum_{\langle i j\rangle \sigma}\left(\hat{a}_{i \sigma}^{+} \hat{a}_{j \sigma}+\text { H.c. }\right)+U \sum_{i} \hat{n}_{i} \uparrow \hat{n}_{i \downarrow} \tag{6}
\end{equation*}
$$

for the particle number $N_{\uparrow}=N_{\downarrow}=4, t=1, U=-1$, and $K=0$. Here, $\langle i j\rangle$ denotes a summation over neighboring sites. Since the system is small, we could test the algorithm with high accuracy. A value of $E_{0} \approx-11.952(5)$ obtained for $\beta=8.0$ coincides with the results obtained by a standard trajectory method in the conventional representation (the worm algorithm [13]), $E_{0}^{\prime} \approx-11$.(9) for $\beta=2.0$, and by the method of exact diagonalization, $E_{0}=-11.952326 \ldots$.


Fig. 4. Creation of a pair of skewed kinks and their subsequent collapse in a different order allow one to change the total momentum of the configuration from (a) $K=+1$ to (c) $K=-1$.


Fig. 5. The average sign as a function of temperature in calculations in (1) conventional and (2) momentum representations of a one-dimensional Hubbard model for electrons on a chain of eight sites with the number of particles $N \uparrow=$ $N_{\downarrow}=4 ; U=-1$, and $t=1$.

Such high accuracy of the new algorithm is attributed to the restriction of the phase space due to fixing the total momentum $K$. The ground ( $E_{0}=-11.952326 \ldots$ ) and the subsequent $\left(E_{1}=-11.901727 \ldots\right)$ energy levels are so close that they cannot be distinguished at practically achievable temperatures by standard Monte Carlo methods, whose accuracy is restricted to two or three decimal places due to the sign problem. However, the second of these levels corresponds to a nonzero momentum and therefore does not take part in the calculations performed by the algorithm proposed.

Calculations are possible when the average sign〈sign〉 exceeds a few percent. The average sign as a function of inverse temperature $\beta$ is shown in Fig. 5 for calculations by both QMC algorithms. The behavior of these functions confirms our assumption that a situation with the sign problem in the algorithm proposed is more optimistic. The highest possible value of $\beta$ has increased from 7 to 40 . Due to the attractive character of interaction, the sign has only a fermion component after passing to the momentum representation. (However, note that, in this system, repulsion $(U>0)$ can also be transformed to attraction by an electron-hole transformation for particles with one of the two values of spin $\sigma$.)

## 3. BOSE GAS WITH ATTRACTION IN A ROTATING RING

The algorithm described has been applied to studying the ground state of a quasi-one-dimensional Bose
gas in a rotating ring of radius $R$ with attractive interaction between particles [14, 15]. The Hamiltonian of the system has a form analogous to (4):

$$
\begin{align*}
H & =\hbar \omega_{\mathrm{c}} \sum_{k}\left(k-\frac{\omega}{2 \omega_{\mathrm{c}}}\right)^{2} n_{k}  \tag{7}\\
& +\frac{g}{2} \sum_{k, l, q} a_{k}^{+} a_{l}^{+} a_{l-q} a_{k+q}
\end{align*}
$$

where $\omega$ is the angular velocity of rotation of a container, $\omega_{\mathrm{c}}=\hbar / 2 m R^{2}$ is the critical angular velocity, $g=$ $2 a \hbar^{2} / m R S<0$ is the effective amplitude of interaction, $a$ is the $s$-wave scattering length, $m$ is the atomic mass, and $S=\pi r^{2}$ is the cross-section area of a torus.

An example of a Bose system with the negative scattering length is given by a ${ }^{7} \mathrm{Li}$ atomic gas, which was investigated in experiments on Bose condensation at ultralow temperatures [16]. For other alkaline metals, one can apply the Feshbach resonance [17], which allows one to vary the scattering length and, in particular, to change its sign. It is important that, while a condensate of attracting atoms is unstable in the bulk [18], in the one-dimensional case, a droplet represents the ground state and is stable [19]. The model considered becomes effectively one-dimensional at a sufficiently low temperature and for $r \ll R$. Variants of experimental realizations of such a system are demonstrated in $[20,21]$.

To simplify the analysis, we assume that $\hbar=1$ and $\omega_{c}=1$ and introduce a dimensionless interaction parameter

$$
\gamma=\frac{|g|(N-1)}{\hbar \omega_{\mathrm{c}}}
$$

### 3.1. Introduction to the Problem

Ueda and Leggett, who proposed this system as a model of an irrotational fluid, have shown in [14] that, in the macroscopic limit and for $\gamma<\gamma_{c} \sim 1$, there exists a cutoff angular velocity $\omega_{*}$ of a torus below which the gas is not dragged by the walls (the so-called HessFairbank effect). In this case, all the particles occupy the same state with the angular momentum $k=0$ and the graph of the momentum of the system versus the rotation speed has a horizontal plateau repeated periodically with period $2 \omega_{c}$ (see Fig. 6). A similar result is obtained when the system is investigated in the limit as $\gamma \longrightarrow 0$ and $N \longrightarrow \infty$ by the numerical solution of the Gross-Pitaevskii equation.

On the other hand, the simulation carried out by Berman et al. [22] of the dynamics of a system in the basis of coherent states cast doubt on the stability of the
condensate state in the region of the plateau even for small $\gamma$ and, hence, on the applicability of standard methods of a weakly interacting Bose gas to this problem. Thus, until recently, there has been no unanimity of opinion about the true behavior of a quasi-onedimensional system of bosons with attraction in a rotating vessel.

For the related problem of attracting bosons on an infinite line, there exist exact analytic solutions of the Gross-Pitaevskii [23] and Schrödinger [19] equations. In the limit as $N \longrightarrow \infty$, these equations yield identical results for the ground state of a system (see [24]); indirectly, this fact speaks in favor of standard methods and the Ueda-Leggett description for a system in the ring.

To conclude, we can calculate the ground state of a system by an exact numerical method. However, standard QMC methods acting on a lattice prove to be inefficient in this case because one has to discretize the space coordinate [25], which introduces a systematic error to the result [26]. When studying this problem, we applied the algorithm of the diagrammatic QMC method in the momentum representation, described in Section 2, which does not require the discretization of the coordinate. The second and the main advantage of the new algorithm in this problem is the complete absence of the sign problem.

Below in this section, we present the results of calculations by the QMC method for $N=2, \ldots, 100$ for various values of the parameters $\omega$ and $\gamma$; these results confirm the existence of the Hess-Fairbank effect [15] in the system considered. An exact phase boundary of the effect is obtained analytically.

### 3.2. A Macroscopic Case: Exact Boundary of the Effect

The Hartree-Fock method in the basis of the states $\left\{\ldots, n_{-k}, \ldots, n_{-1}, n_{0}, n_{1}, \ldots, n_{k}, \ldots\right\}$ that was used in [14] is exact for $\gamma \longrightarrow 0$ because the Hamiltonian takes a diagonal form when only two rotational states with the minimal energies $\epsilon_{k}$ are taken into account. However, when $\gamma \sim 1$, corrections due to higher energy levels become essential.

Let us apply the Bogolyubov method [27] to take into account all momenta $k$. The plateau on the graph of $M(\omega)$ corresponds to the situation when all particles occupy the same rotational state with momentum $k=l$ (for definiteness, let $l=0$ ). Then, up to corrections proportional to $1 / N$, Hamiltonian (7) can be expressed as

$$
\hat{H}=H_{0}+\sum_{k} \epsilon_{k} \hat{n}_{k}-\frac{\gamma}{2} \sum_{k \neq 0}\left(2 \hat{a}_{k}^{+} \hat{a}_{k}+\hat{a}_{k}^{+} \hat{a}_{-k}^{+}+\hat{a}_{k} \hat{a}_{-k}\right),
$$

where $\epsilon_{k}=k^{2}-k \omega$. Changing $\hat{a}, \hat{a}^{+} \longrightarrow \hat{b}, \hat{b}^{+}$


Fig. 6. Energy $E$ and angular momentum $M$ of the system in the ground state versus the rotation speed $\omega$ for $\gamma=0.1$ and $N \longrightarrow \infty$, obtained according to macroscopic methods of an interacting Bose gas. Although the state corresponding to the horizontal plateau is unstable according to Berman et al. [22], the validity of the graphs is confirmed in the present paper by exact numerical calculations of a manyparticle ground state.
according to

$$
\begin{aligned}
& \hat{a}_{k}=u_{k} \hat{b}_{k}+v_{k} \hat{b}_{-k}^{+}, \\
& \hat{a}_{k}^{+}=u_{k}^{*} \hat{b}_{k}^{+}+v_{k}^{*} \hat{b}_{-k}
\end{aligned}
$$

with the coefficients

$$
\begin{gathered}
u_{k}=\frac{1}{\sqrt{1-\left|L_{k}\right|^{2}}}, \quad v_{k}=\frac{L_{k}}{\sqrt{1-\left|L_{k}\right|^{2}}}, \\
\left|u_{k}\right|^{2}-\left|v_{k}\right|^{2}=1
\end{gathered}
$$

and requiring that the coefficients multiplying $\hat{b}_{k} \hat{b}_{-k}$ and $\hat{b}_{k}^{+} \hat{b}_{-k}^{+}$should vanish, we obtain the following expressions:

$$
\begin{gathered}
L_{k}=\chi_{k}-\sqrt{\chi_{k}^{2}-1}, \\
\chi_{k}=\frac{E_{k}}{\gamma}-1, \\
E_{k}=\frac{\epsilon_{k}+\epsilon_{-k}}{2}=k^{2}
\end{gathered}
$$



Fig. 7. (1) Exact phase diagram of the Hess-Fairbank effect obtained when analyzing the system in the limit as $N \longrightarrow$ $\infty$ (formula (8); the effect exists for $\gamma<\gamma_{*}(\omega)$ ). The dots rep-
resent the approximate dependence [14]. When $\gamma \ll 1$, the graphs coincide; as $\gamma$ increases, the width of the plateau rapidly decreases and the effect disappears at $\gamma=\gamma_{\mathrm{c}}=1 / 2$. (2) Angular momentum $M$ of the system versus $\omega$ for $\gamma=$ 0.45 , obtained by numerically solving the Gross-Pitaevskii equation. The size of the plateau region on curve 2 corresponds to formula (8).


Fig. 8. Illustration to the notations of $q$ and $\Delta$ in the text.

Note that such a solution is only possible when $\gamma<$ $1 / 2$. It is also clear that all particles have momentum $l=$ 0 in the ground state only if the energy of quasiparticles, given by

$$
\epsilon^{\prime}(k)=\frac{1-L_{k}}{1+L_{k}}-\omega
$$

is greater than zero. Otherwise, the above arguments are not valid and the momentum $k= \pm 1$ proves to be
occupied by a macroscopic number of particles; hence, the angular momentum $M$ of the system becomes nonzero. The switching point that corresponds to the exact boundary of the Hess-Fairbank effect in this system (see Fig. 7) is given by

$$
\begin{equation*}
(\omega-2 l)^{2}=1-2 \gamma \tag{8}
\end{equation*}
$$

This relation can also be obtained by analyzing the homogeneity of the solution to the Gross-Pitaevskii equation [28]; in terms of a macroscopic wave function, it is the violation of homogeneity that allows one to change the angular momentum. The solution to the Gross-Pitaevskii equation for this problem is given by the Jacobi elliptic function dn; although the parameters of this function are generally determined numerically [29], one can sufficiently easily derive an analytic solution for the moment when the nonhomogeneity of the ground state arises.

### 3.3. A Mesoscopic Case: Characteristic Features of the Algorithm

In all realizations of the diagrammatic Monte Carlo method, the time $\tau$ of a created or shifted kink is chosen, as in the worm algorithm [13], with the probability

$$
\frac{\exp \left[-\delta E\left(\tau-\tau_{\min }\right)\right]}{Z_{1}}
$$

This probability is proportional to the coefficient $\exp (-\delta E \tau)$ by which a statistical weight is multiplied after a change of configuration. The normalizing coefficient $Z_{1}\left(\delta E, \tau_{\max }-\tau_{\min }\right)$ enters the expression $f_{A \rightarrow B} / f_{B \rightarrow A}$ (see (3)), which is used to determine the probability of adopting a process, and the update efficiency (the transition probability to a new configuration) decreases as $\delta E$ increases. Due to the form of the spectrum in this problem $\left(\epsilon_{k} \sim k^{2}\right)$, we had to take different values of the momentum $k$ with different probabilities when determining the place where the procedure is applied.

For instance, in processes (a) and (b) (Fig. 3), the energy of trajectories in the interval considered is changed by an arbitrarily large value $\delta E=2_{q}(q+\Delta)$ (see Fig. 8), and one has to choose $q$ and $\Delta$ with the probability $W$ corresponding to $Z_{1}\left(\delta E, \tau_{\max }-\tau_{\min }\right)$. The approximation that was used to speed up computation is shown in Fig. 9. The details of each of the four processes are presented in [15].


Fig. 9. Piecewise approximation $W$ of the function $Z_{1}(\delta E(q), T)$ that was used to speed up the process of choosing momentum $q$ in the course of processes (a) and (b) (Fig. 3). The value of momentum $\Delta$ is fixed when choosing the place of update.


Fig. 10. Calculated ground-state energies of the system for $\gamma=\gamma_{c}=1 / 2$ for 10 particles and various angular momenta $M=0, \ldots, 10$. The value of angular momentum $M$ is indicated by a number near a curve. In the absence of rotation, the ground state of the system corresponds to $M=0$; as $\omega$ increases, the branches with $M=1,2$, etc., become ground states. Despite the error of the calculated points shown in the figure, the accuracy of the graphs is $10^{-2}$ because $E_{0}(M, \omega)=E_{0}^{M}+N(\omega / 2-M / N)^{2}$.

It should also be noted that we used only nondiagonal kinks in the simulation (Figs. 1c and 1d) because the diagonal part of the interaction gives only an energy shift in this case:

$$
\begin{gathered}
\hat{H}=-\frac{|g|}{2}\left(2 N^{2}-N\right)+\sum_{k}\left[\left(k-\frac{\omega}{2}\right)^{2} \hat{n}_{k}+\frac{|g|}{2} \hat{n}_{k}^{2}\right] \\
-\frac{|g|}{2} \sum_{\substack{k, l, q \\
q \neq 0 \\
q \neq l-k}} \hat{a}_{k}^{+} \hat{a}_{l}^{+} \hat{a}_{l-q} \hat{a}_{k+q}
\end{gathered}
$$

### 3.4. Mesoscopic Case: Results of Calculations

The energy of the ground state was calculated for a fixed angular momentum $M$ of the system; then, we chose a branch with the minimal energy (see Figs. 10 and 11). Figure 12 shows the graphs of $M(\omega) / N$ for $N=5,10$, and 20 particles for $\gamma=0.2$. For comparison, in the same figure we present a macroscopic function obtained by numerically solving the Gross-Pitaevskii


Fig. 11. Angular momentum of a system of ten particles in the ground state versus the speed of rotation for $\gamma=$ $\gamma_{c}=1 / 2$, calculated according to Fig. 10. The absolute error is $10^{-2}$. The dashed curve represents a macroscopic dependence.


Fig. 12. The angular momentum of the system in the ground state versus the speed of rotation, calculated for 5,10 , and 20 particles for $\gamma=0.2$. The absolute error is $10^{-2}$. The dashed curve represents a macroscopic dependence. It is essential that the size of the plateau remains virtually unchanged as the number of particles is changed.
equation for the same value of $\gamma$. It is surprising that the width of the plateau is hardly changed as the number of particles decreases, and expression (8) proves to be


Fig. 13. The density-density correlation function of the system for $\omega=0$ and $\gamma=0.25<\gamma_{c}=1 / 2$ (within the plateau region) for $2,4,10$, and 80 particles. Correlations increase as the number of particles increases.
applicable even for $N<10$, although the width of intermediate steps becomes comparable to the size of the plateau for a small number of particles. The same situation occurs for other values of $\gamma$. (Note the difference between the definition $\gamma=|g| N / \hbar \omega_{c}$, which is given in [14], and $\gamma=|g|(N-1) / \hbar \omega_{\mathrm{c}}$, which is used in the present paper; the second variant is more correct.)

Thus, the phase boundary of the Hess-Fairbank effect determined in the limit as $N \longrightarrow \infty$ remains unchanged when the number of particles is sufficiently small for computations by cluster methods.

As an illustration, we calculated the "density-density" correlation function
$K(x)=\frac{1}{N(N-1)}\left\langle\Psi^{+}\left(x^{\prime}\right) \Psi^{+}\left(x^{\prime}+x\right) \Psi\left(x^{\prime}+x\right) \Psi\left(x^{\prime}\right)\right\rangle_{x^{\prime}}$
for homogeneous and nonhomogeneous (in the macroscopic limit) cases (Figs. 13 and 14, respectively). For a small number of particles, their positions strongly correlate in both cases and the functions are virtually identical; for large $N$, the graphs correspond to the solution of the Gross-Pitaevskii equation.


Fig. 14. The density-density correlation function of the system for $\omega=0$ and $\gamma=0.75>\gamma_{c}=1 / 2$ (outside the plateau region) for $2,4,10$, and 80 particles. The dashed curve represents the solution to the Gross-Pitaevskii equation.

## 4. CONCLUSIONS

In this study, we have presented a variant of the DQMC method in the momentum representation, which is very efficient for investigating weakly interacting systems. This method can be applied to new quantum models that could not be studied by other cluster methods. We have presented arguments in favor of weakening the sign problem as compared with standard trajectory methods; some models are free of the sign problem. One of such models-a Bose gas with attraction in a thin rotating ring-has been investigated by the QMC method for the first time. The algorithm proposed has allowed us to follow up the variations of the ground state of this system, depending on the rotation speed of a container and the magnitude of interaction for a number of particles ranging from 2 to 100 and confirm the existence of the Hess-Fairbank effect [14] in this system. In the limit as $N \longrightarrow \infty$, we have obtained an exact equation for the phase boundary of the effect, also fitting well the case of a comparatively small number of particles $(N \sim 10)$.
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#### Abstract

Two algorithms for measuring the polarization state of the biphoton field prepared in the form of a three-level system (qutrit) are considered. On the basis of the general approach developed by Klyshko [21] for describing the polarization properties of single-mode electromagnetic fields in the fourth order in the field, a procedure for measuring the polarization density matrix of qutrits is proposed and implemented. © 2003 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

In a number of protocols of quantum information, use is made of states of light with definite (i.e., preset) properties. For instance, the Bell states [1] are used in quantum teleportation, high-density coding, or quantum cryptography. Such states are obtained as a result of spontaneous parametric down-conversion of light [2-4]. Polarization-squeezed states, in which the fluctuations of one or several Stokes parameters are suppressed, are widely discussed in the literature [5, 6]. A particular case of such states is "scalar light" for which fluctuations of all Stokes parameters are suppressed [7] (light of this type was recently obtained in experiment [8]). In quantum cryptography [9], the security in the key distribution increases when multilevel (in particular, threelevel) states of light are used [10-12]. The manifestation of the geometrical phase for such (three-level) optical systems is of certain interest [13, 14].

Obviously, the application of states of light with preset properties in certain experiments presumes the solution of the following three interconnected problems:
(i) generation of such states;
(ii) their transformation during transmission over a communication channel;
(iii) application of a reliable procedure for controlling a state at a given instant.

In recent years, the procedure known as quantum tomography of light (tomos stands for layer and grapho means to write). This procedure aims at reconstructing the initial state of an electromagnetic field by measuring several projections of this state in different bases. Such a state can be recorded with the help of a wave function, density matrix, or quasiprobability function. It is probably more appropriate to apply the term "quantum tomography" to the quasiprobability function since this function permits a visual representation of the state in the form of a three-dimensional image. However,
analysis of the literature shows that the term 'tomography' is being used now in a wider sense as reconstruction of the initial state. Among a large number of publications in this field, we will mention only those in which this procedure was used directly in experiment. For example, the reconstruction of the initial quasiprobability function was carried out in [15-17] during the measurement of states characterized by continuous variables, such as quadrature- or polarization-squeezed light. Tomography of the states of discrete variables, which are realized with the help of polarization-spatial qubits, was carried out in [18]. In this case, the polarization state of the biphoton field generated in the fre-quency-degenerate noncollinear mode can be treated as a pair of qubits. The first attempts at implementing qutrit tomography were made in [19].

## 2. BIPHOTON <br> AS A THREE-LEVEL SYSTEM (QUTRIT)

This study is devoted to an analysis of the procedure for transformation and measurement of the states of light that can be described in terms of a three-level system. We consider the polarization state of frequencydegenerate biphoton radiation in a single spatial mode. In the general case, such states can be prepared using spontaneous parametric down-conversion of light from three nonlinear crystals oriented in a special way.

The states of light generated during spontaneous parametric down-conversion can be represented in the form

$$
\begin{equation*}
|\Psi\rangle=|\mathrm{vac}\rangle+\frac{1}{2} \sum_{k, k^{\prime}} F_{k, k^{k}}\left|1_{k}, 1_{k^{\prime}}\right\rangle, \tag{1}
\end{equation*}
$$

where $|\mathrm{vac}\rangle$ is the vacuum state, the quantity $F_{k, k^{\prime}}$ is called the biphoton amplitude, and $\left|1_{k}, 1_{k}\right\rangle$ is a state with one (signal) photon in mode $k$ and one (idler) photon in
mode $k$ '. The modes are characterized by frequency, direction, and polarization. We will henceforth assume that the modes differ only in the polarization. The meaning of quantity $F_{k, k}$ is that the square of its modulus gives the probability of recording two photons in the two polarization modes $k$ and $k^{\prime}$. Real states of the biphoton field possess fixed frequency and spatial (angular) spectra. When we speak of the single-mode approximation in frequency and angle, we assume that states (1) cannot be distinguished in respect to these parameters in a concrete experiment. In other words, for different frequencies and spatial components of such radiation, no delays exceeding the corresponding coherence scales of the field can emerge during its preparation and propagation.

Disregarding the vacuum component and taking into account all possible ways in which two photons can be distributed (that are indistinguishable in frequency and direction of propagation) between the two polarization modes, we obtain

$$
\begin{align*}
|\Psi\rangle & =c_{1}|H, H\rangle+c_{2}|H, V\rangle+c_{3}|V, V\rangle \\
& =c_{1}|2,0\rangle+c_{2}|1,1\rangle+c_{3}|0,2\rangle . \tag{2}
\end{align*}
$$

Here, we used two equivalent representations of state (1) in the Fock basis. For example, notation $|H, H\rangle=|2,0\rangle$ indicates that both photons are in the horizontal polarization mode. The complex amplitudes of states $\left(c_{i}=d_{i} \exp \left(i \varphi_{i}\right), i=1,2,3\right)$ satisfy the normalization condition

$$
\begin{equation*}
\sum_{i=1}^{3}\left|c_{i}\right|^{2}=1 \tag{3}
\end{equation*}
$$

State (2) describes a three-level system; consequently, the biphoton field can be treated as the object of investigation of the properties of this system. Since the state of a two-level system is known as a qubit in the quantum theory of information, state (2) will be referred to as a quantum trit, or qutrit. A detailed description of the characteristics of biphotons (qutrits) and their visual geometrical representation can be found in [20].

We assume that polarization properties of a singlemode electromagnetic field are described by the creation ( $a_{H}^{\dagger} \equiv a^{\dagger}, a_{V}^{\dagger} \equiv b^{\dagger}$ ) and annihilation ( $a_{H} \equiv a, a_{V} \equiv b$ ) operators for photons in the polarization modes $H$ and $V$. These operators satisfy the conventional commutation relations

$$
\left[a, a^{\dagger}\right]=\left[b, b^{\dagger}\right]=1, \quad[a, a]=[b, b]=\left[b^{\dagger}, a\right]=0
$$

It was shown in [21] that the parameters determining the polarization properties of a single-mode field in the fourth order can be combined into a Hermitian
matrix known as the coherent matrix of the fourth order in the field,

$$
K_{4}=\left(\begin{array}{ccc}
A & D & E  \tag{4}\\
D^{*} & C & F \\
E^{*} & F^{*} & B
\end{array}\right)
$$

with six moments as components. The diagonal components are formed by the real moments

$$
\begin{equation*}
A \equiv\left\langle a^{\dagger 2} a^{2}\right\rangle, \quad B \equiv\left\langle b^{\dagger 2} b^{2}\right\rangle, \quad C \equiv\left\langle a^{\dagger} a b^{\dagger} b\right\rangle . \tag{5}
\end{equation*}
$$

These moments characterize the correlation of intensities in polarization modes $H$ and $V$. In the general case, the nondiagonal components are complex-valued:

$$
\begin{equation*}
D \equiv\left\langle a^{\dagger 2} a b\right\rangle, \quad F \equiv\left\langle a^{\dagger} b^{\dagger} b^{2}\right\rangle, \quad E \equiv\left\langle a^{\dagger 2} b^{2}\right\rangle . \tag{6}
\end{equation*}
$$

In particular, for a single-mode biphoton field, averaging is carried out over wave function (2), and moments (5) and (6) assume the form

$$
\begin{gather*}
A=2\left|c_{1}\right|^{2}=2 d_{1}^{2}, \quad B=2\left|c_{3}\right|^{2}=2 d_{3}^{2},  \tag{7}\\
C=\left|c_{2}\right|^{2}=d_{2}^{2}, \\
D=\sqrt{2} c_{1}^{*} c_{2}, \quad F=\sqrt{2} c_{2}^{*} c_{3}, \quad E=2 c_{1}^{*} c_{3} . \tag{8}
\end{gather*}
$$

It can be seen that moments (6) and (8) contain relative phases of three basis states. It should be noted that the moments defined in relations (7) and (8) coincide except for constants with the components of the density matrix (2),

$$
\begin{equation*}
\rho \equiv|\Psi\rangle\langle\Psi|, \quad \rho_{m k}=c_{m} c_{k}^{*}, \tag{9}
\end{equation*}
$$

which will be referred to as the polarization density matrix (i.e., the matrix written in the polarization basis). The condition $\rho^{2}=\rho$ of the purity of the state imposes additional constraints on the moments. For example, we obtain the constraint

$$
\begin{equation*}
A B C=D F E^{*} \tag{10}
\end{equation*}
$$

which makes it possible, for example, to eliminate moment $E$.

In a mixed state, averaging over the wave function should be supplemented with averaging over the classical probability distribution function $P_{j}$, where $P_{j}$ is the probability of finding the system in a pure state $\Psi_{j}$, $\sum_{j} P_{j}=1$.

Since the wave function is defined to within a constant phase factor, we have only two independent phases characterizing state (2), viz., $\varphi_{21}=\varphi_{2}-\varphi_{1}$ and $\varphi_{31}=\varphi_{3}-\varphi_{1}$.


Fig. 1. Schematic diagram of the setup for measuring an arbitrary state $\rho$ of the qutrit: BS is the beam splitter, and $D 1$ and $D 2$ are photodetectors with a quarter-wave plate and a rotating polarizer in front of each detector; photocurrent pulses from the detectors are fed to the pair coincidence circuit CC, detecting moment $R$.

Thus, in order to define a pure state of the three-level system (2), we must define $2 S-2=4$ real parameters. In order to define mixed states, $S^{2}-1=8$ real-valued parameters are required. Here, $S=3$ is the dimension of the Hilbert space of a biphoton (qutrit).

## 3. QUTRIT TOMOGRAPHY

The idea of measuring the parameters of state (2) can be formulated as follows. The initial unknown state is subjected to preset polarization transformations so that the final state, which is fed to the input of the recording system, corresponds to the known combination of moments (5) and (6). Since we are speaking of the measurement of fourth-order moments in a field, the system of recording of biphotons (qutrits) must consist of a beam splitter and a pair of detectors with inputs connected to the photocount coincidence circuit (the Brown-Twiss circuit [22]). We can consider two methods for carrying out polarization transformations.

Method 1. First, the initial biphoton beam is split into two channels by a beam splitter (Fig. 1). ${ }^{1}$ These channels will be referred to as the signal $(s)$ and idler $(i)$ channels. Further, in each spatial mode of the beam splitter, transformations on the signal photon and the idler photon forming the initial biphoton take place. Transformations are carried out with the help of quar-ter-wave phase plates and polarization prisms (polarizers). We can write these polarization transformations in the Heisenberg representation.

[^15]The action of the nonpolarizing beam splitter executing the spatial separation of signal and idler photons is described by the relation

$$
\begin{equation*}
\binom{a}{b}=\frac{1}{\sqrt{2}}\binom{a}{b}^{s}+\frac{1}{\sqrt{2}}\binom{a}{b}^{i} \tag{11}
\end{equation*}
$$

Then the complete transformation for each channel has the form

$$
\binom{a^{\prime}}{b^{\prime}}=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
\sin ^{2} \gamma & \cos \gamma \sin \gamma  \tag{12}\\
\cos \gamma \sin \gamma & \cos ^{2} \gamma
\end{array}\right)\left(\begin{array}{cc}
t & r \\
-r^{*} & t^{*}
\end{array}\right)\binom{a}{b}
$$

Here, $a$ and $b$ are the photon annihilation operators in polarization modes $H$ and $V$ prior to transformation, $\gamma$ is the angle of orientation of the polarizer relative to the vertical axis, and $r$ and $t$ are the amplitude coefficients of reflection and transmission of $\lambda / 4$ phase plates, respectively,

$$
\begin{equation*}
t=\cos \delta+i \sin \delta \cos 2 \chi, \quad r=i \sin \delta \sin 2 \chi \tag{13}
\end{equation*}
$$

Here we have introduced the parameter $\delta=\pi\left(n_{o}-n_{e}\right) h / \lambda$ of the plates ( $h$ is the plate thickness) and $\chi$ is the angle of their rotation relative to the vertical axis. This gives

$$
\begin{gather*}
t=(1+i \cos 2 \chi) / \sqrt{2}  \tag{14}\\
r=i \sin 2 \chi / \sqrt{2} \tag{15}
\end{gather*}
$$

Thus, we have four parameters (two for each channel) defining the polarization transformations. These are the angles $\chi$ and $\gamma$ of rotation of the plates and the polarizer.

In experiments with a biphoton field, we measure the number of photocount coincidences for the detectors mounted in the signal and idler channels or the fourth-order moment of the form

$$
\begin{equation*}
R_{s, i} \propto\left\langle\left(b_{s}^{\prime}\right)^{\dagger}\left(b_{i}^{\prime}\right)^{\dagger} b_{s}^{\prime} b_{i}^{\prime}\right\rangle=R\left(\chi_{s}, \gamma_{s}, \chi_{i}, \gamma_{i}\right) \tag{16}
\end{equation*}
$$

where $b_{s}^{\prime}\left(b_{i}^{\prime}\right)$ is the photon annihilation operator in a mode tuned through angle $\gamma_{s}\left(\gamma_{i}\right)$. In the general case, this moment is a combination of six moments forming matrix $K_{4}$.

The task of polarization tomography is to find six moments, (5) and (6), from relations of the form (16) upon a change in parameters $\chi_{s}, \gamma_{s}, \chi_{i}$, and $\gamma_{i}$ of the phase plates and polarizers.

Several remarks can be made concerning the experimental procedure of measurement of a state.

1. We assume that the source generating biphotons prepares them in state (2), which is stationary. Each act of measurement is accompanied by the destruction of such a state. However, the experimenter has a sufficiently large set of copies of the initial state, so that the

Table

| $v$ | $\chi_{s}$ | $\gamma_{s}$ | $\chi_{i}$ | $\gamma_{i}$ | Field moment <br> being measured |
| :---: | :---: | :---: | :---: | :---: | :--- |
| 1 | $0^{\circ}$ | $-90^{\circ}$ | $0^{\circ}$ | $-90^{\circ}$ | $A / 4$ |
| 2 | $0^{\circ}$ | $-90^{\circ}$ | $0^{\circ}$ | $0^{\circ}$ | $C / 4$ |
| 3 | $0^{\circ}$ | $0^{\circ}$ | $0^{\circ}$ | $0^{\circ}$ | $B / 4$ |
| 4 | $45^{\circ}$ | $0^{\circ}$ | $0^{\circ}$ | $0^{\circ}$ | $(B+C+2 \operatorname{Im} F) / 8$ |
| 5 | $45^{\circ}$ | $-45^{\circ}$ | $0^{\circ}$ | $0^{\circ}$ | $(B+C-2 \operatorname{Re} F) / 8$ |
| 6 | $45^{\circ}$ | $-45^{\circ}$ | $0^{\circ}$ | $-90^{\circ}$ | $(A+C-2 \operatorname{Re} D) / 8$ |
| 7 | $45^{\circ}$ | $0^{\circ}$ | $0^{\circ}$ | $-90^{\circ}$ | $(A+C+2 \operatorname{Im} D) / 8$ |
| 8 | $-45^{\circ}$ | $-22.5^{\circ}$ | $45^{\circ}$ | $22.5^{\circ}$ | $(A+B-2 \operatorname{Im} E) / 16$ |
| 9 | $45^{\circ}$ | $-45^{\circ}$ | $45^{\circ}$ | $45^{\circ}$ | $(A+B-2 \operatorname{Re} E) / 16$ |

destruction of some of these states does not affect the remaining ones. Such an "ensemble" approach leads to the conclusion that in each next measurement we are dealing with the same unperturbed state and, hence, the measurement results provide information on the initial state.
2. The number of measurements required for complete reconstruction of arbitrarily defined state (2) is determined by the number of independent real numbers defining this state. However, in experiment, we are dealing with nonnormalized states and, hence, the number of measurements increases. Normalization is set for measuring moments $A, B$, and $C$ defined by formulas (5) and (7). Using relations (3) and (7), we obtain

$$
\begin{equation*}
A+2 C+B=2 \tag{17}
\end{equation*}
$$

The remaining three moments, $D, E$, and $F$, carry information about phases $\varphi_{21}=\varphi_{2}-\varphi_{1}, \varphi_{31}=\varphi_{3}-\varphi_{1}$, and $\varphi_{32}=\varphi_{31}-\varphi_{21}$. However, since these moments are com-plex-valued, their real and imaginary parts (which are associated with cosine and sine of the phases, respectively) must be measured separately. Thus, the number of measurements required for complete reconstruction of state (2) is equal to seven for a pure state and nine for a mixed state.
3. In order to reduce the effect of errors on the parameters of the state being measured, we must minimize the number of moments appearing in relation (16).

Let us consider several examples.
I. Let us suppose that $\chi_{s}=0, \gamma_{s}=-90^{\circ}, \chi_{i}=0$, and $\gamma_{i}=0$. In this case, we have

$$
t_{s}=\frac{1+i}{\sqrt{2}}, \quad r_{s}=0, \quad t_{i}=\frac{1+i}{\sqrt{2}}, \quad r_{i}=0
$$

Then it follows from relations (12) and (16) that $R_{s, i} \propto C / 4$.
II. Let us suppose that $\chi_{s}=-45^{\circ}, \gamma_{s}=-22.5^{\circ}, \chi_{i}=$ $45^{\circ}$, and $\gamma_{i}=22.5^{\circ}$. In this case, we have

$$
t_{s}=\frac{1}{\sqrt{2}}, \quad r_{s}=-\frac{i}{\sqrt{2}}, \quad t_{i}=\frac{1}{\sqrt{2}}, \quad r_{i}=\frac{i}{\sqrt{2}}
$$

We find that $R_{s, i} \propto(A+B-2 \operatorname{Im} E) / 16$.
The complete set of measurements required for determining the unknown state (2) can be represented in the form of a table. The experimental setup corresponding to this set contains a quarter-wave plate and a rotating polarizer each in the signal and idler channels. It should be noted that the number of polarization transformers appearing in each channel of the circuit (see Fig. 1) is equal to two and not to three, as proposed in [18], where an additional half-wave plate was used. This is possible since the action of a half-wave plate with parameter $\chi_{\lambda / 2}$ and a polarizer with the fixed orientation $\gamma \equiv 90^{\circ}$ is equivalent to the action of a single rotatable polarizer with parameter $\gamma=-2 \chi_{\lambda / 2}$.

Thus, the first seven rows of the table contain orientations of the plates and polarizers, which makes it possible to measure three real $(A, B, C)$ and two complex $(D, F)$ moments. These measurements are sufficient for complete reconstruction of a pure state. If the state is mixed, two more measurements must be made and the complex moment $E$ must be determined. The verification of condition (10) can answer the question concerning the purity of the state.

Method 2. The polarization transformations are carried out on biphotons (qutrits) as integral objects. Then these objects are directed to the modified Brown-Twiss circuit, where their spatial separation and detection takes place (Fig. 2). The primary beam splitter ( $P B S$ ) is of the polarization type: it completely reflects light with the vertical $(V)$ polarization and transmits light with the horizontal $(H)$ polarization. The nonpolarizing beam splitters $B S 1$ and $B S 2$ mounted behind the $P B S$ spatially separate light of the same polarization, while detectors


Fig. 2. Schematic diagram of a setup for partial tomography of qutrit state $\Psi$. The polarization transformations on biphotons as integral objects are carried out with the help of $\lambda / 2$ and $\lambda / 3$ phase plates. Beam splitters $P B S, B S 1$, and $B S 2$ are intended for the spatial separation of signal and idler photons with parallel or orthogonal polarizations. The coincidence circuit CC registers the number of coincidences between all possible pairs of detectors: $D 1-D 2, D 1-D 3$, $D 1-D 4, D 2-D 3, D 2-D 4$, and $D 3-D 4$. The dashed contour encircles a phase plate and a polarizer oriented at an angle of $\theta=45^{\circ}$, which are used in an additional protocol.
are placed in their output modes. As a result, the coincidence counting rate between photocounts of the pair of detectors $D 1-D 2$ is proportional to the fourth-order moment of the field,

$$
R_{D 1-D 2} \propto\left\langle b^{\dagger 2} b^{2}\right\rangle \equiv B^{\prime},
$$

while that between detectors $D 3-D 4$ is proportional to the moment

$$
R_{D 3-D 4} \propto\left\langle a^{\dagger 2} a^{2}\right\rangle \equiv A^{\prime}
$$

Coincidences between photocounts of any pairs of detectors ( $D 1-D 3, D 1-D 4, D 2-D 3$, and $D 2-D 4$ ) give the value of the moment for fields with orthogonal polarizations:

$$
R_{D 1,2-D 3,4} \propto \frac{\left\langle a^{\dagger} a b^{\dagger} b\right\rangle}{4} \equiv C^{\prime}
$$

Let us consider the polarization transformations carried out in the circuit depicted in Fig. 2 in the Schrödinger representation. For this, we write the wave function (2) in the form of a column whose elements are normalized amplitudes $c_{i}(i=1,2,3)$. The transformations executed over these polarization states of the
biphoton field by phase plates can be described by the unitary $3 \times 3$ matrix [23]

$$
G \equiv\left(\begin{array}{ccc}
t^{2} & \sqrt{2} t r & r^{2}  \tag{18}\\
-\sqrt{2} t r^{*} & |t|^{2}-|r|^{2} & \sqrt{2} t^{*} r \\
r^{*^{2}} & -\sqrt{2} t^{*} r^{*} & r^{*^{2}}
\end{array}\right)
$$

so that $\Psi^{\prime}=G \Psi$ or

$$
\left(\begin{array}{c}
c_{1}^{\prime}  \tag{19}\\
c_{2}^{\prime} \\
c_{3}^{\prime}
\end{array}\right)=G\left(\begin{array}{l}
c_{1} \\
c_{2} \\
c_{3}
\end{array}\right)
$$

Coefficients $t$ and $r$ were introduced by relations (13).
In the Schrödinger representation, the moments $A^{\prime}$, $B^{\prime}$, and $C^{\prime}$ being measured contain averaging over the wave function $\Psi^{\prime}$ connected with the initial wave function $\Psi$ via transformation (19). Our aim is to establish one-to-one correspondence between the results of measurements of moments $A^{\prime}, B^{\prime}$, and $C^{\prime \prime}$ and moments (5) and (6) prior to the polarization transformations.

Let us consider the action of various transformers on biphotons.

1. The $\lambda / 2$ plate: $\delta=\pi / 2, \chi=22.5^{\circ}$. In this case, we have

$$
\begin{gather*}
t=r=\frac{i}{\sqrt{2}} \\
G \equiv\left(\begin{array}{ccc}
-1 / 2 & -1 / \sqrt{2} & -1 / 2 \\
-1 / \sqrt{2} & 0 & 1 / \sqrt{2} \\
-1 / 2 & 1 / \sqrt{2} & -1 / 2
\end{array}\right) \tag{20}
\end{gather*}
$$

The three moments being measured can be expressed with the help of relations (19) and (20) in terms of the parameters of input state $\Psi$ :

$$
\begin{align*}
A^{\prime} & =2\left|c_{1}^{\prime}\right|^{2}=\frac{1}{2}\left[d_{1}^{2}+d_{3}^{2}+2 d_{1} d_{3} \cos \left(\varphi_{1}-\varphi_{3}\right)\right]+d_{2}^{2} \\
& +\frac{2}{\sqrt{2}} d_{1} d_{2} \cos \left(\varphi_{1}-\varphi_{2}\right)+\frac{2}{\sqrt{2}} d_{2} d_{3} \cos \left(\varphi_{2}-\varphi_{3}\right)  \tag{21}\\
B^{\prime} & =2\left|c_{3}^{\prime}\right|^{2}=\frac{1}{2}\left[d_{1}^{2}+d_{3}^{2}+2 d_{1} d_{3} \cos \left(\varphi_{1}-\varphi_{3}\right)\right]+d_{2}^{2} \\
& -\frac{2}{\sqrt{2}} d_{1} d_{2} \cos \left(\varphi_{1}-\varphi_{2}\right)-\frac{2}{\sqrt{2}} d_{2} d_{3} \cos \left(\varphi_{2}-\varphi_{3}\right)  \tag{22}\\
C^{\prime} & =\frac{1}{4}\left|c_{2}^{\prime}\right|^{2}=\frac{1}{8}\left[d_{1}^{2}+d_{3}^{2}-2 d_{1} d_{3} \cos \left(\varphi_{1}-\varphi_{3}\right)\right] \tag{23}
\end{align*}
$$

It should be noted that the last expression demonstrates the polarization anticorrelation effect in explicit form.

The number of coincidences of photocounts between the detectors recording radiation in orthogonal polarization modes decreases to zero if the number of biphotons in the vertical polarization mode is equal to the number of biphotons in the horizontal polarization mode (7) (i.e., if $A=B$ ) and the phase shift between basis states $|2,0\rangle$ and $|0,2\rangle$ vanishes $\left(\varphi_{1}=\varphi_{3}\right)$.
2. The $\lambda / 2$ plate: $\delta=\pi / 2, \chi=30^{\circ}$. In this case, we have

$$
\begin{gather*}
t=\frac{i}{2}, \quad r=i \frac{\sqrt{3}}{2} \\
A^{\prime}=2\left|c_{1}^{\prime}\right|^{2}=\frac{1}{8}\left\{d_{1}^{2}+6 d_{2}^{2}+9 d_{3}^{2}\right. \\
-2 \sqrt{6} d_{1} d_{2} \cos \left(\varphi_{1}-\varphi_{2}\right)+6 d_{1} d_{3} \cos \left(\varphi_{1}-\varphi_{3}\right)  \tag{24}\\
\left.-6 \sqrt{6} d_{2} d_{3} \cos \left(\varphi_{2}-\varphi_{3}\right)\right\} \\
B^{\prime}=2\left|c_{3}^{\prime}\right|^{2}=\frac{1}{8}\left\{9 d_{1}^{2}+6 d_{2}^{2}+d_{3}^{2}\right. \\
+6 \sqrt{6} d_{1} d_{2} \cos \left(\varphi_{1}-\varphi_{2}\right)+6 d_{1} d_{3} \cos \left(\varphi_{1}-\varphi_{3}\right)  \tag{25}\\
\left.+2 \sqrt{6} d_{2} d_{3} \cos \left(\varphi_{2}-\varphi_{3}\right)\right\}
\end{gather*}
$$

3. The $\lambda / 3$ plate: $\delta=\pi / 3, \chi=45^{\circ}$. In this case, we have

$$
\begin{gather*}
t=\frac{1}{2}, \quad r=i \frac{\sqrt{3}}{2} \\
A^{\prime}=2\left|c_{1}^{\prime}\right|^{2}=\frac{1}{8}\left\{9 d_{1}^{2}+6 d_{2}^{2}+d_{3}^{2}\right. \\
-6 \sqrt{6} d_{1} d_{2} \sin \left(\varphi_{1}-\varphi_{2}\right)-6 d_{1} d_{3} \cos \left(\varphi_{1}-\varphi_{3}\right)  \tag{26}\\
\left.-2 \sqrt{6} d_{2} d_{3} \sin \left(\varphi_{2}-\varphi_{3}\right)\right\} \\
B^{\prime}=2\left|c_{3}^{\prime}\right|^{2}=\frac{1}{8}\left\{d_{1}^{2}+6 d_{2}^{2}+9 d_{3}^{2}\right. \\
+2 \sqrt{6} d_{1} d_{2} \sin \left(\varphi_{1}-\varphi_{2}\right)-6 d_{1} d_{3} \cos \left(\varphi_{1}-\varphi_{3}\right)  \tag{27}\\
\left.+6 \sqrt{6} d_{2} d_{3} \sin \left(\varphi_{2}-\varphi_{3}\right)\right\}
\end{gather*}
$$

4. Finally, in the absence of a transformer, when $G \equiv I$ ( $I$ is the identity matrix), the moduli of the amplitudes of basis states (2),
$A^{\prime} \equiv A=2 d_{1}^{2}, \quad B^{\prime} \equiv B=2 d_{3}^{2}, \quad 4 C^{\prime} \equiv C=d_{2}^{2}$,
can be established in three dimensions.
Thus, for the circuit considered here, the protocol of polarization tomography of qutrits is as follows:
(i) transformer is absent; the real amplitudes of states $d_{1}, d_{2}$, and $d_{3}$ are determined from relations (28);
(ii) transformer $\delta=\pi / 2, \chi=22.5^{\circ}$; from relation (23), we find $\cos \left(\varphi_{1}-\varphi_{3}\right)$;
(iii) transformer $\delta=\pi / 2, \chi=30^{\circ}$; from relations (24) and (25), we find $\cos \left(\varphi_{1}-\varphi_{2}\right)$ and $\cos \left(\varphi_{2}-\varphi_{3}\right)$;
(iv) transformer $\delta=\pi / 3, \chi=45^{\circ}$; from relations (26) and (27), we find $\sin \left(\varphi_{1}-\varphi_{2}\right)$ and $\sin \left(\varphi_{2}-\varphi_{3}\right)$.

Comparing two of the above protocols, we note that the second protocol is less preferable from the viewpoint of the accuracy that can be attained. This is due to the fact that expressions (24)-(27) for the cosines and sines of the relative phases of the basis states contain a large number of quantities being measured, which increases the error in their determination. In addition, the second method is applicable only to pure states (2); in this case, we can speak only of partial tomography of qutrits. On the other hand, the circuit depicted in Fig. 2 is more convenient since it permits the simultaneous measurement of three moments ( $A^{\prime}, B^{\prime}$, and $C^{\prime}$ ) for a given transformer and, hence, the entire protocol can be realized in a shorter time. This factor should probably be taken into account for using the results of tomography in a more complex protocol (e.g., in quantum cryptography on the basis of qutrits [10]).

It should also be noted that the choice of the polarization transformers in the second tomographic method is not limited to $\lambda / 2$ and $\lambda / 3$ plates. Any phase plate can ensure the relation between the observed $\left(A^{\prime}, B^{\prime}, C^{\prime}\right)$ and input $(A, B, C)$ moments. The only exception is the circuit with only one half-wave plate $(t=i \cos 2 \chi, r=$ $i \sin 2 \chi)$; in this case, only cosines of the corresponding phases can be determined.

The modified version of the circuit depicted in Fig. 2 gives the relations

$$
A, B, C \xrightarrow{f\left(\delta, \chi ; \theta=45^{\circ}\right)} A^{\prime}, B^{\prime}, C^{\prime}
$$

obtained using a single arbitrary phase plate with parameters $\delta$ and $\chi$ and a polarizer separating the linear polarization at an angle of $45^{\circ}$, which are mounted in front of the polarization beam splitter enclosed in the dashed contour in Fig. 2). However, the calculation of inverse transformers using such a circuit is quite cumbersome and is not included in this work; we just mention that such a method of qutrit tomography is possible in principle.

## 4. EXPERIMENT

Below, we describe the procedure of qutrit tomography, in which polarization transformations are carried out over the signal and idler photons separately after their spatial separation.

The schematic diagram of the experimental setup for single-mode biphoton tomography is shown in Fig. 3. Pumping is carried out by a cw argon laser with wavelength $\lambda=351 \mathrm{~nm}$ and power $P=120 \mathrm{~mW}$. The pumping beam is directed to a nonlinear lithium iodate ( $\mathrm{LiIO}_{3}$ ) crystal $l=1 \mathrm{~cm}$ in length; in the bulk of this


Fig. 3. Experimental setup: Ar is an argon laser; $M$ are mirrors; $\mathrm{LiIO}_{3}$ is a nonlinear crystal; $U V M$ is a mirror reflecting the ultraviolet pumping radiation and transmitting the biphoton radiation; $Q P$ is the setting phase plate; $D$ are diaphragms; $F M$ is the folding mirror; $B S$ is the beam splitter; $Q W P 1$ and $Q W P 2$ are quarter-wave plates; $P F 1$ and $P F 2$ are polarization prisms; $I F$ are interference filters; $D 1$ and $D 2$ are photodetectors; and $S$ is the spectrograph ISP-51 intended for controlling the biphoton field spectrum.
crystal, spontaneous parametric down-conversion takes place. The crystal is oriented so that biphotons are emitted in the frequency-degenerate collinear regime. The polarizations of both photons are orthogonal to the polarization of the pumping beam (type I phase-matching, or $e \longrightarrow o o$ interaction). In this regime, the optical axis of the crystal forms an angle of $\theta=58^{\circ}$ with the wave vector of pumping radiation. After the passage of pumping radiation through the crystal, it is extracted from the system by mirror $U V M$ reflecting radiation at a wavelength of 351 nm and transmitting light at a double wavelength. A system of diaphragms $D$ and an interference filter $I F$ with a central wavelength of 700 nm and a full width at half maximum (FWHM) of 10 nm is used to separate one spatial and one frequency mode of the biphoton field. The spectral width of spontaneous parametric down-conversion for the given crystal is $\Delta \lambda \approx 20 \mathrm{~nm}$. The width of the spatial correlation function of spontaneous parametric down-conversion was determined in our experiments by the divergence of the pumping beam and was estimated as $\Delta \theta_{p} \approx 3 \times$ $10^{-4} \mathrm{rad}$. This quantity determined the diameter of diaphragms $D$. As a result of such a mode discrimination, the effect of the finite spatial frequency biphoton radiation spectrum on subsequent polarization transformations can be disregarded.

Various polarization states were prepared directly using a thin quartz plate $Q P$ (setting plate). Each value of the optical axis orientation of plate $Q P$ corresponds to a certain polarization state of biphotons fed to the input of the measuring system. The plate thickness is
$h=824 \pm 0.5 \mu \mathrm{~m}$; the radiation loss due to reflection from the plate faces amounts approximately to $8 \%$, and the error in the orientation of its optical axis is approximately equal to $1^{\circ}$. The plate thickness was chosen so that the transformation executed by the plate depended on the wavelength insignificantly within the filter transmission band.

The measuring block is formed by an intensity interferometer with a $50 \%$ nonpolarization beam-splitting mirror $B S$ and two FEU-79 detectors D1 and D2 (photomultipliers operating in the photon counting mode; the quantum efficiency is $\eta \sim 10^{-2}$ ). The beam-splitting mirror is mounted at a small angle (about $12^{\circ}$ ) to the beam so that the polarization state of light does not change as a result of reflection and transmission. A quarter-wave plate $Q W P$ and a rotating polarization filter $P F$ (Glan-Thompson prisms) is installed in each arm of the interferometer. Zero-order quartz plates for a wavelength of $\lambda_{s}=702 \mathrm{~nm}$ with bleached faces are used. The loss introduced by the polarization filters amounts to $8-12 \%$, and the error in the orientation of the optical elements is approximately equal to $2.0^{\circ}$. After amplification and amplitude discrimination, signals from detectors are supplied to the coincidence circuit CC with a resolution time of $T \approx 5 \mathrm{~ns}$. The fre-quency-angular spectrum of the biphoton field is monitored with the help of an ISP-51 spectrograph.

Since the SU2 transformation executed by the phase plate $Q P$ is used for preparing the initial states, it is impossible to obtain an arbitrary state of a biphoton (qutrit) in the experiment discussed here. ${ }^{2}$ Nevertheless, the qutrit state behind the plate belongs to a subclass of states (2) with certain relations between parameters $d_{i}$ and $\varphi_{i}$ and is described by the expression

$$
\begin{gather*}
\left(\begin{array}{l}
c_{1} \\
c_{3} \\
c_{3}
\end{array}\right)=G\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right) \\
=\left(\begin{array}{c}
-0.9725 \sin ^{2} 2 \alpha \\
\sqrt{2} \sin 2 \alpha(0.9724 \cos 2 \alpha+i 0.1636) \\
0.0275-0.9724 \cos ^{2} 2 \alpha+i 0.3273 \cos 2 \alpha
\end{array}\right), \tag{29}
\end{gather*}
$$

where matrix $G$ for a $Q P$ plate with parameters $\Delta n=$ $n_{o}-n_{e}=0.0089$ and $\delta=32.82$ was calculated using formula (18). Here, $\alpha$ is the angle of orientation of the plate relative to the vertical axis, which determines the state (29) of the qutrit and which is measured from the direction of polarization of the initial biphoton beam (not transformed by the quartz plate $Q P$ ). In measurements $1-3$ (see table), the diagonal components of matrix $K_{4}$ are determined, while a combination of diag-

[^16]

Fig. 4. The results of measurement of three amplitudes, $d_{1}(\mathrm{a}), d_{2}(\mathrm{~b})$ and $d_{3}$ (c), and two phases, $\varphi_{2}(\square), \varphi_{2}-\varphi_{3}(\Delta)$ (d). Different initial states of qutrits correspond to different orientations $\alpha$ of setting plate $Q P$. Solid and dashed curves correspond to calculated dependences.
onal and nondiagonal components is determined in measurements 4-9. It was shown in Section 3 that the first seven measurements are sufficient for a pure state. It should be noted that, proceeding to each next measurement, the orientation of only one polarization transformer has to be changed, which is convenient from the experimental point of view.

The results of experiments in the form of dependences of amplitudes $d_{i}$ and phases $\varphi_{i}$ of the states pre-
pared by the quartz plate $Q P$ for various values of orientation $\alpha$ are represented in Fig. 4. Figure 5 shows the experimental dependences of the components of coherence matrix $K_{4}$ on $\alpha$. The results of calculation of components $d_{i}$ and $\varphi_{i}$ (Fig. 4) and moments (Fig. 5) for different input states are shown for comparison. For a fixed value of the orientation $\alpha_{0}=25^{\circ}$ of the setting plate, the polarization density matrix of the corresponding state was reconstructed experimentally:

$$
\rho_{\exp }=\left(\begin{array}{ccc}
0.271 & 0.345+0.074 i & -0.24-0.114 i  \tag{30}\\
0.345-0.074 i & 0.508 & -00.316-0.075 i \\
-0.24+0.114 i & -0.316+0.075 i & 0.221
\end{array}\right) .
$$

The set of eigenvalues for this matrix is as follows: $\lambda_{1}=$ $0.99, \lambda_{2}=-0.021$, and $\lambda_{3}=0.03$. The trace of the squared matrix (30) was found to be $\operatorname{Tr}\left(\rho_{\text {exp }}^{2}\right)=0.981$.

It can be seen from the curves shown in Figs. 4 and 5 that the maximal relative errors appear in the recon-
structed values of phases of states in the nondiagonal elements of the density matrix also. This is due to the fact that the phases are calculated using simultaneously the results of several measurements. The errors are superimposed and make a considerable contribution to the result.


Fig. 5. The results of measurement of components of matrix $K_{4}$. Real ( $\square$ ) and imaginary ( $\triangle$ ) parts of moments $D$ (a) and $F$ (b). Different initial states of qutrits correspond to different orientations $\alpha$ of the setting plate $Q P$. The solid and dashed curves correspond to calculated dependences.

Several remarks concerning the properties of the reconstructed density matrix $\rho_{\text {exp }}$ are appropriate here. This matrix is Hermitian and normalized; i.e., $\rho_{\text {exp }}^{\dagger}=$ $\rho_{\text {exp }}$ and $\operatorname{Tr}\left(\rho_{\text {exp }}^{2}\right)=1$. It follows from the general properties of the density matrix that it must have positive eigenvalues and satisfy the condition $0 \leq \operatorname{Tr}\left(\rho_{\exp }^{2}\right) \leq 1$. For the pure states studied here, there exists only one nondegenerate eigenvalue equal to unity and $\operatorname{Tr}\left(\rho_{\text {exp }}^{2}\right)=1$. Due to the effect of various experimental errors, reconstructed density matrix $\rho_{\text {exp }}$ obviously does not meet the above requirements. In order to put into correspondence a "realistic" physical state satisfying the above properties to the experimentally measured matrix, we must carry out the procedure of the maximum likelihood estimation [18, 24]; this procedure and the results of its application are given in the Appendix.

Let us briefly consider the main sources of errors in our experiments.

First, there is a low quality of the phase plates (QWP) used for transforming the polarization state; the plate thickness does not satisfy the condition $\delta=\pi / 4$. In addition, since experiments were performed with a biphoton field possessing a finite spectral width $(10 \mathrm{~nm})$, zero-order plates ensuring the independence of the transformation of the wavelength should be used. However, the setting plate $Q P$ was a higher-order plate and different spectral components of the biphoton field were transformed in different manners.

Second, we must mention the error in alignment of all polarization transformers. In our experiments, this error was about $2^{\circ}$, which gave rise to random errors in various realizations.

The above sources of errors are of technical rather than of fundamental nature. We believe that in the near future these errors will be eliminated from the measuring procedure discussed here.

## 5. CONCLUSIONS

We have considered two algorithms of measurement of the polarization state of a biphoton field prepared in the form of a three-level system (qutrit). On the basis of the general approach developed by Klyshko [21] for describing the polarization properties of single-mode electromagnetic fields in the fourth order in the field, we proposed and realized a procedure for measuring the polarization density matrix. As the initial states, we used a set of states that can be obtained with the help of spontaneous parametric down-conversion in a nonlinear crystal with a type I phase-matching in the fre-quency-degenerate collinear regime. We hope that the measurement procedure considered here will be useful in the realization of the quantum cryptography protocol based on qutrits [10] as well as in spectroscopic studies of the phase transition in ferroelectric crystals. Experimental data show that the anomalies observed in some crystals during the formation of the domain structure in the processes of elastic [25] and inelastic [26] smallangle scattering of light cannot be explained in the framework of the existing models. It would be interesting to apply the approach developed by us here in solving the inverse scattering problem for a phase transition.
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APPENDIX

## Procedure of Maximum Likelihood Estimation of Experimental Results

One of the results obtained in this study is the reconstruction of the density matrix of a given state from the experimental results. However, the reconstructed density matrix of the system does not correspond to a real pure biphoton state in view of various kinds of experimental errors. The procedure of maximum likelihood estimation (MLE) that will be described below makes it possible to indicate the pure biphoton state corresponding to the experimental result with the highest probability. We will apply the MLE method [18] realized for a system of two polarization-spatial qubits (the dimension of space $S=4$ ). The algorithm considered below was realized for three-level systems, or qutrits (the dimension of space $S=3$ ).

The MLE algorithm consists of the following three main parts.

1. Obtaining the expression for the density matrix of the three-level system in the general form. This matrix is a function of nine real variables (we denote this matrix as $\rho_{p h}\left(q_{1}, \ldots, q_{9}\right)$ and satisfies the following three properties: it is nonnegative definite, normalized, and Hermitian.
2. Introducing the likelihood function that shows the extent to which the obtained experimental data are close to the real "physical" state described by the density matrix $\rho_{p h}\left(q_{1}, \ldots, q_{9}\right)$. The likelihood function $\mathfrak{J}\left(q_{1}, \ldots, q_{9} ; R_{1}, \ldots, R_{9}\right)$ depends on nine arguments $\left\{q_{1}, \ldots, q_{9}\right\}$ of the ideal density matrix and on nine experimental values $\left\{R_{v}\right\}$, where $R_{\mathrm{v}}$ is the coincidence count rate of photocounts (16) and $v=1,2, \ldots, 9$ is the number of the corresponding measurement in the table.
3. Using the standard numerical optimization methods for the available experimental data $\left\{R_{1}, \ldots, R_{9}\right\}$, we obtain the set of variables $\left\{q_{1}^{\mathrm{opt}}, \ldots, q_{9}^{\mathrm{opt}}\right\}$ for which function $\mathfrak{J}\left(q_{1}, \ldots, q_{9} ; R_{1}, \ldots, R_{9}\right)$ assumes the minimal value. In this case, the best estimate for the experimental density matrix has the same form as the ideal density matrix of the optimized set of variables; i.e., $\rho_{p h}\left(q_{1}^{\mathrm{opt}}\right.$, $\left.\ldots, q_{9}^{\text {opt }}\right)$. Let us consider the MLE procedure in greater detail.

## "Physical" Density Matrix

The property of nonnegative definiteness for an arbitrary matrix can be represented in the form

$$
\begin{equation*}
\langle\Psi| U|\Psi\rangle \geq 0 \tag{A.1}
\end{equation*}
$$

The matrix written in the form $U=Q^{\dagger} Q$ is nonnegative definite and Hermitian. Indeed, substituting this matrix
into inequality (A.1), we obtain

$$
\begin{equation*}
\langle\Psi| Q^{\dagger} Q|\Psi\rangle=\left\langle\Psi^{\prime} \mid \Psi^{\prime}\right\rangle \geq 0 \tag{A.2}
\end{equation*}
$$

where $\left|\Psi^{\prime}\right\rangle=Q|\Psi\rangle$. The Hermiticity of the matrix is also obvious:

$$
\left(Q^{\dagger} Q\right)^{\dagger}=Q^{\dagger}\left(Q^{\dagger}\right)^{\dagger}=Q^{\dagger} Q
$$

The matrix can be normalized as follows:

$$
\begin{equation*}
u=Q^{\dagger} Q / \operatorname{Tr}\left(Q^{\dagger} Q\right) \tag{A.3}
\end{equation*}
$$

A system with three degrees of freedom has a density matrix of dimension $3 \times 3$ with eight independent realvalued variables. For the convenience of subsequent computations, matrix $Q$ is defined in the triangular form

$$
Q\left(q_{1}, \ldots, q_{9}\right)=\left(\begin{array}{ccc}
q_{1} & 0 & 0  \tag{A.4}\\
q_{4}+i q_{5} & q_{2} & 0 \\
q_{8}+i q_{9} & q_{6}+i q_{7} & q_{3}
\end{array}\right)
$$

Then, in accordance with Eq. (A.3), the physical density matrix can be written in the form

$$
\begin{equation*}
\rho_{p h}\left(q_{1}, \ldots, q_{9}\right)=Q^{\dagger} Q / \operatorname{Tr}\left(Q^{\dagger} Q\right) \tag{A.5}
\end{equation*}
$$

It is also necessary for subsequent computations to express the elements of matrix $Q$ in terms of the elements of matrix $\rho_{p h}$, i.e., to obtain a relation inverse to (A.5):

$$
Q \approx\left(\begin{array}{ccc}
\sqrt{\rho_{11}-\frac{M_{12} M_{21}}{\rho_{33} M_{11}}-\frac{\rho_{31} \rho_{13}}{\rho_{33}}} & 0 & 0  \tag{A.6}\\
\frac{M_{12}}{\sqrt{M_{11} \rho_{33}}} & \sqrt{\frac{M_{11}}{\rho_{33}}} & 0 \\
\frac{\rho_{31}}{\sqrt{\rho_{33}}} & \frac{\rho_{32}}{\sqrt{\rho_{33}}} \sqrt{\rho_{33}}
\end{array}\right) .
$$

Here, $M_{i j}$ is the first-order minor of matrix $\rho_{p h}$, i.e., the determinant of the matrix obtained as a result of crossing out the $i$ th row and the $j$ th column of matrix $\rho_{p h}$.

## Likelihood Function

In a system with physical density matrix (A.5), the expected value of the number of coincidences being recorded is equal to

$$
\bar{R}_{v}^{p h}=N\left\langle\left[\left(b_{s}^{\prime}\right)^{\dagger}\left(b_{i}^{\prime}\right)^{\dagger} b_{s}^{\prime} b_{i}^{\prime}\right]_{v}\right\rangle
$$

where $N$ is the normalization factor. We assume that the spread in the number of coincidences has a Gaussian statistics. Then the probability that the given set of values $R_{1}, \ldots, R_{9}$ will be obtained is given by

$$
\begin{equation*}
P\left(R_{1}, \ldots, R_{9}\right)=\frac{1}{N_{\text {norm }}} \prod_{v=1}^{9} \exp \left[-\frac{\left(R_{v}-\bar{R}_{v}^{p h}\right)^{2}}{2 \sigma_{v}^{2}}\right] \tag{A.7}
\end{equation*}
$$

where $\sigma_{v} \sim \sqrt{\bar{R}_{v}^{p h}}$ is the standard deviation and $N_{\text {norm }}$ is the normalization constant. From the viewpoint of mathematical procedure, the problem of determining the maximum of functional (A.7) is equivalent to determining the minimum of the exponent. This function is called the likelihood function of the MLE method. This function can be written explicitly in the form

$$
\begin{equation*}
\mathfrak{J}\left(q_{1}, \ldots, q_{9} ; R_{1}, \ldots, R_{9}\right)=\sum_{v=1}^{9} \frac{\left(\bar{R}_{v}^{p h}-R_{v}\right)^{2}}{2 \bar{R}_{v}^{p h}} \tag{A.8}
\end{equation*}
$$

## Numerical Optimization

In order to find the set of parameters $\left\{q_{1}^{\mathrm{opt}}, \ldots, q_{9}^{\mathrm{opt}}\right\}$ for which the probabilistic function (A.8) with the pre-
set experimental values $\left\{R_{1}, \ldots, R_{9}\right\}$ assumes its minimal value, we used the standard procedure with the Mathcad 2000-MINIMIZE package. It was found that the state with density matrix $\rho_{p h}\left\{q_{1}^{\text {opt }}, \ldots, q_{9}^{\text {opt }}\right\}$ describes the experimental results with the highest probability. The required initial estimate of parameters $\left\{q_{1}, \ldots, q_{9}\right\}$ was obtained using relation (A.6) with a density matrix reconstructed from experiment. It should be noted that, generally, matrix $\rho_{p h}\left\{q_{1}^{\text {opt }}, \ldots\right.$, $\left.q_{9}^{\text {opt }}\right\}$ does not necessarily correspond to a class of pure states; it must only satisfy the physical requirements imposed on the density matrix. In order to find out which pure state corresponds to the experimentally reconstructed matrix with the highest probability, we must require that $\rho_{p h}\left\{q_{1}, \ldots, q_{9}\right\}$ satisfies the condition $\operatorname{Tr}\left(\rho_{p h}^{2}\left(q_{1}, \ldots, q_{9}\right)\right)=1$. This reduces the number of independent variables to four and simplifies the numerical procedure significantly.

The MLE procedure considered above was carried out on the experimentally reconstructed density matrix $\rho_{\text {exp }}$ in the form of (30). As a result, the optimized density matrix

$$
\rho_{\mathrm{opt}}=\left(\begin{array}{ccc}
0.33 & 0.329-0.207 i & -0.263-0.01 i \\
0.329+0.207 i & 0.459 & -0.257-0.176 i \\
-0.263+0.01 i-0.257+0.176 i & 0.211
\end{array}\right)
$$

was obtained; the trace of this matrix is $\operatorname{Tr}\left(\rho_{\text {opt }}^{2}\right)=$ 0.9994 and its eigenvalues are $\lambda_{1}=0.99969, \lambda_{2}=$ 00031 , and $\lambda_{3}=0$.
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# Erratum: "Violation of the Factorization Theorem in Large-Angle Radiative Bhabha Scattering" <br> [Zh. Éksp. Teor. Fiz. 115, 392 (1999); JETP 88, 213 (1999)] 

A. B. Arbuzov, E. A. Kuraev, and B. G. Shaikhatdenov

Factor $-1 / 2$ was lost in the contribution of box diagrams. Quantity $\Delta_{B}$ in Eq. (22) should read

$$
\Delta_{B}=\frac{1}{F}\left[\left(\Phi+\Phi_{P}\right) \ln \frac{u u_{1}}{s s_{1}}+\left(\Phi_{Q}+\Phi_{R}\right) \ln \frac{u u_{1}}{t t_{1}}\right]
$$

Operations $\hat{P}, \hat{Q}$, and $\hat{R}$ were applied to vertex contributions incorrectly. Quantity $\Delta_{G}+\Delta_{\Gamma \Pi}$, which appears in Eq. (23), should be defined as

$$
\Delta_{G}+\Delta_{\Gamma \Pi}=\frac{1}{F}\left[\left(\Phi+\Phi_{P}\right) \ln \frac{s^{2}}{t t_{1}}+\left(\Phi_{Q}+\Phi_{R}\right) \ln \frac{s}{s_{1}}\right] .
$$

To analyze the corrected result of our calculations, we rewrite the soft photon contribution from Eq. (29) in the form

$$
\begin{gathered}
\delta^{\text {soft }}=\frac{\alpha}{\pi}\left\{\left(L_{s}-1\right)\left[4 \ln \frac{m}{\lambda}+2 \ln \frac{\Delta \varepsilon}{\varepsilon}+\ln \frac{\Delta \varepsilon}{\varepsilon_{1}^{\prime}}+\ln \frac{\Delta \varepsilon}{\varepsilon_{2}^{\prime}}\right]\right. \\
\left.+L_{s}^{2}+L_{s} \ln \frac{t t_{1} s_{1}}{u u_{1} s}+\mathbb{O}(1)\right\} .
\end{gathered}
$$

Expression (31) should be therefore rewritten as

$$
\begin{gathered}
d \delta^{\text {soft+virt }} \\
=d \sigma_{0} \frac{\alpha}{\pi}\left[L_{s}\left(\ln \frac{(\Delta \varepsilon)^{4}}{\varepsilon_{2} \varepsilon_{1}^{\prime} \varepsilon_{2}^{\prime}}+\Delta_{L}\right)+\Delta\left(y_{1}, y_{2}, c_{1}, c_{2}\right)\right] \\
\Delta_{L}=3 .
\end{gathered}
$$

This formula is in agreement with the predictions of the renormalization group approach presented in Eq. (35). Thus, the factorization of the leading logarithmic contributions in radiative Bhabha scattering does hold. It is worth mentioning that the contribution of vacuum polarization to radiative Bhabha scattering, which was omitted in Eqs. (31), can be taken from paper [8].

The above changes in the formulas lead to a change in Table 1: $\Delta_{L}=3$ remains constant, and the values of $\Delta\left(y_{1}, y_{2}, c_{1}, c_{2}\right)$ are $-8.89,2.00,-1.47$, and 7.80 for points $1,2,3$, and 4 , respectively.


[^0]:    ${ }^{1}$ Recall that there are four distinct theories of closed superstrings in ten-dimensionality: IIA, IIB, heterotic $S O(32)$, and heterotic $E_{8}$.

[^1]:    ${ }^{2} \mathrm{SF}$ stands for the scale factor.
    ${ }^{3}$ The singularity may be smoothed out in the nonperturbative string theory. The validity of this assumption is closely related to the possibility of solving the problem of passage through the singularity from superinflation to decelerating expansion [5] (see also [4]).

[^2]:    ${ }^{4}$ That is, modes corresponding to the positive frequency solutions.

[^3]:    ${ }^{5}$ Strictly speaking, this can be done if the effective occupation numbers $\left\langle n_{k}\right\rangle \geqslant 1$. In this case, the noncommutativity of the coordinates and momenta may be disregarded. For a more detailed discussion, see [10].

[^4]:    ${ }^{6}$ The remaining paired correlation functions can be easily calculated by using Eq. (55), which relates the Kasner indices. We do not give the corresponding expressions here because they are cumbersome.

[^5]:    * For this line, the experimental values of $\alpha_{2}=0.431 \pm 0.12$ were presented in [23].

[^6]:    ${ }^{1}$ In particular, this requirement is satisfied exactly in a vacuum, but it can also be satisfied for the so-called leading wave in a waveguide whose cross section is multiply connected [19].

[^7]:    ${ }^{2}$ The further procedure is correct if amplitudes $A_{1}(t)$ and $A_{2}(t)$ tend to zero for $t \longrightarrow \infty$. On the contrary, more sophisticated calculations are required (see Appendix B) if $\exp \left(i \omega_{0} t_{0}\right)=-1$ and, accordingly, $\lim _{t \rightarrow \infty} A_{1,2}(t) \neq 0$.

[^8]:    ${ }^{3}$ Here, it is worthwhile to mention the review article of Bagratin et al. [30], which contains a detailed list of references on the subject and which places special emphasis precisely on entangled states, quoting this term in the title.
    ${ }^{4}$ It should be borne in mind, however, that the partition of our specific problem (of the "two states and two continua," type according to the classification proposed in [16]) into two simpler problems (each belonging to the "one state and one continuum" type) is not crucial for the possibility of deriving an analytic solution, but calculations are more cumbersome in the general case.

[^9]:    ${ }^{5}$ In a free one-dimensional space, $V(\omega) \propto \sqrt{\omega}$, but, in a waveguide, the lower boundary of $V(\omega)$ may be different from zero. Also, the very form of function $V(\omega)$ depends both on the shape of the waveguide cross section and on the position of the atom with respect to the waveguide axis [32].
    ${ }^{6}$ In the context of the present study, this discrete value-even if it formally exists-does not play any noticeable role since the decay rate is much less than the transition frequency ( $\Gamma \ll \omega_{0}$, see the Introduction); therefore, so far an edge of the energy spectrum makes a negligible contribution to the dynamics of the system.

[^10]:    ${ }^{7}$ It was indicated above that the quantity $A_{\infty}^{2}$ is the right-hand side of relation (11).

[^11]:    ${ }^{8}$ The idea of the method used here to calculate this integral came from V.P. Krainov.

[^12]:    ${ }^{1}$ In our calculations, it is assumed that $\alpha=0.35 \AA$.

[^13]:    ${ }^{I}$ This article was submitted by the author in English.

[^14]:    ${ }^{1}$ These requirements are satisfied by equations with any integer powers of the Laplacian; however, the condition that the probability density should be nonnegative eliminates all powers higher than first.

[^15]:    ${ }^{1}$ We will take into account only the events leading to the coincidence of photocounts, i.e., the events when the signal and idler photons fall into different input modes of the beam splitter. This takes place in half the total number of trials.

[^16]:    ${ }^{2}$ In order to obtain such a state, a transformation of the SU3 group is required; this can be done via nonlinear transformations which have an extremely low efficiency.

