
sia

sia;

ces
f
n ob-

e new

tion to
ticles
d
ting

One

r

JETP LETTERS VOLUME 68, NUMBER 4 25 AUG. 1998
Ultrahigh-energy cosmic rays, superheavy long-lived
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Cosmic rays of the highest energy, above the Greisen–Zatsepin–
Kuzmin ~GZK! cutoff of the spectrum, may originate in decays of
superheavy long-lived particles. We conjecture that these particles may
be produced naturally in the early Universe from vacuum fluctuations
during inflation and may constitute a considerable fraction of cold dark
matter. We predict a new cutoff in the ultrahigh-energy cosmic ray
spectrumEcutoff,minflaton'1013 GeV, the exact position of the cutoff
and the shape of the cosmic ray spectrum beyond the GZK cutoff being
determined by the QCD quark/gluon fragmentation. The Pierre Auger
Project installation may in principle observe this phenomenon.
© 1998 American Institute of Physics.@S0021-3640~98!00116-9#

PACS numbers: 98.70.Sa, 95.85.Ry

According to the Greisen–Zatsepin–Kuzmin~GZK! observation,1 the energy spec-
trum of ultrahigh-energy~UHE! cosmic rays produced at far extragalactic distan
should exhibit an exponential cutoff at energyE;531010 GeV. However, a number o
cosmic ray events with energies well beyond the predicted GZK cutoff have bee
served recently by various experimental groups.2 This is an obvious contradiction with
the standard cosmological and particle physics models and clearly requires som
physics beyond the standard model.

A number of possible solutions to the problem have been suggested. One solu
the problem might be provided, for example, by the existence of some exotic par
which are able to propagate~evading the GZK bound! from cosmological distances an
yet interact in the Earth’s atmosphere like a hadron. A particle with such conflic
properties has been found in a class of supersymmetric theories.3 Alternatively, the high-
energy cosmic rays may have been produced locally within the GZK distance.
possibility is connected with the destruction of topological defects,4 while another one is
connected with decays of primordial long-lived heavy particles.5,6 The candidateX par-
ticle must obviously obey constraints on mass, density, and lifetime.

In order to produce cosmic rays in the energy rangeE*1011 GeV, the mass ofX
particles has to be very large,mX*1013 GeV.5,6 The lifetimetX cannot be much smalle
2710021-3640/98/68(4)/5/$15.00 © 1998 American Institute of Physics
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than the age of the Universe,t'1010 yr. With such a short lifetime, the observed flux
UHE cosmic rays will be generated at a rather low density ofX particles,VX;10212,
whereVX[mXnX /rcrit , nX is the number density ofX particles, andrcrit is the critical
density. On the other hand, theX particles must not overclose the Universe:VX&1. At
VX;1 the X particles may play the role of cold dark matter, and the observed flu
UHE cosmic rays can be matched iftX;1022 yr. The allowed windows are quite wide5

but on the exotic side, which may give rise to some problems.

The problem of a particle-physics mechanism responsible for a long but finite
time of very heavy particles can be solved in several ways. For example, an othe
conserved quantum number carried byX particles may exhibit a very weak nonconse
vation due to instanton transitions5 or quantum gravity~wormhole! effects.6 If instantons
are responsible forX-particle decays, the lifetime is estimated astX;mX

21

3exp(4p/aX), whereaX is the coupling constant of the relevant gauge interaction.
lifetime will fit the allowed window if the coupling constant~at the scalemX) is aX

'0.1 ~Ref. 5!.

The X particles might be produced in the proper amount by collision and de
processes in cosmological plasma if the reheating temperature after inflation nev
ceedsmX , but the temperature should be in the range 1011&Tr&1015 GeV, depending on
mX ~Refs. 5,6!. This is a rather high value of the reheating temperature, which may
to the gravitino problem in generic supersymmetric models.7

In the present paper we propose a quite different mechanism ofX-particle creation,
namely, their direct production by vacuum fluctuations during inflation.

Any viable modern cosmological model invokes the hypothesis of inflation.8 During
inflation the Universe expands exponentially, which solves the horizon and flatness
lems of the standard big bang cosmology. Inflation is generally assumed to be driv
the special scalar fieldf known as theinflaton. Fluctuations generated in the inflationa
stage may have the strength and the power spectrum suitable for generation of th
scale structure. This fixes the range of parameters of the inflaton effective potentia
example, the mass of the inflaton field has to bemf;1013 GeV. During inflation, the
inflaton field slowly rolls down towards the minimum of its potential. Inflation ends w
the potential energy associated with the inflaton field becomes smaller than the k
energy. Coherent oscillations of the inflaton field contained all the energy of the Uni
at that time. It is possible that a significant fraction of this energy was released to
boson species after only a dozen oscillations of the inflaton field, in the regime of a
parametric resonance.9 This process has been studied in detail.10,11It was shown that even
rather heavy particles with masses an order of magnitude larger than the inflaton
can be produced quite copiously. Applying these results to the case of our intere
find that the stable very heavy particles,mf&mX&10mf , will generally be produced in
excess and will overclose the Universe.

However, if the parametric resonance is ineffective for some reason, and one
mates the particle number density after inflation at the level of the initial conditions
in Refs. 10 one finds thatVX might prove to be of the acceptable magnitude. This le
is saturated by the fundamental process of particle creation during inflation from va
fluctuations, and it is the same process which generated primordial large scale d
perturbations. Parametric resonance forX particles is turned off if theX field either is a
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fermion field or its coupling to the inflaton is small,g2!104(mX /mf)4(mf /M Pl)
2

~Ref. 10!.

At the epoch close to the end of inflation, the metric of the Universe is conform
flat, ds25a(h)2(dh22dx2). We normalize the scale factor by the conditiona(0)51,
with h50 corresponding to the end of inflation. The number density of particles cre
in a time-varying cosmological background may be written as

nX5
1

2p2a3E ubku2k2dk , ~1!

wherebk are the Bogoliubov coefficients, which relate ‘‘in’’ and ‘‘out’’ mode function
andk is the co-moving momentum. Massless conformally coupled quanta~for scalars this
means thatj51/6 in the direct coupling to the curvature! are not created. For massiv
particles conformal invariance is broken. Therefore, for the power-law~e.g., matter- or
radiation-dominated! period of expansion of the Universe, one expects on dimensi
grounds thatnX}mX

3/a3 at late times. Indeed, it was found in Ref. 12 that

nX'5.331024mX
3 ~mXt !23/2 ~2!

for the radiation-dominated Universe, andnX}mX
3 (mXt)23q for a(t)}tq. Note that all

particle creation occurs atmt.qm/H&1. Whenmt!1, the number density of create
particles remains at the constant levelnX5mX

3/24p2 independently ofq ~Ref. 12!, while
for qm/H@1 the particle creation is negligible. Here H is the Hubble const
H[ȧ/a.

For the radiation-dominated Universe one findsVX;(mX
2/M Pl

2 )AmXte, wherete is
the time of equal densities of radiation and matter in theV51 Universe. This gives
VX;m9

5/2, wherem9[mX/109 GeV. Stable particles withmX*109 GeV will overclose
the Universe even if they were created from the vacuum during the regular Fried
radiation-dominated stage of the evolution.~It is possible to separate the vacuum creat
from the creation in collisions in plasma, sinceX particles may be effectively sterile.!

However, this restriction will not be valid if the evolution of the Universe, as i
believed, was more complicated than the simple radiation-dominated expansion f
singularity. The Hubble constant may have never exceededmX , which is the case of
inflationary cosmology,H(0)'mf . Moreover, compared to the case considered abo
the density ofX particles created during inflation is additionally diluted by the la
entropy release in reheating processes after inflation.

Particle creation from vacuum fluctuations during inflation~or in the de Sitter space!
has been extensively studied~see, e.g., Refs. 13 and 14!. The characteristic quantity
which is usually cited, namely the variance^X2& of the field, is defined by an expressio
similar to Eq. ~1!. In the typical caseak'2bk the difference reduces to a facto
2sin2(vkh)/vk in the integrand, wherevk

25k21a2mX
2 . If mX;H(0)'mf , we find using

dimensional arguments thatnX5Cmf
3 /2p2a3, where the coefficientC is expected to be

somewhat smaller than unity. Both fermions and bosons are produced by this mech
the exact numerical value ofC being dependent on the spin statistics. In general,C is a
function of the ratioH(0)/mX , of the self-coupling ofX, and of the coupling constantj
and depends on details of the transition between the inflationary and matter-dom
~or radiation-dominated! phases, etc. For example, for a scalar Bose field with mini
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coupling to the curvature one has^X2&53H(0)4/8p2mX
2 if mX!H(0).13,14 For a mass-

less self-interacting field̂X2&'0.132H(0)2/Al ~Ref. 15!. C is expected to decreas
exponentially whenmX.mf . Particle creation in the case of a Hubble-dependent ef
tive mass,mX(t)}H(t), was considered in Ref. 16.

Let us estimate the present-day number density ofX particles. We consider a mas
sive inflaton,V(f)5mf

2 f2/2. In this case inflation is followed by the matter-dominat
stage. If the theory includes the presence of light bosons,mB!mf , even relatively
weakly coupled to the inflaton,g2*104mf

2 /M Pl
2 ;1028, this matter-dominated stage wi

not last long: the inflaton will decay via parametric resonance, and radiation domin
will follow. This happens typically when the energy density in the inflaton oscillation
red-shifted by a factorr'1026 compared to the valuemf

2 M Pl
2 ~Refs. 9 and 10!. Matter is

still far from being in thermal equilibrium, but it is nevertheless convenient to chara
ize this radiation-dominated stage by an equivalent temperature,T* ;r 1/4AmfM Pl. At
this moment the ratio of the energy density inX particles to the total energy densit
retains its value reached at the end of inflation,rX /rR'C mfmX/2p2M Pl

2 . Later on this
ratio grows as}T/T* and reaches unity atT5Teq , where

Teq5
Cr1/4

2p2 S mf

M Pl
D 3/2

mX . ~3!

Using the relationTeq55.6VXh2 eV we find that 10212&VX&1 if

10223&Cr1/4mX /mf&10211 . ~4!

For mX of the order of a few timesmf this condition can be easily satisfied, sin
the coefficientC is exponentially small. This condition may be satisfied even
mX;mf , since the coefficientr 1/4 ~or the equivalent reheating temperature! might be
small, too.

Our hypothesis has unique observational consequences. If UHE cosmic ray
indeed due to the decay of superheavy particles which were produced from va
fluctuations during inflation, there has to be a new sharp cutoff in the cosmic ray
trum at energies somewhat smaller thanmX . Since the number densitynX depends
exponentially uponmX /mf , the position of this cutoff is fixed and can be predicted to
nearmf'1013 GeV, and the shape of the cosmic ray spectrum beyond the GZK c
is of a quite generic form following from the QCD quark/gluon fragmentation. T
Pierre Auger Project installation17 may prove to be able to discover this fundamen
phenomenon.

We conclude that observations of UHE cosmic rays can probe the spectru
elementary particles in the superheavy range and can give an unique opportun
investigation of the earliest epoch of evolution of the Universe, starting with the am
fication of vacuum fluctuations during inflation through fine details of gravitational
teraction and down to the physics of reheating.

When our paper was at the very end of completion we became aware of the
recent paper by Chung, Kolb, and Riotto,18 where similar problems of superheavy da
matter creation were considered.

We are grateful to S. Khlebnikov for helpful discussions. V. A. Kuzmin and I
Tkachev thank Theory Division at CERN for hospitality where the major part of
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An approach based on the local energy density functional method for
describing the ground-state properties of superfluid nuclei is presented.
A generalized variational principle is formulated which corresponds, in
the weak pairing approximation, to a full treatment of the Hartree–
Fock–Bogoliubov problem with an effective contact pairing interac-
tion. The Gor’kov equations for generalized Green’s functions are
treated exactly in the coordinate-space representation. The method is
used to calculate the differential observables including odd–even mass
differences and odd–even effects in charge radii which turn out to be
very sensitive to the density dependence of the effective pairing force.
A better knowledge of this density dependence allows one to make
predictions for the pairing gap at the Fermi surface as a function of
nuclear matter density. ©1998 American Institute of Physics.
@S0021-3640~98!00216-3#

PACS numbers: 21.10.2k, 21.60.Jz, 26.60.1c

The study of pairing correlations is currently one central issue in nuclear stru
physics and nuclear astrophysics. For example, the superfluidity of neutron ma
expected to play an essential role in neutron stars,1 while pairing in neutron-rich nuclei is
of importance in a domain close to the drip line2 and also in light halo nuclei.3 An
effective nucleon–nucleon interaction in the pairing channel suitable for nuclear stru
calculations and for obtaining an accurate value of the pairing energy gap in in
matter has not yet been well established. The major difficulties are connected with
sistent allowance for the in-medium renormalizations4,5 and, particularly in nonuniform
systems, for the finite-range and nonlocal effects6 which should be calculated in a reliab
way to elucidate the proper dependence of the effective force on the densityr and its
gradients. At present the pairing gap can not be obtained on a satisfactory level
first-principle approaches with a bareNN interaction. The empirical information gaine
from the studies of laboratory nuclei seems to be indispensable in this respect
presently most successfulsimultaneousdescription of thebulk nuclear properties, such a
2760021-3640/98/68(4)/7/$15.00 © 1998 American Institute of Physics



icle–

ce,
e
s

e

geo-
dii.
airing
ive
e
ase of

den-
adii.

pplied

xact
or the
und
the

tions

ock–
cted

zed
-

-

eans

ren-
state

277JETP Lett., Vol. 68, No. 4, 25 Aug. 1998 Fayans et al.
binding energies and radii, is achieved with phenomenologicalr-dependent forces~e.g.,
Refs. 7 and 8!, and so the density dependence of the effective interaction in the part
hole channel is now fairly well established. In other words, the Hartree–Fock~HF! part
of the energy density functional~EDF! is more or less known, though, as one may noti
considerable effort is still continuing to optimize this part.9 On the same grounds, on
would expect that asimultaneousdescription of thedifferential observables, such a
odd–even effects in masses and radii, would shed light on ther dependence of the
effective interaction in the particle–particle~pp! channel and on the pairing part of th
EDF.

To reveal the form ofD as a function ofr through ther dependence of the
underlying effective pairing force, one should analyze the observed changes of the
metrical characteristics of nuclei, first of all the odd–even staggering in charge ra10

This point may be illustrated by considering how the density changes when the p
gap appears in nuclear matter.11 It turns out that the density is sensitive to the derivat
dD/dx near the saturation pointr'0.16 fm23. A negative slope inD causes a decreas
of r, i.e., an expansion of the system. In finite systems this effect leads to an incre
the radii, as has been confirmed by self-consistent EDF calculations.11–13 Amplified
r-dependent variations ofD in odd systems through suppression of the anomalous
sity by the blocking effect causes an enhancement of the odd–even staggering in r10

Here we present an EDF approach based on the general variational principle a
to the EDF with a fixed energy cutoffec.eF (eF is the Fermi energy!. It involves an
integration in the complex energy plane of the Green’s functions obtained by e
solution of the coordinate-space Gor’kov equations. This technique is appropriate f
correct treatment of the coupling with the particle continuum, especially in weakly bo
nuclei.14 We extend this approach to systems with odd particle number by using
uniform filling approximation. Compared to Refs. 11, 12, and 15, where the calcula
were done mostly in the HF1Bardeen–Cooper–Schrieffer~HF1BCS! framework, the
approach formulated here corresponds to a full treatment of the Hartree–F
Bogoliubov ~HFB! problem and permits direct comparison of the pairing gap extra
from the analysis of nuclear data with nuclear matter calculations.

The energyE of a superfluid nucleus is given by a functional of the generali
density matrixR̂, which contains both a normal componentr̂ and an anomalous compo
nent n̂:

E@R̂#5Ekin@ r̂#1Eint@ r̂,n̂ # , ~1!

whereEkin@ r̂#5Tr(t r̂) , andEint@ r̂,n̂ #5Eint(normal)@ r̂#1Eanom@ r̂,n̂ #. The anomalous en
ergy Eanom is chosen such that it vanishes in the limitn→0. The weak-pairing approxi-
mationuD̄u!eF , which is generally the case for nuclear systems, is assumed. That m
we need to retain only the first-order term;n2 in the anomalous part of the EDF:

Eanom@ r̂,n̂ #5
1

4
~ n̂†F̂ a

pp@ r̂#n̂ ! , ~2!

whereF̂ a
pp is an antisymmetrized effective interaction in the pp channel and the pa

theses imply integration and summation over all variables. To calculate the ground
properties, one can now use the general variational principle with two constraints,
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^HFBuN̂~m!uHFB&[N~m!5N, R̂25R̂ , ~3!

leading to the variational functional of the form

I @R̂#5E@R̂#2mN~m!2TrL̂~R̂2R̂2! , ~4!

whereN is the particle number,m the chemical potential, andL̂ the matrix of Lagrange
parameters~see, e.g., Ref. 16!.

The anomalous energy~2! can be calculated if one knows a solution of the g

equation for the pairing fieldD̂ and the anomalous density matrixn̂. In general, the gap
equation is nonlocal, and its solution~starting, for example, from a realistic bareNN
interaction6,5! poses serious problems. It can be shown that in the case of weak p
uD̄u!eF , the EDF method and the general variational principle can be used wit
effective contact density-dependent pairing interaction. The formal development by
the Green’s function formalism is described in detail in our forthcoming paper.17 Here we
give only a brief account of the main issues.

We introduce an arbitrary cutoffec in energy space, but such thatec.eF , and split
the generalized density matrix into two parts,R̂5R̂c1dcR̂ wheredcR̂ comes from the
integration over energiesueu.ec . The gap equation is renormalized to yield

D̂5
1

2
F a

j n̂c , ~5!

wheren̂c is the cutoff anomalous density matrix, andF a
j is the effective antisymmetrized

pairing interaction in which the contribution coming from the energy regionueu.ec is
included by renormalization.

For homogeneous infinite matter it is shown that the variational functionE2mN

does not change in first order inD̂2 upon variation with respect todcR̂. The total energy
of the system and the chemical potential also remain the same if one imposes the p
number constraint~3! for the cutoff functional. To a good approximation, as was d
cussed in Ref. 17, this should be also valid for finite nuclei.

Such an outcome may be understood by noting that the major pairing effect
developed near the Fermi surface and the pairing energy is defined by a sum conce
near the Fermi surface~see, e.g., Ref. 16!. In infinite matter the pairing energy pe
particle isEpair/N523D2(kF)/8eF . It follows that, with the cutoff EDF, this leading
pairing contribution to the energy of the system is taken into account exactly. Thu
nuclear ground state properties can be described by applying the general varia
principle to minimize the cutoff functional, which has exactly the same form as~4! with
the constraint~3! but with R̂ replaced byR̂c . Recalling now the Hohenberg–Koh
theorem,18 we specify that the EDF can be chosen to be of a local form, i.e., depen
on the normal and anomalous local real densitiesr(r ) and nc(r ). Then the anomalous
energy acquires the simple form

Eanom
c @rc ,nc#5E drnc* ~r !F j~r ;@rc# !nc~r ! . ~6!

This corresponds to the multiplicative gap equation
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D~r !5F j~r ;@rc# !nc~r ! . ~7!

Having found the pairing fieldD(r ) and the mean-field potentialU(r ), we can solve the
Gor’kov equations exactly by using the coordinate-space technique. The gener
Green’s function obtained this way can be integrated over energy up toec to yield both
the normal and anomalous densitiesrc and nc , which are then used to compute th
energy of the system. We stress that our approach does not imply a cutoff of the
since the general variational principle is formulated with a ‘‘cutoff’’ local functional fro
which the ground state characteristics of a superfluid system may be calculated by
the generalized Green’s function expressed through the solutions of the Bogoliubov
tions at the stationary point. To construct the normal and anomalous densities that
in this local functional, only those solutions from the whole set are needed which c
sponds to the eigenenergiesEa of the HFB Hamiltonian, which is a matrix of the firs
variational derivatives of the EDF, up to the cutoffec.eF . In contrast to the BCS-like
methods in which the presence of an unphysical ‘‘particle gas’’ is almost unavoid
the coordinate-space Gor’kov~or HFB! equations14 for finite systems naturally give a
localized wave function with the correct asymptotic behavior for the normal and an
lous densities.19,20

From the Gor’kov equations, after separating angular variables, one gets the fo
ing equation for the generalized radial Green’s functionĝ j l

S e2hjl 1m 2D

2D e1hjl 2m D ĝ j l ~r 1 ,r 2 ;e!5S d~r 12r 2! 0

0 d~r 12r 2!
D , ~8!

wherehjl is the single-quasiparticle HF Hamiltonian in thej l channel. The solution of
this matrix equation can be constructed by using the set of four linearly indepen
solutions which satisfy the homogeneous system obtained from~8! by setting the right-
hand side to zero and which obey the physical boundary conditions.14

The poles~if any! of the generalized Green’s function are determined by the ze
of the generalized Wronskian of the four linearly independent solutions, i.e., from
condition W(e)50, which gives the discrete spectrum of the Bogoliubov quasipar
states. The spectrum is symmetric aboute50. For bound systemsm,0. If the system is
finite one expectsD`50; otherwise the system would be unstable with respect to t
particle emission. It follows then that the spectrum is discrete within the energy re
ueu,umu ~in which caseĝ j l is a real function on the axis Ime50) and continuous if
ueu.umu ~in which caseĝ j l is a complex function!. These features are reflected in t
upper panel of Fig. 1, where the branch cuts are shown by the heavy lines exte
symmetrically to the left and to the right from the points6m, respectively. The case with
only branch cuts and no poles corresponds to a drip-line even nucleus. Integratiĝ j l

along the upper contourC of Fig. 1, one obtains the radial part of the generalized den
matrix for a system with evenN.

For an odd system the contour for integrating the generalized Green’s function
complex energy plane must be modified. Suppose that the addition of an odd p
leads to the appearance of a quasiparticle with energyEa0

in the ground state of the
system and thatEa corresponds to a certain eigenenergy of Eq.~8! and belongs to the
discrete spectrum, i.e.,umu.Ea0

.0 (a05n0 j 0l 0m0 is the usual set of single-particl
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quantum numbers!. As illustrated in Fig. 1,Ea0
is located in the vicinity of the point

e50. Generally,Ea0
is of the order ofD̄, the average matrix element of the pairin

potential on the the Fermi surface. The caseEa0
'2m determines the position of the dri

line for odd nuclei. The lower contour in Fig. 1 clearly illustrates the blocking effect:
presence of the odd particle in the levela0 prevents it from participating in the pairin
correlations, because in this case the ‘‘conjugate’’ levelā0 for an odd system should b
empty. The nucleon separation energiesSn are determined by the position of the pol
close toe50. As is easily understood from Fig. 1, since these separation energie
measured from the continuum thresholde52m, for an odd system one getsSn

odd'2m
2Ea0

, and, for an even system,Sn
even'2m1Eā0

. Thus we haveSn
even2Sn

odd'2Ea0

'2D̄, i.e., the familiar odd–even effect in nuclear masses.

The calculations were performed with the density functional DF3.13 In the anoma-
lous part of the EDF the ‘‘gradient’’ pairing force was used12 ~see Eq.~7!!

F j~x!5C0f j~x!, f j~x!5 f ex
j 1hjxq1 f grad

j r 0
2~¹x!2 , ~9!

whereC05308 MeV•fm23, q52/3, andx5(rn1rp)/2r0 is the isoscalar dimensionles
density. The superscriptj indicates that the interaction corresponds to an energy cutoec

~in our caseec540 MeV while the Fermi energye0F536.6 MeV!.

Typical results obtained for the lead isotope chain are shown in Fig. 2. It is seen
the neutron separation energiesSn are described reasonably well with any set of para
eters giving the ‘‘experimental’’ average gap at the Fermi surface, but the rms ch
radii ^r 2&ch

1/2 and their staggering can be explained only if the pairing force~9! contains
density dependence and if its parameters are taken in a certain ratio. The physics
this is discussed in Ref. 12. The success in the simultaneous description of both o
ables,Sn and ^r 2&ch

1/2, in finite nuclei is due to the gradient term} f grad
j '1. This term

vanishes in infinite uniform matter. Now the sets of the other two deduced param
( f ex

j , hj) can be used to predict the pairing gap in nuclear matter. This can be don
solving the gap equation~7!. The solution is given by

FIG. 1. The contourC in the energy plane for integration of the generalized Green’s function for determi
the generalized density matrix~top: for even nuclei, bottom: for odd nuclei!. The crosses show the positions o
the single-particle poles; the heavy lines represent the branch cuts on the Ime50 axis, where the energy
spectrum is continuous;m is the chemical potential;eF is the Fermi energy;ec is the energy cutoff~see text!.

The positionsa0 and ā0 of the poles for the odd quasiparticle are shown by heavy dots. Note that the
around these poles are traversed in opposite directions.
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D~x!58eF~x!As~x!21

s~x!11
expS s~x!221

2

f j~x!x1/3D , ~10!

with s(x)5A11ec /eF(x) andeF5e0Fx2/3. The obtained pairing gap as a function of th
Fermi momentum~to facilitate the comparison with nuclear matter calculations, e.g.,
5! is shown in Fig. 3. The curve for ‘‘constant’’ pairingf ex

j 520.56 stands by itself with
a positive derivative everywhere. In this case no acceptable description of^r 2&ch

1/2 is
obtained~see Fig. 2!. An interesting observation is that all sets of the deduced param
which give a satisfactory description ofSn and ^r 2&ch

1/2 yield about the same value o
D'3.3 MeV atkF'1.16 fm23 ~at '0.66 of the equilibrium density!. These sets produc
for D(kF) the characteristic bell shape known from the calculations for infinite ma
Our preferred set which gives a slightly better fit compared to others is (f ex

j 521.6,
hj51.10). The corresponding pairing gap, shown by the solid curve in Fig. 3, turn
to be in qualitative agreement with the most recent calculations.5

The formulated approach based on the local energy density functional method
the coordinate-space technique is shown to be quite successful in describing the g
state properties of superfluid finite nuclear systems. The combined analysis of the
ential observables such as neutron separation energies and isotopic shifts in charg
with this approach holds forth the hope of constructing a universal density-depe
effective interaction which would allow one to predict pairing properties both for ex
nuclei very far from stability and for nuclear matter.

FIG. 2. Calculated neutron separation energies~top! and differences of mean squared charge radii~bottom! for
lead isotopes with respect to208Pb as a reference nucleus in comparison with experimental data. All calcula
are done self-consistently using the EDF method with different parameter sets of the pairing force of E~9!.
The gradient strengthf grad

j 51 for all sets except the case of ‘‘constant’’ pairing withf ex
j 520.56.
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Four-photon polarization spectroscopy of water in a
millimeter-wave radiation field

A. F. Bunkin, V. I. Grachev,a) G. A. Lyakhov, and A. A. Nurmatov
Institute of General Physics, Russian Academy of Sciences, 117942 Moscow, Russia

~Submitted 1 July 1998!
Pis’ma Zh. Éksp. Teor. Fiz.68, No. 4, 266–268~25 August 1998!

Resonance~frequency 1.4 cm21) changes induced in the four-photon
optical spectrum of water by a millimeter-wave electromagnetic field
are observed experimentally. Comparison with the spectrum of ice in
the range 0 – 2 cm21 shows that the action of such a field is of a
structure-forming character. ©1998 American Institute of Physics.
@S0021-3640~98!00316-8#

PACS numbers: 33.20.Bx, 39.30.1w

Four-photon polarization spectroscopy~FPPS!1,2 has made it possible to obtai
newer results in the investigation of long-wavelength resonances of liquid water.3,4 A
triplet structure, apparently due to collective quasirotational modes of water molecu
dynamic molecular complexes, has been observed5,6 in the range 10– 100 cm21 by this
method. The existence of a band near 6 cm21, observed previously in neutro
scattering4,8 and probably attributable to vibrations of the proton along the hydro
bond, has been confirmed7 by an optical method. Interference of the Brillouin and Ke
modes has been observed9,10 by FPPS in the region 0 – 1 cm21.

Further investigations9 in the Rayleigh line wing reveal another feature — a clearly
distinguished peak near 1.4 cm21. Its presence in the spectrum of water cannot,
present, be reliably attributed to a definite physical mode. One possibility for ma
progress in the interpretation of this peak is to observe its behavior in response
controllable external influence on a water medium.

The use of a resonance action appears to be most promising. Such an ac
provided, in particular, by electromagnetic radiation at a wavelength of about 7 mm

The experiment was performed on a previously developed setup.5 The master oscil-
lator consisted of a single-frequency YAG:Nd laser, whose radiation after three am
cation cascades was converted to the second harmonic in thermally stabilized
crystals. Radiation at the third harmonic was used for pumping a narrow-band Coum
500~Exciton Inc.! dye laser. The dye laser radiation~tuning range 483–565 nm!, together
with the second-harmonic radiation of the master laser (l5532 nm), served for para
metric excitation of resonances of the medium in the range of frequency detunings
21000 to 2000 cm21, including the region near 0 cm21, which makes it possible, fo
example, to study the low-frequency vibrational and librational resonances, relaxat
anisotropy~Rayleigh line wing!, and the Brillouin lines. Good reproducibility of th
detected four-photon spectra~not worse than 5%! is accomplished by completely auto
2830021-3640/98/68(4)/4/$15.00 © 1998 American Institute of Physics
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mating the process of detecting and performing statistical analysis of the signal as w
by the high spectral and amplitude stability of the laser beams employed, which ma
possible to perform a detailed quantitative comparison of spectra obtained under dif
experimental conditions over a period of several years.

A modification of the serially produced Yav’ generator11 with working wavelengths
7.1 mm (1.4 cm21) and 5.6 mm (1.8 cm21) and power flux density from the radiatin
surface of the generator head of about 10 mW/cm2 was used as the source of th
millimeter-wave radiation. The measurements were performed in twice-distilled d
ized water.

The results of the measurements of the four-photon spectrum of distilled water
absence of an external field as compared with the spectra obtained by simultan
irradiating water ~generator head 1 cm above the free surface of the water! by a
millimeter-wave source show appreciable differences~Fig. 1!. The effect of the millime-
ter wave field is to decrease the intensity of the spectrum near zero frequency by ap
mately 10%. Conversely, the peak at 1.4 cm21 increases by;15%. The entire band
shifts in the direction of positive frequency detunings by a fraction of an inverse c
meter, while the background level~frequencies above 4 cm21) does not change. Signifi
cantly, irradiation of water at 5.6 cm21 does not produce any appreciable changes in
four-photon spectrum. This fact rules out thermal action as the reason for the ch
occurring in the spectrum, confirming that the action is of a resonance character.

We note that for the wavelength 7.1 mm the thickness of the skin layer of water
conductivity s;75 S/m equals about 0.4 mm. Water is opaque to millimeter-wave
diation, and the mechanism of the effect of this radiation on the four-photon op
spectrum, i.e., on the optical parameters of water in the interior of the cell, is nontr
Specifically, it cannot be attributed to a localized mode.

The FPPS of ice provides additional information. The spectrum of ice in this re
~Fig. 2!, obtained by the same method as in Ref. 4, actually shows the same, but
more pronounced, differences from the spectrum of liquid water as those induce

FIG. 1. Four-photon spectrum of water in the absence of an external field (j) and in the presence of irradiation
by a 7.1 mm source (s).
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millimeter-wave irradiation. The intensity of the ice spectrum near zero frequency
creases, while the intensity at 1.4 cm21 increases, and in a manner such that their ratio
reversed:I (1.4 cm21, ice)/I (0, ice).1, while I (1.4 cm21, water)/I (0, water),1.

Comparing the data shown in Figs. 1 and 2 gives, in our opinion, a basis
hypothesing that the action of a millimeter-wave field on liquid water is of a struct
forming character. Being absorbed in the skin layer, millimeter-wave radiation appar
triggers a mechanism of mutual orientation of neighboring water molecules. The fie
partial orientational ordering field that arises in this manner propagates to depths
are much greater than the thickness of the skin layer. Significantly, the correspo
scale of the changes is related to the value of the conductivity. This mechanis
qualitatively reminiscent of the mechanism of orientational ordering in liquid-cry
samples of finite length under prescribed conditions of mechanical treatment of
surface. Of course, in reference to water one can talk only about a dynamic orderin
only with the tetrahedral motifs which are characteristic of water molecules.

We thank V. V. Kolesov~Institute of Radio Engineering and Electronics, Russ
Academy of Sciences, Moscow! for providing the millimeter-wave radiation source an
the materials.

a!e-mail: grant.k2peak@relcom.ru
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Suppression of coherent inelastic Mo ¨ ssbauer scattering
of synchrotron radiation at grazing angles
of incidence

V. A. Belyakova)

L. D. Landau Institute of Theoretical Physics, Russian Academy of Sciences, 117334
Moscow, Russia

~Submitted 30 June 1998!
Pis’ma Zh. Éksp. Teor. Fiz.68, No. 4, 269–274~25 August 1998!

Coherent inelastic Mo¨ssbauer scattering~CIMS! of synchrotron radia-
tion ~SR! by an isotopic interface~a flat interface between two regions
of matter differing in the concentration of the Mo¨ssbauer isotope! at
grazing angles of incidence of the SR beam is investigated theoreti-
cally. The qualitative features of CIMS as compared with conventional
optics at small grazing angles of the SR beam are determined. Specifi-
cally, it is shown that for CIMS by an isotopic interface, instead of the
phenomenon of total external~internal! reflection well known in optics,
total suppression of reflection of the CIMS beam occurs at grazing
angles of the SR beam less than a critical angle, and a maximum of the
transmission and reflection at distinguished CIMS frequencies appears
near the critical angle. ©1998 American Institute of Physics.
@S0021-3640~98!00416-2#

PACS numbers: 76.80.1y, 07.85.Qe, 78.70.Ck

Introduction

In view of recent progress in Mo¨ssbauer spectroscopy using synchrotron radia
~SR! in investigations of phonon spectra of condensed media,1–3 it is of topical interest to
make detailed investigations of the Mo¨ssbauer optics of synchrotron radiation. Coher
inelastic Mössbauer scattering~CIMS! of SR, specifically, forward scattering, which
investigated theoretically in Ref. 4, is of special interest. In Ref. 4 it was shown th
special interest for the Mo¨ssbauer optics of SR is CIMS, in the first stage of which
resonance nuclear absorption of a SR photon — the absorption process is accom
by the emission or absorption of a lattice phonon, while the second stage of the s
ing, i.e., re-emission of the photon, occurs without recoil, specifically, without the
sorption or emission of phonons. This CIMS channel leads to pumping of radiation
a wide SR line into a narrow Mo¨ssbauer emission line.

An isotopic interface~IIF! is a convenient object for investigating Mo¨ssbauer scat-
tering of SR. The point is that for radiation which does not undergo resonance intera
with Mössbauer nuclei this interface simply is not manifested in the optical prope
since the optical characteristics of matter, which are determined by the interacti
2870021-3640/98/68(4)/8/$15.00 © 1998 American Institute of Physics
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radiation with electrons, are identical on both sides of the IIF. An IIF separates sp
regions of matter with different optical characteristics only for a narrow spectral ban
SR near the Mo¨ssbauer transition frequencies, where resonance interaction of the SR
Mössbauer nuclei is significant. In this spectral region, all optical phenomena know
optics for a dielectric interface are manifested in the CIMS. For this reason, the opt
an IIF is of interest for experiments studying the interaction of SR with Mo¨ssbauer
nuclei,5 specifically, Mössbauer filtering of SR, since it makes it possible to eliminate
background due to the interaction of SR with the electrons of the material.

The present letter is devoted to analysis of the optical characteristics of CIMS b
isotopic interface in the region of total external~internal! reflection~TE~I!R!, i.e., in the
region of grazing angles of incidence of the SR beam on the IIF. The emphasis is o
analysis of the CIMS component that corresponds to the resonance nuclear scatte
SR photons, in which process the creation or annihilation of lattice phonons occurs
stage of absorption of the primary photon, while the stage of re-emission of the phot
the nucleus occurs without the participation of phonons. It is shown that the opti
CIMS in the region of grazing angles of incidence of the SR beam is qualitati
different from the conventional optics. In contrast to the latter, in the case of C
suppression of reflection of the CIMS beam as well as suppression of the refracted
beam propagating behind the IIF occur at grazing angles of incidence of the S
addition, the angular regions of suppression of reflection and propagation of the C
beam behind the IIF are not the same in the general case.

Basic equations

Let us consider the CIMS processes occurring as a SR pulse propagates in a
containing nuclei of a Mo¨ssbauer isotope, i.e., nuclear resonance scattering proc
accompanied by the creation or annihilation of lattice phonons. The generation of C
is described by the inhomogeneous Maxwell equation4

2¹3¹3E15c22~e01e1!]2E1 /]t21xNE0~vs ,z!d~z2vgt !, ~1!

wheree0 is the dielectric constant in the absence of the nuclear interaction ande1 is the
correction to it due to the nuclear interaction,xN is the analog of the nonlinear susce
tibility, well known from nonlinear optics,4 vs is the frequency of the SR,vg is the group
velocity of the SR pulse, andz is the coordinate in the direction of propagation of t
pulse, while the electromagnetic field in the sample is represented as a sum o
componentsE5E01E1, whereE0 is the unperturbed SR field andE1 is a perturbation
due to the interaction of the SR with the Mo¨ssbauer nuclei. To solve Eq.~1! we shall
assume that only the process of absorption of the primary SR photon occurs with r
while re-emission of secondary photons by the nuclei occurs without recoil.

To describe the CIMS on an IIF or on a slab bounded by two IIFs, the solutio
Eq. ~1! must satisfy boundary conditions on the IIF or on the two IIFs in the case of a
~see Fig. 1!. Assuming for simplicity that the density of the Mo¨ssbauer isotope on on
side of the IIF equals zero, we shall seek the solution for the CIMS field in the for

Erexp~ ikr•r ! for z.0, e150;

Etexp~ ikt•r ! for z,2L, e150,

Epexp~ ikp•r !1Efexp~ ik–r !1E2rexp~ ik2r•r ! for 0.z.2L, e1Þ0, ~2!
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wherekr andkt are wave vectors of the CIMS photons which are reflected and trans
ted by the slab, respectively;k andk2r are the wave vectors of the transmitted beam
the slab and the beam reflected from the second IIF in the slab;kp is the wave vector in
the particular solution of the inhomogeneous equation~1!; and,Er , Et , Ep , Ef , andE2r

are the amplitudes of the corresponding plane waves.4 The moduli of the wave vectors
are determined by the frequency of the CIMS photons and the dielectric constants4

kr5kt5~v/c!~ee!
1/2, k5k2r5~v/c!~eM !1/2, kp5~v/c!~ee!

21/2, ~3!

whereeM andee are the dielectric constants at the radiation frequencies near Mo¨ssbauer
resonance on the side of the IIF containing the Mo¨ssbauer isotope and on the side of t
IIF which does not contain the Mo¨ssbauer isotope.

Boundary conditions

On account of the boundary conditions on the wave vectors the tangential co
nents of all wave vectors are identical and can be expressed in terms of the grazing
of the SR beam askp cosw0 ~see Fig. 1!.

The boundary conditions on the electric and magnetic fields in the case whe
linear polarization of the waves is orthogonal to the scattering plane yield the follo
system of equations for the wave amplitudes:

Ep1Ef1E2r5Er ,

kpz•Ep1kz•Ef1k2rz•E2r5krz•Er ,

Epexp~ ikpzL !1Efexp~ ikzL !1E2rexp~ ik2rzL !5Etexp~ iktzL !,

kpz•Epexp~ ikpzL !1kz•Efexp~ ikzL !1k2rz•E2rexp~ ik2rzL !5ktz•Etexp~ iktzL !,
~4!

where the indexz labels the normal components of the wave vectors.

Isotopic interface

To describe CIMS by an IIF it is sufficient to use the first pair of equations of
system~4!, setting in it the amplitudeE2r equal to zero. The boundary conditions on t
wave vectors yield~see Fig. 1!

FIG. 1. Illustration of the geometry of CIMS at an isotopic interface.
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cosw15cosw0 /ee , ~5!

for the angle of ‘‘reflection’’ of the ICMS beam and

cosw25~eeeM !21/2cosw0 ~6!

the angle of refractionw2 . We shall consider theses expressions for extremely sm
angles of incidence of the primary SR beam.

Since the denominatoree in expression~5! is less than 1, there always exists
critical value of the grazing anglews of the SR beam such thatw150, i.e., the reflected
CIMS beam propagates along the IIF, while for grazing anglesw0 less than the critical
anglews there is no CIMS beam reflected from the IIF.

Since the denominator (eeeM)1/2 in expression~6! is less than 1, except possibly a
frequencies close to the Mo¨ssbauer resonance frequency, there exists a certain cr
value of the grazing anglewc of the SR beam for whichw250, i.e., the refracted CIMS
beam propagates along the IIF, while for grazing anglesw0 less than the critical valuewc

there is no CIMS beam refracted by the IIF.

From Eqs.~5! and~6! we have for the critical angles for the reflection and refract
of the CIMS beam

cosws5we ; ws5@2~12ee!#
1/25~vp /v!1/2, ~7!

coswc5~eeeM !1/2; wc5~2~12~eeeM !1/2!1/2, ~8!

wherevp is the plasma frequency.

Therefore, in the region of small grazing angles of the SR beam — the region w
in conventional optics corresponds to the ordinary phenomenon of TE~I!R — the behav-
ior of the CIMS is completely different from that of TE~I!R. Specifically, reflection of the
CIMS beam from an IIF is completely suppressed, so that the corresponding reg
angles for CIMS corresponds not to TE~I!R but rather to total suppression of reflectio
~TSR!, and it would be correct to replace the acronym TE~I!R by TSR.

In contrast to ordinary optics, in the case of CIMS the angular regions of TSR
of the absence of a beam penetrating behind the IIF are different, since they are
mined by different conditions~see Fig. 2!. It is important that the existence of the CIM
beam propagating behind the IIF depends on the CIMS frequency. For sufficiently
Mössbauer isotope density, such that in the region of frequencies near the Mo¨ssbauer
resonance frequency the quantity (eeeM)1/2 can reach and exceed 1, there is no criti
angle for the propagation of a CIMS beam at the corresponding frequencies behin
IIF, i.e., for these frequencies a CIMS beam propagates behind the IIF for any ang
incidence of the SR beam. Specifically, the fact that there is a CIMS beam propag
behind an IIF only for some interval of frequencies opens up new possibilities
Mössbauer filtering of SR at grazing angles of incidence of the SR in the transmi
geometry.

Thick slab

The angular distribution of the reflected and transmitted CIMS beams at gra
angles of incidence in the limiting case of a thick slab is a topic of interest. Here the
‘‘thick’’ is understood to be a sample whose thickness is such that the characte
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Mössbauer solutions die out in it because of strong resonance nuclear absorption,
view of the much weaker electronic absorption the intensity of the SR beam has n
decreased strongly. In this case the reflected CIMS beam at the entrance surface
slab for angles of incidencew0.ws is described by the formulas for an IIF which follow
from Eq. ~4!:

Er5Ep~@eM /ee2~cosw0 /ee!
2#1/22sinw0 /ee!/~@12~cosw0 /ee!

2#1/2

1@eM /ee2~cosw0 /ee!
2#1/2!. ~9!

We have for the amplitude of the CIMS beam transmitted through the exit sur

exp~ iktzL !Et5Ep@~@eM /ee2~cosw0 /ee!
2#1/2

1sinw0 /ee!/~@12~cosw0 /ee!
2#1/21@wM /ee2~cosw0 /ee!

2#1/2!.

~10!

It follows from Eqs.~9! and ~10! that for w0.ws sharp maxima of the intensity of th
reflected CIMS beam and the CIMS beam transmitted through the slab~see below Figs.
3 and 4! appear in direct proximity to the anglews . We note that a similar maximum wa
observed in the angular distribution of the reflected beam in an experiment on Mo¨ssbauer
filtering of SR.6 A satisfactory interpretation of this maximum has never been found

Computational results

We shall illustrate the qualitative analysis, performed above, of the TSR phe
enon by the results of numerical calculations. The parameters employed in the ca
tions approximately correspond to the case of the interaction of SR with an IIF w
highly 57Fe-enriched iron sample. The corresponding Mo¨ssbauer transition energy equa
14.4 keV. The following values of the other parameters were used in the calcula
Re(12ee)51025, Im(12ee)5231027, max Re(eM21)510 Re(12ee).

Figure 2 shows the computed spectral dependence of the critical anglewc for re-
fraction. The figure shows that for CIMS frequency below the resonance frequency
exists a range of frequencies where the critical angle equals zero, while immed

FIG. 2. Computed frequency dependence of the critical anglewc of refraction~radians!: The horizontal line
corresponds tows .
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above the resonance frequency there exists approximately the same interval of fre
cies where the critical angle for refraction is appreciably greater than the critical ang
reflection. In addition, the difference of the corresponding angles reaches values
order of 3 mrad, i.e., fully amenable to experimental observation.

Figures 3 and 4 show the computed angular dependences of the amplitudes
transmitted and reflected CIMS waves~for a thick sample! for several values of the CIMS
frequency. The curves presented demonstrate that the maxima of the intensity
transmitted and reflected CIMS beams are reached for angles of incidence of th
beam near the critical angle in reflectionws , that the value of the maximum depend
strongly on the frequency, and that the intensity in the forward CIMS beam is m
higher than in the reflected beam.

The computed spectral distribution of the amplitude of the CIMS beam which
passed through a thick slab is shown in Fig. 5 for three values of the angle of incid
of the SR beam. The figure demonstrates the phenomenon of Mo¨ssbauer filtering of SR

FIG. 3. Computed angular dependence of the amplitude~arbitrary units! of a CIMS beam transmitted through
a thick slab for CIMS frequenciesDv/G equal to22 ~curve1!, 25 ~curve2!, 0 ~curve3!, 210 ~curve4!.

FIG. 4. Angular dependence of the amplitude~arbitrary units! of the CIMS beam reflected from an isotop
interface for CIMS frequenciesDv/G equal to22 ~curve1!, 25 ~curve2!, 0 ~curve3!, 210 ~curve4!, 10
~curve5!.
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with a displacement of the maximum of the CIMS distribution from the resonance
quency by several energy widths of the Mo¨ssbauer line into the region of the frequen
of phase synchronism,4 where the amplitude of the CIMS wave reaches a substa
maximum.

Conclusions

The foregoing analysis of the suppression of the reflection of CIMS beam for g
ing angles of incidence demonstrates that this phenomenon is accessible to exper
observation, since the corresponding angular intervals can be easily resolved expe
tally. Moreover, the CIMS maxima observed in reflection and especially in transmis
could be of interest for Mo¨ssbauer filtering of SR. We note that for a sample in the fo
of a slab and for grazing angles of the SR beam less than the critical angle in refle
i.e., w0,ws , there is no CIMS beam transmitted through the slab. However, if
sample is made in the form of a wedge whose angle is greater than the critical an
reflectionws , then a CIMS beam emerging from the sample does exist right down to
grazing anglew0 of the SR beam for the distinguished CIMS frequencies~see Fig. 2!.
This opens up additional possibilities for Mo¨ssbauer filtering of SR.

The phenomenon studied above occurs not only for IIF but also for a sample p
in vacuum. The difference consists in the fact that now a nonresonance reflection
SR beam occurs at the boundaries for all frequencies represented in the beam
reflection is a source of background. Moreover, the expression for the critical ang
reflection of a CIMS beam changes form~for a slab in vacuum cosws5ee

1/2): here
ws5(12ee

1/2)1/25vp /v and is now equal to the critical angle of TE~I!R for a SR beam
at the sample–vacuum interface without regard to Mo¨ssbauer scattering.

I thank S. V. Semenov for a discussion of the subject of this work. This work
supported by Russian Fund for Fundamental Research Grant 96-02-18812 and a
from the Russian State Scientific Program Fundamental Metrology, Project ‘‘Synchr
Radiation.’’

FIG. 5. Computed frequency dependence of the amplitude~arbitrary units! of the CIMS beam transmitted
through a thick slab enriched with a Mo¨ssbauer isotope, for several values of the grazing angle of the SR b
near the critical angle of reflection~curve1 — w051.01ws ; 2 — w051.1ws ; 3 — w051.5ws).
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On the ferromagnetism of high-spin states

R. O. Za tsev
Kurchatov Institute Russian Science Center, 123182 Moscow, Russia
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It is established on the basis of the idea of strong interaction within the
unit cell that ferromagnetic instability is possible in a system with
hopping betweend-electron states of atoms that are in high-spin states
and form a bcc lattice. The phase diagram of the existence of ferromag-
netic ordering as a function of the degree of filling of thed shell is
constructed. ©1998 American Institute of Physics.
@S0021-3640~98!00516-7#

PACS numbers: 75.10.Jm, 75.30.Cr

A strong intra-atomic electron–electron interaction causes a large increase
spin part of the magnetic susceptibility. However, an attempt to explain the appeara
ferromagnetism in iron and cobalt on the basis of the Stoner theory leads to contrad
results involving large noninteger values of the saturation magnetic moment.1 In the
present letter the possibility of ferromagnetism arising in iron is analyzed on the ba
the assumption that high-spin hole stateseg

2t2g (S53/2) which resonate with two-hole
stateseg

2 (S51) are realized.

We study the simplest model of electronic transitions to a neighboring atom in a
lattice with no change in spin projection, so that the interaction Hamiltonian is d
mined by a single hopping integralt.

Since the Hubbard energy is the largest energy parameter, we will assume it
infinite.

The equations for the variationsdnN
s of the N-particle occupation numbers, wher

s51,2,. . . , m are the numbers of theN-particle states of lowest energy, can be obtain
from the general equation for the averages ofT-products of the annihilation operatorân

times a linear combination ofm conjugateX operators with arbitrary coefficientsbs :

ân5(
s51

m

gsX̂a
~N21,N~s!! , (

s
gsbsnN

~s!5T(
s,k

gkbs(
v,p

Gv
k,s~p! f s exp~ ivd!. ~1!

Heregk are prescribed genealogical coefficients,d is a positive infinitesimal, andGv
k,s(p)

are the Fourier components of the single-particle Green’s function, which in the
loop approximation is given in terms of its inverse matrix. For a bcc crystal in negle
hybridization it can be written as2

Ĝv
k,s~p!5@dk,s~ iv2Ss1m1sH !2 f kgktpgs#

21. ~2!
2950021-3640/98/68(4)/6/$15.00 © 1998 American Institute of Physics
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In the particular case of transitions between high-spin states, it is convenient to re
the indicess by the numbers of the levels of the Zeeman multipletsSz , split by a weak
magnetic fielddH.

It is evident that the variations of the occupation numbers of individual compon
of a multiplet are related with one another by the very simple relation3

dn~Sz!'d~n0 exp~wSzH !!5wn0SzdHn~Sz!, Sz52S,2S11, . . . ,S.

Hence we obtain relations which depend on neither the gyromagnetic factorw nor the
‘‘zeroth’’ occupation numbersn0 :

dn~ks!5kdn~s!, s561; k50,61,62, . . . ,6S ~3a!

for integer values of the total spinS and

dn~~k11/2!s!5~2k11!dn~s/2!, s561; k50,61,62, . . . ,6~S21/2! ~3b!

for half-integer values of the total spinS.

We shall now establish a relation between the variations of the different high
multiplets formed by particles the number of which is different from 1. We con
ourselves to the zero-loop approximation~Hubbard I approximation2!, where all of the
self-energy partsS in the definition~2! are assumed to be constant and are simply ad
to the chemical potential.

Let us assume first that the coefficientsbs satisfy the orthogonality conditions
(sgsbs50. As a result of varying the occupation numbers with respect to the magn
of the external field and taking the limitH→0, we obtain relations which do not depen
explicitly on the magnitude of the applied external field:

(
k51

m

gkbkdnN
k 5

T

g2(k,n
(
v,p

gsgnGv
s,n~p!exp~ ivd!(

k
gkbkd f N

k 5K0(
k

gkbkd f N
k .

~4!

Here K0 is the average value of the virtual Green’s function~2!, calculated in a zero
external magnetic field, andf N

k are the so-called terminal factors, equal to the sum of
occupation numbers corresponding to the prescribed transition between individua
tiplets. Correspondingly, forN52S and integer-valued spinS we have3,4

ugku5A~S1k!/2S, d f N
k 5dnN

~ks!1dnN21
~~k21/2!s! , ~5a!

wherek512S, 22S, . . . , S. Substituting this definition into Eq.~4! and using relation
~3a! together with the orthogonality condition, we obtain

~12K0!dn2S
~s!52K0dn2S21

~s/2! . ~6a!

However, ifN52S but the total spin is half-integer, then we rewrite Eq.~4! in terms of
the occupation numbersdnN

((k11/2)s) , the genealogical coefficientsgk , and the terminal
factors:

ugku5A~S1k11/2!/2S, d f N
k 5dnN

~~k11/2!s!1dnN21
~ks! , ~5b!

wherek52S11/2, 2S13/2, . . . ., S21/2. Substituting into Eq.~4! and summing over
the integer values ofk from 2S11/2 to S11/2, we find a relation similar to~6a!:
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2~12K0!dn2S
~s/2!5K0dn2S21

~s! . ~6b!

Relations~3! and~5! make it possible to express all variations in terms of one another
substitute them into the equation of state, which we obtain from Eq.~1! with the condi-
tion bs5gs :

(
s51

m

gs
2dnN

~s!5T(
s,k

gsgk(
v,p

d$Gv
s,k~p! f k%exp~ ivd!

5~K01g2f D1!(
k

gk
2d f N

~k!2g2f 0sD0dH. ~7!

Here all coefficients are calculated at zero magnetic field and are expressed in te
the integrals of the Fermi functionnF(e) and its derivativenF8 (e):

K05(
p

nF~j~p!!; Dn5(
p

tn~p!nF8 ~j~p!!; j~p!5g2f t~p!2m. ~8!

The chemical potentialm is given forH50 in terms of the total number ofns andnd

states, which is determined by the condition of electrical neutrality for each trans
group element:

nd5@nd#1 f R[nd] 11K0 , hd5@hd#1 f R[hd] 11K0 . ~9!

Here the brackets denote the integer part of the average number of particles (nd) or holes
(hd5102nd) in an incompletely filledd shell. The terminal factorsf in zero field and all
the coefficients are given for each integer interval of variation of the variablesnd or hd

and are summarized in Table I~HSS denotes high spin states!.

The final equation for finding the magnetic susceptibility can be obtained by su
tuting into Eq.~7! all the variations for all possible values of the spin projection — fro
Eq. ~6a! or ~6b!. Ultimately, the condition that the magnetic susceptibility is posit
assumes the very simple form

K0~12K0!.g2f D1~gd1K0!. ~10!

TABLE I.

Interval f g2 S[nd] R[nd] 11 gd HSS Ferro (nd,n* )

1,nd,2 (42nd)/18 3 1/2 9 1/3 t2g
2 1,nd,1.24

2,nd,3 (5nd26)/36 2 1 4 2/3 t2g
3 2,nd,2.15

3,nd,4 (1423nd)/20 5/2 3/2 10 1 t2g
3 eg 3,nd,3.55

4,nd,5 (2nd25)/30 3 2 6 4/3 t2g
3 eg

2 4,nd,4.25

Interval g2 S[hd] R[hd] 11 gd HSS Ferro (hd,h* )

4,hd,5 (3hd210)/30 3 2 6 4/3 t2g
3 eg

2 4,hd,4.18
3,hd,4 (82hd)/60 5 3/2 15 1 t2g

2 eg
2 3,hd,3.38

2,hd,3 (1023hd)/12 2 1 12 2/3 t2geg
2 2,hd,2.61

1,hd,2 (21hd)/12 3/2 1/2 3 1/3 eg
2 1,hd,1.14
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In this relation the dimensionless quantitygd can be expressed in terms of the squa
genealogical coefficientsgk

2 . In the case of a transition between a high-spin state wi
lower N and half-integer spinS (N2152S852S21) and one with a higherN and
integer spin (N52S) we have

gd5g22 (
k52S11

S

~2k21!gk
2 , g25 (

k52S11

S

gk
2 . ~11a!

For transitions between high-spin states with smallerN and integer spinN2152S8
52S21 and largerN and half-integer spinN52S

gd5g22 (
k52S11/2

S21/2

2kgk
2 , g25 (

k52S11/2

S21/2

gk
2 . ~11b!

Specific values ofg2 andgd are presented in Table I.

In studying the single-loop self-energy diagrams, it is sufficient to calculate
individual loops and then sum them taking into account the commutation rules dete
ing the nonzero vertex parts of the kinematic interaction.3 In the simplest model withou
hybridization we have only diagonal self-energy parts. For the most important ca
,hd,3, pertaining toa iron, we have

S1
~s!52W1

~s!13W3
~2s! , S2

~s!52W2
~s!13W2

~2s!2W3
~2s! ,

S3
~s!53W1

~2s!2W2
~2s!12W3

~s! . ~12!

Here

Ws
~s!5T (

k,v,p
tp
s,kGv

k,s~p!

is the sum of products of matrix elements of the transition matrixgst(p)gk by elements
of the virtual Green’s function matrix~2! pertaining to a given spin projection.

It is obvious that in the absence of a field the integralsWk
(s) differ only by factors:

Wk
(s)(0)5gk

2n, so that in this approximation the inclusion of the self-energy parts
duces to a change of the chemical potential.

The next problem is to calculate the correctionsdSk , which are proportional to the
first power of the magnetic field.

The equation relating the variations of the occupation numbers now also con
variations of the self-energy parts. Thus, forg3b35g1b1 , g2b2522g1b1 , we have
instead of Eq.~3b! the expression

~12K0!~dnIII
~3/2!23dnIII

~1/2!!5A~m!~dS122dS21dS3!. ~13!

Settingb250, g3b352g1b1 , we have

~12K0!~dnIII
~3/2!1dnIII

~1/2!!22K0dnII5A~m!~dS12dS3!. ~14!

Here

A~m!5(
p

nF~jp!2nF~2m!

g2tp

.
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Variations of the terminal factors can be expressed by means of the general relation~5a!
and ~5b! in terms of variations of the occupation numbers.

The variationdG of the virtual Green’s function acquires new terms:

g1
2dnIII

~3s/2!1g2
2dnIII

~s/2!1g3
2dnIII

~2s/2!5K0 (
k51,2,3

gk
2d f k

~s!1 f (
k51,2,3

gk
2dSk

~s!D0

1g2f (
k51,2,3

gk
2d f k

~s!D12g2f sdHD0 . ~15!

We obtain three additional equations fordSk directly from their definition in terms of the
integrals of the Green’s function~11!, which corresponds to the one-loop approximatio

dSk
~s!52dSk

~2s!52@Fk,n
~0!2Dk,n

~1!#dSn
~s!1g2Dk,n

~2!d f n
~s!2sdHRkD1 . ~16!

The matrices

D̂ ~n!5(
p

tp
nnF8 ~jp!Û

differ in the temperature factor and are proportional to the same matrixÛn,m

5Rngm /g2, which can be expressed in terms of the numerical values of the matŜ
constructed in accordance with the definition~12! of the self-energy matrix:

Ŝ5S 2g1
252; 0; 23g3

2521

0; 2g2
2522/3; g3

251/3

23g1
2523; g2

252/3; 2g3
252/3

D , Rk5(
n

Sk,n5S 1,2
1

3
,2

5

3D .

~17!

The matrixÛ can be represented in the form of products

Uk,n5Rkgn /g25(
m

Sk,mgn /g2, g25(
k

gk
252. ~18!

The operatorF̂ (0)5Q(m)Ŵ, whereQ(m)5@K02nF(2m)#/ f g2. In the matrixŴ
the elements of each row sum to zero:

Wn,m5Un,m2Sn,m5(
p

Sn,pgm /g22Sn,m . ~19!

As a result, we obtain an equation for determining the limit of ferromagnetic st
ity:

Q51 or h
*
* 58/3; ~20a!

$3K0~12K0!22 f D1~213K0!%$9~112Q!1D1~2116Q!%

52D2$ f D0~213K0!~126Q!220A~m!%. ~20b!

The region of ferromagnetic instability (14/5.hd.8/3), obtained according to the con
dition ~20a!, exists completely independently of the region 2,hd,h , obtained from
*
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the solution of Eq.~20b!. Sinceh* ,8/3, the ferromagnetic instability corresponding
the solution of Eq.~20b! that adjoins the approximate solution of Eq.~10! is examined
below.

The calculations of the points of critical densityn* andh* , below which ferromag-
netic instability arises atT50, were performed in a model of semielliptic initial densi
of states in the variabletp ~see Table I!. On the basis of the criterion~10!, ferromagnetic
instability was observed inside each integer interval of variation of thed-electron density,
where electrons~or holes! resonate between high-spin states~see Table I!. Exceptions are
regions of low particle densitynd,1 and hole densityhd5102nd,1, where the system
resonates between empty and single-particle or single-hole states. The appeara
separate regions of ferromagnetic instability is due to the possibility of a change i
sign of the scattering amplitude for Fermi excitations with opposite spins.

Of greatest interest for comparing with experiment is the electronic interval 7,nd

,8, which corresponds to ferromagnetica iron, which possesses a bcc lattice. In the h
representation 2,hd,3, so that here the two-holeeg

2 and three-holeeg
2tg states resonate

For the simplest model of a semielliptic band, we find the following region
existence of a ferromagnetic instability: 2,hd,2.61 in the zero-loop approximation an
2,hd,2.52 in the one-loop approximation.

The observed value of the saturation magnetic moment'2.2mB corresponds to a
density value located inside the ferromagnetic region.

This work was supported by the Russian Fund for Fundamental Research an
carried out under an agreement with Project 98-02-17388.
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A study is made of the temperature and field dependences of the aniso-
tropic magnetization of a quasi-one-dimensional charge-density-wave
conductor — the blue bronze K0.3MoO3. Nonlinearity of the magneti-
zation curves is observed at temperatures below 100 K. The tempera-
ture and field dependences of the magnetic moment show the effect to
be of a collective nature. ©1998 American Institute of Physics.
@S0021-3640~98!00616-1#

PACS numbers: 75.45.1j, 71.45.Lr, 75.60.Ej

Questions concerning macroscopic quantum phenomena in charge-density
~CDWs! have been drawing increased interest in recent years. Although the possibi
observing such effects has been discussed for more than 20 years,1–5 only comparatively
recently has it been possible to show experimentally that they actually can be obser
quasi-one-dimensional CDW conductors.6,7 For example, the observation of oscillation
of the nonlinear conductivity in a magnetic field in NbSe3 samples with columnar defect
was reported in Ref. 7. It is believed that this effect is an analog of the Aharonov–B
effect for collective conductivity due to the motion of a CDW.2–5,7,8The existence of the
Aharonov–Bohm effect raises the question of the possibility of observing persi
currents in systems with CDWs.3,5 The objective of our investigation was to sear
experimentally for the contribution of persistent currents to the magnetization of a q
one-dimensional CDW conductor. Unfortunately, the most direct methods~studying the
magnetization of a ring consisting of a quasi-one-dimensional conductor or a sampl
columnar defects! are not easily accessible because of the lack of an appropriate
nology for producing ring structures and also because of the need to perform me
ments in high magnetic fields (.100 kOe) when studying samples with columnar d
fects. Nonetheless, since a CDW is not uniform because of the random nature
distribution of pinning centers and can contain topological defects~dislocations, solitons!,
3010021-3640/98/68(4)/6/$15.00 © 1998 American Institute of Physics
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one expects3,9 that a persistent-current contribution to the magnetization should exis
quasi-one-dimensional conductors of arbitrary shapes and sizes.b! In the present work we
performed precise investigations of the dependence of the magnetizationm of K0.3MoO3

single crystals on the temperature, magnetic field intensity, magnetic field orient
relative to the crystal lattice, and the dimensions of the samples.

K0.3MoO3 was chosen as the object of investigation because this quasi
dimensional conductor has been studied comparatively well10 and is readily available in
the form of large crystals. K0.3MoO3 is highly anisotropic,10,11 possesses a monoclini
unit cell, and consists of metallic chains oriented in the direction of the monoclinicb axis,
which is the direction of highest conductivity. The chains consist of MoO6 octahedra,
which are arranged in layers parallel to the~2̄01! plane of the reciprocal lattice. At a
temperatureTP5182 K it passes into the Peierls state with the formation of an inc
mensurate CDW with a temperature-dependent period somewhat greater than 4b. Van-
ishing of the Fermi surface as a result of the formation of a CDW decreases the elec
contribution to the magnetic susceptibility, the decrease being observed in the form
step in the temperature dependencex(T).11

The magnetization was measured with a SQUID magnetometer12 in stationary mag-
netic fieldsH up to 9 kOe in the temperature range 4.2 K<T<300 K. Samples with
typical dimensions 23232 mm were cut from comparatively large single crysta
K0.3MoO3 cleaves easily along the MoO6 layers, and for this reason one face of t
samples was parallel to the~2̄01! plane. The measurements were performed with fi
orientations parallel to the chains, perpendicular to the planes, and also parallel
planes but perpendicular to the chains. Several single crystals demonstrating qualit
identical behavior were investigated.

The field dependence of the magnetization is linear in the metallic state at tem
turesT.TP . In the CDW state at temperaturesT,100 K we observe both linear an
nonlinearm(H). Figure 1 shows typical magnetization curves in a field applied perp

FIG. 1. Magnetization curves for a K0.3MoO3 crystal in a field perpendicular to the MoO6 layers in the absence
(n) and presence (s) of nonlinear magnetization. The slope of the dashed straight line corresponds t
susceptibility measured atT54.24 K ~Fig. 3!.
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dicular to the planes. Immediately after cooling in zero field a linear magnetization
observed in the sample. The strong nonlinearity ofm(H), as a rule, arising abruptly afte
some time has passed, was later reproducible. Similar behavior was observed for a
orientations,c! and for most single crystals the nonlinear magnetization was obse
more often than linear magnetization. As one can see from the figure, the slopes
curves are virtually identical forH.4 kOe. Therefore a nonlinear contribution to th
magnetization, saturating in high fields, arises in the sample together with a linear
tribution.

Figure 2 displays the form of the nonlinear contributiondm(H) obtained after the
linear part of the susceptibility is subtracted out. Comparing the curves for different
orientations~Fig. 2a! shows that the nonlinear contribution is anisotropic. In a fi
Hi(2̄01),'b, the dependencedm(H) exhibits pronounced hysteresis and an accom
nying nonzero magnetization in zero field. The accuracy of our experiment did not
it possible to determine unequivocally the presence or absence of hysteresis for
orientations, but a remanent magnetization of very low amplitude was detected for
also. We note that the field in whichdm(H) saturates and the magnitude of the saturat
magnetization are virtually independent of temperature~Fig. 2b!.

We studied the temperature behavior of the magnetization. Figure 3 show
typical dependencesm(T)/H in a 8.5 kOe field. In the absence of a nonlinear contrib
tion, the curves correspond to temperature dependences of the anisotropic magne
ceptibility x(T) that agree with published data.11 At low temperatures the dependenc
containing a nonlinear contribution differ from the correspondingx(T) curves by an
approximately constant amount. This confirms the weak temperature-dependence
saturated nonlinear magnetization~Fig. 2b!, at least at temperaturesT&100 K.

To determine the influence the surface and the dimensions of the sample, w
formed measurements of the magnetization of powder prepared from a portion o
single crystal. It was found that at low temperatures it also consists of linear and no

FIG. 2. Nonlinear contribution of the magnetization of a K0.3MoO3 single crystal~a! for different field orien-
tations atT54.2 K and~b! in a field perpendicular to the MoO6 layers at different temperatures. The unfille
and cross-filled symbols in part a correspond to the initial introduction and withdrawal, respectively,
magnetic field.
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ear contributions. At temperaturesT.50 K the magnitude of the linear contributio
corresponded approximately to the orientation-averaged linear magnetization o
single crystal. AtT,20 K the linear contribution demonstrated close-to-Curie temp
ture behavior. AtT54.2 and 61 K the nonlinear contribution saturated in fields of 2 k
and 4 kOe, respectively, and it had amplitudes of 1962 and 1561 mG/~mole Mo!.

The results presented above show that the low-temperature magnetizati
K0.3MoO3 contains a contribution that is nonlinear in the field and does not depend o
ratio of the volume to surface area, so that it must reflect the bulk properties o
samples. The nonlinearity of the magnetization was noted earlier11 in investigations of the
susceptibility of K0.3MoO3 and was attributed to ferromagnetic contamination. Althou
we observed ferromagnetic contamination of some samples, their behavior is dif
from that described above. For contaminated samples a substantial nonlinear mag
tion is present both above and below the Peierls transition temperature, and abo
transitionm(T)/H is greater than the known values of the susceptibility.

Let us analyze the possible origin ofdm. The possibility of abrupt onset of a
nonlinear contribution shows that the effect is associated with the electronic super
ture. At the same time, it is unlikely to be associated with persistent currents.
contribution of persistent currents of CDWs or normal electrons9 to the magnetization
should be of an oscillatory character with periodDH5F0/2S' , whereF0 is the mag-
netic flux quantum andS' is the projection of the area of a closed trajectory of t
carriers on a plane orthogonal to the direction of the magnetic field. When the varian
the forms and orientations of the trajectories is taken into account, the trajectory-ave
contribution should have a maximum atH;F0^1/S'& and should vanish forH
@F0^1/S'&, which does not correspond to the behavior ofdm(H) ~Fig. 2a!.

For every ten Mo ions there are three 4d electrons which are not bound by oxyge
orbitals, so that the nonlinear magnetization may reflect the onset of correlations

FIG. 3. Temperature dependencesm(T)/H. The triangles correspond to the anisotropic susceptibility o
K0.3MoO3 single crystal in the absence of nonlinear magnetization. All other symbols reflect the tempe
behavior of the magnetization including a nonlinear contribution. The continuous curves show thex(T) curves
published in Ref. 11; solid curve — Johnston, dashed curve — Kwoket al., dotted curve — Morris and Wold.



sity
Mo

e

eta-
W in
he

nce of
g
der the
nces,
t low
n sig-
fer a

hole,
arising
For

acter-
y

. In
ation is
n in a
nergy

nd the

tween
gth in

o-
via a
rther
r that

w the

nals.

305JETP Lett., Vol. 68, No. 4, 25 Aug. 1998 Eremenko et al.
electronic structure with the formation of antiferromagnetic ordering or spin-den
waves.13 Such an explanation is at variance with the low value of the moment per
ion, m;231025mB (mB is the Bohr magneton!, which is three orders of magnitud
smaller than the moments characteristic for spin-density waves14 or uniaxial
antiferromagnets.15

We attribute the abrupt onset of nonlinear magnetization to the relaxation of m
stable states of CDWs. As is well known, the magnitude of the wave vector of a CD
K0.3MoO3 is temperature-dependent.16 The change produced in the wave vector by t
phase slip of CDWs is accompanied by the overcoming of energy barriers;103 K which
depend on the magnitude of the deviation from equilibrium and lead to the appeara
long-lived metastable states.17 The pinning of CDWs is an additional factor promotin
the formation of metastable states. Relaxation of metastable states can arise un
action of vibrations, electromagnetic pulses, and other poorly controllable influe
which apparently occurs when the samples are allowed to stand for a long time a
temperature. The hysteresis of the field dependence of the nonlinear magnetizatio
nifies that the interaction with the magnetic field provides sufficient energy to trans
portion of the CDW into a new long-lived metastable state.

The CDW itself, interpreted as being due to singlet pairing of an electron and a
does not possess magnetic properties, but charge and spin density oscillations
around pinning centers13 can give rise to a magnetic moment at pinning centers.
typical atomic impurity density;1023, in our samples there is a momentm;1022mB

for each pinning center, corresponding in order of magnitude to the moment char
istic for the period of a spin-density wave.13,14 This value of the moment is a ver
reasonable estimate for the spin polarization arising around a pinning center.

The form obtained fordm(H) attests to a correlated state of magnetic moments
the case of independent moments the experimentally observed remanent magnetiz
absent because of the thermal disorientation of the moments. Moreover, saturatio
system of independent moments is observed when the moment–field interaction e
becomes of the order of the thermal energy. For the measured saturation field a
momentm estimated above, the interaction energy is;1023 K !T, so that saturation
should not occur in such weak fields.

We note that the average distance between pinning centers and therefore be
moments also is of the order of tens of lattice periods. The phase correlation len
K0.3MoO3 ~not less than 1000 Å16! is much greater than the distance between the m
ments. It has not been ruled out that the interaction of the magnetic moments
coherent CDW is responsible for the onset of a correlation of the moments. Fu
investigations are required in order to determine the structure of the magnetic orde
arises and the mechanism of interaction of the moments.

In summary, the low-temperature magnetic susceptibility of K0.3MoO3 is a nonlinear
function of the magnetic field and exhibits hysteresis. The results obtained sho
effect to be of a collective nature.

We thank R. E. Thorne for providing the K0.3MoO3 single crystals and K. V.
Klement’ev for developing the program for processing SQUID magnetometer sig
This work was supported by the Russian Fund for Fundamental Research~Grant No.
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98-02-16667! and the International Science and Technology Program ‘‘Physics of S
State Nanostructures’’~Grant No. 97-1052!.

a!e-mail: serzz@mail.cplire.ru
b!It can be expected that at sufficiently low temperatures the motion of electrons along the centers

dislocation loops of CDWs with metallization of the cores9 will give rise to persistent currents.
c!For the orientationHib the linear magnetization is paramagnetic, while forHi(2̄01),'b, the susceptibility is
close to zero~see Fig. 3 below!.
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Phys. JETP70, 336 ~1990!#.

4A. S. Rozhavski�, Fiz. Nizk. Temp.22, 462 ~1996! @Low Temp. Phys.22, 360 ~1996!.
5M. F. Visscher, B. Rejaei, and G. E. W. Bauer, Europhys. Lett.36, 613 ~1996!.
6S. V. Zaitsev-Zotov, Phys. Rev. Lett.71, 605 ~1993!; S. V. Zaitsev-Zotov, G. Remenyi, and P. Moncea
Phys. Rev. B56, 6388~1997!.

7Yu. I. Latyshev, O. Laborde, P. Monceau, and S. Klaumu¨nzer, Phys. Rev. Lett.78, 919 ~1997!.
8A. A. Zvyagin and I. V. Krive, Fiz. Nizk. Temp.21, 697 ~1995! @Low Temp. Phys.21, 533 ~1995!#.
9S. N. Artemenko and F. Gleisberg, Phys. Rev. Lett.75, 497 ~1995!.

10J. Dumas and C. Schlenker, Int. J. Mod. Phys. B7, 4045~1993!.
11L. F. Schneemeyer, F. J. DiSalvo, R. M. Fleming, and J. V. Waszczak, J. Solid State Chem.54, 358 ~1984!;

D. C. Johnston, Phys. Rev. Lett.52, 2049~1984!; R. S. Kwok, G. Gru¨ner, and S. E. Brown, Phys. Rev. Let
65, 365 ~1990!; B. L. Morris and A. Wold, Rev. Sci. Instrum.39, 1937~1968!.

12V. N. Trofimov, Cryogenics32, 513 ~1992!.
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Effect of optical radiation on magnetic resonance
in Fe/Si/Fe trilayer films
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A photoinduced change in the magnetic resonance parameters is ob-
served in trilayer films of the system Fe/Si/Fe. The shifts of the reso-
nance field and the character of the interlayer interaction are investi-
gated as functions of the temperature, illumination of the films, and
thickness of the silicon interlayer. It is found that at low temperatures
the photoinduced contribution to the exchange interaction constant be-
tween the iron layers is antiferromagnetic. ©1998 American Institute
of Physics.@S0021-3640~98!00716-6#

PACS numbers: 75.70.Cn, 76.50.1g

The production of multilayer magnetic films has opened up wide prospects
developing magnetic materials with prescribed properties. Varying the chemical co
nents and thicknesses and the manner of stacking of the components sometimes
unexpected effects. In multilayer metal films with a nonmagnetic interlayer the m
features are giant magnetoresistance and an exchange parameter which oscillat
function of the thickness of the nonmagnetic interlayer.1 The characteristic period of th
spatial variations for these films is 10–20 Å, and the magnitude of the oscilla
depends on the interlayer material, i.e., essentially, on the characteristic features
conduction-electron density-of-states function. The diversity of observed effects i
riched even more by using combined methods of acting on the material. In this resp
is very tempting to study systems with a semiconductor interlayer, since here the ch
carrier density can be controlled by varying the temperature or by implanting dopan
by optical irradiation.

In the present letter we report the results of investigations of the change produc
the magnetic state in the Fe/Si/Fe film system by optical irradiation, as detecte
electron magnetic resonance.

Fe/Si/Fe trilayer films were obtained by molecular-beam epitaxy on the An
apparatus, modified for depositing magnetic materials.2 Four samples with different sili-
con interlayer thicknessestSi were prepared in one deposition cycle. In all the expe
mental samples the iron layer was 50 Å thick. The thicknesses were monitored w
quartz meter for measuring thickness and rate of film growth. In each deposition
3070021-3640/98/68(4)/5/$15.00 © 1998 American Institute of Physics
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one reference film with iron thicknesstFe5100 Å was prepared. All these films were al
compared with one another in respect to the microwave absorption intensity fo
purpose of determining the difference in the mass of the magnetically active ma
According to the magnetic resonance parameters, the best films were obtained on
substrate. The measurements of the magnetic-resonance parameters were perfor
the apparatus described in Ref. 3. The microwave frequency wasf 535 GHz. The
magnetic field lay in the film plane. An Ar laser operating in the ran
l50.49– 0.514mm served as the source of optical radiation.

It has been established4 from data on direct measurements of the magnetization o
SQUID magnetometer and on the magnetooptic Kerr effect that ferromagnetic iron l
interact antiferromagnetically at room temperature, and on cooling toT>80 K they
become virtually uncoupled and the entire system shows ferromagnetic behavior.
laser irradiation (l50.5145mm) the system once again shows indications of antifer
magnetic coupling between iron layers.

Since the conditions of magnetoresonance absorption are determined by the
tive internal fields, the magnitude and sign of the exchange coupling constant,5 both with
and without optical irradiation, can be judged according to the shift of the resonance
of a film with a semiconductor interlayer relative to a film without such an interlaye

Figure 1 illustrates the temperature behavior of the magnetic resonance para
of the reference film~curves1,3! and a film with silicon interlayer thicknesstSi520 Å
~curves2,4!. One can see that the silicon layer induces an appreciable change
resonance conditions. As the temperature increases, the difference of the resonanc
of these two films increases, which can be interpreted as an increase in the inter
between the iron layers. Conversely, the difference of the linewidths of the magneto
nance peaks decreases, apparently because of the decrease in the stresses in th
the iron–silicon interfaces.

The change in the shift of the resonance field (dHr) as a function of the silicon laye
thickness is shown in Fig. 2. The intensification of the ferromagnetic interaction~negative
shift dHr) for small silicon thicknesses (tSr* <15 Å) is interesting. For silicon interlayer
tSi
0 .70– 80 Å the sign of the exchange interaction depends on the temperature.

FIG. 1. Temperature dependences of the magnetic-resonance parameters:1,3 — Reference film,2,4 — with a
silicon interlayertSi520 Å, DHpp — the magnetic resonance linewidth.
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regiontSi* <tSi<tSi
0 the interaction of the layers is of an antiferromagnetic character a

temperatures investigated.

In the case of an intermediate layer prepared from a semiconductor material
obvious that the shifts of the resonance field under optical irradiation, as a result
appearance of photoelectrons in the conduction band, and under trivial heating sho
of the same sign. When light is absorbed in the substrate and iron layers, a portion
energy of the optical radiation is dissipated in the form of heat. For this reason
measured the heating-induced shift (dHr

h) of the resonance field in the reference sam
as function of temperature~Fig. 3a!. It was then subtracted from the total shift of th
resonance field in the sample under irradiation. The remainderdHr

ind5dHr2dHr
h was

FIG. 2. Normalized shift of the resonance field as a function of the silicon interlayer thickn
J5dHr /dHr

max; curve1 — T580 K, 2 — T5300 K.

FIG. 3. Temperature dependences of the photoinduced shift of the resonance field: a — Reference film, b —
Fe/Si/Fe film, curve1 — tSi55 Å, 2 — tSi510 Å, 3 — tSi520 Å; Sopt52.8 W/cm2.
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attributed to the action of light on the semiconductor material. The temperature d
dences of the photoinduced shiftsdHr

ind of the resonance field for samples with differe
silicon thicknesses are presented in Fig. 3b. Here a nonmonotonic variation ofdHr

ind is
present. In the temperature rangeT>80– 100 K, for small silicon thicknesses, speci
cally, tSi ,tSi* , the photoinduced shift of the resonance field increases astSi increases,
while for tSi.tSi* it decreases somewhat. For larger semiconductor interlayer thickn
(tSi.tSi

0 ) the effect can be attributed almost entirely to the thermal action of the radia

For T<120 K the photoinduced changes in the exchange interaction are exclus
of an antiferromagnetic character, and a change in sign of the exchange paramete
regionT'120 K is observed only for very thin silicon interlayers~Fig. 3b, curve1!. In
the latter case, as the temperature increases further, the photoinduced changes
magnetic system tend to zero. As a function of the irradiance (Sopt), the photoinduced
shift of the resonance field saturates, for example, atSopt52 W/cm2 for tSi510 Å and at
Sopt53.5 W/cm2 for tSi520 Å ~see Fig. 4!.

We do not attribute the observed properties in Fe/Si/Fe layered structures t
formation of Fe–Si compounds, since it is well known6 that silicon doping of iron always
decreases the magnetic moment and weakens the exchange interaction. Here, h
we have an increase in the effective internal field, which can be explained by assu
that the exchange coupling between the iron layers intensifies.

At present the ‘‘quantum well’’ model is most widely used to describe the magn
properties of multilayer magnetic structures.7,8 In this model the oscillations of the ex
change interaction parameter in the case of a metal interlayer are determined
oscillations of the spectral density of the electronic states, which depends on the n
of planes of the intermediate layer. In application to our case, the situation mu
corrected, since, most likely, for the present technological regime the silicon inter
has an amorphous structure, and this means that short-range order is only approx
preserved in the interlayer, and the spectral density of electronic states is not nece
periodic.9 Here the characteristic thickness of the silicon interlayer at which the m
mum interaction of the iron layers is observed should be related with the electron
free path in amorphous silicon. This fact can explain the absence of clearly expr
oscillations of the exchange parameter and consequently of a shift of the resonanc
as a function of the thickness of the semiconductor. The sign of the exchange para
~phase of the oscillations! at the start of the dependence on the interlayer thicknes

FIG. 4. Shift of the resonance field of Fe/Si/Fe films as a function of the irradiance:1 — tSi510 Å, 2 — tSi

520 Å; T580 K.
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determined both by the type of extremum on the Fermi surface and by the character
line-up of the bands at the interfaces.8

The change in the magnetic state under irradiation is primarily due to the chan
the density of the charge carriers in the semiconductor, which are carriers of the in
tion between the magnetically active layers, and to the restructuring of the ele
density of states. We note once again that at low temperatures the photoinduced
bution is always antiferromagnetic. The temperature-induced changes in the ma
properties in the system Fe/Si/Fe can be understood by assuming that the ch
potential is temperature-dependent.

We thank G. V. Bondarenko for performing the x-ray analysis of the experime
samples.

These investigations are conducted with the support of the Russian Fund for
damental Research~Project 96-02-16546-a! and as part of the program ‘‘Integration.’’

a!e-mail: pat@iph.krasnoyarsk.su
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3N. V. Volkov and G. S. Patrin, Preprint No. 635F@in Russian#, Institute of Physics, Siberian Branch of th
Russian Academy of Sciences, Krasnoyarsk, 1990.

4J. E. Mattson, E. E. Fullerton, S. Kumaret al., J. Appl. Phys.75, 6169~1994!.
5A. Laude, J. Magn. Magn. Mater.92, 143 ~1990!.
6E. P. Elsukov, Author’s Abstract of Doctoral Dissertation@in Russian#, Moscow State University, Moscow
1994.

7D. M. Edwards, J. Mothon, R. B. Muniz, and M. S. Pan, J. Phys.: Condens. Matter3, 4941~1991!.
8J. Mothon, M. Willert, D. M. Edwards, and R. B. Muniz, Fiz. Met. Metalloved.79, 9 ~1995!.
9N. F. Mott and E. A. Davis,Electronic Processes in Non-Crystalline Materials, Clarendon Press, Oxford
1971 @Russian translation, Mir, Moscow, 1974#.

Translated by M. E. Alferieff



r-
the

he
phase
lation

ansi-
ng. In
stem is
as been
arrays
ce,

ity-

de-
ained

JETP LETTERS VOLUME 68, NUMBER 4 25 AUG. 1998
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The flux noise in Josephson junction arrays is studied in the critical
regime above the Berezinski�–Kosterlitz–Thouless transition. In
proximity-coupled arrays a local Ohmic damping for the phases is rel-
evant, giving rise to anomalous vortex diffusion and a dynamic scaling
of the flux noise in the critical region. The flux noise exhibits a cross-
over from white to 1/f noise at a frequencyvj}j2z with a dynamic
exponentz52. © 1998 American Institute of Physics.
@S0021-3640~98!00816-0#

PACS numbers: 74.40.1k, 74.60.Ge, 74.50.1r

Various two-dimensional systems undergo the Berezinski�–Kosterlitz–Thouless
~BKT! pair-unbinding transition.1,2 The transition between the high-temperature~disor-
dered! and the low-temperature~coherent! phase is driven by the thermally excited vo
tices. These topological excitations form a two-dimensional Coulomb gas. Below
BKT transition temperatureTBKT they are bound in vortex–antivortex pairs. Above t
critical temperature the pairs dissociate and form a vortex plasma. In the plasma
the vortex–vortex interaction is screened at a distance of the order of the corre
lengthj, which diverges atTBKT .

Arrays of Josephson junctions are prototype systems for studying the BKT tr
tion. Below the BKT transition the array is phase coherent and thus superconducti
the plasma phase, on the contrary, free vortices destroy the coherence and the sy
resistive, although each island remains superconducting. In the last decade there h
a great amount of work on the various aspects of the BKT transition in Josephson
~see Ref. 3 for an overview!. Experimental studies are based on electrical resistan4

two-coil inductance,5,6 and superconducting quantum interference device~SQUID!7,8

measurements.

Anomalous suppression of the vortex mobility has been observed in proxim
coupled Josephson junction arrays by The´ron et al.6 The vortex mobility vanishes loga-
rithmically at low energies, showing that vortex motion in these arrays cannot be
scribed by a Drude model with a constant mobility. This behavior has been expl
3120021-3640/98/68(4)/5/$15.00 © 1998 American Institute of Physics
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either introducing a local Ohmic damping for the phases of the superconducting
function9,10 or by invoking long-range vortex interactions.11 More recently a regime
interpretation of the vortex dynamics was given in Ref. 12.

In a recent letter, Shawet al.7 investigated the magnetic flux noise close to the BK
transition in an overdamped Josephson junction array by means of a SQUID. The
noise spectrum is defined as

SF~v!5E dteivt^F~ t !F~0!&, ~1!

whereF(t) is the flux detected by the SQUID and is proportional to the vortex den
integrated over the SQUID area. Near the transition the flux noise is white for freque
v,vj and crosses over to 1/f noise forv.vj . The crossover frequencyvj vanishes as
the transition is approached from above asvj}j2z, wherej is the correlation length and
z'2 is the dynamic exponent. All the data obtained at different temperatures collap
a single scaling curve when plotted as a function ofv/vj . The problem was studied b
numerical simulations13,14of both the time-dependent Ginzburg–Landau~TDGL! and the
resistive shunted junction~RSJ! models.

In this letter we study theoretically the flux noise in the TDGL model near the B
transition. We determine the scaling function of the flux noise analytically in the lim
which the SQUID size is much smaller than the correlation length.

In order to study the flux noise we map theXY model with a local damping onto a
2D ~dynamic! Coulomb gas.15 We determine the dynamic correlation functions using
improved Debye–Hu¨ckel ~DH! approach for the Coulomb gas in the same spirit as
Ref. 16.

The Euclidean action for theXY model with local damping for the phasesw is

S@w#5EJE
0

b

dt(̂
i j &

@12cos~w i~t!2w j~t!!#

1
a

8b2E0

b

dtdt8(
i

S w i~t!2w i~t8!

sin@p~t2t8!/b#
D 2

, ~2!

whereEJ is the Josephson coupling between neighboring sites. The local Ohmic dam
introduces an interaction of the phase of a single grain at different times. In proxim
coupled arrays, which consist of superconducting island on top of a metallic film
local damping parametera is related to the shunting resistanceR of one island to the
substrate,a5h/4e2R.

A Villain transformation17 is used to derive an effective dynamic action for t
vortices. Here we follow the method described in Ref. 18 and obtain the dynamic a
for the vortex degrees of freedomv i(t):

S@v#5
1

2E0

b

dtdt8(
i , j

v i~t!Di j ~t2t8!v j~t8! . ~3!

The kernelD has the form
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D~k,vm!5
4p2EJ

k2

k212uvmu/va

k21uvmu/va

, ~4!

with va52pEJ /a, andvm are the Matsubara frequencies. We choose the lattice spa
as the unit of length scales. In the static case this yields the standard 2D Coulomb

The evaluation of the flux noise is done by means of a two-step procedure i
spirit of Ref. 16. i! The physics taking place at length scales shorter thanj is taken into
account by using the scaling properties of the flux noise. ii! At a scale of the order of the
correlation length, all the dipoles have been integrated out, and, since the physics
TBKT is dominated by screening, a DH approximation~with renormalized parameters! is
used.19,16

The effect of bound pairs up to distances of the order of the correlation length c
taken into account by means of the scaling behavior of the flux noise

SF~v,l ,T8!5ezdSF~vezd,le2d,T8~d!! . ~5!

At d* 5 ln(j/j0) all the vortices are integrated out up to a distance of the order ofj. At
this scale only free vortices are present, and the DH approximation can be us
calculate the right-hand side of Eq.~5!.

The effect of screening due to the presence of free vortices aboveTBKT is analyzed
in the DH approximation. The Matsubara Green’s function for the vortices in this
proximation is

G~k,vm!5^vv&k,vm
5

1

4p2EJj
21D~k,vm!

. ~6!

The Kosterlitz correlation lengthj diverges exponentially near the transitio
j5j0exp(b/AT82TBKT8 ), with T85T/EJ ~Refs. 2, 7, and 20!. An analytical continuation
(uvmu→2 iv) yields the retarded vortex propagatorGR(k,v)5G(k,uvmu→2 iv),
which is related to the spectral function of vortex density–density correlations by
fluctuation-dissipation theorem̂vv&k,v5Im GR(k,v) 2T/v, for v!T. This correlation
function describes the equilibrium vortex fluctuations in the system and gives rise t
flux noise.

Experiments on the magnetic flux noise detect the fluxes of the vortices from
effective areal 2 ~Refs. 6–8!. The relevant quantity is the vortex density fluctuati
integrated over the pick-up areaF(t)5* ld

2x v(x,t). After having performed the ana
lytical continuation and by combining the scaling arguments~see Eq.~5!! with the DH
approximation~see Eq.~6!!, we obtain the flux-noise spectrum

SF~v!5F0
2ezd* SF,DH~vezd* ,le2d* ,T8~d* !!5

CF0
2

8p3

T8~d* !l 4

vj4
FS x5

v

vj
,y5

4pj2

l 2 D ,

~7!

where the subscript DH means at at this scale the flux noise can be evaluated by
of the Debye–Hu¨ckel approximation. The constantC takes into account the geometric
details of the experimental setup. We introduced the scaling functionF:
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FS x5
v

vj
,y5

4pj2

l 2 D 52ImE
0

y

dzF11z
z2 ix

z22ix G21

, ~8!

where characteristic frequency isvj5v0(j0 /j)2 ~we used a hard cutoff ink space to
integrate over the pick-up coil area!. The dynamic exponentz52 directly emerges. The
frequency scalev0 is related to microscopic parameters,v052pEJ /(j0

2a). The scale of
the correlation length,j0 , is of the order of the lattice spacing. Close to the transit
(j→`) the scaling functionF reduces to

F~x,y→`!5Im
113ix

2Q~x!
lnS 12 ix1Q~x!

12 ix2Q~x! D2
p

4
, ~9!

whereQ(x)2512x216ix. The flux noise in the relevant limits is given by

vSF~v!;5
CF0

2

8p3

T8~d* !l 4

j4
for

v

vj
@1

CF0
2

8p3

T8~d* !l 4

j4

v

vj
for

v

vj
!1 .

~10!

The white noise occurs for frequenciesv,vj , and 1/f noise forv.vj . The 1/f noise
stems from the superposition of Lorentzian-shaped contributions at all length scales
to the dimension of the SQUID. For finitej the 1/f noise crosses over to a 1/f 2 noise.
The 1/f noise is intermediate in the frequency range 1,v/vj,4pj2/ l 2. Close to the
transition this range exceeds several orders of magnitude.

We finally apply our results to the experiment by Shawet al.7 The critical coupling
in the experiment isTBKT8 50.06, and thus the bare fugacity at criticality isy050.35.
Assuming that the bare fugacity is only weakly temperature dependent, the num
iteration of the renormalization group equations gives to a good approximationT8(d)
}exp(4d), as upon renormalization the limitT8(d)@2/p is reached, wherey(d)
}exp(2d) ~this scaling behavior reflects the fact that the vortex-pair density is const!.
ThusT8(d* )/j4 is temperature independent, and we can identify our scaling functioF
with the experimental scaling behavior. These last considerations should be reg
more as additional assumptions whose validity is based mainly on comparison
quantitative experimental data. The characteristic frequency was found to bef 052.1
3106 Hz. With the estimateEJ510 K we can extractj0

2a5106, corresponding to
Ohmic shunts to ground with a resistanceR56 mV3j0

2. We expectj0 to be of the order
of one lattice spacing. Yet another possibility is to determine the resistanceR and deduce
the value ofj0 . The effective shunting resistance of one island to infinity can be e
mated be of the order of 10 mV. This also yields the scale of the correlation length to
of the order of one lattice spacing.

In summary, we have calculated the flux noise above the BKT transition and de
its scaling behavior analytically in the case where the correlation length exceeds th
of the pick-up loop. We find a crossover from white to 1/f noise. We related the cross
over frequency to microscopic parameters of the array. Our results may explain r
experiments by Shawet al.7
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1V. L. Berezinski�, Zh. Éksp. Teor. Fiz.59, 207 ~1970! @Sov. Phys. JETP32, 493 ~1971!#.
2J. M. Kosterlitz and D. J. Thouless, J. Phys. C6, 1181~1973!; J. M. Kosterlitz, J. Phys. C7, 1046~1974!.
3Proceedings of the NATO ARW on Coherence in Superconducting Networks, edited by J. E. Mooij and
G. Schön, Physica B152, 1 ~1988!; Proceedings of the ICTP Workshop on Josephson Junction Arrays, edited
by. H. A. Cerdeira and S. R. Shenoy, Physica B222, 253 ~1996!.

4D. J. Resnik, J. C. Garland, J. T. Boydet al., Phys. Rev. Lett.47, 1542~1981!; D. W. Abraham, C. J. Lobb,
M. Tinkham, and T. M. Klapwijk, Phys. Rev. B26, 5268 ~1982!; H. S. J. van der Zant, H. A. Rijken
and J. E. Mooij, J. Low Temp. Phys.82, 67 ~1991!.

5Ch. Lehmann, Ph. Lerch, G.-A. Racine, and P. Martinoli, Phys. Rev. Lett.56, 1291~1986!.
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On the stability of localized states in nonlinear field
models with Lifshitz invariants

A. Bogdanova)

Donetsk Physicotechnical Institute, Ukrainian National Academy of Sciences, 340114
Donetsk, Ukraine

~Submitted 7 July 1998!
Pis’ma Zh. Éksp. Teor. Fiz.68, No. 4, 296–298~25 August 1998!

The static solutions for a nonlinear vector field in models with Lifshitz
invariants are investigated. It is shown that in such systems two- and
three-dimensional localized states, associated with the relaxation of the
modulus of the vector field, are radially unstable. ©1998 American
Institute of Physics.@S0021-3640~98!00916-5#

PACS numbers: 71.23.An, 61.72.Bb, 71.55.2i

Static localized states on defects of a crystal structure in cubic magnets with
center of inversion were investigated theoretically in Ref. 1. Specifically, solutions
obtained for two-~2D! and three-dimensional~3D! localized states at temperatures abo
the paramagnet–helicoid phase transition temperature. In these structures the mod
the magnetization vectorm(r ) decreases continuously from finite values at the cente
zero in the paramagnetic matrix. In the present letter it is shown that such solution
radially unstable. Moreover, it can be proved for quite general field models with Lifs
invariants that static localized states which are nonuniform with respect to the modu
the vectorm and possess spatial nonuniformities of dimensionn>2 are unstable.

Let us consider the vector fieldm(r ) with the interaction functional

F5E FAS ]mi

]xk
D 2

1Di jk S mi

]mj

]xk
2mj

]mi

]xk
D1 f ~mi !Gdnx. ~1!

The first term in Eq.~1! characterizes the stiffness of the system and the second
includes a sum of antisymmetric products linear in the first spatial derivatives~Lifshitz
invariants! and describes specific interactions occurring in systems without a cent
inversion. Such interactions are encountered in certain classes of mag2

ferroelectrics,3 and liquid crystals,4 and they can also be induced in a number of ot
systems.5,6 Specifically, for cubic ferromagnets without a center of inversion and cho
terics this part of the functional has the formm curl (m).4,7 Finally, the last term in Eq.
~1! describes uniform interactions in the system.

We shall take multidimensional localized states of the vector fieldm(r ) to mean
nonsingular distributionsm̃(r ) which are extremals of the functional~1!, are nonuniform
along more than one spatial coordinate (n>2), and relax at large distances to som
equilibrium value. We shall also assume that the energy contributions of different
3170021-3640/98/68(4)/3/$15.00 © 1998 American Institute of Physics
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actions in Eq.~1!, taken in the space of variation of the solutionsm̃(r ), also possess finite
values:

I A
~n!5E AS ]m̃i

]xk
D 2

dnx, I D
~n!5E Di jk S m̃i

]m̃j

]xk
2m̃j

]m̃i

]xk
D dnx, I f

~n!5E f ~m̃i !d
nx,

~2!

To calculate the multidimensional localized structures and check their stability
necessary to solve a system of nonlinear differential equations. However, analysis
energy~1! for deformations of the extremals of the typem̃(r )→m̃(r /a) ~wherea is some
positive number! makes it possible to draw definite conclusions about the stability
specific structures. In this manner it was proved that there are no multidimens
localized solutions for functionals of a quite general form~the Hobard–Derrick theorem;8

see also Ref. 9!. In Refs. 10 and 11 it was shown that this theorem is inapplicabl
functionals containing terms which are linear in the first spatial derivatives. The solu
obtained for 2D localized structures in a number of noncentrosymmetric magnets~mag-
netic vortices!10,12,13as well as in chiral liquid crystals~axial structures!14 demonstrate
that invariants which are linear in the first spatial derivatives play a determining ro
the stabilization of such states. To date such 2D localized structures have been ob
in the chiral magnet NiMn.15

Let us now investigate the stability of localized states which are nonuniform in
modulus of the vectorm. We write the energy~1! for 2D (n52) and 3D (n53) vector
configurationsm(r )5m̃(r )/(11k):

F5F~m̃~r !!1~ I D
~2!12I f

~2!!k1I f
~2!k2, ~3!

F5F~m̃~r !!1~ I A
~3!12I D

~3!13I f
~3!!k1~ I D

~3!13I f
~3!!)k21I f

~3!k3, ~4!

For the extremalsm̃(r ) to be stable, the coefficients of the terms linear ink in Eqs.
~3! and~4! must equal zero, while the coefficients of the quadratic terms must be pos
It follows from these conditions as well as the positivity ofI A

(3) that a necessary conditio
for 2D and 3D localized states to be stable is that the energy contribution associate
invariants which are linear in the first spatial derivatives must be negative (I D

(n),0).10,11

Two-dimensional localized structures withI D
(2)50 require a special analysis. In this cas

according to Eq.~3!, the energy~1! for the vector configurationsm(r )5m̃(r )/(11k)
which are not solutions of the Euler equations equals the energy for the extremalsm̃(r ),
which bring it to a state with a lower energy, and therefore these solutions are uns

Introducing spherical coordinates form5(m sin(u)cos(c), msin(u)sin(c), mcosu),
the functional~1! can be represented as

F5E @A~]m/]xk!
21G~m,u,c,uxk

,cxk
!#dnx. ~5!

By virtue of the structure of the Lifshitz invariants the functional~5! has no terms
which are linear in (]m/]xk). For this reason one hasI D

(n)50 for deformations of the
type m(r )→m(r /a) in expressions~3! and ~4!, and therefore these localized states
unstable.
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Thus the stability of multidimensional localized states in noncentrosymmetric
tems is due to the stabilizing role of interactions described by Lifshitz invariants. S
these interactions depend on the spatial derivatives of the angular variables of the
field and do not depend on the derivatives of the modulus ofm, only multidimensional
localized structures which are nonuniform with respect to the angular variables c
stable. This is confirmed by calculations of 2D localized states in specific systems10–14

I thank the Alexander von Humboldt Foundation for financial support and S
Tarasenko for a discussion of this work.
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The effects of nonequilibrium charge distribution in
scanning tunneling spectroscopy of semiconductors

P. I. Arseyev
P. N. Lebedev Physics Institute, Russian Academy of Sciences, 117924 Moscow, Ru

N. S. Maslova and S. V. Savinov
Department of Physics, Moscow State University, 119899 Moscow, Russia

~Submitted 3 June 1998; resubmitted 8 July 1998!
Pis’ma Zh. Éksp. Teor. Fiz.68, No. 4, 299–304~25 August 1998!

Results are presented from a low-temperature scanning tunneling mi-
croscopy~STM! investigation of III–V semiconductor surfaces cleaved
in situ along a~110! plane. The STM topographic images reveal the
presence of surface charge structures. The possibility of their observa-
tion depends on the charge state of the apex of the STM tip. Peaks are
also observed in the local tunneling conductivity spectra. The energy
position of these peaks and the energy position of the edges of the band
gap change with distance from the defect. A theoretical model is pro-
posed which demonstrates that the experimental scanning tunneling
spectroscopy~STS! data can be explained by effects due to a nonequi-
librium electron distribution in the contact area, which gives rise to
localized charges. In this model the on-site Coulomb repulsion of lo-
calized charges and their interaction with semiconductor electrons are
treated self-consistently. ©1998 American Institute of Physics.
@S0021-3640~98!01016-0#

PACS numbers: 68.35.Bs, 07.79.Cz, 61.16.Ch, 81.05.Ea

For a clear understanding of the experimental results, the STM topographic im
of surface defects at different values of the tunneling bias voltage must be com
directly with the local spectroscopy data.1 We present the results of low-temperatu
STM/STS investigations of atomic defects on the GaAs~110! surface at 4.2 K. The
experimental procedure is described in Ref. 2. We have used GaAs single crystals h
doped with Te (n5531017cm23). The typical STM topography of an atomic defect
depicted in the inset in Fig. 1. According to the common view,3 this type of defect is a
dopant atom residing on the surface.

Normalized conductivity curves measured by means of current-imaging tunn
spectroscopy~CITS! around this kind of atomic defect are presented in Fig. 1. Let
mention the main features of the tunneling conductivity curves. The measured ban
edges are shifted by approximately 200 meV near the defect as compared to th
surface region. A set of peaks around the defect, which are absent above the flat s
exists in the voltage range from21 V to 0 V. There is a peak of the tunneling condu
tivity in the bias range from21.5 V to 21 V. The position and height of this pea
3200021-3640/98/68(4)/7/$15.00 © 1998 American Institute of Physics
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depend on the distance from the defect; this peak does not disappear above t
surface region.

We assume that the tunneling conductivity peaks in the band gap can be attribu
the Coulomb interaction of the electrons of the sample and induced charges loc
both on the STM tip apex and near the defect. We suppose that in this situatio
on-site Coulomb repulsion of localized electrons~Hubbard repulsion! is also very impor-
tant. Such an interaction can change the energy values considerably even for deep
rity levels. As a result, there is a strong dependence of the level energy on the tun
bias voltage. The experimentally measured position of the peak of the tunneling co
tivity does not coincide with the bulk value of the unperturbed energy levels of
doping impurity.

We have proposed a self-consistent theory for tunneling processes in an STM
tion in the presence of impurity states. Various experimental situations can be cons
in the framework of this theory. The impurity level can be associated with a sur

FIG. 1. Tunneling conductivity spectra measured near a tellurium atom residing on thein situ cleaved~110!
GaAs surface at a temperature of 4.2 K. The inset shows the STM image of the 5.8 nm35.8 nm surface area
from which the spectroscopic data were acquired. Each tunneling conductivity curve is the result of ave
and subsequent numerical differentiation over the surface area which is marked by numbers on th
topogram.
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defect or with a defect in an intermediate layer. The impurity level can also be conn
with several atoms or even a single atom on the apex of the STM tip. The prop
theoretical approach includes the following main points. At low temperature and s
contact size the steady-state electron distribution is not the thermal equilibrium dis
tion because of the finite relaxation rate of tunneling electrons.5 STM/STS measurement
can be strongly influenced by a nonuniform charge distribution and the correspo
additional Coulomb interaction.1,2 In general, in low-dimensional systems considera
modification of the initial electron spectrum occurs due to the tunneling process it4

and charge effects could become very important.

To describe the tunneling processes in an STM junction in the presence of a
ized state we use a model which includes three subsystems: an ideal semicondu
localized electronic level-surface impurity or tip apex state, and a normal metal~STM
tip!. These subsystems are coupled by tunneling matrix elements. We add an inter
of the semiconductor with a heat bath in order to describe finite-relaxation-rate ef
The HamiltonianĤ of the model is thus

Ĥ5Ĥsc1Ĥd1Ĥm1Ĥtun1Ĥ int1Ĥhb , ~1!

whereĤsc is the Hamiltonian of the pure semiconductor:

Ĥsc5(
k,s

~«k2m!ck,s
1 ck,s , ~2!

ck,s is the annihilation operator for an electron with momentumk and spins, andm is
the Fermi energy in the semiconductor.

The partĤd corresponds to the impurity state and takes into account the Hub
repulsion:

Ĥd5«d(
s

ds
1ds1U/2(

s
ns

dn2s
d , ~3!

wherens
d5ds

1ds , the operatords annihilates an impurity electron with spins, and«d is
the impurity energy level~which in the general case is dependent on the biasV). The part
Ĥ int describes the tunneling between the semiconductor and the impurity state:

Ĥ int5T(
k,s

~ck,s
1 ds1h.c.!, ~4!

with an interaction matrix elementT.

The Hamiltonian of the metal tipĤm is

Ĥm5(
p,s

~«p2m2eV!ap,s
1 ap,s , ~5!

whereap,s is the annihilation operator for a tip electron with momentump and spins,
andV is the applied bias voltage.

The partĤtun corresponds to the impurity–metal-tip hopping~tunneling! term with
matrix elementT8:
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Ĥtun5T8(
p,s

~ap,s
1 ds1h.c.!. ~6!

Finally, Ĥhb describes the interaction of the semiconductor electrons with a heat
which leads to a finite relaxation time of nonequilibrium electrons. The kind of heat
is not crucial for our purposes and we choose the simplest form:

Ĥhb5 (
k,p8,s

T9~k2p8!~ck,s
1 bp8,s1h.c.!, ~7!

wherebp8,s is the annihilation operator for a heat bath electron with momentump8 and
spin s, andT9(r ) is the effective interaction with the heat bath.

As we have said, an additional charge associated with localized states in the c
area can appear if the finite relaxation rate is taken into account. The influence o
charge on the tunneling characteristics can be considered self-consistently in the f
ing way.6

a! The Coulomb interaction of the Hubbard type is treated self-consistently in
mean-field approximation. The characteristic scales of the STM junction and the po
radius of a localized state on the apex of the tip have valuesa0.5 –10 Å. Thus the
Coulomb repulsionU5e2/a0 should have a value of the order of the semiconductor b
gap ~0.5–1.0 eV!, which is much smaller than bandwidths of the semiconductor and
metallic tip. Thus we suppose that the constraint on double occupancy~of a localized
state! is not essential for our problem. It is well known that Coulomb correlations
Hubbard-type systems begin to play a significant role only ifU is greater than the
bandwidth. For smallerU the mean-field approximation gives satisfactory results. T
the Coulomb interaction leads to a dependence of the localized state energ
the additional charge density:«d5«d

01Udnd , whereU presumed to lie in the region
0.5–1 eV.

b! A potentialW is introduced to describe the interaction of semiconductor elect
with the additional chargednd present on the localized state. The corresponding inte
tion Hamiltonian has the form

ĤW5(
k,k8

W~k2k8!ck,s
1 ck8,s . ~8!

Exact calculation of the electrostatic potentialW is possible only if the exact geom
etry of the contact is known. Usually the details of the shape of the tip apex
consequently, the spatial distribution of the electric field cannot be determined. N
theless, there are two possible cases for which the analysis can be simplified.
charge screening in the semiconductor is weak, the effective radiusR of the potential is
much greater than the interatomic distanceR@a. ThenW(k2k8)5w3dnddk,k8 , with
the parameterw determined by the particular contact configuration. The potentia
almost constant at distances greater than the contact area. This case is similar to
bending effects in planar tunnel junctions in the presence of an applied bias. In s
situation one can observe a shift of the gap edges in tunneling experiments.7 The other
case is encountered if the geometry of the contact or strong screening in the sem
ductor leads to a point-like effective potential — the effective radiusR of the potential is
of the order of the interatomic distancea. ThenW(k2k8)5w3dnd . In this case we are
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interested in the point-like potential caused by the localized charge both on the ap
the STM tip and on semiconductor surface defects. For charge localized on the t
constantw is determined by the distance from the tip to the semiconductor surf
Typical values of the tip–sample separationd in STM junctions do not exceed 10–15 Å
Thus the simplest estimate of the Coulomb potential (e2/d) at the semiconductor surfac
yields w.0.3– 0.5 eV. In any case Coulomb effects should be taken into account
cause the tip–sample separation and typical radius of a localized state are compar
the interatomic distance. The extra charge on a localized state and the tunneling c
tivity of a system can be determined by means of a self-consistent approach base
diagram technique for nonequilibrium processes.8

The tunneling conductivitydI/dV(v) can be determined from the correspondi
kinetic equations for Keldysh Green functions in terms of nonequilibrium occupa
numbersnd(v) of the localized state:

dI/dV~v!524g0 Im Gd,d
R ~v!~nd~v!2nd

0~v!!, ~9!

where nd
0(v) is the equilibrium occupation number of the localized state, andGd,d

R(A)

3(v) is the exact retarded~advanced! Green function of the localized state.

The sample and contact characteristics appear in the final expression for the t
ing conductivity as relaxation and kinetic constants~functions!:

2 ig0~v!52 i uT8u2np~v!2 ig~v!52 i uT9u2np8~v!,

Gd52g0 Im Gdd
R Gk52g(

k,k8
Im Gk,k8

R G5T2nk, ~10!

wherenk is the conduction-band density of states, andnp(v) and np8(v) are, respec-
tively, the densities of states in the metallic tip and in the heat bath connected t
semiconductor.

The final expression for the tunneling conductivity after all substitutions can
written as

dI/dV~v!5
2GdGk~G/T!~Z21Z2

0!

GdGk1Gk~G/T!Z21Gd~G/T!~Z1
01Z2

01Z2!
~np

0~v!2nk
0~v2eV!!,

~11!

wherenp
0(v) andnk

0(v2eV) are the equilibrium occupation numbers of the states of
semiconductor and metallic tip, respectively. The dimensionless functionsZ are given by

Z1
052

g

T
Im@~Gd

A~v!~v2 «̃d!21!a~ «̃d!#,

Z252T Im Gd
R~v!Im~a~ «̃d!!,

Z2
052g0T ImF S Gd

R~v!S 12 ig
v2«d1 ig0

T2 D 1 i
g

T2D a~«̃d!2a~v!

v2 «̃d
G ,

a~v!5nk
21(

k

1

v2«k1 id
, ~12!
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where«̃d5«d1 ig0 .

The additional chargednd is determined self-consistently from the exact noneq
librium occupation numbers and the density of states on the localized state. Both
parameters are functions of the applied bias voltage and the value of the add
charge, since they depend on«d5«d

01Udnd and the Coulomb potentialW(dnd)
~Eq. ~8!!:

dnd~V!5E @~21/p!Im Gd,d
R ~v,V!nd~v,V!2~21/p!Im Gd,d

R ~v,V50!nd
0~v,V50!#.

~13!

The analytical expression for the dependence of the tunneling conductivity o
applied voltage for the two situations described was analyzed numerically. The resu
typical parameter values~relaxation ratesg andg0 , tunneling rateG, and initial impurity
level «d

0) are depicted in Fig. 2. Two different situations were investigated: 1! «d
0 lies in

the band gap~Fig. 2, curves1–3!; 2! there is one or a few localized states in t
conduction or valence band~Fig. 2, curves4,5!. We present in Fig. 2 the results o
calculations for the Coulomb parametersU51 eV andw50.5 eV. The qualitative be-
havioral features of the tunneling conductivity are insensitive to some variations o
Coulomb parameters within the regions estimated above. The initial model dens
states for the semiconductor is shown by the dotted curve. It obviously differs from
tunneling conductivity curves that could be obtained in STS measurements. On
clearly see the shift of the gap edges, which becomes more pronounced with decr
relaxation rates~Fig. 2, curves4,5!. A nonequilibrium electron distribution leads t
charge accumulation on a localized state, with initial energy«d

0 . Because of Coulomb
repulsion this results in a simultaneous change of its energy by an amountD« which is
comparable to the value of the band gap. In this situation a localized state is

FIG. 2. Tunneling conductivity curves obtained numerically from Eq.~11! for different values of the STM
junction parameters: the relaxation rate in the semiconductorg, the relaxation rate on the localized stateg0 ,
and initial localized state energy«d

0 . All quantities are measured in units of one-half the initial band-gap wi
D. The values of Coulomb parameters are:U52D, w5D. The unperturbed initial model density of states
shown by the dotted curve.
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manifested as a peak occurring near the band edge~Fig. 2 curves1,2! regardless of its
initial energy. Near the band edge the tunneling current grows rapidly with tunn
bias, thus strongly changing the localized charge. Such a peak can appear above
surface area if the localized state is associated with the apex of the STM tip. This c
seen from curve1 in Fig. 1, which shows the experimental curves of the tunnel
conductivity. The peak position is sensitive to variations of the characteristic param
G, g, g0 , and«d , which determine the value of the additional charge. But the peak is
very sensitive to the position of the Fermi level relative to the band gap edges.

Our model can be generalized for situations in which there are several loca
states«d

i associated both with the apex of the STM tip and with the defect.

As the charge accumulated in a localized state«d is determined by the relaxatio
and tunneling rates, it depends on the tip–sample and tip–defect separation. By ch
the STM tip position one can obtain various tunneling conductivity curves with diffe
peak positions. The shift of the gap edges and the tunneling conductivity peaks th
sensitive to changes in the tip position can be seen in Fig. 1. They can be qualita
understood in terms of the proposed theoretical model.

The work performed in Moscow has been supported by the Russian Ministr
Research~Surface Atomic Structures, Grant 95-1.22; Nanostructures, Grant 97-1086! and
the Russian Fund for Fundamental Research~RFFR, Grants 96-02-19640a and 96-0
16701a!.
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Quantized Hall effect in disordered GaAs layers with 3D
spectrum in tilted magnetic fields
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Cedex 9, France

~Submitted 10 July 1998!
Pis’ma Zh. Éksp. Teor. Fiz.68, No. 4, 305–308~25 August 1998!

The quantum Hall effect structure in the transverse magnetoresistance
Rxx and the Hall resistanceRxy of heavily doped GaAs layers with a
three-dimensional spectrum of the charge carriers is investigated for
different field orientations. The characteristic structures~minima inRxx

and plateaus inRxy) shift much more slowly to higher fields and are
suppressed much more rapidly in comparison with the expected angular
dependence for a two-dimensional system. The results are discussed in
terms of the anisotropic change of the three-dimensional conductivity
tensor with magnetic field rotation. ©1998 American Institute of
Physics.@S0021-3640~98!01116-5#

PACS numbers: 73.40.Hm, 72.80.Ey, 72.80.Ng

It is well known that in two-dimensional~2D! electron systems the Hall resistan
Rxy and the Hall conductanceGxy are quantized such thatGxy51/Rxy5 ie2/h ( i is an
integer! due to the discrete energy spectrum of the charge carriers in a quantizing
netic field.1 In 2D electron systems with a high mobility, electron–electron correlati
even lead to a quantum Hall effect~QHE! with fractional i . Recently, a quantization o
the Hall conductance has been observed in disordered layers consisting of epitaxial
of heavily dopedn-type GaAs.2 In this case, the electronic system is supposed to ha
three-dimensional~3D! single-particle energy spectrum like that for the bulk material.
T54.2 K, the magnetoresistance of the samples shows the typical behavior of the
material, with weak Shubnikov–de Haas oscillations with increasing field and a s
monotone upturn in the extreme quantum limit~EQL!, where only the lowest Landau
level is occupied. The bulk electron densitiesn determined from the periodicity of the
Shubnikov–de Haas oscillations in reciprocal field were close to the nominal va
Below 1 K, the magnetic-field dependence of the Hall conductanceGxy shows steps a
quantized valuesie2/h ( i 52,4,6) together with pronounced minima in the transve
conductanceGxx in the extreme quantum limit of the applied magnetic field, while
3270021-3640/98/68(4)/5/$15.00 © 1998 American Institute of Physics
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amplitude of the usual Shubnikov–de Haas oscillations does not depend on tempe
below 4 K. The minima inGxx and udGxy /dHu appear in magnetic fields, wher
Gxy5 ie2/h at T54 K.

In this work we study this novel phenomenon of a quantized Hall effect in a di
dered GaAs layer in a tilted magnetic field. This study allows for a comparison with
QHE in a 2D system, where the projection of the field perpendicular to the 2D ele
system determines the effect in a tilted magnetic field~without taking spin-splitting
effects into account!. Our experiment reveals a strongly different dependence on the
orientation.

The investigated Si-doped GaAs layers sandwiched between undoped GaAs
been grown by molecular-beam epitaxy as described in Ref. 2. The quantized Hall
structure has been observed for a perpendicular magnetic field in various sample
thicknesses about 100 nm and electron concentrations from 0.6 to 2.531017 cm23 ~Ref.
2!. Here we will present experimental data for different field orientations measured a
and 0.08 K on a heavily doped GaAs layer~sample 2 in Ref. 2, which showed the mo
pronounced effect! with a nominal thicknessd5100 nm, with a bulk electron densit
n51.531017 cm23 and mobilitym52400 cm2/(V• s) at 4.2 K. The estimated mean fre
pathl 528 nm and screening lengthlD57 nm in zero magnetic field are smaller than t
thickness of the layer. Sample 1, with a nominal thickness of 100 nm, a bulk de
n50.631017 cm23 and mobility 1900 cm2/(V• s) was measured only in parallel an
perpendicular magnetic fields atT50.3 and 4.2 K. The magnetoresistanceRxx and Hall
resistanceRxy were measured in a Hall-bar geometry by a phase-sensitive dete
method for several orientationsa of the magnetic field with respect to the normal of t
plane of the GaAs layer (a50° corresponds to the perpendicular orientation!. In our
convention, thexyz coordinates refer to the frame of the layer. The applied curren
along thex axis, the Hall contacts are along they axis, and thez axis is perpendicular to
the layer. The magnetic field is rotated perpendicular to the current direction~see the
inset of Fig. 1!. The measured resistance was converted to the resistance per squaRxx

using the lateral dimensions of the Hall bar.

In Fig. 1 the transverse magnetoresistanceRxx of sample 2 is plotted for differen

FIG. 1. Magnetic field dependence of the transverse resistanceRxx ~per square! in magnetic fields at different
anglesa with respect to the normal of the GaAs layer atT54.2 and 0.08 K. The curves for 4.2 K are shifte
vertically by 0.1.DRxx shows the differenceRxx(a)2Rxx(60°) at 0.08 K.
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anglesa of the applied magnetic field with respect to the normal of the sample plan
temperaturesT54.2 K and 0.08 K. At 4.2 K, the characteristic Shubnikov–de H
oscillations below 8 T and the strong increase in magnetoresistance in the EQL a
8 T are practically independent of the field direction. This is a strong indication
three-dimensionality of the electronic spectrum of the investigated system. Ata50° and
T50.08 K, the pronounced minima inRxx coincide with the plateaus inRxy shown in
Fig. 2. These structures in the magnetoresistance tensor components resemble th
for a 2D electron system, although the plateaus inRxy aren’t completely flat nor do the
minima in Rxx go to zero. As we have shown for samples with the same nominal th
ness but different electron density,2 the quantized structures occur at quantized val
ie2/h of the Hall conductanceGxy5Rxy /(Rxx

2 1Rxy
2 ) with i 52,4,6.

By rotating the magnetic field away from the perpendicular orientation both
plateaus inRxy and the minima inRxx are strongly suppressed simultaneously. In Fig
we have plotted the field positionsBmin(a)/Bmin(0°) normalized by the 0° result a
functions of the field orientationa. The field positionsBmin(a) were extracted from the

FIG. 2. Magnetic field dependence of the Hall resistanceRxy in a tilted magnetic field at different anglesa at
T50.08 K.

FIG. 3. Normalized magnetic field positionsBmin(a)/Bmin(0°) of the minima in DRxx and dRxy /dB as a
function of the field inclinationa. The solid curve shows the 1/cosa dependence.
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minima in bothDRxx5Rxx(a)2Rxx(60°) anddRxy /dB. These field values are substa
tially smaller than the 1/cosa dependence expected for a 2D QHE. The discrepanc
higher magnetic fields is more pronounced for the structure ati 52 than for thei 54
structure. Because of the absence of a 1/cosa angular dependence of the quantiz
structures in the tensor components, we can exclude any trivial explanation of th
served phenomenon in terms of a hidden 2D electron system in our MBE grown s
ture.

For an explanation of the quantized phenomenon, we have suggested2,3 the impor-
tance of diffusive corrections to the conductance due to electron–electron interac4

These effects are strongly enhanced in the extreme quantum limit due to the decr
diffusion perpendicular to the magnetic field and could possibly cause a correlatio
in the density of states at the Fermi level at the lowest temperatures. In the case th
corrections are small~at T54.2 K in our case!, the probabilityP(t) of again finding two
diffusing electrons within a distance of the order of the screening length in a timet is
given for an anisotropic conductor by

P~ t !;
lD

3

d~DxxDyy!
1/2t

}~GxxGyy!
21/2, ~1!

whereDxx and Dyy are the diffusion coefficients. Within this description of electro
electron interactions in a disordered system, the effect in a rotated magnetic field
depend on the conductance averageAGxx(4.2)Gyy(4.2). From our previous investigatio
of the phenomenon on different samples2 in a perpendicular magnetic field, we conclud
that the quantized structure is more pronounced the more closely the conduc
Gxx(4.2)5Gyy(4.2) atT54.2 K comes down to the valuee2/h ~Ref. 2!. In a tilted field
Gxx(4.2)ÞGyy(4.2), and one can expect that the strength of the quantized stru
depends on the value ofAGxx(4.2)Gyy(4.2). The suppression of the quantization ph
nomenon could be explained by the increase ofGyy . For a three-dimensional system th
angular dependence of the conductivitysyy can be written as

syy~a!5syy~0°!cos2 a1szz~0°!sin2 a. ~2!

The other important~to us! components of the conductivity and resistivity tensor
the tilted field are equal to

sxx~a!5sxx~0°!, rxx~a!5rxx~0°!,

sxy~a!5sxy~0°!cosa, rxy~a!5rxy~0°!cosa. ~3!

syy(a)5Gyy(a)/d is larger thansyy(0°) because of the larger value ofszz(0°) along
the magnetic field. We can get an estimate for this from measurements of the longit
magnetoresistance of a single crystal with practically the same electron densit
mobility as for our layer.5 At 4.2 K and in a field of 12 T, the value ofszz(0°)
'55 S/cm whilesxx(0°)5syy(0°)59 S/cm only. For our sample this would lead to a
increase inGyy5syyd upon rotating the sample. The resulting increase of (GxxGyy)

1/2,
i.e., the increase of the diffusion in the plane of the layer, could therefore caus
suppression of the quantized Hall effect structures.

We note that Eq.~2! probably gives a not very precise description of the anisotro
transport in our samples because the scattering lengthl and the magnetic lengthl H
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('7 nm atB514 T) are not much less than the layer thicknessd. This would lead to an
influence of the surface boundaries on the conductance tensorĜ. In a tilted magnetic
field, the motion of an electron at the top and surface boundaries is absolutely dif
from the motion inside the layer. The orbits become skipping~classically speaking! at a
distance of the order ofl H from the surfaces, leading to a nonuniform current distribut
along the thickness of the layer. Therefore, theĜ and, correspondingly,R̂ tensor can be
rather different from those obtained by the conventional transformation in a tilted
Indications for this can be seen in the differences at 4.2 K betweenRxx(0°) andRxx(a)
~see Fig. 1! and also betweenRxy(a) andRxy(0°)cosa, which are rather pronounced a
a560°. However, the anisotropic magnetoconductivity would still giveGyy(a)
.Gyy(0°).

We have no explanation for the observed shift of the minima with rotation of
field, but our measurements show that the behavior of our disordered GaAs layer s
is definitely different from the behavior of 2D systems.

In summary, the minima inRxx and dRxy /dB in the quantized Hall effect of a
disordered heavily doped GaAs layer with a 3D single-particle spectrum have a
weaker shift to higher magnetic fields in a tilted magnetic field than the 1/cosa depen-
dence for the quantum Hall effect measurements in the 2D case. The suppression
quantized phenomenon in a rotated magnetic field could be related to the mixing
conductivity tensor componentszz(0°) into the componentsyy(a), which would reduce
electron–electron interaction effects in the diffusive transport of a disordered syste

This work is supported by the Russian Fund for Fundamental Research~Grant
98-02-16633!.
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Anisotropy of the superconducting properties
of YBa 2Cu3O72x single crystals with reduced oxygen
content

V. N. Zverev,a) D. V. Shovkun, and I. G. Naumenko
Institute of Solid-State Physics, Russian Academy of Sciences, 142432 Chernogolovk
Moscow Region, Russia

~Submitted 8 July 1998; resubmitted 14 July 1998!
Pis’ma Zh. Éksp. Teor. Fiz.68, No. 4, 309–313~25 August 1998!

In an investigation of the resistivity anisotropy of YBa2Cu3O72x single
crystals with suboptimal oxygen content it is observed that the super-
conducting transition for the componentrc of the resistivity tensor is
shifted to lower temperatures with respect to the transition for the com-
ponentrab . A similar shift is also observed for the transition in the
temperature dependence of the dynamic magnetic susceptibility.
© 1998 American Institute of Physics.@S0021-3640~98!01216-X#

PACS numbers: 74.72.Bk, 74.25.Fy, 74.62.Bf

Cuprate high-Tc superconductors are highly anisotropic layered compounds cha
terized by the presence of CuO2 planes, which are believed to be responsible for
superconductivity.

In Ref. 1, in a study of the temperature dependences of the resistance and ma
susceptibility of Bi2Sr32xCaxCu2O81y single crystals, it was observed that the superc
ducting transition temperature was approximately 40 K higher in the case of curren
along the CuO2 layers (j' c, wherec is the direction of the crystallographic axis perpe
dicular to the layers! than in the case of current flow perpendicular to the layers (j i c).

Friedel predicted theoretically a similar behavior of layered superconductors.2 He
proposed a specific mechanism of ‘‘growth’’ of ring-shaped Josephson vortices
certain temperature rangeTf,T,Tc belowTc that should suppress superconductivity
this range in the direction perpendicular to the CuO2 layers. According to Friedel’s
conjecture, such a temperature interval should exist in any layered superconductor
described by a model of a stack of superconducting planes between which Jose
links exist. The temperatureTf above which these links are broken is the Friedel tran
tion temperature.

Later, Korshunov and Rodriguez3 pointed out an error in Friedel’s calculations an
showed that such a mechanism is not realized in an ideal crystal. However, it
recently shown theoretically in Ref. 4 that a Friedel transition can occur if the layer
not assumed to be ideal and it is assumed that there is a random distribution
superconducting properties of the layers. Specifically, it was assumed that two typ
layers with different parametersJi , characterizing the coupling constant inside a layer
3320021-3640/98/68(4)/6/$15.00 © 1998 American Institute of Physics
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an anisotropic 3DXY model, exist in the crystal. The Friedel transition was obtained o
when the distribution of such layers in a crystal was not periodic but random.

The reason for the observed1 shift of the superconducting transition was not esta
lished. In principle, any macroscopic nonuniformity of the sample can lead to a sh
the transition, but the observed phenomenon could have been due to a Friedel tran
In any case, such behavior is a consequence of the layered structure of the single c
investigated. In this connection, it is of interest to observe the shift of the transitio
other layered superconductors.

In the present work, we chose YBa2Cu3O72x single crystals~YBCO! for the inves-
tigations. Initially, at optimal dopingx'0.05 this superconductor possesses a m
weaker anisotropy than bismuth or thallium cuprate superconductors, but as the o
content decreases, the degree of anisotropy increases rapidly. The behavior of YB
a function of oxygen content is reversible and has been rather well studied. Fo
reason we undertook to observe the shift of the superconducting transition with de
ing oxygen content in high-quality~in the initial state! single crystals for different orien
tations of the current relative to the CuO2 layers.

In the experiment, the anisotropy of the electrical resistance and the dynamic
netic susceptibility was measured on YBCO single crystals in the form of slabs
dimensions of approximately 23130.05 mm, for which the crystallographic directionc
was normal to the plane of the slabs.

The YBa2Cu3O72x single crystals were grown in a ZrO2 crucible by the method
described in Ref. 5. The total impurity content in the samples, which was less
0.005%, was determined by the inductively-coupled plasma method, which consis
a mass-spectrometric analysis of an argon plasma containing the vaporized samp
ignited by an rf inductor.

After annealing at 500 °C in oxygen, the samples possessed a narrow superco
ing transition withTc'92 K and transition width less than 0.5 K. The required redu
oxygen content was achieved by choosing the annealing temperature~up to 820 °C! in air
at atmospheric pressure and subsequent quenching in liquid nitrogen in accordanc
the data of Refs. 6–8. The samples were annealed in a quartz ampoule and cover
YBCO powder in order to preserve the high quality of the surface. No special mea
were taken to detwin the samples.

To measure the real part of the dynamic magnetic susceptibilityx, the sample was
placed inside a pair of coaxial coils 6 mm in diameter, one of which served to exci
ac magnetic field, while the other was for measuring. An identical pair of coils, w
was used to compensate the signal in the absence of the sample, was placed ne
Using the standard synchronous detection scheme, we measured the componen
imbalance signal proportional to the real part of the induced magnetic momentM of the
sample in an ac magnetic field of frequency 105 Hz: M5xhV. Hereh is the amplitude of
the magnetic field in the coil andV is the volume of the sample. The amplitudeh of the
field was chosen to be small, so that the signal was linear inh, and equal to 0.1 Oe. The
sample in the coil was placed either perpendicular (ci h) or parallel to (c' h) to the
magnetic field. For this, the sample was glued to different faces of a sapphire rod, s
in the form of a rectangular parallelepiped. We denote byxab the susceptibility compo-
nent measured in the first case, since ring currents flow only in the plane of the2
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layers, and we denote byxc the susceptibility component in the second case, since in
case a portion of the path which the currents must follow to closure is perpendicu
the layers.

The sample together with a thermometer and a heater arranged alongside
placed inside a glass Dewar, which was immersed, upside down, in liquid helium
measuring coils were wound on the outer surface of the Dewar and were always at
helium temperature during the measurements. To prevent a temperature gradie
sample was placed in a sapphire container.

A four-contact method was used to investigate the electrical resistance of aniso
single crystals.9 In this method, two pairs of contacts were placed opposite one ano
on opposite sides of the sample~see inset in Fig. 1!. The contacts were prepared b
depositing drops of silver paste on the surface of the sample. The drops were
‘‘burned in’’ by heating the sample in air at 400 °C. The subsequent manipulations o
sample~annealing, remounting! did not change the properties of the contacts. The ch
acteristic size of the contacts did not exceed 0.3 mm, and the accuracy of the plac
of the contacts opposite one another on the opposite sides of the sample was not
than 0.05 mm.

The components of the resistivity tensorrab in the plane of the layers andrc normal
to the layers could be calculated numerically, using the formulas of Ref. 9, from
results of two measurementsRab5V12/J34 and Rc5V13/J24, assuming an infinite
sample. This condition limited the applicability of this method to a large anisotr
h5rc /rab . In our experiments, the calculations ofrab andrz were performed only for
the initial sample with optimal oxygen content, for whichh was of the order of 102. For
samples with reduced oxygen content, where the anisotropy was much higher, we p
only the values ofRab andRc .

In the present work we investigated two samples in detail. Their behavior
similar overall but different in detail. For the sample whose data are reported in
present letter the resistivities in the state with optimal oxygen concentration wererab

5460 mV• cm andrc548 mV• cm atT5300 K, and the values decreased linearly w
decreasing temperature~but not too close toTc.92 K; Fig. 1!.

Next, the sample was annealed at a fixed temperature, resulting in a lower o

FIG. 1. Temperature dependence of the resistivity componentsrab andrc of the initial YBCO single crystal.
Dotted lines — extrapolations of the linear parts of the temperature dependences of the resistivity t
temperature. Inset: Geometry of the contacts.



at a

the

h

ynamic
e ac

335JETP Lett., Vol. 68, No. 4, 25 Aug. 1998 Zverev et al.
concentration, after which the temperature dependences of the resistancesRab andRc and
the susceptibilitiesxab and xc were measured. Then the procedure was repeated
higher annealing temperature, all the way up to the temperature;820 °C at which the
sample was no longer a superconductor.8

Figure 2 shows the temperature dependencesRab(T) and Rc(T) for a sample an-
nealed at 790 °C for 35 h. As one can see from the figure, the resistancesRab(T) and
Rc(T) do not vanish simultaneously as temperature decreases: firstRab vanishes at
T1.40 K; in the process,Rc(T) increases, reaches a maximum approximately at
point whereRab(T) vanishes, and then decreases and vanishes atT2.30 K, i.e., at an
approximately 10 K lower temperature. This nonsimultaneous vanishing ofRab andRc

started only whenTc of the sample dropped below'60 °C, and it was observed for bot
experimental samples, though the temperature intervalDT whereRab50 while Rc.0
was different.

The same effect was also observed in the temperature dependences of the d
magnetic susceptibility, which were measured for two different orientations of th
magnetic fieldh — parallel (xab) and perpendicular (xc) to thec axis ~Fig. 3!. We note

FIG. 2. Temperature dependencesRab(T) ( j ' c) andRc(T) ( j i c) in the absence of a magnetic field (s) and
in a 5 T field (n).

FIG. 3. Comparison of the temperature dependence of the normalized dynamic susceptibility~solid curves! and
the resistance~dashed curves! near a superconducting transition.
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that Fig. 3 shows the temperature dependences normalized to the susceptibility a
temperature. In the experiment the ratioxab(0)/xc(0)529, which reflects the anisotrop
of the demagnetizing factor of the sample.

As one can see from Fig. 2, applying a magnetic fieldB i c decreases the values o
the characteristic temperatures at which each of the measured quantitiesRab(T) and
Rc(T) vanishes, but the difference between them remains approximately the same
B50.

The experimentally observed shift of the superconducting transition means that
exists a temperature interval belowTc where the superconducting current exists only
the plane of the CuO2 layers and equals zero in the perpendicular direction. As we h
said, such behavior could be a manifestation of a Friedel transition but it could al
due to the nonuniformity of the sample. There are two types of nonuniformities w
can lead to the effect that we observe:

1! the presence of layers with a higher value ofTc which are separated by layer
with a lower value ofTc ;

2! the presence of planar defects, playing the role of weak links between la
where a supercurrent arises~on account of thermal fluctuations! at temperatures less tha
Tc of the layers~a similar mechanism is realized in granular superconductors10!.

The effect which we observed cannot be due to defects of the second type
follows from the experiment in a magnetic field. Actually an external magnetic fi
should destroy the weak links and therefore shift the transition inRc(T) more strongly
than inRab(T).

An additional argument supporting the fact that the observed defect is not d
defects of the second type follows from the behavior of the dynamic magnetic sus
bility. The point is that in the geometryh' c, i.e., when the field is parallel to the layer
planar nonsuperconducting defects make virtually no contribution to the suscept
~provided that their total volume is small compared with that of the sample!. For this
reason, even though the presence of defects can lead to the phenomenon that we o
in the resistance, it cannot explain the behavior of the susceptibility. For this reaso
nonuniformities of the first type can lead to the observed phenomenon only in the
that the fraction of the higher-temperature layers is small compared with that o
low-temperature layers. In the limiting case, one narrow high-Tc layer can exist in the
sample. Although we cannot rule out this variant, it seems unlikely. It would be m
natural to infer that the distribution ofTc over the layers is smooth. However, in this ca
the superconducting transitions should start at the same temperature for different
tations of the current, in contradiction to experiment.

The magnitude of the temperature shiftDT observed in the experiment depended
the stage of annealing of the sample, and for different samples differed appreciab
approximately equal values ofTc . This shows that the nonuniformity of the sample
still considerable. But, at the present stage of the investigations, it could not be
mined unequivocally whether we are dealing with a Friedel transition~with allowance for
the fact that the CuO2 layers are not all identical! or whether the phenomenon is due
a macroscopic nonuniformity of the sample.

In summary, in the present work a shift of the superconducting transition to
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temperatures was observed in oxygen-deficient YBCO single crystals in the ca
current flow perpendicular to the CuO2 layers. This phenomenon could be due to
Friedel transition in a nonuniform layered superconductor.

The authors are grateful to V. F. Gantmakher for his interest in this work and
critical remarks and to V. I. Karandashev for assisting in the elemental analysis o
samples. This work was performed as part of Project 98-02-16636 of the Russian
for Fundamental Research and Projects 96-012 and 96-060 of the State Program
perconductivity.’’
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Quantum corrections to the conductivity in systems with
strong spin–orbit splitting of the spectrum

I. V. Gorny ,a) A. P. Dmitriev, and V. Yu. Kachorovski 
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St. Petersburg, Russia
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Quantum corrections to the conductivity in a 2D system with a smooth
random potential and strong spin–orbit splitting of the spectrum are
studied. It is shown that the interference correction is positive and, right
down to very low temperatures, does not exceed in magnitude the nega-
tive correction due to the electron–electron interaction. ©1998
American Institute of Physics.@S0021-3640~98!01316-4#

PACS numbers: 73.50.Bk, 71.30.1h, 71.70.Ej

Recent experiments on high-mobility Si-MOS structures1 have demonstrated th
possibility of a metal–insulator transition in two-dimensional~2D! systems. It was found
that for electron densityn greater than a certain critical valuenc the system passes into
metallic phase. This contradicts the generally held view whereby the electronic sta
a disordered 2D system must be localized.2

A characteristic feature of Si-MOS structures is strong spin–orbit splitting of
electronic spectrum by the built-in electric field of an asymmetric quantum well.3 This
circumstance has stimulated interest in the study of quantum corrections of the co
tivity with an arbitrary ratio of the splittingD and the elastic collision timet.4 Calcula-
tions have been performed under the assumption that the impurity scattering poten
short-range. It has been shown that the interference correction even with quite
splitting changes sign and becomes antilocalizing. In the actual situation for the e
ment of Ref. 1,Dt@\, it is due to interference of two electronic waves with zero to
spin and has the form

dswl5
e2

4p2\
ln

tf

t
. ~1!

Heretf is the phase interruption time, which at low temperatures is governed sole
electron–electron collisions and is inversely proportional to the temperatureT ~Ref. 5!.
The result~1! is similar to the well-known result of Ref. 6 for the case of strong sp
orbit scattering by a random potential.

Generally speaking, a change in sign of the quantum correction to the conduc
indicates the possibility of a metal–insulator transition.2,7 However, as a number o
authors have noted,7–9 the inclusion of the spin–orbit interaction cannot shed light on
3380021-3640/98/68(4)/6/$15.00 © 1998 American Institute of Physics
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nature of the metallic state observed in Ref. 1. Indeed, besides the positive interfe
correction~1!, there is also a negative quantum correction, due to the electron–ele
interaction, to the conductivity:5

dsee52
e2

2p2\
ln

\

Tt
. ~2!

This expression does not contain a Hartree contribution, since this contribution de
from the interaction of a particle and a hole with nonzero total spin and is there
suppressed in the presence of a strong spin–orbit interaction.10 Even at not very low
temperaturedsee exceeds the quantity in~1!, as a result of which the total correction t
the conductivity is negative and grows in magnitude asT decreases, which corresponds
dielectric behavior.

In the presence of valley degeneracy, Eq.~1! holds for tf@tv , wheretv is the
characteristic intervalley scattering time. In the opposite limiting case,tf!tv , the in-
terference corrections to the conductivity from each valley add, and expression~1! is
multiplied by the number of valleysNv . At the same time, the expression fordsee does
not containNv ~Refs. 5 and 11!, and the temperature dependence of the total correc
has the form

ds tot5
e2

2p2\
S Nv

2
21D ln

\

Tt
. ~3!

Hence it follows that the presence of several valleys decreases the relative role of
ization effects and can lead to antilocalization in the temperature range wheretf!tv .
However, all the same, forNv52 ~which corresponds to the experimental situation
Ref. 1! valley degeneracy does not lead to metallic behavior. Indeed, one can see
Eq. ~3! that the total correction to the conductivity in this case does not depen
temperature. This result is correct if intervalley transitions are completely neglected
to zero order intf /tv . However, it can be shown that even in first order in this para
eter the conductivity decreases slowly as the temperature decreases, i.e., the taki
account of arbitrarily weak intervalley transitions leads to dielectric behavior.

In the present letter we investigate the effect of strong spin–orbit splitting of
spectrum (Dt@\) on quantum corrections to the conductivity of electrons moving i
smoothrandom potential. We do not claim to explain the metal–insulator trans
observed in Ref. 1, but rather we study only the quantum corrections to the conduc
in the region of high conductances, i.e., far from the metal–insulator trans
(n@nc).

The results obtained differ considerably from the results for the case of ashort-
range impurity potential: For sufficiently strong splitting the interference correction
the conductivity is positive, and all the way down to very low temperatures it is two ti
greater in magnitude than the value given by Eq.~1!. As a result, the total correction
~with the valley degeneracy taken into account! is antilocalizing, and the behavior of the
system is of a metallic character. This result is due to the fact that in the case of sca
by a smooth potential, in contrast to the case of a pointlike potential, transitions bet
spin subbands are strongly suppressed, and each valley decomposes into two inde
subsystems. For this reason, in the case of two valleys,Nv in expression~3! effectively
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equals 4 instead of 2. We note that in the experiments of Ref. 1 the random potentia
produced mainly by distant ionized impurities, and for this reason it was a long-r
potential.

We shall confine our attention to the high-density region, where the kinetic en
EF of the electrons is higher than their Coulomb interaction energy. We consider the
of a single valley first. We write the term in the Hamiltonian that is responsible
spin–orbit splitting in the forma(@ŝ3k#•n). Here a is a constant characterizing th
spin–orbit interaction force,ŝ is a vector consisting of the Pauli matrices,\k is the
momentum measured from the valley bottom, andn is the normal to the plane of the wel
The energy spectrum and wave functions of an electron with effective massm have the
form

E6~k!5
\2k2

2m
6ak:, fk

6~r !5exp~ ikr !xk
6 , xk

65
1

A2
S 1

6 ieiwkD . ~4!

The spinorsxk
6 depend on the anglewk of the wave vectork and describe two states wit

spins polarized parallel to the vectors6@k3n#, respectively. Therefore the system d
composes into two subsystems~branches!, 1 and2, in each of which the electron spi
is rigidly coupled with the momentum.

We shall assume that the random smooth impurity potentialU(r ) with correlation
function K(r )5^U(r )U(0)&, decaying on a scaled@kF

21 , is sufficiently weak so that
EFt@\ and t@d/vF . The presence of this potential leads both to intrabranch
interbranch transitions. The corresponding times are given by the expression

1

tmn
5

2p

\ E d2q

~2p!2
Kmn~q!d@Em~k!2En~k2q!#, ~5!

whereKmn(q)5u^xk
muxk2q

n &u2K(q), the indicesm and n assume the values1 and 2,
andK(q) is a Fourier component of the correlation function of the potential and de
with a characteristic scaled21. We assume below that the spin–orbit splittin
D52akF is small compared withEF and we sett115t225t, while t125t21

5t* . For interbranch transitions the minimum momentum transfer is dictated by td
function in Eq. ~5! and equals 2ma/\. If, besides the inequalityDt@\, the more
stringent condition

mad@\2 ~6!

holds, then interbranch transitions are strongly suppressed compared with intrab
transitions. Specifically, for the potential produced by ionized impurities located a
tanced from the 2D layer, the correlation functionK(q);exp(22qd), and we have for
the interband-transition time

t* 54~kFd!2exp~4mad/\2! t. ~7!

The factor (kFd)2 in this expression is due to the orthogonality of the spinors corresp
ing to different branches and to identically directed momenta. We note that in the ca
scattering by a short-range potential any momentum transfer (K(q)5 const) andt* of
the same order of magnitude as the intrabranch scattering time are possible.
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On time scales less thant* interbranch transitions are absent, and we can ass
that we have two independent subsystems corresponding to these branches. F
reason, fortf!t* the interference correction to the conductivity is a sum of correcti
from the two branches. In each branch the correction equalsdswl

1 5dswl
2 5(1/2)

3(e2/2p2\)ln(tf /ttr), wheret tr;(kFd)2t is the transport time. The calculation is pe
formed just as in the absence of spin splitting,12 but the result is two times smaller i
magnitude and positive. The factor 1/2 arises because summation over the two spin
is not performed when the contribution from one branch is calculated. The differen
sign is due to the fact that under a rotation by an angle of 2p the spin wave function is
multiplied by 21. Indeed, the correctdswl is related with the effective change in th
backscattering amplitude as a result of interference of two waves traversing closed
in opposite directions. In our case the spin, always perpendicular to the mome
rotates adiabatically by an angle ofp on one of the interfering paths and by an angle
2p on the oppositely directed path. The relative rotation of the spins of the two w
equals 2p, which is why the correction changes sign~Ref. 13!.b! The total inference
correction from the two branches equals

dswl5dswl
1 1dswl

2 5
e2

2p2\
ln

tf

t tr
. ~8!

For an arbitrary ratio oftf andt* the calculation can be performed by using t
method proposed in Ref. 6 and elaborated in Ref. 14 for solving the equation
cooperon in multiband systems. The corresponding calculations will be presented
more detailed publication. The result is

dswl5
e2

4p2\
F ln

tf

t tr
1 ln

tft*
~2tf1t* !t tr

G . ~9!

For tf!t* this expression goes over to Eq.~8!. In the limit tf@t* , when a large
number of interbranch transitions occur during the phase interruption time, the first
makes the main contribution in Eq.~8!. This contribution is similar to expression~1! for
the case of a short-range potential.

The following illustrative considerations should elucidate Eq.~9!. Since the spin–
orbit splitting is assumed to be large, the waves propagating in opposite directions
a closed path on any section between two successive scatterings should belong th
branch~although on scattering the type of branch can change simultaneously in
waves!. In addition, only processes such that each wave at the beginning and end
path also belongs to the same branch are important. In the opposite case, the
acquire substantially different phases and do not interfere. In such a situation the c
tion is proportional to the number of times a particle returns to the initial point and to
initial branch. We shall estimate this number in the diffusion approximation. The co
sponding equations are

]c

]t
2DDc5d~r !d~ t !1

c82c

t*
2

c

tf
,

]c8

]t
2DDc85

c2c8

t*
2

c8

tf
. ~10!
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Herec(r ,t) andc8(r ,t) are the probability densities of observing a particle at timet at
the pointr on the initial and second branches, respectively, andD5vF

2t tr /2 is the diffu-
sion coefficient@Note: The symbolD here denotes the Laplacian operator#. The Fourier
componentcq,v is the sum of two pole contributions

cq,v5
1

2S 1

Dq22 iv1tf
21

1
1

Dq22 iv1tf
2112t

*
21D .

The number of returns to the initial branch that are of interest to us is proportional t
integral*t tr

` c(r50, t)dt, upon calculation of which we obtain the sum of the two log

rithms appearing in Eq.~9!.

We shall now discuss the role of the electron–electron interaction in our prob
This interaction leads to a quantum correction to the conductivity and determine
phase interruption time. Moreover, electron–electron collisions can give rise to tr
tions between the branches of the spectrum. It can be shown that the correction
conductivitydsee for any ratio ofT andt* is once again given by expression~2!. This
is due to the fact that it is determined by the total~summed over branches! probability of
a diffusing particle reaching the final point from the initial point. This probability do
not depend ont* , as can be easily verified using Eqs.~10!, in which the substitution
tf5` must be made. Indeed,t* drops out of the equation for the sum ofc andc8. The
phase-interruption time is insensitive to the spin–orbit splitting of the spectrum, an
formula proposed in Ref. 5 can be used:

1

tf
;

T

EFt tr
ln

EFt tr

\
.

Interbranch transitions due to electron–electron collisions can be neglected, sin
characteristic timet

*
ee of these transitions at low temperatures is long compared with

timestf andt* . This explained by the fact that the minimum momentum transfer
transition to another branch under the conditionDt@\ is much larger than the reciproca
of the mean free path, and the ballistic approximation must be used to calculatet

*
ee. As

a result,t
*
ee is inversely proportional to the square of the temperature.5

We shall now take the valley degeneracy into account, assuming thattv@t* . Then
the total quantum correction to the conductivity is the sum of expression~2! ~with t
replaced byt tr) plus expression~9! multiplied by Nv . At temperatures

T.T* ;
EF

ln~EFt tr /\!

t tr

t*
~11!

the phase-interruption time is shorter than the interbranch transition time (tf,t* ). In
this temperature range we obtain for theT-dependent part of the total correction

ds tot5
e2

2p2\
~Nv21!ln

\

Tt tr
~12!

Hence one can see that forNv52 the conductivity grows logarithmically as the temper
ture decreases, i.e., metallic behavior is observed.
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As can easily be verified, in the intervaltv.tf.t* the conductivity continues to
increase slowly, reaches a maximum attf;tv , and then decreases logarithmically on
if tf.tv .

We now present some estimates. In the experimental situation, according to Re
a'531026 K•cm, m50.2me , andd;1025 cm. Under these conditions the argume
of the exponential in Eq.~7! is large, so thatt* @t tr . Then for n5(5 –10)
31011 cm22 we obtain forT* a value of the order of several mK, which is less than
lowest temperatures~20 mK! used in the experiments of Ref. 1. Thus the mechan
proposed above could possibly explain the metallic behavior at low temperatures
regionn@nc .
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Photoinduced transformations in C 60 films irradiated
by femtosecond laser pulses
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Photoinduced polymerization and photoinduced diffusion of molecular
oxygen in thin C60 films irradiated by femtosecond laser pulses are
investigated. A comparison of the Raman scattering and absorbed en-
ergy spectra and the irradiation doses required to observe photopoly-
merization using continuous-wave radiation and femtosecond pulses
shows that the efficiency of both photoinduced processes decreases
considerably in the latter case. ©1998 American Institute of Physics.
@S0021-3640~98!01416-9#

PACS numbers: 82.50.2m, 81.05.Tp, 78.30.Na

The phototransformation of C60 by ultraviolet~UV! and visible radiation leads to th
formation of materials with structural, chemical, and electrical properties which are
siderably different from those of the initial material.1 One such process is photopolyme
ization ~PP!, occurring in the solid phase of C60 ~films and crystals! and resulting in the
formation of a photoproduct which is insoluble in toluene and consists of dimers
polymers of covalently bonded C60 molecules.2 Photopolymerization of C60 in films by
continuous-wave~cw! visible- and UV-range light sources has been investigated in
sively both under oxygen-free conditions and in the presence of oxygen.1–5 Most studies
have investigated the behavior of the most intense peak in the Raman scattering~RS!
spectrum of C60 — the tangential modeAg(2) — whose position has been found to sh
from 1469 cm21 to 1458 cm21 and whose intensity to drop severalfold in the PP proce

The well-known 212 cycloaddition reaction leading to covalent bonding of van
Waals molecules in a molecular crystal has been proposed as the mechanism of4 In
order for this reaction to proceed in solid C60 it is necessary to have a pair of fulleren
molecules with the double bonds lying parallel and located a distance of not more
0.42 nm from one another, and one molecule must be in the ground state while the
must be in the lowest triplet excited state.5 The observed decrease in the PP efficiency
the presence of oxygen is attributed to efficient transfer of energy from C60 triplets to
oxygen molecules, which are also in a triplet ground state. In this case the triplet ox
3440021-3640/98/68(4)/6/$15.00 © 1998 American Institute of Physics
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transforms into singlet oxygen~the quantum yield of this process is very high6!, which in
turn reacts with C60 in the ground state, forming carbonyl C60O2 ~Ref. 6!. Moreover,
charge transfer between the fullerene and oxygen in octahedral voids7 causes the free
rotation of the C60 molecules to ‘‘freeze,’’ impeding the PP process, just as in the cas
low temperatures. Another process lowering the efficiency of PP is a photoinduce
crease of oxygen diffusion inside the sample, observed when films are irradiated
light sources.8 In this case, oxygen filling the octahedral voids in a face-centered la
between C60 molecules likewise impedes PP for the reasons indicated above, and c
nyl C60O2 is formed. As was shown in Ref. 9, the visible-range spectrum of an oxy
filled sample is the same as that of the initial sample. At the same time, PP incr
absorption in the red region, making it possible to detect this process visually acco
to the appearance of characteristic spots where darkening occurs.5

Photopolymerization is most efficient for C60 samples irradiated by cw UV
sources.10 The typical average intensities of radiation initiating PP lie in the ra
1 – 100 W/cm2. For C60 films in air, as the average radiation intensity at 514 nm increa
to values above 103 W/cm2 the C60 core is destroyed, and amorphous carbon form11

The PP of C60 by femtosecond laser pulses has still not been investigated experimen
though the darkening spots, attributed to PP, in the films have been observed
course of experiments where the films were irradiated by 230 fs pulses at 590 nm
intensities above 1010 W/cm2 ~Ref. 12!. Special interest in such investigations arose a
the publication of Ref. 13, where acceleration of relaxation of photoinduced absor
under oxygen-free conditions was observed after C60 films were irradiated for severa
minutes by comparatively low-intensity (106– 107 W/cm2) femtosecond pulses with
pulse repetition frequency of 82 MHz. According to an assertion made by the autho
is the PP of C60 occurring as a result of the action of the femtosecond pulses on
sample in the course of the experiment itself that causes the acceleration of the ob
relaxation. Moreover, the authors assert that as the intensity and corresponding
density of excitations increase, the efficiency of the PP process should increase,
virtually all of the published results of experiments on femtosecond spectroscop
fullerene films must be reexamined.13 Nonetheless, no experimental proof of the prese
of PP ~changes in the Raman spectra and photodarkening of the sample! was given in
Ref. 13.

In contrast to Ref. 13, all of the published works on femtosecond spectrosco
C60 were performed with films exposed to oxygen in air. A number of remarks conc
ing the interpretation of the results of Ref. 13 were made in Ref. 14, but the questi
the efficiency of the PP of fullerenes under irradiation by femtosecond laser pulse
remained open up to now.

In the present letter we report on experiments on observations of PP and
photoinduced processes induced by femtosecond laser pulses in C60 films in the presence
of oxygen.

C60 films ranging in thickness from 140 to 900 nm were investigated in the exp
ments. Prior to the experiments, the films were held in air under ordinary illuminatio
more than one year. Six~of eight! Hg and 2Ag modes, typical for C60 spectra, were
observed in the RS spectra of the films in the range 200– 1700 cm21.

The films were irradiated with a cw argon laser at wavelength 514
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(10– 1000 W/cm2) or 82 MHz pulses from a titanium sapphire laser at wavelength
nm ~pulse duration 100 fs, average power 10– 1000 W/cm2). The dynamics of the ap
pearance of darkening spots, attributed to PP in the irradiated region, was observed
different irradiation conditions. The energy absorbed in the sample was measured
same time. After irradiation the spots obtained were investigated by means of micr
It should be noted that the observation of darkening spots was found to be a
sensitive method of observing PP than investigation of RS spectra.

We present below the results obtained on the same 150-nm-thick C60 film with a
200mm focal spot. This made it possible to avoid the uncertainties associated wit
influence of the film quantity and the size effect. The following observations were m
in the experiments.

1. Photopolymerization was observed under irradiation with both cw radiation a
nm and femtosecond pulses at 395 nm. The minimum time for appearance of a sp
equal to 1–2 min in the first case and at least 10 min in the second case. The thr
irradiation dose required for PP spots to appear under cw irradiation decreased
intensity increased from 50 to 300 W/cm2, and in the latter case it was found to be clo
to that observed under oxygen-free conditions5 ~about 20 kJ/cm2). The threshold for the
appearance of PP under femtosecond irradiation with average power up to 95 W/cm2 was
equal to 5565 kJ/cm2. As the power increased further, the threshold dose increased~by
almost a factor of 3 at 130 W/cm2).

2. The RS spectra taken several weeks after irradiation in the darkening spots
films showed changes characteristic for PP after both cw and pulsed irradiation. In
cases, a decrease in the intensity of theHg(1), Hg(4), Ag(1), and Ag(2) lines, an
increase in theHg(3) line, and splitting of allHg lines were observed. The large
changes were observed in the region of the tangential modeAg(2) (1469 cm21) — its
intensity decreased appreciably, the decrease being proportional to the observed d
ing in the PP spot. The largest differences in the spectra of the spots obtained with c
femtosecond irradiation were observed in the same region~see Fig. 1!.

3. For the same density of PP spots, the RS spectrum after cw irradiation at 51
differed more strongly from the initial spectrum than after femtosecond irradiation.
dropoff in the intensity of theAg(2) line was found to be greater in the first case, and
addition, broadening of this line was observed in the region of smaller wave number
broadening increasing as the exposure time increased. In the case of femtosecon
diation, there was no broadening, even for PP spots obtained with maximum expo
~780 min!.

It should be noted that PP was not observed in the case that the samples
irradiated by femtosecond pulses at 790 nm for any powers, right up to powers w
damage the samples, and exposures of up to several hours. In this case, up to 25%
incident energy was absorbed in a film 140 nm thick.

A sum of Lorentzian lines was fit to the experimental spectra~Fig. 1! under the
assumption that the investigated region of the spectrum contains lines belonging
initial fullerene Ag(2) andHg(7) (1469 cm21 and 1425 cm21) together with lines be-
longing to the photoproducts: the photopolymer C60 (1459 cm21) and carbonyl C60O2 .
The spectrum of the unirradiated region was analyzed first~Fig. 1a!. Assuming photo-
polymers to be absent in the unirradiated region, the best approximation gave a
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width of 3.5 cm21 for the 1469 cm21 line and, for the C60O2 line, a position of
1465 cm21, in good agreement with the data of Ref. 1, and a half-width of 10 cm21.
These data were then used to fit the spectra of the irradiated regions~Figs. 1b–1d!. The
position (1459 cm21) and half-width (17 cm21) of the photopolymer line were take
from Ref. 5. As one can see from Figs. 1b–1d, in all the spectra the photopolyme
obtained as a result of the fit is at the noise level. This is due to, first, the st
broadening and factor of 3 decrease in the cross section of the RS lineAg(2) accompa-
nying PP and, second, the appearance of the strong carbonyl line at 1465 cm21, substan-
tially masking the PP line. Nonetheless, the fractions of the photopolymerized mole
estimated assuming that the loss of molecules in the initial state equals the num
C60O2 molecules and photopolymers appearing are 35, 50, and 60% for the spectr
and d, respectively, which agrees qualitatively with the photodarkening observe
these cases. For the RS spectra observed after cw irradiation, an increase is clear

FIG. 1. Raman scattering spectra of unirradiated~a! and irradiated~b!–~d! regions of a 150 nm C60 film. All
spectra were measured under identical conditions~excitation by cw 488 nm radiation, 50 W/cm2, excitation
spot diameter 50mm, measurement time of each spectrum 15 min!. Irradiation conditions: Pulsed 82 MHz, 10
fs, 395 nm, 95 W/cm2, 75 min —~c!; cw at 514 nm: 85 W/cm2, 85 min —~b! 200 W/cm2, 40 min —~d!. The
dots show the results of the measurements, the solid lines show the results of fitting Lorentzian contour
experimental data.
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in the intensity of the C60O2 line at 1465 cm21 as compared with the spectrum of th
unirradiated sample~Fig. 1a!, the increase being all the greater the lower the intensity
the irradiating light and the longer the irradiation time~Figs. 1b and 1d!. The greatest
difference of the RS spectrum observed after femtosecond irradiation~Fig. 1c! is the
absence of such an increase even at the longest irradiation times.

Measurements of the absorbed energy required to observe PP showed that60

films this process is much less efficient in the case of irradiation by 395 nm femtose
pulses than for 514 nm cw radiation with the same average intensity;100 W/cm2,
though in the first case the absorption is greater. Estimates based on the experimen
presented above show that the absorption of 23106 photons per molecule is sufficient t
observe PP with cw irradiation, while in the case of femtosecond irradiation this nu
is 7 times larger~with a higher photon energy!. The decrease in efficiency in the latte
case is due to the high peak power of the femtosecond pulses. Under the conditions
experiments, the maximum density of the excited molecules for pulsed irradiation is
orders of magnitude higher than for cw irradiation with the same average power. In
case, the intermolecular relaxation~mainly singlet–singlet annihilation9! is much more
rapid than the transition of molecules into triplet states, which are the initial states fo
Therefore the assumption13,15 of efficient formation of C60 dimers and photopolymers in
the case of a high density of excited molecules is not confirmed by the present e
ment.

The difference of the RS spectra for identical PP spots in the case of pulsed a
irradiations permits drawing some conclusions about the character of the photoin
diffusion of oxygen in the two cases. The increase in the C60O2 line in the spectrum after
cw irradiation is due to the photoinduced diffusion of oxygen into the interior of
sample.1,8 The absence of such an increase in the spectrum~Fig. 1c! shows that photo-
induced diffusion does not occur in the case when the C60 film is irradiated with femto-
second pulses. The physical reasons for this phenomenon have yet to be determi
the case of cw irradiation the photoinduced diffusion of oxygen is due to the excitatio
C60 molecules~the efficiency is higher for UV irradiation! when the O2 pressures outside
and inside the sample are different~the reverse process is observed in vacuum!.8

It follows from the experiments performed that the change in the character o
excitation of C60 molecules in a film as a result of a change in the temporal structur
the exciting radiation will make it possible to control the course of photochemical r
tions. Photoinduced diffusion of oxygen in the presence of cw irradiation resul
quenching of C60 triplets and subsequent formation of carbonyl C60O2 in the bulk of the
sample. Under femtosecond irradiation this reaction channel is blocked. This mean
the conditions of PP by femtosecond pulses in sufficiently thick~of the order of severa
tens of nm! C60 films are virtually identical for oxygen-free films and films held in air f
a certain time. For this reason, the process leading to a shortening of the relaxatio
of photoinduced absorption in C60 films in Ref. 13 at a characteristic irradiation do
;1 kJ/cm2 at 463 nm apparently is not associated with PP, since the PP threshold
measured in these experiments is several tens of times higher.

The investigations described in the present letter were made possible by
RP2-154 from the CRDF.
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Semiconductor–metal transition in FeSi in ultrahigh
magnetic fields up to 450 T

Yu. B. Kudasov, A. I. Bykov, M. I. Dolotenko, N. P. Kolokol’chikov,
M. P. Monakhov, I. M. Markevtsev, V. V. Platonov, V. D. Selemir,
O. M. Tatsenko, and A. V. Filippov
Russian Federal Nuclear Center, 607190 Sarov, Nizhnegorod Region, Russia

A. G. Volkov, A. A. Povzner, P. V. Bayankin, and V. G. Guk
Ural State Technical University, 620002 Ekaterinburg, Russia

~Submitted 1 July 1998; resubmitted 22 July 1998!
Pis’ma Zh. Éksp. Teor. Fiz.68, No. 4, 326–330~25 August 1998!

The magnetic susceptibility and conductivity of single-crystal iron
monosilicide are investigated in ultrahigh magnetic fields up to 450 T at
a temperature of 77 K. It is found that the conductivity of iron mono-
silicide increases continuously by two orders of magnitude as the mag-
netic field increases. The results obtained can be interpreted as a
semiconductor–metal transition induced by the magnetic field. The de-
pendence of the conductivity on the magnetic field is described well on
the basis of the spin-fluctuation theory.
© 1998 American Institute of Physics.@S0021-3640~98!01516-3#

PACS numbers: 75.30.Cr, 75.50.Pp, 72.20.My

The unusual spectroscopic,1 thermodynamic,2 and magnetic properties of iron mono
silicide ~FeSi! have been attracting the attention of investigators for a long time. Diffe
theoretical models,3–7 which take into account the strong electronic correlations in
narrow bands formed by thed electrons of iron, have been used to explain the obser
anomalies. The electron effective masses obtained from band calculations,8 though quite
high, are nonetheless much lower than the experimental values, which indicates
mass renormalization due to electron–electron interactions. A number of recent the
cal works~see, for example, Refs. 9 and 10! have predicted a metamagnetic transition
FeSi at a magnetic inductionB of about 200 T, accompanied by a jump in the magne
moment by an amount of the order of 1 Bohr magnetonmB .

In the present letter we report the results of an investigation of the magnetic
ceptibility and conductivity of single-crystal FeSi in ultrahigh magnetic fields. Since
Zeeman splitting in magnetic fields with induction of the order of the several hun
tesla is comparable to the band gapd in the spectrum of thes, p, andd electrons in FeSi
(d50.11 eV11!, it can lead to a radical restructuring of the electronic spectrum. For
reason, ultrahigh magnetic fields are a powerful tool for investigating the elect
structure of this material.

We employed an MK-1 magnetoaccumulation generator to produce magnetic
with induction up to 450 T.12 At the present time this is the only setup in the world th
3500021-3640/98/68(4)/6/$15.00 © 1998 American Institute of Physics
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makes it possible to obtain reproducible uniform magnetic fields withB up to 1000 T in
large useful volumes.12 The initial magnetic field (B'16 T), produced in a thin-walled
multistart helical solenoid by discharging a high-power capacitor bank, is intensifie
using the products of the explosion to compress a conducting cylinder. The compre
time of the initial magnetic flux equals about 16ms. The MK-1 generator was assemble
in a single-cascade variant, i.e., without intermediate internal cascades;12 while this de-
creased the peak value of the magnetic induction somewhat~to 450 T!, it made it possible
to obtain a smooth magnetic field pulse~see Fig. 1a!. The useful volume with the maxi
mum magnetic field consisted of a cylinder approximately 10 mm in diameter and
100 mm long.

The samples and the magnetic-field pickups were placed on a plate made of
glass laminate and immersed in liquid nitrogen in a foam plastic vessel. Since the g
rate of the magnetic field changes strongly in the course of the field generation pr
~from '0.5 T/ms at the time when the initial magnetic field is produced, up
'102 T/ms at the end of the pulse!, it is difficult to measure the magnetic field to a hig
degree of accuracy with a single magnetic pickup during the entire pulse. For this re
a collection of single-turn magnetic pickups ranging in diameter from 0.8 mm to
mm, wound with PE´ TV-2 enameled wire ranging in diameter from 71mm to 0.25 mm,
was used. Previous investigations~see, for example, Refs. 12 and 13! showed that this
method makes it possible to achieve 5–10% measurement accuracy in fields up to
The signals were displayed on Tektronix 744 four-channel oscilloscopes.

The FeSi single crystals employed in the experiments were grown in the^100&
direction by the Czochralski method in an atmosphere of spectroscopically pure h
under a pressure of 0.4 atm. The crystal growth rate was equal to 0.4 mm/min wi
crucible containing the melt and the crystal rotating in opposite directions at a ra
3 rpm. Carbonyl iron with a purity of 99.98% and zone-refined semiconductor sil
served as the initial components. The preparation of the FeSi single crystals is des
in detail in Ref. 14.

The magnetic susceptibility was measured in a compensation pickup~see inset to

FIG. 1. a! Time dependence of the magnetic field at the final stage of the pulse, b! derivative of the magnetic
field according to the magnetic pickup~solid line! and the signal from the compensation sensor (s). Inset:
Schematic diagram of the compensation sensor~the arrow marks the direction of the magnetic field! and its
electrical circuit.
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Fig. 1b!.15 PÉTV-2 wire with a diameter of 71mm was laid in spiral grooves of two
caprolon frames 2 mm in diameter, each withN59 turns. The degree of compensation
the coils was tested in a high-frequency magnet. The total areasNS of the coils, whereS
is the area of one turn, differed by not more than 2%. An opening 1.6 mm in diam
was drilled into one of the frameworks in order to install the experimental sample.
FeSi single crystal was ground in a porcelain mortar to a powder with approximately
mm granules and mixed with polymethyl methacrylate, which was then polymer
using dichloroethane. As a result, we obtained single-crystal FeSi powder in a diel
matrix. This made it possible to avoid the appearance of an additional diamag
moment of the sample on account of induction currents during the magnetization
surements. The jumps of the magnetic moment at metamagnetic transitions lead
appearance of sharp peaks in the signal from the sensor.15 The sensitivity of the method
was equal to about 0.5mB . In the experiment with FeSi powder in a dielectric matrix,
peaks were observed in the signal from the compensation sensor.

An induction measurement of the conductivity was performed in a compens
sensor, similar to the one described above, except that the opening for the samp
densely filled with pure FeSi powder. In a pulsed magnetic field, an additional dia
netic moment associated with the conductivity of the powder appeared in the powd
our case the magnetic field was axial and uniform, and the conditionl@r , wherel is the
depth of the skin layer andr is the radius of the conducting cylinder, was always satisfi
Then, from the diffusion the equation for the magnetic fieldDB5(1/m0s)]B/]t, where
m0 is the magnetic permeability of vacuum ands is the conductivity of the powde
@Note: hereD denotes the Laplacian operator#, we obtain the following expression fo
calculating the time dependence of the conductivity:

s~ t !54E DUdt/a4m0B~ t !N, ~1!

whereDU is the additional emf associated with induction currents in the powder. Fi
1b shows signals from the magnetic pickup and from the compensation sensor with
powder. Here, an additional induction emf is clearly seen against the background
ompensation emf of the pickup~derivative of the magnetic field!. The conductivity of the
powder, calculated from the data in Fig. 1b using Eq.~1!, is presented in Fig. 2. An

FIG. 2. Conductivity of FeSi powder (s) and a single-crystal slab (l) in a magnetic field. The solid line is
the dependence computed on the basis of the spin-fluctuation theory.
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estimate of the heating of the powder by the induction currents up to the time o
maximum magnetic induction equals;5 K.

We also measured the conductivity of a 43430.3 mm single-crystal FeSi slab. A
radio-frequency~rf! method was used for this. The measurement scheme is shown in
3. A G4-154 generator served as the rf source. The frequency of the oscillation
about 49 MHz. The rf signal was fed through the rectifierV, bandpass filterF, and
dividing transformer to a cable approximately 30 m in length, to whose other end
coil 3 mm in diameter, consisting of five turns of PE´ TV-2 wire 71 mm in diameter, was
connected. The ends of the coil were led out of the MK-1 generator as a twisted pai
coil axis was perpendicular to the direction of the external magnetic field, thereb
creasing the emf induced by a pulse of this field. The plane of the slab was parallel
external magnetic field, thereby preventing strong heating of the sample by the indu
fluxes ~according to our estimates, the maximum heating did not exceed 4 K!. The
incident rf wave was reflected from the cable end to which the coil was attached
reflection coefficient depended on the conductivity of the slab. The subtraction circA
made it possible to extract the reflected signal, which was then displayed on an o
graph. The electrodynamics of this measurement scheme is similar to that used i
16, but it is more noise resistant than the latter. The rf circuit for conductivity meas
ments will be published in detail separately.

The dynamic range of the rf method of measuring the conductivity is limited on
low end. For this reason, this method enabled us to fix only the moment at whic
conductivity of the single-crystal FeSi slab appears at the level 23104 S/cm ~the con-
ductivity was measured by a method similar to the one used in Ref. 16!. The rf signal is
shown in Fig. 3, where the onset of conductivity at 400 T is clearly seen.

The results obtained in this work indicate the absence of an abrupt si
semiconductor–ferromagnetic metal transition in FeSi, which was predicted in Re
and 10, at least up to 450 T att577 K. Instead, we observed a continuous increase
the conductivity of FeSi by approximately two orders of magnitude in a 450 T fiel
compared with zero field. Since the effective masses of the mobile charge carriers in
are very large~much larger than the free-electron mass!, in contrast to ordinary narrow
gap semiconductors and semimetals such as InSb, PbTe, Bi, and so on, the beha

FIG. 3. The rf circuit for measuring the conductivity, and the rf signal obtained in the experiment.
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this semiconductor in a magnetic field is quite unusual. The splitting between the La
levels in FeSi is very small and orbital quantization can be neglected. Then the ban
should decrease linearly in the field as a result of the Zeeman splitting of the valenc
conduction bands.

However, the nonlinear character of the dependence lns(B) should be noted. The
change in the slope of the lns(B) curve could be due to renormalization of the electro
spectrum by spin fluctuations in the system of strongly correlatedd electrons and collapse
of the gap in the energy spectrum. We showed on the basis of the spin-fluctu
theory3,6 that the Zeeman splitting of thed-electron spectrum increases as a result of s
fluctuations described by fluctuating exchangej fields

E~k!5E0~k!6Um~j,H !, ~2!

where E0(k) is the spectrum of noninteractingd electrons,Um(j,H)5@(UM01H)2

1j2#1/2 is the effective Zeeman splitting of the energy spectrum ofd electrons in a
magnetic field of intensityH ~expressed in units of 2mB) in the presence of spin fluctua
tions, M0 is the uniform magnetization of thed subsystem, andU is the intra-atomic
Coulomb interaction parameter, while the magnitudej of the fluctuation-induced split-
ting, in accordance with Refs. 3 and 6, is given by the relationj5U^m2&1/2.

The amplitude of the thermal spin fluctuations for the semiconductor state ofd
electrons in FeSi can be calculated from the formula^m2&1/25bT, whereb50.9/U and
U50.8 eV. Numerical estimates of the magnetic induction corresponding to the col
of the gap in the spectra of thed, s, and p electrons at temperature 77 K giveBd

5275 T andBs5389 T, respectively. Therefore the observed deviation of the exp
mental dependence lns(B) from linearity above 250 T could be due to the appearanc
a metallic state in thed-electron system. The field dependence of the conductivity
FeSi, calculated on the basis of the spin-fluctuation theory, is presented in Fig. 2.

In conclusion, we note that the contribution ofs andp electrons to the conductivity
is small for low magnetic inductions and increases appreciably in fields withB.40 T.

The investigation in ultrahigh magnetic fields was performed as part of
‘‘Kapitsa’’ series of experiments with the support of the Ministry of Atomic Energy
the Russian Federation and the Ministry of Science and Technology of the Ru
Federation.
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Magnetic and structural transitions in La 12xSrxMnO3:
T –x phase diagram

A. A. Mukhin,a) V. Yu. Ivanov, V. D. Travkin, and S. P. Lebedev
Institute of General Physics, Russian Academy of Sciences, 117942 Moscow, Russia

A. Pimenov and A. Loidl
Universität Augsburg, D-86159 Augsburg, Germany

A. M. Balbashov
Moscow Power Engineering Institute, 105835 Moscow, Russia

~Submitted 9 July 1998; resubmitted 22 July 1998!
Pis’ma Zh. Éksp. Teor. Fiz.68, No. 4, 331–336~25 August 1998!

The electrical conductivity, magnetic susceptibility, magnetization, and
submillimeter (n55220 cm21) permittivity and dynamic conductivity
of La12xSrxMnO3 (0<x<0.45) single crystals are investigated. The
anomalies in the temperature dependences of these quantities are iden-
tified with diverse magnetic and structural phase transformations, in-
cluding antiferromagnetic and ferromagnetic ordering, structural transi-
tions between strongly distorted~Jahn–Teller! and weakly distorted
~pseudocubic! orthorhombic phases, structural transitions to a rhombo-
hedral phase and unusual transitions to a polaron-ordering state. As a
result, the completeT–x phase diagram of the system La12xSrxMnO3

is constructed in a wide interval of temperaturesT54.2–1050 K and
concentrationsx50 –0.45. © 1998 American Institute of Physics.
@S0021-3640~98!01616-8#

PACS numbers: 75.30.Kz, 61.50.Ks, 72.20.My, 75.50.Dd

Currently there is a great deal of interest in the investigation of substituted ma
nites R12xAxMnO3, where R is a rare earth and A5Ca,Sr, . . . This is due to the dis-
covery of colossal magnetoresistance1 as well as diverse magnetic and structural ph
transformations2,3 in these materials. These compounds all have the property tha
doping with divalent Ca and Sr ions their magnetic structure changes from antiferro
netic ~with weak ferromagnetism! at x50 to ferromagnetic atx50.2–0.3, and their
resistance decreases strongly.2 Their crystal structure also undergoes a number of tra
formations. For example, as the Sr content in La12xSrxMnO3 increases, the crystal sym
metry changes from orthorhombic to rhombohedral, and in the intermediate Sr co
tration rangex5(0.1–0.15! an unusual polaron-ordered state is observed, which neu
diffraction data4 show to be due to an ordered arrangement of heterovalent
Mn31/Mn41 in alternating~001! planes and to the formation of a corresponding sup
structure.

T–x diagrams which, to a certain extent, take into account the observed p
3560021-3640/98/68(4)/7/$15.00 © 1998 American Institute of Physics
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transformations in La12xSrxMnO3 have been proposed in a number of works.4–7 How-
ever, these investigations were performed for a small set of compositions and in a li
temperature interval, so that the phase diagrams are mainly of a schematic charact
in some places they even contradict one another~see, for example, Refs. 4, 5, and 7!.

In the present work complete investigations were performed of the magnetic
structural phase transitions in La12xSrxMnO3 in a wide interval of temperatures~up to
1050 K! and concentrations (0<x<0.45) on the basis of measurements of their sta
~magnetization, susceptibility, resistance, magnetoresistance! and submillimeter dynamic
properties~permittivity, conductivity!. Specifically, the permittivity was observed to in
crease strongly at phase transitions to a polaron-ordering state, and for lightly d
compositions two structural phase transformations were observed at high temper
As a result, the completeT–x phase diagram of the system was constructed.

We investigated La12xSrxMnO3 (0<x<0.45) single crystals grown by the floating
zone method with radiation heating. The resistivityr(T) was measured by a four-prob
method in the temperature interval 4.2<T<1050 K. The magnetic susceptibilityxac(T)
was measured by an induction method at frequencies ranging from 4 Hz up to 2.5 k
T54.22300 K. The amplitude of the ac field ranged from fractions of an oerste
several kOe. The measurements of the magnetizationM (H) were performed on a
vibrating-coil magnetometer in fields up to 14 kOe at temperaturesT54.2–300 K.

The dynamic properties were investigated by submillimeter quasioptic backw
wave-tube ~BWT! spectroscopy8 in the frequency rangen55 –20 cm21 at
T55 – 300 K. The transmissionT(n) and phasew(n) spectra of plane-parallel sample
with transverse dimensions of 8–10 mm and thickness 0.1–1 mm were measured, a
results were used to determine the complex permittivity spectrume5e81 i e9 or the
dynamic conductivity spectrums5s81 is9 using the well-known formulas for the
transmission of a plane-parallel slab.

The results of the measurements of the temperature dependences of the m
susceptibility and resistance for different concentrations are presented in Figs. 1
while Fig. 3 illustrates the temperature behavior of the submillimeter permittivity
dynamic conductivity forx50.125 together with the static conductivity, magnetic s
ceptibility, and magnetization. One can see that the temperature dependences o
quantities exhibit a number of anomalies, which are designated in the figures by dif
symbols and which we identified with different magnetic and structural phase transi
The temperatures of the corresponding phase transformations depend strongly
composition and are represented in the form of theT–x phase diagram in Fig. 4.

The sharp peak in the susceptibilityxac(T) ~Fig. 1!, observed for pure LaMnO3, is
due to the antiferromagnetic ordering of Mn31 ions at the Ne´el pointTN5140 K. Below
TN spontaneous and remanent magnetization appear, attesting to the fact that th
netic structure is not purely antiferromagnetic but rather weakly ferromagnetic. A sim
behavior ofxac(T) and the magnetization also occurs for lightly doped compositi
(x50.05 and 0.075), the only difference being that the spontaneous magnetization
case increases considerably: from'4 G•cm3/g for x50 up to'17 and'25 G•cm3/g,
respectively, forx50.05 and 0.075 atT54.2 K. This indicates a strong increase in t
degree of noncollinearity of the magnetic structure asx increases. The behavior of th
antiferromagnetic resonance~AFMR! which we observed in pure and lightly dope
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LaMnO3
9 — the AFMT frequencies decrease appreciably as the Sr content incr

~19 cm21 and 6 cm21 for x50 and 0.05, respectively!, while AFMR vanishes for
x>0.1 — also indicates suppression of antiferromagnetic order as the doping lev
creases.

At high doping levels (x>0.15) thexac(T) curves have a sharp anomaly~marked
by the arrow!, associated with the appearance of ferromagnetic order atT5TC . As x
decreases andTC decreases~Fig. 4!, the ordered state apparently becomes magnetic
nonuniform, as is indicated by the smeared character of the transition on thexac(T)
curves asT→TC for x50.1 and 0.125. In addition, the maximum susceptibilityxac is
less than the value 1/N corresponding to the maximum susceptibility at the Curie poin
a homogeneous ferromagnet with demagnetizing factorN. We arrive at the same conclu
sion also from an analysis of the field dependences of the magnetization: The initial
of the curvesM (H) at temperaturesT,TC is less than that for compositions withx
>0.175, and saturation is not reached in fields up to 13 kOe. The nonuniformity o
magnetic state is apparently greatest in the hatched region of concentrations 0.8–
the phase diagram, where the linesTC(x) andTN(x) come together, and here the deta
of the diagram require additional investigation.

As one can see from Fig. 2, as the Sr content increases, the resistivity a
temperatures decreases from values@106 V•cm ~the instrumental measurement limit! to
'4.7–1025 V•cm for the compound withx50.3. The form of ther(T) curves on the
whole corresponds to the results of Ref. 2, which were also obtained for single cr

FIG. 1. Temperature dependences of the magnetic susceptibility of La12xSrxMnO3 single crystals. The arrows
mark the Curie temperatures; the symbolsm mark the temperatures of transitions between the rhombohedrR
and orthorhombicO* phases; the symbolsn mark the temperatures of the transition to the polaron-order
phaseP.
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but at temperaturesT,500 K. For compounds withx>0.15 the value ofTC determined
from the anomalies on thexac(T) curves, and the maxima of the magnetoresista
approximately corresponds to the maximum of the derivativedr/dT. The resistivity
minimum, marked by the open triangles, belowTC and the change in the behavior o
r(T) from metallic to semiconductor behavior, which are observed for compositions
0.1<x<0.15, attest to strong charge-carrier localization at low temperatures an
neutron-diffraction investigations show,4 a transition to a polaron-ordering phaseP at
T5Tp . We note that additional anomalies, marked by open triangles, are also obs
at this transition on thexac(T) curves forx50.1, 0.125, and 0.15~Fig. 1!.

Here what is meant by a polaron is a hole in theeg orbitals of the Mn31 ion ~i.e.,
actually a Mn41 ion!, surrounded by a corresponding local distortion of the lattice. Si
the Mn41 ion, in contrast to the Jahn–Teller Mn31 ion, does not give rise to strong loca
distortion of oxygen octahedra, the lattice symmetry increases near such a polaro
cording to Ref. 4, the polaron phaseP is an ordered arrangement of Mn31 and Mn41 ions
for which one of the two alternating atomic layers in the~001! plane contains only Mn31

ions, as in pure LaMnO3, while the other layer contains both Mn31 and Mn41 ions, i.e.,
holes. For the optimal concentrationx50.125, the holes in this layer occupy 1/4 of th
positions of manganese and form a quadrupled (232) square lattice with the respect t
the initial perovskite cubic cell. As a result, a superstructure with wave vector~1/2, 1/2,
1/4! is formed. This structure apparently remains even in the presence of a small d

FIG. 2. Temperature dependences of the resistivityr of La12xSrxMnO3 single crystals. The arrows mark th
Curie temperatures; the symbolsm mark the temperatures of the transition between theR andO* phases;.
mark the temperatures of the transition between the two orthorhombic phasesO8 and O* ; and,n mark the
temperatures of the transition to the polaron-ordering phaseP. Inset: Behavior ofr(T) accompanying a
structural phase transitionO*→R in pure LaMnO3.
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tion of the Sr concentration from the optimal value 0.125~within the range from 0.1 to
0.15!.

Besides the anomalies associated with polaron ordering, other anomalies ar
observed in the temperature dependencesr(T) in samples withx<0.2. We attribute the
most pronounced ones, which are marked by the symbols., to a phase transition from
a strongly distorted Jahn–Teller orthorhombic phaseO8 with Pnma symmetry (b/A2
,c,a) to a weakly distorted orthorhombic~pseudocubic! structureO* (b/A2;a;c)
at Ts8 , relying in so doing on the neutron diffraction data given in Ref. 5 for the com
sition x50.125, where the same transition is observed atTs8'250 K. The temperature o
this transition increases rapidly as the concentrationx decreases and reaches 750 K
x50, while in the process the resistance changes abruptly by almost an order of m
tude. A similar behavior ofr at a Jahn–Teller transition in pure LaMnO3 was also
observed in Ref. 10.

In addition, we observed in the temperature dependencesr(T) at higher tempera-
tures a second transition accompanied by a weaker jump in the resistivity and mark
the symbolm in Fig. 2 ~see inset forx50). As x increases, the temperatureTs of this

FIG. 3. Temperature dependences of the permittivitye8(13.3 cm21) ~a!, dynamic conductivitys8(13.3 cm21)
and static conductivitysdc ~b!, magnetic susceptibilityxac ~c! and magnetizationM ~d! of La12xSrxMnO3. The
labels 1 and 2 fore8 ands8 correspond to different polarizations of the radiation. The vertical arrows mark
temperatures of the polaron (Tp) and magnetic (TC) orderings and the structural transitionO8→O* (Ts8).
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transition decreases appreciably, and forx>0.14 the transition temperatures agree w
with published data for a structural transition between orthorhombicO* and rhombohe-
dral R phases.2,6 This gives us a basis for identifying the observed transitions
O*→R right down tox50. In the region of magnetic ordering, forx50.175 and 0.2,
these transitions also manifest themselves in the form of a sharp change in the su
bility ~Fig. 1! and magnetization. Therefore two high-temperature structural phase
sitionsO8→O* andO*→R, corresponding to the linesTs8(x) andTs(x) on the phase
diagram in Fig. 4, occur in La12xSrxMnO3. The structures of the rhombohedralR and
orthorhombicO* phases are determined by distortions of the initial perovskite cu
structure which are associated with a rotation of the oxygen octahedra around axes
type @111# and @110#, respectively, while the structure of the orthorhombic phaseO8 is
associated with the additional distortion of theO* phase in the presence of static coo
erative Jahn–Teller ordering of the deformed oxygen octahedra.

Let us now turn to the results of submillimeter measurements of the permitt
e8(T) and dynamic conductivitys8(T), whose temperature dependences forx50.125
are presented in Fig. 3 for the frequencyn513.3 cm21. The curves 1 and 2 refer to
different polarizations of the radiation, which correspond to minimum and maxim
transmission. This is evidently associated with the anisotropy of the crystal. It is ev
see that appreciable anomalies are observed in the curvess8(T) ande8(T). They corre-
spond well with the features appearing in the curves of the static conductivitysdc(T),
magnetic susceptibilityxac(T), and magnetizationM (H) ~Fig. 3c and 3d! as a result of

FIG. 4. Structural and magneticT–x phase diagram of La12xSrxMnO3. R — rhombohedral phase;O* —
weakly distorted orthorhombic phase;O8 — strongly distorted~Jahn–Teller! orthorhombic phase;P —
polaron-ordering phase; Para — paramagnetic state;F — ferromagnetic state; CAF — noncollinear phase;TC

andTN — Curie and Ne´el temperatures;Ts andTs8 — temperatures of the transitionsO*→R andO8→O* ,
respectively; and,Tp — temperature of the transition to the polaron-ordering phase.
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phase transitions atTs8 , TC , andTp . The appreciable increase ine8(T) after ferromag-
netic ordering and a transition to the polaron phaseP (T,Tp) attests to a substantia
transformation of the crystal lattice and apparently a restructuring of the electronic
trum of the crystal. The latter was observed recently in the optical conductivity sp
s8 for a roughly similar composition (x50.1) and was manifested as the appearanc
a maximum ofs8 at the frequency;0.5 eV ~4000 cm21) for T,TC ,11 attributed to
electronic transitions between the states of the spin-polarizedeg band of Mn31 split by
the Jahn–Teller interaction. The strong growth ofe8(T) which we observed at tempera
turesT,TC is apparently due to the presence of strong Jahn–Teller spin–lattice
pling and a transition to a polaron-ordered state. We also observed a similar behav
e8(T) for compositionsx50.1 and 0.15, wheree8 increased at a transition to th
polaron-ordered phaseP by the amountsDe8'10 and 50, respectively. At the same tim
for the lightly doped compositionsx50, 0.05, and 0.075e8(T) did not exhibit any
anomalies and decreased continuously by 5–15% as the temperature decreased
fore the growth~jump! in e8 is a characteristic feature of the transition to the pola
phaseP, and its boundary with the Jahn–Teller phaseO8 falls in the concentration rang
between 0.075 and 0.1.

In summary, it has been shown in this work that the magnetic, dielectric,
conducting properties of La12xSrxMnO3 are closely related, the relationship being mo
clearly manifested at phase transformations, and the completeT–x phase diagram of this
system was constructed.

This work was supported by the Russian Fund for Fundamental Research~96-02-
18091, 97-02-17325, and 96-15-96577!.
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Destruction of localized electron pairs above the
magnetic-field-driven superconductor–insulator
transition in amorphous In–O films

V. F. Gantmakher,a) M. V. Golubkov, V. T. Dolgopolov, G. E. Tsydynzhapov,
and A. A. Shashkin
Institute of Solid State Physics, Russian Academy of Sciences, 142432 Chernogolovk
Moscow Region, Russia

~Submitted 24 July 1998!
Pis’ma Zh. Éksp. Teor. Fiz.68, No. 4, 337–342~25 August 1998!

The field-induced superconductivity-destroying quantum transition in
amorphous indium oxide films are investigated at low temperatures
down to 30 mK. It is found that, on the high-field side of the transition,
the magnetoresistance reaches a maximum and the phase can be insu-
lating as well as metallic. With further increase of the magnetic field
the resistance of the film drops and in the high-field limit approaches
the resistance value at the transition point, so that at high fields the
metallic phase occurs for both cases. We give a qualitative account of
this behavior in terms of field-induced destruction of localized electron
pairs. © 1998 American Institute of Physics.
@S0021-3640~98!01716-2#

PACS numbers: 74.25.Jb, 74.76.Db, 74.70.Ad

The theoretical description of the zero-field and field-induced quan
superconductor–insulator transitions~SIT! in a 2D superconductor is based on the co
cept of electron pairs which are delocalized on the superconducting side and localiz
the insulating side of the transition.1–3 According to Refs. 1–3, the temperature depe
dence of the film resistance near the field-induced SIT is controlled by the devi
d5B2Bc from the critical fieldBc , and the most specific among the perceptible featu
of the SIT is a fan-like set of resistance-versus-temperature curvesRd(T). Such a set is
expected to collapse onto a single curve as a function of the scaling variabled/T1/y,
wherey is the critical exponent~see review4!. Many of the SIT studies have been pe
formed on amorphous In2Ox (x,3) films, whose conductivity is caused by an oxyg
deficiency compared to the fully stoichiometric insulating compound In2O3 : by changing
the oxygen content one can cover the range from a superconductor to an insulat
thus realize a zero-field SIT. On the insulating side of this SIT, activational behavi
the resistance,R}exp(T0 /T)p with p51 ~Arrhenius law!, was observed, with the activa
tion energyT0 tending to zero as the phase boundary is approached.5 It was later found
that applying a magnetic field results in a decrease in the resistance and a weake
its temperature dependence from the Arrhenius law to the Mott law with exponep
3630021-3640/98/68(4)/7/$15.00 © 1998 American Institute of Physics
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51/4 ~Ref. 6!. This was explained in Ref. 6 by magnetic-field-caused suppression o
binding energyD of localized electron pairs, which is manifested as a gap at the F
level.

A field-induced SIT is realized on the superconducting side of the zero-field SI
is indicated by the fan-like structure of the experimental curvesRd(T), such that, in
accordance with the scaling analysis, the expected collapse is indeed the case.7 Above the
field-induced SIT, the existence of two insulating phases was postulated on the ba
the results of Hall measurements;8 however, the temperature dependence of the resist
of these phases was not studied. Reversal of a zero-bias peak in the differential res
at the critical fieldBc was observed and attributed to the granular structure of the film9

Here we investigate the phase on the high-field side of the SIT, where the o
rence of localized electron pairs is predicted. We find that while this phase ca
insulating or metallic, in the high-field limit the system always enters the metallic ph
This is interpreted as field-induced breaking of localized electron pairs.

The experiments were performed on a 200 Å thick amorphous In2Ox (x,3) film
without pronounced granularity, as was checked by the absence of a quasi-ree
transition, i.e., the absence of a minimum on theRd(T) curves at low temperatures.10 The
oxygen contentx could be reversibly altered by heat treatment; all experimental pr
dures are described in detail in Ref. 6. Assuming for the sake of simplicity that the
disorder remains unchanged during heat treatment, one finds that the quantityx controls
the carrier densityn, and then it is the variation ofn that causes the zero-field SIT. Tw
states of the film were studied, having the parameters listed in Table I. Under the
assumption, the carrier density in a state should be inversely proportional to its
temperature resistance. Hence, state 2 is farther from the zero-field SIT and deepe
superconducting phase as compared to state 1. The magnetoresistance of both sta
measured in an Oxford TLM-400 dilution refrigerator in the temperature range 1.2
30 mK using a four-terminal lock-in technique at a frequency of 10 Hz. The cur
across the sample was equal to 5 nA and corresponded to the linear response regim
measurement runs were made by sweeping the magnetic field at fixed temperatur

Our preceding study has confirmed the existence of a magnetic-field-tuned qua
SIT in such films and revealed that this phenomenon is more general than th
considered in Ref. 2. In particular, to attain collapse of theRd(T) data in the vicinity of
the transition in a plot versus the scaling variabled/T1/y, one must take into account, e.g
the temperature dependence of the critical resistanceRc , which gives rise to a term linea
in T in the dependenceRd(T).11

Figure 1 displays the magnetoresistance traces for the two states of the film
temperature of 60 mK. The critical fieldBc and resistanceRc at T50 ~Table I! are

TABLE I. Parameters of two states of the sample.Rr is the resistance at room temperature; the values
Rc andBc are determined by means of scaling analysis as described in Ref. 11.

State Rr , kV Rc , kV Bc , T

1 3.4 7.5 2
2 3.0 9.2 7.2
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determined with the help of a scaling analysis, as described in detail in Ref. 11. On
see from the figure that with increasing field the magnetoresistance for both of the
reaches a maximumRmax aboveBc and then drops, so that in the high-field limit
approaches the value ofRc . The relative value of the maximumRmax/Rc is considerably
larger for state 1, which is closer to the zero-field SIT; moreover, the phase right a
Bc is insulating in state 1 and metallic in state 2, as will be shown below.

The vertical bars in Fig. 1 mark the magnetic field values at which the temper
dependence of resistance is analyzed. The results of such an analysis for state
represented in Fig. 2. At fields near the resistance maximum theR(T) curves exhibit the

FIG. 1. Magnetoresistance of the film in state 1~a! and in state 2~b!. The critical valuesRc andBc at T50 are
indicated. Also shown is the position of the metal–insulator transition,BI 2M , determined from Fig. 2. The
temperature dependences of the resistance are analyzed at fields marked by vertical bars.

FIG. 2. Temperature dependence of the high-field conductance of state 1 at various magnetic fie
Arrhenius plot of the conductance atB55 T is displayed in the inset.
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activational behavior expected for an insulator~inset to Fig. 2!. However, at higher fields
the activation law does not hold, nor do the logarithmic corrections normally observ
2D metals.12 We therefore examine the film resistance over the field range 7 to 13
terms of 3D material behavior in the vicinity of metal–insulator transition:13,14

s~T!5a1bT1/3 b.0, ~1!

where the sign of the parametera discriminates between a metal and an insulator aT
→0. If a.0, it yields a zero-temperature conductivitys(0)5a, whereas the negativea
points to activated conductance at lower temperatures.

Let us emphasize that we are assessing the transport properties atT50 as obtained
by extrapolation from above 30 mK. Bearing this in mind, we determine from Fig. 2
value BI 2M'10 T for the field of the metal–insulator transition for state 1. Thus
conclusion of Ref. 8 that two phases exist above the SIT is confirmed. Yet, in contr
Ref. 8, we find that their phase boundary is not near the resistance maximum but
appreciably higher field, and also that the high-field phase is metallic~Fig. 1!.

For state 2 the parametera is positive over the entire field range 7.5 to 14 T abo
Bc , so that there is no insulating phase. The corresponding field dependenceR0

[Rd(0)51/a is presented in Fig. 3 along with the experimental curvesR(B) at 30 and
300 mK. Although the extrapolation is over a large distance, the tendency for the lo
temperature data to approachRc in the high-field limit seems valid for the extrapolate
dependence as well.

The rise of the resistance near the field-driven quantum SIT is in agreement
theoretical ideas about localized electron pairs: aboveBc it reflects the decrease of th
pair localization lengthj loc with increasingB.1–3 That the resistance reaches a maximu
with further increase inB has so far not been discussed theoretically. Nevertheles
qualitative account of the observed resistance drop with field can be given in term
pair breaking caused by the magnetic field.6 In this case the behavior of the system

FIG. 3. Magnetoresistance of the film in state 2 atT530 and 300 mK, and forT→0 as obtained from
extrapolations~circles! in accordance with Eq.~1!. The critical field and resistance are indicated. The fie
derivatives ofRc /R for T→0 andT530 mK are compared in the inset.
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depaired electrons is naturally determined by their densitynd(B): at low nd depaired
electrons are certainly localized, whereas at sufficiently highnd a metal–insulator tran-
sition may be expected. It is the second conduction channel that allows interpretat
the observed nonmonotonic dependences of the magnetoresistance.

In agreement with experiment, Fig. 4 shows schematically the field behavio
three states of the sample. Two of these,a andb, that are selected in the supercondu
ing phase above the zero-field SIT atn.nc correspond to the investigated states 1 and
respectively. Stateg selected in the insulating phase atn,nc corresponds to sample
from Ref. 6. With increasingB statea undergoes a field-induced SIT atB5Bc , so that
the depaired electrons available are localized at that small densitynd ~Fig. 4!. With
further increase of field the value ofnd increases on account of localized pair breakin
giving rise to a metal–insulator transition in the system of depaired electrons.B
→`, all electron pairs are expected to be broken, and so the value ofnd should be equal
to the carrier densityn. The different behavior of stateb is due to the higher densitynd

at the field-induced SIT because of highern andBc . As a result, the depaired electron
are already delocalized atB5Bc , and thus the field range of the insulating phase shri
as one moves away from the zero-field SIT; see Fig. 4. Finally, stateg approaches the
metal–insulator phase boundary with increasingB but remains insulating for all fields.6

Thus the concept of field-induced pair breaking requires the additional assum
that a metal–insulator transition occurs in the system of depaired electrons. Als
theory1–3 should be extended to include the possibility of a direct superconductor–m
quantum transition.

Although the origin of localized electron pairs is still an open question, a lik
candidate for their breaking might be the paramagnetic effect. In this case the
breaking field should be proportional to the binding energy of a pairB* 52D/gmB ,
where g is the Lande´ factor. It is clear that the broad field interval of the negati
differential magnetoresistance points to a wide distribution of pair binding energie
estimate the distribution functionn(D) for state 2 we presume for the sake of simplic

FIG. 4. Schematic phase diagram of the observed transitions in the (n,B) and (B,nd) planes. The evolution of
statesa, b, g with magnetic field is shown by dashed lines. In shaded area the valuend is not defined.
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that, at fields above the resistance maximum,R0(B) at T→0 is inversely proportional to
the density of depaired electrons~the Drude limit!

Rc /R05nd /n, ~2!

where n is the carrier density in the metallic state atB→`, and nd is given by the
formula

nd5n22E
gmBB/2

`

n~D!dD. ~3!

Then it is easy to obtain the distribution function

n~D!5
2n

gmB

d

d B
~Rc /R0!uB52D/gmB

. ~4!

The field derivative of the ratioRc /R0 , which is proportional ton(B), is depicted in the
inset of Fig. 3. Its behavior is similar to that of the field derivative ofRc /R(T
530 mK) in spite of the long extrapolation to getR0(B); see Fig. 3.

The fact that the distributionn(D) is broad allows us to distinguish between tw
scenarios for localization of the electron pairs:~i! the localization radiusj loc is larger than
the pair sizej0 ; and ~ii ! j loc,j0 . In the first case the binding energyD is determined
mainly by intrinsic factors and is expected to be approximately the same for all pai
the opposite case two electrons forming a pair are localized at separate sites, and
binding energy of the pair depends crucially on the local random potential.6 This implies
that a wide variance inD values. Hence, the data obtained are likely to point to
second localization scenario. We note that the limitj loc,j0 was assumed in a model o
localized bipolarons.15

In summary, our study of the field-driven quantum SIT in amorphous In2Ox films
shows that, on the high-field side of the transition, with increasingB the film magnetore-
sistance reaches a maximum and then drops, approaching in the high-field lim
resistanceRc at the transition point. We find that the high-field phase is always meta
while the phase right aboveBc can be insulating or metallic, depending on the distanc
the zero-field SIT. The experimental data obtained can be understood within a mo
localized electron pairs if one includes~i! a concept of field-induced pair breaking th
presumes a metal–insulator transition in the system of depaired electrons; and~ii ! the
concept of a superconductor–metal quantum transition. That the negative differ
magnetoresistance is observed in a wide field region is likely to point to a large var
of the binding energies of the localized electron pairs.

This work was supported by Grants RFBR 96-02-17497, RFBR 97-02-16829
INTAS-RFBR 95-302 and by the ‘‘Statistical Physics’’ program of the Russian Minis
of Sciences.
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Erratum: Do excited states exist in a system of two
neutrons? †JETP Lett. 67, No. 11, 903–909 „10 June 1998 …‡

D. V. Aleksandrov, E. Yu. Nikol’ski , B. G. Novatski , and D. N. Stepanov
Kurchatov Institute Russian Science Center, 123182 Moscow, Russia

R. Wolski
Institute of Nuclear Physics, 31342 Krako´w, Poland

@S0021-3640~98!01816-7#

PACS numbers: 13.75.Cs, 99.10.1g

This article consists of an error which was reported by the authors. Namely, the
‘‘deuteron’’ was erroneously used throughout the article instead of acorrect term
‘‘dineutron.’’ Therefore, below we offer a complete reprint of the article with the c
rection being incorporated. We apologize for the error.
Do excited states exist in a system of two neutrons?

D. V. Aleksandrov, E. Yu. Nikol’ski , B. G. Novatski ,
and D. N. Stepanov
Kurchatov Institute Russian Science Center, 123182 Moscow, Russia

R. Wolski
Institute of Nuclear Physics, 31342 Krako´w, Poland

~Submitted 23 April 1998!
Pis’ma Zh. Éksp. Teor. Fiz.67, No. 11, 860–865~10 June 1998!

The interaction in a system of two neutrons (2n) in the reaction T~d,
3He) at energyEd531 MeV is investigated experimentally. Nuclear-
unstable2n, with a decay widthG5(1.160.2) MeV, is observed with
a large transverse cross sections in the interval of angles from 6° to 13°
(ds/dV(6°);10 mb/sr in the center-of-mass system!. Two wide en-
ergy peaks were observed in the3He spectra. It is proposed that broad
resonances with energiesE* 5(3.660.3) andE* ;11.8 MeV, popu-
lated in the reaction T~d, 3He), are excited in then–n system. Their
energy positions satisfy the interval ruleE4 :E2>3.3, indicating the
possible existence of a ‘‘rotational band’’ with the characteristics 21

and 41. The ‘‘radius’’ of the dineutron is estimated from the relation

3700021-3640/98/68(4)/7/$15.00 © 1998 American Institute of Physics
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DE5\2l ( l 11)/2mR2 to be ;8 fm. © 1998 American Institute of
Physics.@S0021-3640~98!00511-8#

PACS numbers: 13.75.Cs

The question of the forces acting between two particles is a fundamental proble
classical and quantum physics. The solution of this problem has made it possi
understand the nature of electromagnetic and gravitational forces. It is well known
the existence of numerous excited states in the hydrogen atom was the key to th
struction of the ‘‘planetary’’ model of the Bohr atom. Nuclear forces differ sharply fr
electromagnetic forces by their very short range, and the deuteron — the simplest n
system with an anomalously low binding energy (e52.22 MeV) — does not have ex
cited bound states like the hydrogen atom.

However, the experimental study ofpn andpp scattering has firmly established a
interaction in the final state in these systems with isospinT51 and it has been shown tha
singletd and 2p systems possess virtual levels near the decay threshold. In the 1960
1970s the hypothesis of the charge independence and symmetry of nucleon–n
interactions was checked experimentally in measurements of the scattering leng
small difference was found in then–n and p–n interactions:ann5216.6 fm andanp

5223.7 fm ~see, for example, the review in Ref. 1!. In contrast top–p and p–n
scattering, because of the unavailability of neutron targets the main means of studyi
n–n interaction have been the reactions D~n, p!, T~n, d!, D~d, 2p!, T~d, 3He), and
T~t, 4He). We note that in these investigations emphasis has been placed on confirm
of the hypothesis of charge independence and symmetry of the nuclear forces and
a search for excited states of unstable2n. As a rule, the spectra have been obtained i
narrow energy range near zero binding energy of the dineutron.2 On the other hand, in
high-energy physics the searches have been conducted for ‘‘narrow’’ dibaryonic
nances (2p) with energies of tens and even hundreds of MeV, which are traditionally
from the excitation energies characteristic for low-energy nuclear physics.3

The objective of the present work was to search for excited states of the dineut
the reaction T~d, 3He) by the conventional methods of nuclear spectroscopy in the in
val from the2n ground state up to the maximum possible energies admissible unde
experimental conditions (E* ;15 MeV). Of the three variants of the search for diba
onic resonances (2n,2p,np) the first one was chosen because a purely nuclear intera
of two identical particles occurs in this case.

The work was performed on the cyclotron at the Kurchatov Institute Russian
ence Center, at a maximum deuteron beam energyE531 MeV. The spectra of3He from
the reaction T~d, 3He) were measured in the range of angles 6 – 13°. This imposed a
limit on the intensity of the incident beam because of the enormous background d
elastically scattered deuterons. The average current of the deuterium ions on the
was equal to;0.01mA.

Two self-supporting titanium foils of the same thickness 5.1 mg/cm2, one of which
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was saturated with tritium, served as targets. The tritium content in the Ti-T targe
the presence of impurities in it were determined by special cyclotron measurements
elastic scattering of deuterons withE513 MeV. The cross sections for the elastic sc
tering of deuterons by tritium were taken from Ref. 4. The measurements establish
content of tritium in the irradiated Ti-T foil to be 38.4%~in terms of the number of atom
relative to Ti!.

The reaction products were detected with a telescope of semiconductor s
counters with thicknesses 30mm (DE — ionization-loss detector! and 1.2 mm (E —
total-absorption detector!, connected to a spectrometric system for multivariate analy
The solid angle of the detecting system was equal to 1.331024 sr.

The spectra of the3He nuclei were measured in the energy range 5–35 MeV w
good statistical accuracy. In addition, spectra were systematically taken on Ti-T a
targets for each angle. The reaction48Ti~d, 3He) and the reaction of the recoil nucleu
3He~d, 3He!D on the trace impurity3He(4 – 5%) in the Ti-T target~the peak in the
discrete part of the spectra near 29 MeV! served as benchmarks for the energy calib
tion. The presence of this quantity of3He nuclei is due to theb decay of tritium. Figure
1 shows the energy spectra of helium nuclei from the reaction T~d, 3He) after subtraction
of the impurity from the reaction~d, 3He) on titanium, the cross sections on which we
found to be an order of magnitude smaller than on tritium. The spectra were measu
angles of 6, 8, 10, and 13° in the laboratory coordinate system. An intense peak
sponding to the interaction of two neutrons in the final state is clearly seen in the
part of the spectra. In the figure it is marked by an arrow labeled with2n, and in the text
below we shall refer to it as the ground state of the dineutron. A wide bump centered
23 MeV is observed in the ‘‘soft’’ part of the spectra to the left of the ground state
subsequent analysis — approximation of the bump by a Gaussian distribution — e
lished that as the measurement angle increases, the center of the bump shifts contin
in the direction of low energies. This shift corresponds to the well-known energy–a
kinematic dependence for a binary reaction, which can be explained by the presenc
wide resonance in the nuclear system2n. Besides the features indicated, a continuo
distribution with a maximum near 14 MeV, whose relative contribution increases ra
with angle and becomes dominant at 13°~Fig. 1d!, is present in the entire measure
energy range. A similar picture has been observed before in measurements of the
of the reaction T~d, 3He) with 11 MeV deuterons.5

We endeavored to explain the complicated structure of the spectra obtained b
well-known mechanisms of interactions in very light nuclei.

1. Resonance-like structures due to different two-step processes can appear
spectra of the products of nuclear reactions on light nuclei. The probability of a two-
mechanism of the reaction D1 T depends on the kinematic conditions of the experime
and it is impossible to rule outa priori the appearance of wide maxima in the spectr
of 3He in the reaction channel D1T→n14He* with the formation of the excited level
of the 4He nucleus and their subsequent decay4He*→3He1n. Monte Carlo simulation
of this process, taking into account the excitation of the levelsE* 521, 21.8, and 23.3
MeV in the 4He nucleus,6 established that the energies and widths of the obse
maxima do not conform to the theoretical curves — dotted lines in Fig. 2~the computed
curves have not been normalized to the experimental data!.



the

een
the

.

ced by

n

.

373JETP Lett., Vol. 68, No. 4, 25 Aug. 1998 Erratum
2. The continuous distributions at all measured angles were calculated in
Migdal–Watson ~MW! approximation. Figure 1~dotted lines! shows the computed
curves for scattering lengthann5216 fm. Satisfactory agreement was obtained betw
the computed and experimental distributions only for high energies. At 13° only
sharp rise in the hard part of the spectrum could be described by the MW method

3. The characteristic features of the measured spectra also cannot be reprodu
calculations of the three-particle phase distribution for D1T→3He1n1n ~solid line in
Fig. 2!.

Thus none of the processes considered above reproduced the continuous3He distri-
butions. We propose the hypothesis that in the reaction T~d, 3He), besides the dineutro

FIG. 1. Energy spectra of3He ions from the reaction T~d, 3He!2n at angles of 6 – 13° in the laboratory system
The dotted lines show the calculation according to the Migdal–Watson theory withann5216 fm. The solid
curves show the results of a fit by three Gaussian normal distributions.
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ground state, two wide resonances associated with excitation of then–n system are
populated. To check this conjecture, a computer was used to carry out ax2-minimizing fit
of the continuous spectra by three Gaussians, with automatic variation of the pos
widths, and areas of the desired resonances. The computational results are shown
1 ~solid lines!. Satisfactory agreement was obtained between the experimental and
puted distributions. After switching to the center-of-mass system, the excitation ene
of the resonances were determined asE* 5(3.660.3) MeV andE* ;11.8 MeV relative
to the2n ground state. The values agree with one another, to within the error limits,
measured angles. The energies satisfy the well-known interval ruleE4 :E2>11.8:3.6
53.3, indicating the possible existence of ‘‘rotational’’ excited states of the dineu
with quantum characteristics 21 and 41. The values of the spin and parity of the res
nanceE* 53.6 MeV in 2n are also consistent with the systematics of all even–e
nuclei, according to which their first levels, except for the magic levels, posses1

characteristics. The ‘‘radius’’ of a dineutron was estimated from the moment of inert
then–n systemDE5\2l ( l 11)/2mR2 to be;8 fm. This value is close to the values o
the radii of the valence neutrons in weakly bound neutron-rich nuclei, such as (11Li,
11Be).7,8

In summary, in the present work we have apparently observed wide reson
in 2n. We note a number of favorable factors and conditions which have led to the re
obtained.

I. The choice of then–n system was a decisive factor for the search for dibaryo

FIG. 2. Energy spectrum of3He nuclei from the reaction T~d, 3He)2n measured at an angle of 10°. The sol
curve corresponds to the three-particle phase volume of the system3He1n1n in the outgoing channel. The
dotted lines show the computational results for the process T1 D →n14He*→3He1n1n, which proceeds
via 4He levels withE* 521.0, 21.8, and 23.3 MeV.
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resonances: a! In p–p interactions, besides nuclear forces, it is also necessary to
account of Coulomb forces and their interference effects. Since the desired resonan
in the continuum, the Coulomb repulsion of the two protons should result in smeari
their decay widths (G@1 MeV). As an example, we indicate the unstable 21 levels of
the nearest isobar-analog nuclei withT51:6He, 6Li, and 6Be, whose widths equa
G50.113 MeV, 0.540 MeV, and 1.16 MeV, respectively.9 b! In n–p scattering and in
reactions where a singlet deuteron is investigated according to the spectra of the a
panying particles the analysis is greatly complicated by the contribution of the iso
analog interaction with5T50. Therefore, on account of the statistical factor, the cr
sectionss for n–p scattering in the singlet state appears in the formula for the total c
section with a coefficient 1/4. c! In 2n a purely nuclear interaction of identical particle
appears and the interpretation of the levels inn–n is much simpler than in the case o
n–p andp–p systems.

II. We note an advantage of the reaction T~d, 3He) for observing resonances in th
dineutron. The reaction mechanism is very simple — a direct one-nucleon pickup rea
tion. This is indicated by the large values of the transverse cross sections (ds/dV(6°)
;10 mb/sr in the center-of-mass system! and their sharp forward elongation. This
evident from Fig. 3, where the experimental angular distributions for the reaction~d,
3He) are presented. The filled circles indicate the differential cross sections for th2n
ground state, while the open circles correspond to the resonance withE53.6 MeV.
Conversely, the parasitic process T~d, 4He* ), proceeding with formation of unstabl
levels of4He* and their subsequent dissociation into3He1n, is more complicated~two-
nucleon pickup reaction!. Moreover, as one can see from the table of the decay wi

FIG. 3. Experimental angular distributions of3He from the reaction T~d, 3He) for the2n ground state and a
resonance withE53.6 MeV.
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presented in Ref. 6, the dissociation of4He* proceeds predominantly with the emergen
of a triton and not a3He nucleus.

The main results of this work are presented in Table I, where the excitation ene
of the hypothetical resonances in2n are given in the first column, the proposed values
the spins and parities are given in the second column, and estimates of their decay
are given in the third column. Nonetheless, we believe that additional experiments a
incident deuteron energies~50–60 MeV! must be performed in order to confirm th
results obtained.

We thank M. V. Zhukov and I. M. Pavlichenkov for helpful discussions and
number of valuable remarks, as well as SKTB E´ P of the Ukrainian National Academy o
Sciences for preparing the titanium–tritium targets.
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TABLE I.

E* (MeV) Jp G(MeV)
0.0 01 1.160.2
3.660.3 21 5.660.5
;11.8 41 >11
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