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Cosmic rays of the highest energy, above the Greisen—Zatsepin—
Kuzmin (GZK) cutoff of the spectrum, may originate in decays of
superheavy long-lived particles. We conjecture that these particles may
be produced naturally in the early Universe from vacuum fluctuations
during inflation and may constitute a considerable fraction of cold dark
matter. We predict a new cutoff in the ultrahigh-energy cosmic ray
SPECrUME ¢ o< Minfator™ 10 GeV, the exact position of the cutoff
and the shape of the cosmic ray spectrum beyond the GZK cutoff being
determined by the QCD quark/gluon fragmentation. The Pierre Auger
Project installation may in principle observe this phenomenon.
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According to the Greisen—Zatsepin—KuzniiBZK) observatior!, the energy spec-
trum of ultrahigh-energyUHE) cosmic rays produced at far extragalactic distances
should exhibit an exponential cutoff at enerfy-5x 10'° GeV. However, a number of
cosmic ray events with energies well beyond the predicted GZK cutoff have been ob-
served recently by various experimental grotiiis is an obvious contradiction with
the standard cosmological and particle physics models and clearly requires some new
physics beyond the standard model.

A number of possible solutions to the problem have been suggested. One solution to
the problem might be provided, for example, by the existence of some exotic particles
which are able to propagatevading the GZK boundirom cosmological distances and
yet interact in the Earth’'s atmosphere like a hadron. A particle with such conflicting
properties has been found in a class of supersymmetric théokiearnatively, the high-
energy cosmic rays may have been produced locally within the GZK distance. One
possibility is connected with the destruction of topological deféeikjle another one is
connected with decays of primordial long-lived heavy partic2Fhe candidateX par-
ticle must obviously obey constraints on mass, density, and lifetime.

In order to produce cosmic rays in the energy rafgel0' GeV, the mass oK
particles has to be very large,= 10" GeV.>® The lifetime 7, cannot be much smaller
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than the age of the Universe=~ 10 yr. With such a short lifetime, the observed flux of
UHE cosmic rays will be generated at a rather low densitX gfarticles, )y~ 10 %2,
whereQy=myny/peit, Nx is the number density ok particles, and; is the critical
density. On the other hand, théparticles must not overclose the Universk,<1. At
Qx~1 the X particles may play the role of cold dark matter, and the observed flux of
UHE cosmic rays can be matchedrif~ 107 yr. The allowed windows are quite wide,
but on the exotic side, which may give rise to some problems.

The problem of a particle-physics mechanism responsible for a long but finite life-
time of very heavy particles can be solved in several ways. For example, an otherwise
conserved quantum number carried Xyparticles may exhibit a very weak nonconser-
vation due to instanton transitichsr quantum gravitfwormholg effects® If instantons
are responsible forX-particle decays, the lifetime is estimated as<~m;1
X exp(4wl ay), whereay is the coupling constant of the relevant gauge interaction. The
lifetime will fit the allowed window if the coupling constariat the scalemy) is ax
~0.1(Ref. 5.

The X particles might be produced in the proper amount by collision and decay
processes in cosmological plasma if the reheating temperature after inflation never ex-
ceedsmy, but the temperature should be in the rang€%d, < 10" GeV, depending on
my (Refs. 5,6. This is a rather high value of the reheating temperature, which may lead
to the gravitino problem in generic supersymmetric models.

In the present paper we propose a quite different mechanis¥apaiticle creation,
namely, their direct production by vacuum fluctuations during inflation.

Any viable modern cosmological model invokes the hypothesis of infl&tDuaring
inflation the Universe expands exponentially, which solves the horizon and flatness prob-
lems of the standard big bang cosmology. Inflation is generally assumed to be driven by
the special scalar fielg known as thenflaton Fluctuations generated in the inflationary
stage may have the strength and the power spectrum suitable for generation of the large
scale structure. This fixes the range of parameters of the inflaton effective potential. For
example, the mass of the inflaton field has torbg~ 10" GeV. During inflation, the
inflaton field slowly rolls down towards the minimum of its potential. Inflation ends when
the potential energy associated with the inflaton field becomes smaller than the kinetic
energy. Coherent oscillations of the inflaton field contained all the energy of the Universe
at that time. It is possible that a significant fraction of this energy was released to other
boson species after only a dozen oscillations of the inflaton field, in the regime of a broad
parametric resonancelhis process has been studied in detit:It was shown that even
rather heavy particles with masses an order of magnitude larger than the inflaton mass
can be produced quite copiously. Applying these results to the case of our interest, we
find that the stable very heavy particles,<my=<10m,, will generally be produced in
excess and will overclose the Universe.

However, if the parametric resonance is ineffective for some reason, and one esti-
mates the particle number density after inflation at the level of the initial conditions used
in Refs. 10 one finds tha® y might prove to be of the acceptable magnitude. This level
is saturated by the fundamental process of particle creation during inflation from vacuum
fluctuations, and it is the same process which generated primordial large scale density
perturbations. Parametric resonance Xgparticles is turned off if theX field either is a



JETP Lett., Vol. 68, No. 4, 25 Aug. 1998 V. A. Kuzmin and I. I. Tkachev 273

fermion field or its coupling to the inflaton is smaty*<10*(my/my)*(m,/Mp))?
(Ref. 10.

At the epoch close to the end of inflation, the metric of the Universe is conformally
flat, ds>=a(7)2(d7?—dx?). We normalize the scale factor by the conditia¢0)=1,
with =0 corresponding to the end of inflation. The humber density of particles created
in a time-varying cosmological background may be written as

1

2m?as

o= | 1Bk, @
whereg, are the Bogoliubov coefficients, which relate “in” and “out” mode functions,
andk is the co-moving momentum. Massless conformally coupled quéottacalars this
means tha€=1/6 in the direct coupling to the curvatyrare not created. For massive
particles conformal invariance is broken. Therefore, for the powertiag., matter- or
radiation-dominatedperiod of expansion of the Universe, one expects on dimensional
grounds thany« m)3(/a3 at late times. Indeed, it was found in Ref. 12 that

Ny~5.3x 10" *m3 (myt) 372 2

for the radiation-dominated Universe, ang« mf’((mxt)*3q for a(t)«t9. Note that all
particle creation occurs aht=gm/H=<1. Whenmt<1, the number density of created
particles remains at the constant lengk= m§’</247r2 independently ofy (Ref. 12, while

for gqm/H>1 the particle creation is negligible. Here H is the Hubble constant,

H=ala.

For the radiation-dominated Universe one firﬁi§~(m>2</M,%|) VMyte, Wheret, is
the time of equal densities of radiation and matter in §€he 1 Universe. This gives
Qyx~m3?, wheremg=m,/10° GeV. Stable particles witmy=10" GeV will overclose
the Universe even if they were created from the vacuum during the regular Friedmann
radiation-dominated stage of the evolutidi.is possible to separate the vacuum creation
from the creation in collisions in plasma, sin¥eparticles may be effectively steri)e.

However, this restriction will not be valid if the evolution of the Universe, as it is
believed, was more complicated than the simple radiation-dominated expansion from a
singularity. The Hubble constant may have never exceedgd which is the case of
inflationary cosmologyH(0)~m,. Moreover, compared to the case considered above,
the density ofX particles created during inflation is additionally diluted by the late
entropy release in reheating processes after inflation.

Particle creation from vacuum fluctuations during inflationin the de Sitter spage
has been extensively studiddee, e.g., Refs. 13 and )14The characteristic quantity
which is usually cited, namely the variangé?) of the field, is defined by an expression
similar to Eqg. (1). In the typical casex,~— B the difference reduces to a factor
2sirf(wym) oy in the integrand, whereg=k?+a’mg . If my~H(0)~m,, we find using
dimensional arguments thak:Cmfﬁ/2w2a3, where the coefficient is expected to be
somewhat smaller than unity. Both fermions and bosons are produced by this mechanism,
the exact numerical value @& being dependent on the spin statistics. In gen€as a
function of the ratioH(0)/my, of the self-coupling o, and of the coupling constagt
and depends on details of the transition between the inflationary and matter-dominated
(or radiation-dominatedphases, etc. For example, for a scalar Bose field with minimal
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coupling to the curvature one h&%?)=3H(0)*/87’m2 if my<H(0).*3For a mass-
less self-interacting fieldX?)~0.13H(0)%/{\ (Ref. 15. C is expected to decrease
exponentially whemmy>m,, . Particle creation in the case of a Hubble-dependent effec-
tive massmy(t)<H(t), was considered in Ref. 16.

Let us estimate the present-day number densiti particles. We consider a mas-
sive inflaton,V(q§)=m(2ﬁ¢2/2. In this case inflation is followed by the matter-dominated
stage. If the theory includes the presence of light bosamg<m,, even relatively
weakly coupled to the inflatomy?= 104m(2¢,/M,%,~ 108, this matter-dominated stage will
not last long: the inflaton will decay via parametric resonance, and radiation domination
will follow. This happens typically when the energy density in the inflaton oscillations is
red-shifted by a factar~10~° compared to the valutmf/,M'f,I (Refs. 9 and 1D Matter is
still far from being in thermal equilibrium, but it is nevertheless convenient to character-
ize this radiation-dominated stage by an equivalent temperatyre,r 1’4\/m¢Mp|. At
this moment the ratio of the energy density Xnparticles to the total energy density
retains its value reached at the end of inflatipp/pr~C m¢mX/27r2M§,, . Later on this
ratio grows as<T/T, and reaches unity at=T,, Where

Crl/4 m¢ 3/2
Teq= 2 (M—PI) My . ()
Using the relatiorT¢q=5.60xh? eV we find that 10'2<Qy=<1 if
10" B<Cr¥my/my=10"11. (4)

For my of the order of a few times,, this condition can be easily satisfied, since
the coefficientC is exponentially small. This condition may be satisfied even for
my~m,, since the coefficient* (or the equivalent reheating temperajuneight be
small, too.

Our hypothesis has unique observational consequences. If UHE cosmic rays are
indeed due to the decay of superheavy particles which were produced from vacuum
fluctuations during inflation, there has to be a new sharp cutoff in the cosmic ray spec-
trum at energies somewhat smaller thaw. Since the number densityy depends
exponentially upomy /m,,, the position of this cutoff is fixed and can be predicted to be
nearmg~ 10 GeV, and the shape of the cosmic ray spectrum beyond the GZK cutoff
is of a quite generic form following from the QCD quark/gluon fragmentation. The
Pierre Auger Project installatibhmay prove to be able to discover this fundamental
phenomenon.

We conclude that observations of UHE cosmic rays can probe the spectrum of
elementary particles in the superheavy range and can give an unigue opportunity for
investigation of the earliest epoch of evolution of the Universe, starting with the ampli-
fication of vacuum fluctuations during inflation through fine details of gravitational in-
teraction and down to the physics of reheating.

When our paper was at the very end of completion we became aware of the quite
recent paper by Chung, Kolb, and Riotfowhere similar problems of superheavy dark
matter creation were considered.

We are grateful to S. Khlebnikov for helpful discussions. V. A. Kuzmin and I. I.
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An approach based on the local energy density functional method for
describing the ground-state properties of superfluid nuclei is presented.
A generalized variational principle is formulated which corresponds, in
the weak pairing approximation, to a full treatment of the Hartree—
Fock—Bogoliubov problem with an effective contact pairing interac-
tion. The Gor'kov equations for generalized Green's functions are
treated exactly in the coordinate-space representation. The method is
used to calculate the differential observables including odd—even mass
differences and odd—even effects in charge radii which turn out to be
very sensitive to the density dependence of the effective pairing force.
A better knowledge of this density dependence allows one to make
predictions for the pairing gap at the Fermi surface as a function of
nuclear matter density. @998 American Institute of Physics.
[S0021-364(98)00216-3

PACS numbers: 21.168Kk, 21.60.Jz, 26.66-c

The study of pairing correlations is currently one central issue in nuclear structure
physics and nuclear astrophysics. For example, the superfluidity of neutron matter is
expected to play an essential role in neutron stavhijle pairing in neutron-rich nuclei is
of importance in a domain close to the drip fnand also in light halo nucléi.An
effective nucleon—nucleon interaction in the pairing channel suitable for nuclear structure
calculations and for obtaining an accurate value of the pairing energy gap in infinite
matter has not yet been well established. The major difficulties are connected with con-
sistent allowance for the in-medium renormalizatithand, particularly in nonuniform
systems, for the finite-range and nonlocal efféatkich should be calculated in a reliable
way to elucidate the proper dependence of the effective force on the denaity its
gradients. At present the pairing gap can not be obtained on a satisfactory level from
first-principle approaches with a bakeN interaction. The empirical information gained
from the studies of laboratory nuclei seems to be indispensable in this respect. The
presently most successfiimultaneouslescription of théulk nuclear properties, such as

0021-3640/98/68(4)/7/$15.00 276 © 1998 American Institute of Physics



JETP Lett., Vol. 68, No. 4, 25 Aug. 1998 Fayans et al. 277

binding energies and radii, is achieved with phenomenologiedgpendent forcet.g.,
Refs. 7 and 8 and so the density dependence of the effective interaction in the particle—
hole channel is now fairly well established. In other words, the Hartree—fdEk part

of the energy density functiondEDF) is more or less known, though, as one may notice,
considerable effort is still continuing to optimize this pa@n the same grounds, one
would expect that asimultaneousdescription of thedifferential observables, such as
odd—even effects in masses and radii, would shed light onptlikependence of the
effective interaction in the particle—participp) channel and on the pairing part of the
EDF.

To reveal the form ofA as a function ofp through thep dependence of the
underlying effective pairing force, one should analyze the observed changes of the geo-
metrical characteristics of nuclei, first of all the odd—even staggering in charge%adii.
This point may be illustrated by considering how the density changes when the pairing
gap appears in nuclear mattént turns out that the density is sensitive to the derivative
dA/dx near the saturation poipt~0.16 fm 3. A negative slope in\ causes a decrease
of p, i.e., an expansion of the system. In finite systems this effect leads to an increase of
the radii, as has been confirmed by self-consistent EDF calculdfiohisAmplified
p-dependent variations df in odd systems through suppression of the anomalous den-
sity by the blocking effect causes an enhancement of the odd—even staggering 1 radii.

Here we present an EDF approach based on the general variational principle applied
to the EDF with a fixed energy cuto#f,> e (er is the Fermi energy It involves an
integration in the complex energy plane of the Green’s functions obtained by exact
solution of the coordinate-space Gor’kov equations. This technique is appropriate for the
correct treatment of the coupling with the particle continuum, especially in weakly bound
nuclei* We extend this approach to systems with odd particle number by using the
uniform filling approximation. Compared to Refs. 11, 12, and 15, where the calculations
were done mostly in the HFBardeen—Cooper—Schrieff¢HF+BCS) framework, the
approach formulated here corresponds to a full treatment of the Hartree—Fock—
Bogoliubov (HFB) problem and permits direct comparison of the pairing gap extracted
from the analysis of nuclear data with nuclear matter calculations.

The energyE of a superfluid nucleus is given by a functional of the generalized
density matrixR, which contains both a normal componénand an anomalous compo-
nent v

E[R]=Exnlp]+ Ein{p,¥], (1)

whereEyi[ p]=Tr(tp) , andEin{ p,¥]1=Einnomaf P1+ Eanonl p. ¥]. The anomalous en-

ergy Eanomis chosen such that it vanishes in the limit>0. The weak-pairing approxi-
mation|A|<eg, which is generally the case for nuclear systems, is assumed. That means
we need to retain only the first-order termw? in the anomalous part of the EDF:

~ A 1 ... n A
Eanon[paV]:Z(VT]:gp[P]V)v (2

where 7 PPis an antisymmetrized effective interaction in the pp channel and the paren-
theses imply integration and summation over all variables. To calculate the ground state
properties, one can now use the general variational principle with two constraints,
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(HFBIN(u)|HFB)=N(n)=N, R?=R, 3)
leading to the variational functional of the form
I[R]=E[R]—uN(p)~TrA(R-R?), 4

whereN is the particle number the chemical potential, andl the matrix of Lagrange
parametergsee, e.g., Ref. 16

The anomalous energ{?) can be calculated if one knows a solution of the gap

equation for the pairing field and the anomalous density matix In general, the gap
equation is nonlocal, and its solutigetarting, for example, from a realistic bakéN
interactio}®) poses serious problems. It can be shown that in the case of weak pairing
|A|<ep, the EDF method and the general variational principle can be used with an
effective contact density-dependent pairing interaction. The formal development by using
the Green'’s function formalism is described in detail in our forthcoming pHp¢ere we

give only a brief account of the main issues.

We introduce an arbitrary cuto#; in energy space, but such that> e, and split

the generalized density matrix into two pars= R, + 5;R where §;R comes from the
integration over energids|>¢€.. The gap equation is renormalized to yield

A== Five, (5)

where, is the cutoff anomalous density matrix, aﬁ(g is the effective antisymmetrized
pairing interaction in which the contribution coming from the energy redgdp €. is
included by renormalization.

For homogeneous infinite matter it is shown that the variational fundfieruN

does not change in first order &? upon variation with respect t6,R. The total energy

of the system and the chemical potential also remain the same if one imposes the particle
number constrain{3) for the cutoff functional. To a good approximation, as was dis-
cussed in Ref. 17, this should be also valid for finite nuclei.

Such an outcome may be understood by noting that the major pairing effects are
developed near the Fermi surface and the pairing energy is defined by a sum concentrated
near the Fermi surfacésee, e.g., Ref. 16 In infinite matter the pairing energy per
particle isEqq/N= —3A2%(kg)/8er . It follows that, with the cutoff EDF, this leading
pairing contribution to the energy of the system is taken into account exactly. Thus the
nuclear ground state properties can be described by applying the general variational
principle to minimize the cutoff functional, which has exactly the same forit#awith
the constraint(3) but with R replaced byR.. Recalling now the Hohenberg—Kohn
theorem'® we specify that the EDF can be chosen to be of a local form, i.e., dependent
on the normal and anomalous local real densiti&é9 and v.(r). Then the anomalous
energy acquires the simple form

E;non{pc:Vc]:f drvé(r)]'-g(r;[Pc])Vc(r)- (6)

This corresponds to the multiplicative gap equation
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AN =Fr;lpcDve(r) - ()

Having found the pairing field\(r) and the mean-field potentibl(r), we can solve the
Gor'kov equations exactly by using the coordinate-space technique. The generalized
Green’s function obtained this way can be integrated over energy gpttmyield both

the normal and anomalous densitigs and v., which are then used to compute the
energy of the system. We stress that our approach does not imply a cutoff of the basis,
since the general variational principle is formulated with a “cutoff” local functional from
which the ground state characteristics of a superfluid system may be calculated by using
the generalized Green'’s function expressed through the solutions of the Bogoliubov equa-
tions at the stationary point. To construct the normal and anomalous densities that appear
in this local functional, only those solutions from the whole set are needed which corre-
sponds to the eigenenergiks, of the HFB Hamiltonian, which is a matrix of the first
variational derivatives of the EDF, up to the cuteff>e- . In contrast to the BCS-like
methods in which the presence of an unphysical “particle gas” is almost unavoidable,
the coordinate-space Gorkawr HFB) equation$® for finite systems naturally give a
localized wave function with the correct asymptotic behavior for the normal and anoma-
lous densities?%°

From the Gor’kov equations, after separating angular variables, one gets the follow-
ing equation for the generalized radial Green’s funcﬁmn

E_h“"r‘,u —A ),\ (5(r1_r2) 0

—A 6+hj|_/-l/ gj|(rlar2;6): 0 5(l‘1—l’2) ’ (8)

whereh;, is the single-quasiparticle HF Hamiltonian in tilechannel. The solution of

this matrix equation can be constructed by using the set of four linearly independent
solutions which satisfy the homogeneous system obtained 8y setting the right-
hand side to zero and which obey the physical boundary conditfons.

The poleg(if any) of the generalized Green'’s function are determined by the zeroes
of the generalized Wronskian of the four linearly independent solutions, i.e., from the
condition W(e)=0, which gives the discrete spectrum of the Bogoliubov quasiparticle
states. The spectrum is symmetric abeat0. For bound systemg<O0. If the system is
finite one expecta ., =0; otherwise the system would be unstable with respect to two-
particle emission. It follows then that the spectrum is discrete within the energy region
le|<|m| (in which case(j“ is a real function on the axis l@=0) and continuous if
|e|>|u| (in which caseéj, is a complex function These features are reflected in the
upper panel of Fig. 1, where the branch cuts are shown by the heavy lines extending
symmetrically to the left and to the right from the pointg., respectively. The case with
only branch cuts and no poles corresponds to a drip-line even nucleus. Integ}ﬁting
along the upper conto of Fig. 1, one obtains the radial part of the generalized density
matrix for a system with eveN.

For an odd system the contour for integrating the generalized Green'’s function in the
complex energy plane must be modified. Suppose that the addition of an odd particle
leads to the appearance of a quasiparticle with enErgyin the ground state of the

system and thaE, corresponds to a certain eigenenergy of Bj.and belongs to the
discrete spectrum, i.El/.L|>an>0 (ag=ngjolomg is the usual set of single-particle
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FIG. 1. The contouc in the energy plane for integration of the generalized Green'’s function for determining
the generalized density matritop: for even nuclei, bottom: for odd nucjeirhe crosses show the positions of
the single-particle poles; the heavy lines represent the branch cuts on &eOlraxis, where the energy
spectrum is continuougy is the chemical potentiakg is the Fermi energye. is the energy cutoffsee text

The positionsa andE0 of the poles for the odd quasiparticle are shown by heavy dots. Note that the paths
around these poles are traversed in opposite directions.

quantum numbejs As illustrated in Fig. 1E,, is located in the vicinity of the point

e€=0. Generally,an is of the order ofA, the average matrix element of the pairing
potential on the the Fermi surface. The chse~—nu determines the position of the drip

line for odd nuclei. The lower contour in Fig. 1 clearly illustrates the blocking effect: the
presence of the odd particle in the leve] prevents it from participating in the pairing
correlations, because in this case the “conjugate” laygfor an odd system should be
empty. The nucleon separation energigsare determined by the position of the poles
close toe=0. As is easily understood from Fig. 1, since these separation energies are
measured from the continuum thresheld — w, for an odd system one ge%
—E,, and, for an even systen§"*~—u+E, . Thus we haveS;"*"-S] d~2E
~2A, i.e., the familiar odd—even effect in nuclear masses.

The calculations were performed with the density functional BH8. the anoma-
lous part of the EDF the “gradient” pairing force was usgtsee Eq(7))

FE(x)=Cof&(x), ff(x) = 5+ 5.0 5(V%)?, 9)

whereC,=308 MeV-fm~ 3, q=2/3, andx=(pn+ pp)/2pg is the isoscalar dimensionless
density. The superscrigtindicates that the interaction corresponds to an energy cggoff
(in our casee.=40 MeV while the Fermi energy,:=36.6 Me\).

Typical results obtained for the lead isotope chain are shown in Fig. 2. It is seen that
the neutron separation energigsare described reasonably well with any set of param-
eters giving the “experimental” average gap at the Fermi surface, but the rms charge
radii (rz)”2 and their staggering can be explained only if the pairing f¢8econtains
density dependence and if its parameters are taken in a certain ratio. The physics behind
this is discussed in Ref. 12. The success in the simultaneous description of both observ-
ables,S, and(r?)§Z, in finite nuclei is due to the gradient terenf$ ~1. This term
vanishes in infinite uniform matter. Now the sets of the other two deduced parameters
(fex, h¢) can be used to predict the pairing gap in nuclear matter. This can be done by
solving the gap equatiof¥). The solution is given by
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FIG. 2. Calculated neutron separation energiep) and differences of mean squared charge rduditton) for

lead isotopes with respect #8Pb as a reference nucleus in comparison with experimental data. All calculations
are done self-consistently using the EDF method with different parameter sets of the pairing forcg®f Eq.
The gradient strengthg,ad: 1 for all sets except the case of “constant” pairing Wﬂi)(: —0.56.

B s(x)—1 2
A(X)=8€r(X) S00F1 s(x)—2+W, (10

with s(x) = 1+ e./er(X) ander= exex?3. The obtained pairing gap as a function of the
Fermi momentuntto facilitate the comparison with nuclear matter calculations, e.g., Ref.
5) is shown in Fig. 3. The curve for “constant” pairinﬁxz —0.56 stands by itself with

a positive derivative everywhere. In this case no acceptable descripti«ﬁnZ)d'ﬁ2 is
obtained(see Fig. 2 An interesting observation is that all sets of the deduced parameters
which give a satisfactory description &, and (r?)%? yield about the same value of
A~3.3 MeV atkg~1.16 fm 2 (at ~0.66 of the equilibrium densily These sets produce

for A(kg) the characteristic bell shape known from the calculations for infinite matter.
Our preferred set which gives a slightly better fit compared to otheréﬁ';&(— 1.6,
h¢=1.10). The corresponding pairing gap, shown by the solid curve in Fig. 3, turns out
to be in qualitative agreement with the most recent calculafions.

The formulated approach based on the local energy density functional method with
the coordinate-space technique is shown to be quite successful in describing the ground
state properties of superfluid finite nuclear systems. The combined analysis of the differ-
ential observables such as neutron separation energies and isotopic shifts in charge radii
with this approach holds forth the hope of constructing a universal density-dependent
effective interaction which would allow one to predict pairing properties both for exotic
nuclei very far from stability and for nuclear matter.
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FIG. 3. Pairing gap at the Fermi surface in infinite nuclear matter as a function of the Fermi momentum for
different parameter sets deduced from the EDF calculations for the lead isotopes. The crosses represent nuclear
matter calculation from Ref. 5.
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Four-photon polarization spectroscopy of water in a
millimeter-wave radiation field

A. F. Bunkin, V. I. Grachev,® G. A. Lyakhov, and A. A. Nurmatov
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Resonancéfrequency 1.4 cm?) changes induced in the four-photon
optical spectrum of water by a millimeter-wave electromagnetic field
are observed experimentally. Comparison with the spectrum of ice in
the range 0—2 cm* shows that the action of such a field is of a
structure-forming character. @998 American Institute of Physics.
[S0021-364(98)00316-9

PACS numbers: 33.20.Bx, 39.30w

Four-photon polarization spectroscoplfPPS? has made it possible to obtain
newer results in the investigation of long-wavelength resonances of liquid Water.
triplet structure, apparently due to collective quasirotational modes of water molecules or
dynamic molecular complexes, has been obsef@dthe range 10—100 cnt by this
method. The existence of a band near 6¢mobserved previously in neutron
scattering® and probably attributable to vibrations of the proton along the hydrogen
bond, has been confirméby an optical method. Interference of the Brillouin and Kerr
modes has been observéfiby FPPS in the region 0—1 cmh.

Further investigatiorisin the Rayleigh line wing reveal another featu a clearly
distinguished peak near 1.4 cth Its presence in the spectrum of water cannot, at
present, be reliably attributed to a definite physical mode. One possibility for making
progress in the interpretation of this peak is to observe its behavior in response to a
controllable external influence on a water medium.

The use of a resonance action appears to be most promising. Such an action is
provided, in particular, by electromagnetic radiation at a wavelength of about 7 mm.

The experiment was performed on a previously developed Sefhp. master oscil-
lator consisted of a single-frequency YAG:Nd laser, whose radiation after three amplifi-
cation cascades was converted to the second harmonic in thermally stabilized CDA
crystals. Radiation at the third harmonic was used for pumping a narrow-band Coumarin-
500 (Exciton Inc) dye laser. The dye laser radiatitmning range 483-565 nitogether
with the second-harmonic radiation of the master laser $32 nm), served for para-
metric excitation of resonances of the medium in the range of frequency detunings from
—1000 to 2000 cm?, including the region near 0 cm, which makes it possible, for
example, to study the low-frequency vibrational and librational resonances, relaxation of
anisotropy(Rayleigh line wing, and the Brillouin lines. Good reproducibility of the
detected four-photon specttaot worse than 5%is accomplished by completely auto-

0021-3640/98/68(4)/4/$15.00 283 © 1998 American Institute of Physics
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FIG. 1. Four-photon spectrum of water in the absence of an external BBléd in the presence of irradiation
by a 7.1 mm source(®).

mating the process of detecting and performing statistical analysis of the signal as well as
by the high spectral and amplitude stability of the laser beams employed, which makes it
possible to perform a detailed quantitative comparison of spectra obtained under different
experimental conditions over a period of several years.

A modification of the serially produced Yav’' generdfowith working wavelengths
7.1 mm (1.4 cm?') and 5.6 mm (1.8 cm') and power flux density from the radiating
surface of the generator head of about 10 mW/aomas used as the source of the
millimeter-wave radiation. The measurements were performed in twice-distilled deion-
ized water.

The results of the measurements of the four-photon spectrum of distilled water in the
absence of an external field as compared with the spectra obtained by simultaneously
irradiating water(generator head 1 cm above the free surface of the wéalera
millimeter-wave source show appreciable differen@ddg. 1). The effect of the millime-
ter wave field is to decrease the intensity of the spectrum near zero frequency by approxi-
mately 10%. Conversely, the peak at 1.4 ¢rincreases by~15%. The entire band
shifts in the direction of positive frequency detunings by a fraction of an inverse centi-
meter, while the background levétequencies above 4 cm) does not change. Signifi-
cantly, irradiation of water at 5.6 cnt does not produce any appreciable changes in its
four-photon spectrum. This fact rules out thermal action as the reason for the changes
occurring in the spectrum, confirming that the action is of a resonance character.

We note that for the wavelength 7.1 mm the thickness of the skin layer of water with
conductivity o~ 75 S/m equals about 0.4 mm. Water is opaque to millimeter-wave ra-
diation, and the mechanism of the effect of this radiation on the four-photon optical
spectrum, i.e., on the optical parameters of water in the interior of the cell, is nontrivial.
Specifically, it cannot be attributed to a localized mode.

The FPPS of ice provides additional information. The spectrum of ice in this region
(Fig. 2, obtained by the same method as in Ref. 4, actually shows the same, but much
more pronounced, differences from the spectrum of liquid water as those induced by
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FIG. 2. Four-photon spectrum of ice.

millimeter-wave irradiation. The intensity of the ice spectrum near zero frequency de-
creases, while the intensity at 1.4 chincreases, and in a manner such that their ratio is
reversedi (1.4 cmi %, ice)/I (0, ice)>1, while | (1.4 cm !, water)A (0, water)<1.

Comparing the data shown in Figs. 1 and 2 gives, in our opinion, a basis for
hypothesing that the action of a millimeter-wave field on liquid water is of a structure-
forming character. Being absorbed in the skin layer, millimeter-wave radiation apparently
triggers a mechanism of mutual orientation of neighboring water molecules. The field of
partial orientational ordering field that arises in this manner propagates to depths which
are much greater than the thickness of the skin layer. Significantly, the corresponding
scale of the changes is related to the value of the conductivity. This mechanism is
qualitatively reminiscent of the mechanism of orientational ordering in liquid-crystal
samples of finite length under prescribed conditions of mechanical treatment of their
surface. Of course, in reference to water one can talk only about a dynamic ordering, and
only with the tetrahedral motifs which are characteristic of water molecules.

We thank V. V. KolesoV(Institute of Radio Engineering and Electronics, Russian
Academy of Sciences, Moscovior providing the millimeter-wave radiation source and
the materials.
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Suppression of coherent inelastic Mo "~ ssbauer scattering
of synchrotron radiation at grazing angles
of incidence
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Coherent inelastic Mesbauer scatteringCIMS) of synchrotron radia-

tion (SR) by an isotopic interfacéa flat interface between two regions

of matter differing in the concentration of the Nkbauer isotopeat
grazing angles of incidence of the SR beam is investigated theoreti-
cally. The qualitative features of CIMS as compared with conventional
optics at small grazing angles of the SR beam are determined. Specifi-
cally, it is shown that for CIMS by an isotopic interface, instead of the
phenomenon of total extern@hterna) reflection well known in optics,
total suppression of reflection of the CIMS beam occurs at grazing
angles of the SR beam less than a critical angle, and a maximum of the
transmission and reflection at distinguished CIMS frequencies appears
near the critical angle. ©€1998 American Institute of Physics.
[S0021-364(98)00416-3

PACS numbers: 76.88y, 07.85.Qe, 78.70.Ck

Introduction

In view of recent progress in Mwsbauer spectroscopy using synchrotron radiation
(SR) in investigations of phonon spectra of condensed mkdid,is of topical interest to
make detailed investigations of the S&bauer optics of synchrotron radiation. Coherent
inelastic Massbauer scatteringCIMS) of SR, specifically, forward scattering, which is
investigated theoretically in Ref. 4, is of special interest. In Ref. 4 it was shown that of
special interest for the Misbauer optics of SR is CIMS, in the first stage of which —
resonance nuclear absorption of a SR photon — the absorption process is accompanied
by the emission or absorption of a lattice phonon, while the second stage of the scatter-
ing, i.e., re-emission of the photon, occurs without recoil, specifically, without the ab-
sorption or emission of phonons. This CIMS channel leads to pumping of radiation from
a wide SR line into a narrow Misbauer emission line.

An isotopic interfacglIF) is a convenient object for investigating Msbauer scat-
tering of SR. The point is that for radiation which does not undergo resonance interaction
with Mossbauer nuclei this interface simply is not manifested in the optical properties,
since the optical characteristics of matter, which are determined by the interaction of

0021-3640/98/68(4)/8/$15.00 287 © 1998 American Institute of Physics
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radiation with electrons, are identical on both sides of the IIF. An IIF separates spatial
regions of matter with different optical characteristics only for a narrow spectral band of
SR near the Mssbauer transition frequencies, where resonance interaction of the SR with
Mossbauer nuclei is significant. In this spectral region, all optical phenomena known in
optics for a dielectric interface are manifested in the CIMS. For this reason, the optics of
an IIF is of interest for experiments studying the interaction of SR withsslauer
nuclei? specifically, M@sbauer filtering of SR, since it makes it possible to eliminate the
background due to the interaction of SR with the electrons of the material.

The present letter is devoted to analysis of the optical characteristics of CIMS by an
isotopic interface in the region of total exterr@iterna) reflection(TE()R), i.e., in the
region of grazing angles of incidence of the SR beam on the IIF. The emphasis is on the
analysis of the CIMS component that corresponds to the resonance nuclear scattering of
SR photons, in which process the creation or annihilation of lattice phonons occurs in the
stage of absorption of the primary photon, while the stage of re-emission of the photon by
the nucleus occurs without the participation of phonons. It is shown that the optics of
CIMS in the region of grazing angles of incidence of the SR beam is qualitatively
different from the conventional optics. In contrast to the latter, in the case of CIMS
suppression of reflection of the CIMS beam as well as suppression of the refracted CIMS
beam propagating behind the IIF occur at grazing angles of incidence of the SR. In
addition, the angular regions of suppression of reflection and propagation of the CIMS
beam behind the IIF are not the same in the general case.

Basic equations

Let us consider the CIMS processes occurring as a SR pulse propagates in a sample
containing nuclei of a Mssbauer isotope, i.e., nuclear resonance scattering processes
accompanied by the creation or annihilation of lattice phonons. The generation of CIMS
is described by the inhomogeneous Maxwell equétion

~VXVXE;=c"?(eo+ €1)°E1 /9t + Y Eo(ws,2) 8(z— v t), (1)

wheree, is the dielectric constant in the absence of the nuclear interactior aiscthe
correction to it due to the nuclear interactigfl! is the analog of the nonlinear suscep-
tibility, well known from nonlinear opticé,ws is the frequency of the SRy is the group
velocity of the SR pulse, andis the coordinate in the direction of propagation of the
pulse, while the electromagnetic field in the sample is represented as a sum of two
componentE=E,+E,, whereE, is the unperturbed SR field arif} is a perturbation

due to the interaction of the SR with the B&bauer nuclei. To solve E(l) we shall
assume that only the process of absorption of the primary SR photon occurs with recaoill,
while re-emission of secondary photons by the nuclei occurs without recoil.

To describe the CIMS on an IIF or on a slab bounded by two IIFs, the solution of
Eq. (1) must satisfy boundary conditions on the IIF or on the two IIFs in the case of a slab
(see Fig. 1 Assuming for simplicity that the density of the ¥sbauer isotope on one
side of the IIF equals zero, we shall seek the solution for the CIMS field in the form

E,explik,-r) for z>0, €,=0;
E.exp(ik;-r) forz<-—L, €;,=0,
Epexplikp 1)+ Erexplik-r) + Ey expliky -r)  for 0>2z>—L, €,#0, 2



JETP Lett., Vol. 68, No. 4, 25 Aug. 1998 V. A. Belyakov 289

FIG. 1. lllustration of the geometry of CIMS at an isotopic interface.

wherek, andk; are wave vectors of the CIMS photons which are reflected and transmit-
ted by the slab, respectiveli;andk,, are the wave vectors of the transmitted beam in
the slab and the beam reflected from the second IIF in the kjais; the wave vector in

the particular solution of the inhomogeneous equationand,E, , E;, Ey, E;, andE,,

are the amplitudes of the corresponding plane wévEse moduli of the wave vectors
are determined by the frequency of the CIMS photons and the dielectric corfstants:

k=ki=(w/c) (o) k=kp=(wlc)(ew)™? ky=(w/c)(e) Y2 3

whereey, ande, are the dielectric constants at the radiation frequencies neasthaaer
resonance on the side of the IIF containing thésktmuer isotope and on the side of the
IIF which does not contain the Msbauer isotope.

Boundary conditions

On account of the boundary conditions on the wave vectors the tangential compo-
nents of all wave vectors are identical and can be expressed in terms of the grazing angle
of the SR beam ak,, cosg, (see Fig. 1

The boundary conditions on the electric and magnetic fields in the case where the
linear polarization of the waves is orthogonal to the scattering plane yield the following
system of equations for the wave amplitudes:

Ep+ Ef+ Ezr: EI’ y
kpz' Ep+ Ky B+ Koz Exr =K, Er,
Epexplikp,L) +Erexplik, L)+ Epexpliky L) = Eexpliki,L),

Koz EpeXplikp,L) + K, Er@xp(iK,L) + Koy, - Eor@XpliKarL) =Ky E@xXplikiL), "
4

where the index labels the normal components of the wave vectors.

Isotopic interface

To describe CIMS by an IIF it is sufficient to use the first pair of equations of the
system(4), setting in it the amplitud&,, equal to zero. The boundary conditions on the
wave vectors yieldsee Fig. 1
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COS@;=C0Spq/ €, 6)
for the angle of “reflection” of the ICMS beam and
COSp,=(€c€m) ~ 2c0SEo (6)

the angle of refractionp,. We shall consider theses expressions for extremely small
angles of incidence of the primary SR beam.

Since the denominatog, in expression(5) is less than 1, there always exists a
critical value of the grazing angleg of the SR beam such that; =0, i.e., the reflected
CIMS beam propagates along the IIF, while for grazing anglgdess than the critical
angle ¢, there is no CIMS beam reflected from the IIF.

Since the denominatorege,) ¥ in expressior(6) is less than 1, except possibly at
frequencies close to the sbauer resonance frequency, there exists a certain critical
value of the grazing angle. of the SR beam for whickp,=0, i.e., the refracted CIMS
beam propagates along the IIF, while for grazing anglgtess than the critical value,
there is no CIMS beam refracted by the IIF.

From Eqgs.(5) and(6) we have for the critical angles for the reflection and refraction
of the CIMS beam

COSQs= Pe; @52[2(1_fe)]llzz(wp/w)uzv (7)
COS(Pc:(GeGM)llz; @c:(z(l_(eeeM)l/Z)llz, (8)
wherew, is the plasma frequency.

Therefore, in the region of small grazing angles of the SR beam — the region which
in conventional optics corresponds to the ordinary phenomenon @R E- the behav-
ior of the CIMS is completely different from that of TBR. Specifically, reflection of the
CIMS beam from an IIF is completely suppressed, so that the corresponding region of
angles for CIMS corresponds not to TIR but rather to total suppression of reflection
(TSR), and it would be correct to replace the acronym(lJE by TSR.

In contrast to ordinary optics, in the case of CIMS the angular regions of TSR and
of the absence of a beam penetrating behind the IIF are different, since they are deter-
mined by different conditionésee Fig. 2 It is important that the existence of the CIMS
beam propagating behind the IIF depends on the CIMS frequency. For sufficiently high
Mossbauer isotope density, such that in the region of frequencies near tsbaler
resonance frequency the quantity.éy,)Y2 can reach and exceed 1, there is no critical
angle for the propagation of a CIMS beam at the corresponding frequencies behind the
IIF, i.e., for these frequencies a CIMS beam propagates behind the IIF for any angles of
incidence of the SR beam. Specifically, the fact that there is a CIMS beam propagating
behind an IIF only for some interval of frequencies opens up new possibilities for
Mossbauer filtering of SR at grazing angles of incidence of the SR in the transmission
geometry.

Thick slab

The angular distribution of the reflected and transmitted CIMS beams at grazing
angles of incidence in the limiting case of a thick slab is a topic of interest. Here the term
“thick” is understood to be a sample whose thickness is such that the characteristic
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FIG. 2. Computed frequency dependence of the critical apglef refraction(radiang: The horizontal line
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Mossbauer solutions die out in it because of strong resonance nuclear absorption, but in
view of the much weaker electronic absorption the intensity of the SR beam has not yet
decreased strongly. In this case the reflected CIMS beam at the entrance surface of the
slab for angles of incidencg,> ¢ is described by the formulas for an IIF which follow

from Eq. (4):

Er=Ep([€m/€e— (COS@q/ €e)* 1~ sing/ €0)/([ 1~ (COS@o / €6)*]H2
+[em/ e~ (cosgp/€e)?1M). €)
We have for the amplitude of the CIMS beam transmitted through the exit surface
expl(ikiL)E;=Epl ([em/ec— (cOSpo/€c)?]?
+8ingo/€e)/([1—(COS@o/ €0) ]+ [ @y / €o— (COSPo/ €e) *1M2).
(10)

It follows from Eqgs.(9) and (10) that for o> ¢s sharp maxima of the intensity of the
reflected CIMS beam and the CIMS beam transmitted through thgstgbbelow Figs.
3 and 4 appear in direct proximity to the angle,. We note that a similar maximum was
observed in the angular distribution of the reflected beam in an experiment ssbisioer
filtering of SR® A satisfactory interpretation of this maximum has never been found.

Computational results

We shall illustrate the qualitative analysis, performed above, of the TSR phenom-
enon by the results of numerical calculations. The parameters employed in the calcula-
tions approximately correspond to the case of the interaction of SR with an IIF with a
highly >’Fe-enriched iron sample. The correspondingsktmuer transition energy equals
14.4 keV. The following values of the other parameters were used in the calculations:
Re(1-€,)=10 5, Im(1—€,)=2%10 7, maxRegy—1)=10Re(1—€,).

Figure 2 shows the computed spectral dependence of the critical apdte re-
fraction. The figure shows that for CIMS frequency below the resonance frequency there
exists a range of frequencies where the critical angle equals zero, while immediately
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FIG. 3. Computed angular dependence of the amplitadeitrary unit$ of a CIMS beam transmitted through
a thick slab for CIMS frequencieA »/I" equal to—2 (curvel), —5 (curve?2), 0 (curve3), —10 (curve4).

above the resonance frequency there exists approximately the same interval of frequen-
cies where the critical angle for refraction is appreciably greater than the critical angle for
reflection. In addition, the difference of the corresponding angles reaches values of the
order of 3 mrad, i.e., fully amenable to experimental observation.

Figures 3 and 4 show the computed angular dependences of the amplitudes of the
transmitted and reflected CIMS wawvdsr a thick samplgfor several values of the CIMS
frequency. The curves presented demonstrate that the maxima of the intensity in the
transmitted and reflected CIMS beams are reached for angles of incidence of the SR
beam near the critical angle in reflectigny, that the value of the maximum depends
strongly on the frequency, and that the intensity in the forward CIMS beam is much
higher than in the reflected beam.

The computed spectral distribution of the amplitude of the CIMS beam which has
passed through a thick slab is shown in Fig. 5 for three values of the angle of incidence
of the SR beam. The figure demonstrates the phenomenon sébdaer filtering of SR

3

] |
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FIG. 4. Angular dependence of the amplitu@ebitrary unit$ of the CIMS beam reflected from an isotopic
interface for CIMS frequencieA w/T" equal to—2 (curvel), —5 (curve2), 0 (curve 3), —10 (curve4), 10
(curveb).
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FIG. 5. Computed frequency dependence of the amplifadeitrary unit$ of the CIMS beam transmitted
through a thick slab enriched with a lgsbauer isotope, for several values of the grazing angle of the SR beam
near the critical angle of reflectiogurve 1 — ¢y=1.01p; 2 — ¢p=1.1ps; 3 — ¢@u=1.5¢).

with a displacement of the maximum of the CIMS distribution from the resonance fre-
guency by several energy widths of the $4bauer line into the region of the frequency
of phase synchronisthwhere the amplitude of the CIMS wave reaches a substantial
maximum.

Conclusions

The foregoing analysis of the suppression of the reflection of CIMS beam for graz-
ing angles of incidence demonstrates that this phenomenon is accessible to experimental
observation, since the corresponding angular intervals can be easily resolved experimen-
tally. Moreover, the CIMS maxima observed in reflection and especially in transmission
could be of interest for Mesbauer filtering of SR. We note that for a sample in the form
of a slab and for grazing angles of the SR beam less than the critical angle in reflection,
i.e., po<o¢s, there is no CIMS beam transmitted through the slab. However, if the
sample is made in the form of a wedge whose angle is greater than the critical angle in
reflectiong, then a CIMS beam emerging from the sample does exist right down to zero
grazing anglep, of the SR beam for the distinguished CIMS frequenci=e Fig. 2
This opens up additional possibilities for W&bauer filtering of SR.

The phenomenon studied above occurs not only for IIF but also for a sample placed
in vacuum. The difference consists in the fact that now a nonresonance reflection of the
SR beam occurs at the boundaries for all frequencies represented in the beam. This
reflection is a source of background. Moreover, the expression for the critical angle in
reflection of a CIMS beam changes for(for a slab in vacuum cos;e}e/z): here
os=(1- eé’z)l’zzwp/w and is now equal to the critical angle of TR for a SR beam
at the sample—vacuum interface without regard tcsshmuer scattering.

| thank S. V. Semenov for a discussion of the subject of this work. This work was
supported by Russian Fund for Fundamental Research Grant 96-02-18812 and a Grant
from the Russian State Scientific Program Fundamental Metrology, Project “Synchrotron
Radiation.”
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It is established on the basis of the idea of strong interaction within the
unit cell that ferromagnetic instability is possible in a system with
hopping betweeml-electron states of atoms that are in high-spin states
and form a bcc lattice. The phase diagram of the existence of ferromag-
netic ordering as a function of the degree of filling of ttheshell is
constructed. ©1998 American Institute of Physics.
[S0021-364(©8)00516-1

PACS numbers: 75.10.Jm, 75.30.Cr

A strong intra-atomic electron—electron interaction causes a large increase in the
spin part of the magnetic susceptibility. However, an attempt to explain the appearance of
ferromagnetism in iron and cobalt on the basis of the Stoner theory leads to contradictory
results involving large noninteger values of the saturation magnetic mdmanthe
present letter the possibility of ferromagnetism arising in iron is analyzed on the basis of
the assumption that high-spin hole staﬁfgsgg (S=3/2) which resonate with two-hole
statese; (S=1) are realized.

We study the simplest model of electronic transitions to a neighboring atom in a bcc
lattice with no change in spin projection, so that the interaction Hamiltonian is deter-
mined by a single hopping integral

Since the Hubbard energy is the largest energy parameter, we will assume it to be
infinite.

The equations for the variationsny, of the N-particle occupation numbers, where
s=1,2,..., mare the numbers of the-particle states of lowest energy, can be obtained

from the general equation for the averagedgdroducts of the annihilation operaté;;
times a linear combination afi conjugateX operators with arbitrary coefficienf:

m
a,= >, g XN N 98P =T> a8 G fsexpind). (1)
s=1 S s,k w,p

Hereg, are prescribed genealogical coefficierités a positive infinitesimal, anG‘;S(p)

are the Fourier components of the single-particle Green’s function, which in the zero-
loop approximation is given in terms of its inverse matrix. For a bcc crystal in neglect of
hybridization it can be written 4s

G*(p) =[Sy s(iw—Zst pu+oH) — figitegs] ™. 2)

0021-3640/98/68(4)/6/$15.00 295 © 1998 American Institute of Physics
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In the particular case of transitions between high-spin states, it is convenient to replace
the indicess by the numbers of the levels of the Zeeman multipts split by a weak
magnetic fieldSH.

It is evident that the variations of the occupation numbers of individual components
of a multiplet are related with one another by the very simple refétion
onS~§(nyexpwSH))=wnyS*sHn'>), S,=—-S —-S+1,... S.
Hence we obtain relations which depend on neither the gyromagnetic faator the
“zeroth” occupation numbersy:
snkd=ksn@, g=+1; k=0,+1,+2,...,=S (33
for integer values of the total sp&and
SnkH V20 = (2k+1)n7?  g==+1; k=0,+1,+2,...*(S—1/2) (3b)

for half-integer values of the total spi

We shall now establish a relation between the variations of the different high-spin
multiplets formed by particles the number of which is different from 1. We confine
ourselves to the zero-loop approximatitiubbard | approximaticf), where all of the
self-energy part& in the definition(2) are assumed to be constant and are simply added
to the chemical potential.

Let us assume first that the coefficien®g satisfy the orthogonality conditions:
>9sBs=0. As a result of varying the occupation numbers with respect to the magnitude
of the external field and taking the lintit— 0, we obtain relations which do not depend
explicitly on the magnitude of the applied external field:

m
T .
kzl gkﬂkmh:;% pr gsgnGi’n(p)eme&; gkﬁkﬁlﬁn:KoEk 9Bt -
(4)

Here K, is the average value of the virtual Green’s functi@, calculated in a zero
external magnetic field, ankf, are the so-called terminal factors, equal to the sum of the
occupation numbers corresponding to the prescribed transition between individual mul-
tiplets. Correspondingly, fok=2S and integer-valued spis we havé*

la = V(S+K)/2S, st =ony” + ek Y27, (58
wherek=1-S, 2—S, ..., S. Substituting this definition into Ed4) and using relation
(3a) together with the orthogonality condition, we obtain

(1—Ko) dnsg =2Koon53?; . (6a)

However, ifN=2S but the total spin is half-integer, then we rewrite E4).in terms of
the occupation numbemn{(**¥/2?) ' the genealogical coefficienty, and the terminal
factors:

loW = V(STk+1/2)/2S, stk=on{K 129+ snk) (5b)
wherek=—S+1/2, —S+3/2, . ..., S—1/2. Substituting into Eq4) and summing over

the integer values df from — S+ 1/2 to S+ 1/2, we find a relation similar t¢6a):
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TABLE 1.
Interval f g? Stngl Ring+1 Yd HSS Ferro fiy<n,)
1<ng<2 (4—ny)/18 3 1/2 9 1/3 t2 1<ny<1.24
2<ny<3 (5n4—6)/36 2 1 4 2/3 t3, 2<ny<2.15
3<ng<4 (14—-3n4)/20 5/2 312 10 1 tggeg 3<ny<3.55
4<ny<5 (2n4—5)/30 3 2 6 A3 e 4<ny<4.25
Interval 9° Sing Ring+1 Yd HSS Ferro hg<h,)
4<hy<5 (3hy—10)/30 3 2 6 4/3 tggeg 4<hy<4.18
3<hy<4 (8—hy)/60 5 312 15 1 tggeg 3<hy<3.38
2<hy<3 (10-3hy)/12 2 1 12 213 tye? 2<hy<2.61
1<hy<2 (2+hg)/12 312 1/2 3 1/3 el 1<hy<1.14
12
2(1—Kg) 8nsZ? =Ky6ns2. ;. (6b)

Relations(3) and(5) make it possible to express all variations in terms of one another and
substitute them into the equation of state, which we obtain from(Bqwith the condi-

tion Bs=0s:

m
521 9§5HNS)=T§ gsngp SGS(p)fiJexpind)

=(Ko+ngDl>§ g2t —g?fooDooH. @)

Here all coefficients are calculated at zero magnetic field and are expressed in terms of
the integrals of the Fermi functiom-(€) and its derivativeng(e):

Ko=2 ne(£(p): Dp=20 t"(PINE(6(P)): £(P)=0"ft(p)~ 1. (8)
The chemical potentighk is given forH=0 in terms of the total number ofy andng
states, which is determined by the condition of electrical neutrality for each transition-
group element:

Ng=[Na]+fRin1+1Ko,  hg=[hg]+fRpn 1+1Ko. 9

Here the brackets denote the integer part of the average number of partigles foles
(hg=10—ny) in an incompletely filledd shell. The terminal factorsin zero field and all
the coefficients are given for each integer interval of variation of the variatles hg
and are summarized in TablgHSS denotes high spin states

The final equation for finding the magnetic susceptibility can be obtained by substi-
tuting into Eq.(7) all the variations for all possible values of the spin projection — from
Eq. (6a or (6b). Ultimately, the condition that the magnetic susceptibility is positive
assumes the very simple form

Ko(1—=Kp)>g?fD1(yg+Ko). (10
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In this relation the dimensionless quantify can be expressed in terms of the squared
genealogical coefficiemgﬁ. In the case of a transition between a high-spin state with a
lower N and half-integer spirS (N—1=2S'=2S—1) and one with a higheN and
integer spin N=2S) we have

S S
ya=92 X (2k-1)gZ, ¢’>= > gt (119
k="8+1 k="5+1

For transitions between high-spin states with smalNeand integer spirN—1=2S'
=2S—1 and largeN and half-integer spitN=2S

S—-1/2 S—-1/2
=02 X 2kgi, g*= > gt (11b
k=—-S+1/2 k=—-S+1/2

Specific values of? and y, are presented in Table I.

In studying the single-loop self-energy diagrams, it is sufficient to calculate the
individual loops and then sum them taking into account the commutation rules determin-
ing the nonzero vertex parts of the kinematic interactiémthe simplest model without
hybridization we have only diagonal self-energy parts. For the most important case 2
<hy<3, pertaining tow iron, we have

SO =W +3WE 7, S = 2WE + 3w — W,
347 =3WE D — Wy 7+ 2wy, 12

Here
W=T 3 5 GL(p)
,0,p

is the sum of products of matrix elements of the transition maixp)g, by elements
of the virtual Green'’s function matri§2) pertaining to a given spin projection.

It is obvious that in the absence of a field the integh&l&’ differ only by factors:
Wﬁo)(0)=gﬁv, so that in this approximation the inclusion of the self-energy parts re-
duces to a change of the chemical potential.

The next problem is to calculate the correctiai¥s,, which are proportional to the
first power of the magnetic field.

The equation relating the variations of the occupation numbers now also contains
variations of the self-energy parts. Thus, B:=9:181, 9,8>,=—29:81, we have
instead of Eq(3b) the expression

(1—Kg)(8n(F?—36nM2) = A(u) (63 1—263,+ 633). (13
SettingB8,=0, g383=—91B1, We have

(1—Ko)(8ni? + onfi’?) — 2K gony = A(u) (831 — 63 3). (14)
Here

A(,U«):E nF(gp)_nF(_/-L)

P o°t,
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Variations of the terminal factors can be expressed by means of the general rgldlons
and (5b) in terms of variations of the occupation numbers.

The variationsG of the virtual Green’s function acquires new terms:

gionft 2+ ghonly +gdoni, =iy 3, aboti?+1, 5, aksxiog

+0%t > g28f D —g*fosHD,. (15
k=1,2,3
We obtain three additional equations ¥, directly from their definition in terms of the
integrals of the Green’s functiofll), which corresponds to the one-loop approximation:
83\ ==53 "=—[FA-Dh1s3 7+ 9D sf(" — s SHRD; . (16)

The matrices
5= thni(£,)0
differ in the temperature factor and are proportional to the same mzh]rj%

=R,0,,/9% which can be expressed in terms of the numerical values of the natrix
constructed in accordance with the definitid2) of the self-energy matrix:

2g7=2; 0; —3g3=-1
o 0: —g3=-2/3; gi=113 |, Rk:; Sk,n=(1,—%,—§).
—3g2=-3; g5=2/3; 293=2/3
17
The matrixU can be represented in the form of products
Uin=Ri@n/0= 2 Scndn/0? 7= gi=2. (18)

The operator@=Q(u)W, whereQ(u)=[Ko—ne(—x)1/fg? In the matrixW
the elements of each row sum to zero:

Wy, = Un,m—Sn,m=§p‘, Sn.p9m/9%— Sn.m- (19
As a result, we obtain an equation for determining the limit of ferromagnetic stabil-
ity:
Q=1 or h}=8/3; (2039
{3Ko(1—Kg)—2fD1(2+3Ko)H{9(1+2Q) +Dy(—1+6Q)}
=2D,{fDg(2+3Kp)(1—6Q)—20A(u)}. (20b

The region of ferromagnetic instability (14%h,>8/3), obtained according to the con-
dition (20a), exists completely independently of the regior2;<<h, , obtained from
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the solution of Eq(20b). Sinceh, <8/3, the ferromagnetic instability corresponding to
the solution of Eq(20b) that adjoins the approximate solution of E0) is examined
below.

The calculations of the points of critical density andh,, , below which ferromag-
netic instability arises at =0, were performed in a model of semielliptic initial density
of states in the variablg, (see Table)l On the basis of the criteriof10), ferromagnetic
instability was observed inside each integer interval of variation ofltbkectron density,
where electrongor holeg resonate between high-spin statese Table)l Exceptions are
regions of low particle densitgy<<1 and hole densithy=10—ny<1, where the system
resonates between empty and single-particle or single-hole states. The appearance of
separate regions of ferromagnetic instability is due to the possibility of a change in the
sign of the scattering amplitude for Fermi excitations with opposite spins.

Of greatest interest for comparing with experiment is the electronic intervaly7
<8, which corresponds to ferromagnetidron, which possesses a bcc lattice. In the hole
representation 2 hy<<3, so that here the two-ho% and three-hol«aétg states resonate.

For the simplest model of a semielliptic band, we find the following region of
existence of a ferromagnetic instability<hy<2.61 in the zero-loop approximation and
2<hy<2.52 in the one-loop approximation.

The observed value of the saturation magnetic momeRi2ug corresponds to a
density value located inside the ferromagnetic region.

This work was supported by the Russian Fund for Fundamental Research and was
carried out under an agreement with Project 98-02-17388.
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A study is made of the temperature and field dependences of the aniso-
tropic magnetization of a quasi-one-dimensional charge-density-wave
conductor — the blue bronzegkMoO;. Nonlinearity of the magneti-
zation curves is observed at temperatures below 100 K. The tempera-
ture and field dependences of the magnetic moment show the effect to
be of a collective nature. €998 American Institute of Physics.
[S0021-364(©8)00616-1

PACS numbers: 75.4%j, 71.45.Lr, 75.60.Ej

Questions concerning macroscopic quantum phenomena in charge-density waves
(CDWSs) have been drawing increased interest in recent years. Although the possibility of
observing such effects has been discussed for more than 20'y2ardy comparatively
recently has it been possible to show experimentally that they actually can be observed in
quasi-one-dimensional CDW conduct8rsFor example, the observation of oscillations
of the nonlinear conductivity in a magnetic field in Na@Samples with columnar defects
was reported in Ref. 7. It is believed that this effect is an analog of the Aharonov—Bohm
effect for collective conductivity due to the motion of a CDW:"8The existence of the
Aharonov—Bohm effect raises the question of the possibility of observing persistent
currents in systems with CDWs. The objective of our investigation was to search
experimentally for the contribution of persistent currents to the magnetization of a quasi-
one-dimensional CDW conductor. Unfortunately, the most direct mettsiddying the
magnetization of a ring consisting of a quasi-one-dimensional conductor or a sample with
columnar defecisare not easily accessible because of the lack of an appropriate tech-
nology for producing ring structures and also because of the need to perform measure-
ments in high magnetic fields<100 kOe) when studying samples with columnar de-
fects. Nonetheless, since a CDW is not uniform because of the random nature of the
distribution of pinning centers and can contain topological defelittocations, solitons

0021-3640/98/68(4)/6/$15.00 301 © 1998 American Institute of Physics
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FIG. 1. Magnetization curves for agkMoO; crystal in a field perpendicular to the Mg@yers in the absence
(A) and presence@) of nonlinear magnetization. The slope of the dashed straight line corresponds to the
susceptibility measured dt=4.24 K (Fig. 3).

one expect’ that a persistent-current contribution to the magnetization should exist for
quasi-one-dimensional conductors of arbitrary shapes and®irethe present work we
performed precise investigations of the dependence of the magnetiratbK, ;MoO4
single crystals on the temperature, magnetic field intensity, magnetic field orientation
relative to the crystal lattice, and the dimensions of the samples.

KosM00O; was chosen as the object of investigation because this quasi-one-
dimensional conductor has been studied comparatively*hagiid is readily available in
the form of large crystals. #&MoQ; is highly anisotropic¢%!! possesses a monoclinic
unit cell, and consists of metallic chains oriented in the direction of the monoblisics,
which is the direction of highest conductivity. The chains consist of lloGahedra,
which are arranged in layers parallel to tf891) plane of the reciprocal lattice. At a
temperaturel =182 K it passes into the Peierls state with the formation of an incom-
mensurate CDW with a temperature-dependent period somewhat greatebthédand
ishing of the Fermi surface as a result of the formation of a CDW decreases the electronic
contribution to the magnetic susceptibility, the decrease being observed in the form of a
step in the temperature dependendd).!

The magnetization was measured with a SQUID magnetofiétestationary mag-
netic fieldsH up to 9 kOe in the temperature range 4.2<KI<300 K. Samples with
typical dimensions X2X2 mm were cut from comparatively large single crystals.
Ko3M0O; cleaves easily along the M@Qayers, and for this reason one face of the
samples was parallel to thH@01) plane. The measurements were performed with field
orientations parallel to the chains, perpendicular to the planes, and also parallel to the
planes but perpendicular to the chains. Several single crystals demonstrating qualitatively
identical behavior were investigated.

The field dependence of the magnetization is linear in the metallic state at tempera-
turesT>Tp. In the CDW state at temperatur&s< 100 K we observe both linear and
nonlinearm(H). Figure 1 shows typical magnetization curves in a field applied perpen-
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FIG. 2. Nonlinear contribution of the magnetization of gJloO; single crystal(a) for different field orien-
tations atT=4.2 K and(b) in a field perpendicular to the MqQayers at different temperatures. The unfilled
and cross-filled symbols in part a correspond to the initial introduction and withdrawal, respectively, of the
magnetic field.

dicular to the planes. Immediately after cooling in zero field a linear magnetization was
observed in the sample. The strong nonlinearityn¢H), as a rule, arising abruptly after
some time has passed, was later reproducible. Similar behavior was observed for all field
orientations) and for most single crystals the nonlinear magnetization was observed
more often than linear magnetization. As one can see from the figure, the slopes of the
curves are virtually identical foH>4 kOe. Therefore a nonlinear contribution to the
magnetization, saturating in high fields, arises in the sample together with a linear con-
tribution.

Figure 2 displays the form of the nonlinear contributiém(H) obtained after the
linear part of the susceptibility is subtracted out. Comparing the curves for different field
orientations(Fig. 2a shows that the nonlinear contribution is anisotropic. In a field
Hl||(201), L b, the dependencém(H) exhibits pronounced hysteresis and an accompa-
nying nonzero magnetization in zero field. The accuracy of our experiment did not make
it possible to determine unequivocally the presence or absence of hysteresis for other
orientations, but a remanent magnetization of very low amplitude was detected for them
also. We note that the field in whia¥m(H) saturates and the magnitude of the saturation
magnetization are virtually independent of temperatiig. 2b).

We studied the temperature behavior of the magnetization. Figure 3 shows the
typical dependence®(T)/H in a 8.5 kOe field. In the absence of a nonlinear contribu-
tion, the curves correspond to temperature dependences of the anisotropic magnetic sus-
ceptibility x(T) that agree with published dathAt low temperatures the dependences
containing a nonlinear contribution differ from the correspondir(d’) curves by an
approximately constant amount. This confirms the weak temperature-dependence of the
saturated nonlinear magnetizatitffig. 2b), at least at temperaturds< 100 K.

To determine the influence the surface and the dimensions of the sample, we per-
formed measurements of the magnetization of powder prepared from a portion of the
single crystal. It was found that at low temperatures it also consists of linear and nonlin-
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FIG. 3. Temperature dependenae$¢T)/H. The triangles correspond to the anisotropic susceptibility of a
Ko.sM0O; single crystal in the absence of nonlinear magnetization. All other symbols reflect the temperature
behavior of the magnetization including a nonlinear contribution. The continuous curves shg{heurves
published in Ref. 11; solid curve — Johnston, dashed curve — Katak, dotted curve — Morris and Wold.

ear contributions. At temperaturés>50 K the magnitude of the linear contribution
corresponded approximately to the orientation-averaged linear magnetization of the
single crystal. AfT<<20 K the linear contribution demonstrated close-to-Curie tempera-
ture behavior. AlT=4.2 and 61 K the nonlinear contribution saturated in fields of 2 kOe
and 4 kOe, respectively, and it had amplitudes of:29and 15-1 mG{mole Mo).

The results presented above show that the low-temperature magnetization of
Ko sM0O; contains a contribution that is nonlinear in the field and does not depend on the
ratio of the volume to surface area, so that it must reflect the bulk properties of the
samples. The nonlinearity of the magnetization was noted egiitieinvestigations of the
susceptibility of ky ;MoO; and was attributed to ferromagnetic contamination. Although
we observed ferromagnetic contamination of some samples, their behavior is different
from that described above. For contaminated samples a substantial nonlinear magnetiza-
tion is present both above and below the Peierls transition temperature, and above the
transitionm(T)/H is greater than the known values of the susceptibility.

Let us analyze the possible origin @m. The possibility of abrupt onset of a
nonlinear contribution shows that the effect is associated with the electronic superstruc-
ture. At the same time, it is unlikely to be associated with persistent currents. The
contribution of persistent currents of CDWs or normal electtdnsthe magnetization
should be of an oscillatory character with periath = d,/2S, , whered is the mag-
netic flux quantum and, is the projection of the area of a closed trajectory of the
carriers on a plane orthogonal to the direction of the magnetic field. When the variance in
the forms and orientations of the trajectories is taken into account, the trajectory-averaged
contribution should have a maximum &t~®(1/S,) and should vanish foH
>®(1/S, ), which does not correspond to the behaviosai(H) (Fig. 2.

For every ten Mo ions there are thred dlectrons which are not bound by oxygen
orbitals, so that the nonlinear magnetization may reflect the onset of correlations of the
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electronic structure with the formation of antiferromagnetic ordering or spin-density
waves!® Such an explanation is at variance with the low value of the moment per Mo
ion, u~2%x10 %ug (ug is the Bohr magneton which is three orders of magnitude
smaller than the moments characteristic for spin-density wWaves uniaxial
antiferromagnet$®

We attribute the abrupt onset of nonlinear magnetization to the relaxation of meta-
stable states of CDWs. As is well known, the magnitude of the wave vector of a CDW in
Ko.3MoOj; is temperature-dependefitThe change produced in the wave vector by the
phase slip of CDWs is accompanied by the overcoming of energy baxrie®3 K which
depend on the magnitude of the deviation from equilibrium and lead to the appearance of
long-lived metastable staté5The pinning of CDWSs is an additional factor promoting
the formation of metastable states. Relaxation of metastable states can arise under the
action of vibrations, electromagnetic pulses, and other poorly controllable influences,
which apparently occurs when the samples are allowed to stand for a long time at low
temperature. The hysteresis of the field dependence of the nonlinear magnetization sig-
nifies that the interaction with the magnetic field provides sufficient energy to transfer a
portion of the CDW into a new long-lived metastable state.

The CDW itself, interpreted as being due to singlet pairing of an electron and a hole,
does not possess magnetic properties, but charge and spin density oscillations arising
around pinning centet$ can give rise to a magnetic moment at pinning centers. For
typical atomic impurity density~10"2, in our samples there is a moment-10" %ug
for each pinning center, corresponding in order of magnitude to the moment character-
istic for the period of a spin-density wavé!* This value of the moment is a very
reasonable estimate for the spin polarization arising around a pinning center.

The form obtained foém(H) attests to a correlated state of magnetic moments. In
the case of independent moments the experimentally observed remanent magnetization is
absent because of the thermal disorientation of the moments. Moreover, saturation in a
system of independent moments is observed when the moment—field interaction energy
becomes of the order of the thermal energy. For the measured saturation field and the
momentu estimated above, the interaction energy-i40 2 K <T, so that saturation
should not occur in such weak fields.

We note that the average distance between pinning centers and therefore between
moments also is of the order of tens of lattice periods. The phase correlation length in
Ko.sMoOj; (not less than 1000 &) is much greater than the distance between the mo-
ments. It has not been ruled out that the interaction of the magnetic moments via a
coherent CDW is responsible for the onset of a correlation of the moments. Further
investigations are required in order to determine the structure of the magnetic order that
arises and the mechanism of interaction of the moments.

In summary, the low-temperature magnetic susceptibility 9fMoO; is a nonlinear
function of the magnetic field and exhibits hysteresis. The results obtained show the
effect to be of a collective nature.

We thank R. E. Thorne for providing the ¥MoO; single crystals and K. V.
Klement'ev for developing the program for processing SQUID magnetometer signals.
This work was supported by the Russian Fund for Fundamental Res@araht No.
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bt can be expected that at sufficiently low temperatures the motion of electrons along the centers of the
dislocation loops of CDWs with metallization of the cotesill give rise to persistent currents.

9For the orientatiorH | b the linear magnetization is paramagnetic, whileHd(201), L b, the susceptibility is

close to zerqsee Fig. 3 beloyv
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A photoinduced change in the magnetic resonance parameters is ob-
served in trilayer films of the system Fe/Si/Fe. The shifts of the reso-
nance field and the character of the interlayer interaction are investi-
gated as functions of the temperature, illumination of the films, and
thickness of the silicon interlayer. It is found that at low temperatures
the photoinduced contribution to the exchange interaction constant be-
tween the iron layers is antiferromagnetic. 198 American Institute

of Physics[S0021-364(108)00716-9

PACS numbers: 75.70.Cn, 76.5Q

The production of multilayer magnetic films has opened up wide prospects for
developing magnetic materials with prescribed properties. Varying the chemical compo-
nents and thicknesses and the manner of stacking of the components sometimes leads to
unexpected effects. In multilayer metal films with a nonmagnetic interlayer the main
features are giant magnetoresistance and an exchange parameter which oscillates as a
function of the thickness of the nonmagnetic interlay&he characteristic period of the
spatial variations for these films is 10-20 A, and the magnitude of the oscillations
depends on the interlayer material, i.e., essentially, on the characteristic features of the
conduction-electron density-of-states function. The diversity of observed effects is en-
riched even more by using combined methods of acting on the material. In this respect, it
is very tempting to study systems with a semiconductor interlayer, since here the charge-
carrier density can be controlled by varying the temperature or by implanting dopants or
by optical irradiation.

In the present letter we report the results of investigations of the change produced in
the magnetic state in the Fe/Si/Fe film system by optical irradiation, as detected by
electron magnetic resonance.

Fe/Si/Fe trilayer films were obtained by molecular-beam epitaxy on the Angara
apparatus, modified for depositing magnetic matefideur samples with different sili-
con interlayer thicknesseg; were prepared in one deposition cycle. In all the experi-
mental samples the iron layer was 50 A thick. The thicknesses were monitored with a
guartz meter for measuring thickness and rate of film growth. In each deposition cycle

0021-3640/98/68(4)/5/$15.00 307 © 1998 American Institute of Physics
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FIG. 1. Temperature dependences of the magnetic-resonance paratatersReference film2,4 — with a
silicon interlayertg=20 A, AH,, — the magnetic resonance linewidth.

one reference film with iron thickness.= 100 A was prepared. All these films were also
compared with one another in respect to the microwave absorption intensity for the
purpose of determining the difference in the mass of the magnetically active material.
According to the magnetic resonance parameters, the best films were obtained on a mica
substrate. The measurements of the magnetic-resonance parameters were performed on
the apparatus described in Ref. 3. The microwave frequency fwe35 GHz. The
magnetic field lay in the film plane. An Ar laser operating in the range
A=0.49-0.514um served as the source of optical radiation.

It has been establish&ttom data on direct measurements of the magnetization on a
SQUID magnetometer and on the magnetooptic Kerr effect that ferromagnetic iron layers
interact antiferromagnetically at room temperature, and on coolinG=®&0 K they
become virtually uncoupled and the entire system shows ferromagnetic behavior. Under
laser irradiation X =0.5145um) the system once again shows indications of antiferro-
magnetic coupling between iron layers.

Since the conditions of magnetoresonance absorption are determined by the effec-
tive internal fields, the magnitude and sign of the exchange coupling coRstatit,with
and without optical irradiation, can be judged according to the shift of the resonance field
of a film with a semiconductor interlayer relative to a film without such an interlayer.

Figure 1 illustrates the temperature behavior of the magnetic resonance parameters
of the reference film(curves1,3) and a film with silicon interlayer thicknegg;=20 A
(curves2,4). One can see that the silicon layer induces an appreciable change in the
resonance conditions. As the temperature increases, the difference of the resonance fields
of these two films increases, which can be interpreted as an increase in the interaction
between the iron layers. Conversely, the difference of the linewidths of the magnetoreso-
nance peaks decreases, apparently because of the decrease in the stresses in the films at
the iron—silicon interfaces.

The change in the shift of the resonance fiaftli{) as a function of the silicon layer
thickness is shown in Fig. 2. The intensification of the ferromagnetic interagtegative
shift 8H,) for small silicon thicknesseg§,<15 A) is interesting. For silicon interlayers
tgi> 70-80 A the sign of the exchange interaction depends on the temperature. In the
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FIG. 2. Normalized shift of the resonance field as a function of the silicon interlayer thickness:
J=6H,/8H™; curvel — T=80 K, 2 — T=300 K.

regiont’s‘istSistgi the interaction of the layers is of an antiferromagnetic character at all
temperatures investigated.

In the case of an intermediate layer prepared from a semiconductor material, it is
obvious that the shifts of the resonance field under optical irradiation, as a result of the
appearance of photoelectrons in the conduction band, and under trivial heating should be
of the same sign. When light is absorbed in the substrate and iron layers, a portion of the
energy of the optical radiation is dissipated in the form of heat. For this reason, we
measured the heating-induced shiﬁl—(?) of the resonance field in the reference sample
as function of temperaturé-ig. 33. It was then subtracted from the total shift of the
resonance field in the sample under irradiation. The remaiftiél'= 5H, — SH" was

§H!: Oe a
60 |- 0_0.0—0‘0'0’0 0 _4

40 L -

§H™, Oe

-1s L i J
50 150 T, K

FIG. 3. Temperature dependences of the photoinduced shift of the resonanca fielReference film, b —
Fe/Si/Fe film, curvel — tg=5A, 2 — t5=10 A, 3 — t5=20 A; S,,=2.8 Wicn?.
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FIG. 4. Shift of the resonance field of Fe/Si/Fe films as a function of the irradidneets=10 A, 2 — tg
=20 A; T=80 K.

attributed to the action of light on the semiconductor material. The temperature depen-
dences of the photoinduced shitisl ',”d of the resonance field for samples with different
silicon thicknesses are presented in Fig. 3b. Here a nonmonotonic variatiﬂﬂ'r'l?fis
present. In the temperature ran§ie=80—100 K, for small silicon thicknesses, specifi-
cally, tg;<tg;, the photoinduced shift of the resonance field increases;ascreases,
while for tg;>tg; it decreases somewhat. For larger semiconductor interlayer thicknesses
(t5i>tgi) the effect can be attributed almost entirely to the thermal action of the radiation.

For T=120 K the photoinduced changes in the exchange interaction are exclusively
of an antiferromagnetic character, and a change in sign of the exchange parameter in the
regionT=120 K is observed only for very thin silicon interlaydisig. 3b, curvel). In
the latter case, as the temperature increases further, the photoinduced changes in the
magnetic system tend to zero. As a function of the irradiaigg)( the photoinduced
shift of the resonance field saturates, for exampl&,gt=2 Wicnr for tg;=10 A and at
Sopt= 3.5 W/cnf for tg;=20 A (see Fig. 4

We do not attribute the observed properties in Fe/Si/Fe layered structures to the
formation of Fe—Si compounds, since it is well knd\that silicon doping of iron always
decreases the magnetic moment and weakens the exchange interaction. Here, however,
we have an increase in the effective internal field, which can be explained by assuming
that the exchange coupling between the iron layers intensifies.

At present the “quantum well” model is most widely used to describe the magnetic
properties of multilayer magnetic structurésin this model the oscillations of the ex-
change interaction parameter in the case of a metal interlayer are determined by the
oscillations of the spectral density of the electronic states, which depends on the number
of planes of the intermediate layer. In application to our case, the situation must be
corrected, since, most likely, for the present technological regime the silicon interlayer
has an amorphous structure, and this means that short-range order is only approximately
preserved in the interlayer, and the spectral density of electronic states is not necessarily
periodic? Here the characteristic thickness of the silicon interlayer at which the maxi-
mum interaction of the iron layers is observed should be related with the electron mean
free path in amorphous silicon. This fact can explain the absence of clearly expressed
oscillations of the exchange parameter and consequently of a shift of the resonance field
as a function of the thickness of the semiconductor. The sign of the exchange parameter
(phase of the oscillationsat the start of the dependence on the interlayer thickness is
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determined both by the type of extremum on the Fermi surface and by the character of the
line-up of the bands at the interfac®s.

The change in the magnetic state under irradiation is primarily due to the change in
the density of the charge carriers in the semiconductor, which are carriers of the interac-
tion between the magnetically active layers, and to the restructuring of the electron
density of states. We note once again that at low temperatures the photoinduced contri-
bution is always antiferromagnetic. The temperature-induced changes in the magnetic
properties in the system Fe/Si/Fe can be understood by assuming that the chemical
potential is temperature-dependent.

We thank G. V. Bondarenko for performing the x-ray analysis of the experimental
samples.
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The flux noise in Josephson junction arrays is studied in the critical
regime above the BerezingkiKosterlitz—Thouless transition. In
proximity-coupled arrays a local Ohmic damping for the phases is rel-
evant, giving rise to anomalous vortex diffusion and a dynamic scaling
of the flux noise in the critical region. The flux noise exhibits a cross-
over from white to 1f noise at a frequency ;=& * with a dynamic
exponenz=2. © 1998 American Institute of Physics.
[S0021-364(©8)00816-7

PACS numbers: 74.48Kk, 74.60.Ge, 74.56.r

Various two-dimensional systems undergo the Berezin$lasterlitz—Thouless
(BKT) pair-unbinding transitiod:? The transition between the high-temperat(disor-
dered and the low-temperatur@oherent phase is driven by the thermally excited vor-
tices. These topological excitations form a two-dimensional Coulomb gas. Below the
BKT transition temperatur@ gyt they are bound in vortex—antivortex pairs. Above the
critical temperature the pairs dissociate and form a vortex plasma. In the plasma phase
the vortex—vortex interaction is screened at a distance of the order of the correlation
length ¢, which diverges af gxr -

Arrays of Josephson junctions are prototype systems for studying the BKT transi-
tion. Below the BKT transition the array is phase coherent and thus superconducting. In
the plasma phase, on the contrary, free vortices destroy the coherence and the system is
resistive, although each island remains superconducting. In the last decade there has been
a great amount of work on the various aspects of the BKT transition in Josephson arrays
(see Ref. 3 for an overviewExperimental studies are based on electrical resistance,
two-coil inductancé® and superconducting quantum interference deyBeUID)"®
measurements.

Anomalous suppression of the vortex mobility has been observed in proximity-
coupled Josephson junction arrays by fidmeet al® The vortex mobility vanishes loga-
rithmically at low energies, showing that vortex motion in these arrays cannot be de-
scribed by a Drude model with a constant mobility. This behavior has been explained

0021-3640/98/68(4)/5/$15.00 312 © 1998 American Institute of Physics
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either introducing a local Ohmic damping for the phases of the superconducting wave
functior™® or by invoking long-range vortex interactiolls More recently a regime
interpretation of the vortex dynamics was given in Ref. 12.

In a recent letter, Shaet al.” investigated the magnetic flux noise close to the BKT
transition in an overdamped Josephson junction array by means of a SQUID. The flux-
noise spectrum is defined as

Sqa(w)=J dte (@ (1) P(0)), D)

where® (t) is the flux detected by the SQUID and is proportional to the vortex density
integrated over the SQUID area. Near the transition the flux noise is white for frequencies
w<w; and crosses over toflhoise foro>w,. The crossover frequenay, vanishes as

the transition is approached from aboveuwgs £ %, whereé is the correlation length and
z~2 is the dynamic exponent. All the data obtained at different temperatures collapse to
a single scaling curve when plotted as a functionrwdé . The problem was studied by
numerical simulation's**of both the time-dependent Ginzburg—Land@DGL) and the
resistive shunted junctio(RSJ models.

In this letter we study theoretically the flux noise in the TDGL model near the BKT
transition. We determine the scaling function of the flux noise analytically in the limit in
which the SQUID size is much smaller than the correlation length.

In order to study the flux noise we map th& model with a local damping onto a
2D (dynamig Coulomb gas® We determine the dynamic correlation functions using an
improved Debye—Hekel (DH) approach for the Coulomb gas in the same spirit as in
Ref. 16.

The Euclidean action for th®Y model with local damping for the phasesis

B
sm:EJfo 473 [1-cosi(r)~¢,(7)]

@ (B e(n—ei(r) |°
+8—ﬁ2f0d7d72 (sirwr—r')/m) ! @

whereE; is the Josephson coupling between neighboring sites. The local Ohmic damping
introduces an interaction of the phase of a single grain at different times. In proximity-
coupled arrays, which consist of superconducting island on top of a metallic film, the
local damping parametet is related to the shunting resistanReof one island to the
substratep = h/4e’R.

A Villain transformatiort’ is used to derive an effective dynamic action for the
vortices. Here we follow the method described in Ref. 18 and obtain the dynamic action
for the vortex degrees of freedom(7):

1(8
S[U]ZEL deT{iE,j: vi(7)Dj (7= 7)vi(7') . 3

The kernelD has the form
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47%E, k2+2|w,u|/wa
k2 Kt|ollo,

D(k,w,)= (4)

with w,=27E;/a, andw,, are the Matsubara frequencies. We choose the lattice spacing
as the unit of length scales. In the static case this yields the standard 2D Coulomb gas.

The evaluation of the flux noise is done by means of a two-step procedure in the
spirit of Ref. 16.) The physics taking place at length scales shorter thentaken into
account by using the scaling properties of the flux noigeAtiia scale of the order of the
correlation length, all the dipoles have been integrated out, and, since the physics above
TBKTligslgominated by screening, a DH approximatigith renormalized parameters
used.™

The effect of bound pairs up to distances of the order of the correlation length can be
taken into account by means of the scaling behavior of the flux noise
So(w,1,T")=e?°Sy(we?,le %, T'(9)). (5)

At 5* =In(&&y) all the vortices are integrated out up to a distance of the ordér éft
this scale only free vortices are present, and the DH approximation can be used to
calculate the right-hand side of Ep).

The effect of screening due to the presence of free vortices abgyeis analyzed
in the DH approximation. The Matsubara Green’s function for the vortices in this ap-
proximation is

1
2F 2 '
4m°E 65+ D(K,0,)

G(k!wu):<vv>k,w'u: (6)

The Kosterlitz correlation lengthé diverges exponentially near the transition,
&= &pexpb/\T' —Tgyr), With T'=T/E; (Refs. 2, 7, and 20 An analytical continuation
(lw,|——iw) vyields the retarded vortex propagat@R(k,w)=G(k,|w,|——iw),

which is related to the spectral function of vortex density—density correlations by the
fluctuation-dissipation theorefwuv )y ,=Im GR(k,») 2T/w, for o<T. This correlation
function describes the equilibrium vortex fluctuations in the system and gives rise to the
flux noise.

Experiments on the magnetic flux noise detect the fluxes of the vortices from an
effective areal? (Refs. 6-8. The relevant quantity is the vortex density fluctuation
integrated over the pick-up areB(t)=[,d?xv(x,t). After having performed the ana-
lytical continuation and by combining the scaling argumdste Eq.(5)) with the DH
approximation(see Eq.(6)), we obtain the flux-noise spectrum

. . COE T (6)14 o  Ang

Se(w :q)Zezﬁ Se, we?® ,lefé*'T/ 5))=— ———F| x=—,y= ,

p(w)=Pg b, DH( (6%)) 87°  wet g y 2
(0

where the subscript DH means at at this scale the flux noise can be evaluated by means

of the Debye—Hukel approximation. The constaéttakes into account the geometrical
details of the experimental setup. We introduced the scaling fun&tion
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w 4 é? y z—ix
F| x=—,y= =—ImJ dz1+z .
W |2 0 z—2iX

where characteristic frequency ds;= wo(&o/€)? (we used a hard cutoff ik space to
integrate over the pick-up coil area’he dynamic exponer#t=2 directly emerges. The
frequency scale is related to microscopic parametesg,= ZwEJ/(gﬁa). The scale of
the correlation lengthé,, is of the order of the lattice spacing. Close to the transition
(¢—) the scaling functiorF- reduces to

-1

, ®

FOy—w)=I 1+3ix (1—IX+Q(X))_7T

M20x) " 1=ix—Q(x)| 4’ ©

whereQ(x)?=1—x?+6ix. The flux noise in the relevant limits is given by

CD3 T/ (5*)14 ®
a3 .2 for—>1
8 & w¢
0Sop(@)~{ (10
COS T (6*)I1* w ®
8w 3 wg W

The white noise occurs for frequencies<w,, and 1f noise foro>w,. The 1f noise
stems from the superposition of Lorentzian-shaped contributions at all length scales down
to the dimension of the SQUID. For finitethe 1f noise crosses over to aff/noise.

The 1f noise is intermediate in the frequency range c&/w§<4ﬂ'§2/|2. Close to the
transition this range exceeds several orders of magnitude.

We finally apply our results to the experiment by Sheal.” The critical coupling
in the experiment isT,+=0.06, and thus the bare fugacity at criticalityyig=0.35.
Assuming that the bare fugacity is only weakly temperature dependent, the numerical
iteration of the renormalization group equations gives to a good approximatios)
xexp(49), as upon renormalization the limit’'(d)>2/7 is reached, wherey(d)
cexp(29) (this scaling behavior reflects the fact that the vortex-pair density is copstant
ThusT'(8*)/£* is temperature independent, and we can identify our scaling funEtion
with the experimental scaling behavior. These last considerations should be regarded
more as additional assumptions whose validity is based mainly on comparison with
gquantitative experimental data. The characteristic frequency was found fg=h2.1
X 10°P Hz. With the estimateE;=10 K we can extract§§a=106, corresponding to
Ohmic shunts to ground with a resistariRe 6 m() X gé. We expect, to be of the order
of one lattice spacing. Yet another possibility is to determine the resisRane deduce
the value of¢,. The effective shunting resistance of one island to infinity can be esti-
mated be of the order of 106h This also yields the scale of the correlation length to be
of the order of one lattice spacing.

In summary, we have calculated the flux noise above the BKT transition and derived
its scaling behavior analytically in the case where the correlation length exceeds the size
of the pick-up loop. We find a crossover from white td hbise. We related the cross-
over frequency to microscopic parameters of the array. Our results may explain recent
experiments by Shawet al.’
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The static solutions for a nonlinear vector field in models with Lifshitz
invariants are investigated. It is shown that in such systems two- and
three-dimensional localized states, associated with the relaxation of the
modulus of the vector field, are radially unstable. 1®98 American
Institute of Physicg.S0021-364(18)00916-3

PACS numbers: 71.23.An, 61.72.Bb, 71.56b.

Static localized states on defects of a crystal structure in cubic magnets without a
center of inversion were investigated theoretically in Ref. 1. Specifically, solutions were
obtained for two<{2D) and three-dimension&BD) localized states at temperatures above
the paramagnet—helicoid phase transition temperature. In these structures the modulus of
the magnetization vectan(r) decreases continuously from finite values at the center to
zero in the paramagnetic matrix. In the present letter it is shown that such solutions are
radially unstable. Moreover, it can be proved for quite general field models with Lifshitz
invariants that static localized states which are nonuniform with respect to the modulus of
the vectorm and possess spatial nonuniformities of dimensien2 are unstable.

2

Let us consider the vector fielui(r) with the interaction functional
i
+Dijjk

@—anm
= ﬁ_Xk

The first term in Eq(1) characterizes the stiffness of the system and the second term
includes a sum of antisymmetric products linear in the first spatial derivafiveshitz
invariant3 and describes specific interactions occurring in systems without a center of
inversion. Such interactions are encountered in certain classes of mAgnets,
ferroelectrics and liquid crystal$,and they can also be induced in a number of other
systems® Specifically, for cubic ferromagnets without a center of inversion and choles-
terics this part of the functional has the formcurl (m).*’ Finally, the last term in Eq.

(1) describes uniform interactions in the system.

0m] om;

mi———m;— | +f(m,
I(?Xk J(?Xk ( |)

d"x. 1)

We shall take multidimensional localized states of the vector fie{d) to mean

nonsingular distributionm(r) which are extremals of the function@l), are nonuniform
along more than one spatial coordinate=2), and relax at large distances to some
equilibrium value. We shall also assume that the energy contributions of different inter-

0021-3640/98/68(4)/3/$15.00 317 © 1998 American Institute of Physics
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actions in Eq(1), taken in the space of variation of the solution&), also possess finite
values:

~ 2 ~ ~
am; _om - om -
— ) — b/ =
|fAn)_J<A((9_Xk> an, |81 —f Dijk(mi(y_xk m] axk)dnx, |(fn)—f f(mi)an,
2

To calculate the multidimensional localized structures and check their stability it is
necessary to solve a system of nonlinear differential equations. However, analysis of the
energy(1) for deformations of the extremals of the typgr)—m(r/a) (wherea is some
positive number makes it possible to draw definite conclusions about the stability of
specific structures. In this manner it was proved that there are no multidimensional
localized solutions for functionals of a quite general fative Hobard—Derrick theorefh:
see also Ref. 9 In Refs. 10 and 11 it was shown that this theorem is inapplicable to
functionals containing terms which are linear in the first spatial derivatives. The solutions
obtained for 2D localized structures in a number of noncentrosymmetric magnags
netic vortice$'®'>*3as well as in chiral liquid crystaléaxial structureg* demonstrate
that invariants which are linear in the first spatial derivatives play a determining role in
the stabilization of such states. To date such 2D localized structures have been observed
in the chiral magnet NiMr®

Let us now investigate the stability of localized states which are nonuniform in the
modulus of the vectom. We write the energyl) for 2D (n=2) and 3D =3) vector

configurationan(r)=m(r)/(1+k):
d=d(m(r))+ (12 + 2112 k+1{2k?, 3
Od=d(m(r)+(1P+218+311)k+ (12 +3183)))k2+ 1Pk, (4)

For the extremalsn(r) to be stable, the coefficients of the terms lineak in Egs.
(3) and(4) must equal zero, while the coefficients of the quadratic terms must be positive.
It follows from these conditions as well as the positivityl &r’ that a necessary condition
for 2D and 3D localized states to be stable is that the energy contribution associated with
invariants which are linear in the first spatial derivatives must be negatiffe<(0).1%1
Two-dimensional localized structures witf’=0 require a special analysis. In this case,
according to Eq(3), the energy(1) for the vector configurationsn(r)=m(r)/(1+k)

which are not solutions of the Euler equations equals the energy for the extreifrals
which bring it to a state with a lower energy, and therefore these solutions are unstable.

Introducing spherical coordinates for=(msin(f)cos(}), msin(g)sin(y), mcosy),
the functional(1) can be represented as

qn:f [A(am/ 9x, )%+ G(m, 6, , Oy, ) 1d"X. (5)

By virtue of the structure of the Lifshitz invariants the functio®l has no terms
which are linear in §m/dx,). For this reason one hag"):o for deformations of the
type m(r)—m(r/a) in expressiong3) and (4), and therefore these localized states are
unstable.
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Thus the stability of multidimensional localized states in noncentrosymmetric sys-
tems is due to the stabilizing role of interactions described by Lifshitz invariants. Since
these interactions depend on the spatial derivatives of the angular variables of the vector
field and do not depend on the derivatives of the modulus,0bnly multidimensional
localized structures which are nonuniform with respect to the angular variables can be
stable. This is confirmed by calculations of 2D localized states in specific sy&tetfis.
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Tarasenko for a discussion of this work.
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Results are presented from a low-temperature scanning tunneling mi-
croscopy(STM) investigation of 11I-V semiconductor surfaces cleaved

in situ along a(110 plane. The STM topographic images reveal the
presence of surface charge structures. The possibility of their observa-
tion depends on the charge state of the apex of the STM tip. Peaks are
also observed in the local tunneling conductivity spectra. The energy
position of these peaks and the energy position of the edges of the band
gap change with distance from the defect. A theoretical model is pro-
posed which demonstrates that the experimental scanning tunneling
spectroscopySTS data can be explained by effects due to a nonequi-
librium electron distribution in the contact area, which gives rise to
localized charges. In this model the on-site Coulomb repulsion of lo-
calized charges and their interaction with semiconductor electrons are
treated self-consistently. @998 American Institute of Physics.
[S0021-364(©8)01016-7

PACS numbers: 68.35.Bs, 07.79.Cz, 61.16.Ch, 81.05.Ea

For a clear understanding of the experimental results, the STM topographic images
of surface defects at different values of the tunneling bias voltage must be compared
directly with the local spectroscopy ddtale present the results of low-temperature
STM/STS investigations of atomic defects on the GaA3$0 surface at 4.2K. The
experimental procedure is described in Ref. 2. We have used GaAs single crystals heavily
doped with Te 6=5x10cm™2). The typical STM topography of an atomic defect is
depicted in the inset in Fig. 1. According to the common viethis type of defect is a
dopant atom residing on the surface.

Normalized conductivity curves measured by means of current-imaging tunneling
spectroscopyCITS) around this kind of atomic defect are presented in Fig. 1. Let us
mention the main features of the tunneling conductivity curves. The measured band gap
edges are shifted by approximately 200 meV near the defect as compared to the flat
surface region. A set of peaks around the defect, which are absent above the flat surface,
exists in the voltage range from1V to 0V. There is a peak of the tunneling conduc-
tivity in the bias range from-1.5V to —1V. The position and height of this peak

0021-3640/98/68(4)/7/$15.00 320 © 1998 American Institute of Physics
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FIG. 1. Tunneling conductivity spectra measured near a tellurium atom residing am site cleaved(110)

GaAs surface at a temperature of 4.2 K. The inset shows the STM image of the 88.8mm surface area

from which the spectroscopic data were acquired. Each tunneling conductivity curve is the result of averaging
and subsequent numerical differentiation over the surface area which is marked by numbers on the STM
topogram.

depend on the distance from the defect; this peak does not disappear above the flat
surface region.

We assume that the tunneling conductivity peaks in the band gap can be attributed to
the Coulomb interaction of the electrons of the sample and induced charges localized
both on the STM tip apex and near the defect. We suppose that in this situation the
on-site Coulomb repulsion of localized electrahBibbard repulsionis also very impor-
tant. Such an interaction can change the energy values considerably even for deep impu-
rity levels. As a result, there is a strong dependence of the level energy on the tunneling
bias voltage. The experimentally measured position of the peak of the tunneling conduc-
tivity does not coincide with the bulk value of the unperturbed energy levels of the
doping impurity.

We have proposed a self-consistent theory for tunneling processes in an STM junc-
tion in the presence of impurity states. Various experimental situations can be considered
in the framework of this theory. The impurity level can be associated with a surface
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defect or with a defect in an intermediate layer. The impurity level can also be connected
with several atoms or even a single atom on the apex of the STM tip. The proposed
theoretical approach includes the following main points. At low temperature and small
contact size the steady-state electron distribution is not the thermal equilibrium distribu-
tion because of the finite relaxation rate of tunneling elect?@®sM/STS measurements
can be strongly influenced by a nonuniform charge distribution and the corresponding
additional Coulomb interactioh? In general, in low-dimensional systems considerable
modification of the initial electron spectrum occurs due to the tunneling process'itself,
and charge effects could become very important.

To describe the tunneling processes in an STM junction in the presence of a local-
ized state we use a model which includes three subsystems: an ideal semiconductor, a
localized electronic level-surface impurity or tip apex state, and a normal &I
tip). These subsystems are coupled by tunneling matrix elements. We add an interaction
of the semiconductor with a heat bath in order to describe finite-relaxation-rate effects.

The Hamiltoniand of the model is thus

H=H+Hg+Hpn+HyntHingt Fnp, (1)
whereH,, is the Hamiltonian of the pure semiconductor:
Hee= 2 (26 )00 Chor )

Cx - is the annihilation operator for an electron with momenturand spino, andu is
the Fermi energy in the semiconductor.

The partl:ld corresponds to the impurity state and takes into account the Hubbard
repulsion:

Ay=eq>, d)d,+U2> nen? )

wheren‘j_z d’d,, the operatod, annihilates an impurity electron with spin ande 4 is

o

the impurity energy levelwhich in the general case is dependent on the WjasThe part
H;,, describes the tunneling between the semiconductor and the impurity state:

Aine=T> (¢, ,d,+h.c), 4
k,o ’

with an interaction matrix elemerit.

The Hamiltonian of the metal tipl,,, is
An=2) (2p= 1 =eV)ag 3. (5

wherea, , is the annihilation operator for a tip electron with momentprand spinc,
andV is the applied bias voltage.

The partH,,, corresponds to the impurity—metal-tip hoppittgnneling term with
matrix elemenfT’:
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HwnzT’pZ (a5 ,d,+h.c). (6)

Finally, I:|hb describes the interaction of the semiconductor electrons with a heat bath,
which leads to a finite relaxation time of nonequilibrium electrons. The kind of heat bath
is not crucial for our purposes and we choose the simplest form:

A= > T"(k—p")(cy ,bp »+h.C), (7)
kp',o
whereb, , is the annihilation operator for a heat bath electron with momergurand
spino, andT"(r) is the effective interaction with the heat bath.

As we have said, an additional charge associated with localized states in the contact
area can appear if the finite relaxation rate is taken into account. The influence of this
charge on the tunneling characteristics can be considered self-consistently in the follow-
ing way®

a) The Coulomb interaction of the Hubbard type is treated self-consistently in the
mean-field approximation. The characteristic scales of the STM junction and the possible
radius of a localized state on the apex of the tip have valyes5-10A. Thus the
Coulomb repulsiotJ = e?/a, should have a value of the order of the semiconductor band
gap(0.5-1.0 eV, which is much smaller than bandwidths of the semiconductor and the
metallic tip. Thus we suppose that the constraint on double occup@f@y localized
statg is not essential for our problem. It is well known that Coulomb correlations in
Hubbard-type systems begin to play a significant role onlyifs greater than the
bandwidth. For smallet) the mean-field approximation gives satisfactory results. Thus
the Coulomb interaction leads to a dependence of the localized state energy on
the additional charge density'dzngrU&nd, whereU presumed to lie in the region
0.5-1eV.

b) A potentialW is introduced to describe the interaction of semiconductor electrons
with the additional chargény present on the localized state. The corresponding interac-
tion Hamiltonian has the form

Aw= 2 W(k=K')C oCir - ®)
k,k’

Exact calculation of the electrostatic potentidlis possible only if the exact geom-
etry of the contact is known. Usually the details of the shape of the tip apex and,
consequently, the spatial distribution of the electric field cannot be determined. Never-
theless, there are two possible cases for which the analysis can be simplified. If the
charge screening in the semiconductor is weak, the effective r&daighe potential is
much greater than the interatomic distafRea. ThenW(k—k’) =wX énydy .+, with
the parametemwv determined by the particular contact configuration. The potential is
almost constant at distances greater than the contact area. This case is similar to band-
bending effects in planar tunnel junctions in the presence of an applied bias. In such a
situation one can observe a shift of the gap edges in tunneling experifriemésother
case is encountered if the geometry of the contact or strong screening in the semicon-
ductor leads to a point-like effective potential — the effective ra@iud the potential is
of the order of the interatomic distanae ThenW(k—k')=wX dny. In this case we are
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interested in the point-like potential caused by the localized charge both on the apex of
the STM tip and on semiconductor surface defects. For charge localized on the tip the
constantw is determined by the distance from the tip to the semiconductor surface.
Typical values of the tip—sample separatim STM junctions do not exceed 10-15A.
Thus the simplest estimate of the Coulomb potengdld) at the semiconductor surface
yields w=0.3-0.5eV. In any case Coulomb effects should be taken into account, be-
cause the tip—sample separation and typical radius of a localized state are comparable to
the interatomic distance. The extra charge on a localized state and the tunneling conduc-
tivity of a system can be determined by means of a self-consistent approach based on a
diagram technique for nonequilibrium proces®es.

The tunneling conductivitydl/dV(w) can be determined from the corresponding
kinetic equations for Keldysh Green functions in terms of nonequilibrium occupation
numbersny(w) of the localized state:

dI/dV(@) =47, Im G§ 4(w)(Ng(w) ~NJ(w)), 9
where n§(w) is the equilibrium occupation number of the localized state, Gt}

X(w) is the exact retardethdvanceyl Green function of the localized state.

The sample and contact characteristics appear in the final expression for the tunnel-

ing conductivity as relaxation and kinetic constatftsictions:

—iyo(w)=—i[T'[?ry(@) —iy(w)=—i|T" vy (),

Ty=— 7 ImGHI ==y ImG], T=T?y, (10)
k.k' ’

where v, is the conduction-band density of states, anfw) and v,/ (w) are, respec-
tively, the densities of states in the metallic tip and in the heat bath connected to the
semiconductor.

The final expression for the tunneling conductivity after all substitutions can be
written as
2T TW(TIT)(Z,+2))

di/dV(w)= —
L+ TW(TIT)Zp+ T (TITY(Z0+ 28+ Z,)

(np(@) —ni(w—eV)),
(1D

whereng(w) andn?(w—eV) are the equilibrium occupation numbers of the states of the
semiconductor and metallic tip, respectively. The dimensionless fundians given by

28=22Im{(GY(w)(w—F9) ~ DalEy)],
Z,=2TImG{(w)Im(a(zy)),

Z9=2y,TIm

_ w—egti . (2q)— a(w)
(Gg(w)(l_,y%)ﬂ%)wl,

wW— &y

a(w)=r Y !

x w—gtid’ (12
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FIG. 2. Tunneling conductivity curves obtained numerically from Edl) for different values of the STM
junction parameters: the relaxation rate in the semicondugtdhe relaxation rate on the localized statg,

and initial localized state energy, . All quantities are measured in units of one-half the initial band-gap width
A. The values of Coulomb parameters doe=2A, w=A. The unperturbed initial model density of states is
shown by the dotted curve.

wherezy=g4+i7,.

The additional charg@ény is determined self-consistently from the exact nonequi-
librium occupation numbers and the density of states on the localized state. Both these
parameters are functions of the applied bias voltage and the value of the additional
charge, since they depend cnyzsg+U5nd and the Coulomb potentiaWW(ény)

(Eq. (8)):

Sng(V)= f [(—1m)ImGE y(w,V)ng(w,V)— (- Um)Im G 4(0,V=0)nJ(w,V=0)].
(13

The analytical expression for the dependence of the tunneling conductivity on the
applied voltage for the two situations described was analyzed numerically. The results for
typical parameter valugselaxation ratey andy,, tunneling ratd”, and initial impurity
level sg) are depicted in Fig. 2. Two different situations were investigatéed:gjlies in
the band gap(Fig. 2, curvesl-3); 2) there is one or a few localized states in the
conduction or valence ban@rig. 2, curves4,5. We present in Fig. 2 the results of
calculations for the Coulomb parametdds=1 eV andw=0.5eV. The qualitative be-
havioral features of the tunneling conductivity are insensitive to some variations of the
Coulomb parameters within the regions estimated above. The initial model density of
states for the semiconductor is shown by the dotted curve. It obviously differs from the
tunneling conductivity curves that could be obtained in STS measurements. One can
clearly see the shift of the gap edges, which becomes more pronounced with decreasing
relaxation rategFig. 2, curves4,5. A nonequilibrium electron distribution leads to
charge accumulation on a localized state, with initial ener&y Because of Coulomb
repulsion this results in a simultaneous change of its energy by an ameuwhich is
comparable to the value of the band gap. In this situation a localized state is often
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manifested as a peak occurring near the band €Hige 2 curvesl,?) regardless of its

initial energy. Near the band edge the tunneling current grows rapidly with tunneling
bias, thus strongly changing the localized charge. Such a peak can appear above the flat
surface area if the localized state is associated with the apex of the STM tip. This can be
seen from curvel in Fig. 1, which shows the experimental curves of the tunneling
conductivity. The peak position is sensitive to variations of the characteristic parameters
I', vy, y5, andey, which determine the value of the additional charge. But the peak is not
very sensitive to the position of the Fermi level relative to the band gap edges.

Our model can be generalized for situations in which there are several localized
statesey associated both with the apex of the STM tip and with the defect.

As the charge accumulated in a localized staids determined by the relaxation
and tunneling rates, it depends on the tip—sample and tip—defect separation. By changing
the STM tip position one can obtain various tunneling conductivity curves with different
peak positions. The shift of the gap edges and the tunneling conductivity peaks that are
sensitive to changes in the tip position can be seen in Fig. 1. They can be qualitatively
understood in terms of the proposed theoretical model.
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The quantum Hall effect structure in the transverse magnetoresistance
R«x and the Hall resistancR,, of heavily doped GaAs layers with a
three-dimensional spectrum of the charge carriers is investigated for
different field orientations. The characteristic structuragima in R,

and plateaus iR,,) shift much more slowly to higher fields and are
suppressed much more rapidly in comparison with the expected angular
dependence for a two-dimensional system. The results are discussed in
terms of the anisotropic change of the three-dimensional conductivity
tensor with magnetic field rotation. @998 American Institute of
Physics[S0021-364(108)01116-3

PACS numbers: 73.40.Hm, 72.80.Ey, 72.80.Ng

It is well known that in two-dimensiondRD) electron systems the Hall resistance
Ry and the Hall conductancé,, are quantized such th&,,= 1/ny=ie2/h (i is an
intege) due to the discrete energy spectrum of the charge carriers in a quantizing mag-
netic field! In 2D electron systems with a high mobility, electron—electron correlations
even lead to a quantum Hall effe@@HE) with fractionali. Recently, a quantization of
the Hall conductance has been observed in disordered layers consisting of epitaxial layers
of heavily dopech-type GaAs’ In this case, the electronic system is supposed to have a
three-dimensional3D) single-particle energy spectrum like that for the bulk material. At
T=4.2 K, the magnetoresistance of the samples shows the typical behavior of the bulk
material, with weak Shubnikov—de Haas oscillations with increasing field and a strong
monotone upturn in the extreme quantum lifHQL), where only the lowest Landau
level is occupied. The bulk electron densitiesletermined from the periodicity of the
Shubnikov—de Haas oscillations in reciprocal field were close to the nominal values.
Below 1 K, the magnetic-field dependence of the Hall conduct&geshows steps at
quantized valuese?®/h (i=2,4,6) together with pronounced minima in the transverse
conductancés,, in the extreme quantum limit of the applied magnetic field, while the

0021-3640/98/68(4)/5/$15.00 327 © 1998 American Institute of Physics
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FIG. 1. Magnetic field dependence of the transverse resisfRpc@er squargin magnetic fields at different
anglesa with respect to the normal of the GaAs layerTat 4.2 and 0.08 K. The curves for 4.2 K are shifted
vertically by 0.1.AR,, shows the differenc®,,(«) —R,,(60°) at 0.08 K.

amplitude of the usual Shubnikov—de Haas oscillations does not depend on temperature
below 4 K. The minima inGy, and |dG,,/dH| appear in magnetic fields, where
Gy=ie?/h atT=4K.

In this work we study this novel phenomenon of a quantized Hall effect in a disor-
dered GaAs layer in a tilted magnetic field. This study allows for a comparison with the
QHE in a 2D system, where the projection of the field perpendicular to the 2D electron
system determines the effect in a tilted magnetic fieldthout taking spin-splitting
effects into account Our experiment reveals a strongly different dependence on the field
orientation.

The investigated Si-doped GaAs layers sandwiched between undoped GaAs have
been grown by molecular-beam epitaxy as described in Ref. 2. The quantized Hall effect
structure has been observed for a perpendicular magnetic field in various samples with
thicknesses about 100 nm and electron concentrations from 0.6xdl@5cm 2 (Ref.

2). Here we will present experimental data for different field orientations measured at 4.2
and 0.08 K on a heavily doped GaAs laysample 2 in Ref. 2, which showed the most
pronounced effegtwith a nominal thicknessl=100 nm, with a bulk electron density
n=1.5x 10" cm~2 and mobility = 2400 cn?/(V- s) at 4.2 K. The estimated mean free
pathl =28 nm and screening lengily =7 nm in zero magnetic field are smaller than the
thickness of the layer. Sample 1, with a nominal thickness of 100 nm, a bulk density
n=0.6x 10" cm 3 and mobility 1900 crf{(V- s) was measured only in parallel and
perpendicular magnetic fields @t=0.3 and 4.2 K. The magnetoresistariRg and Hall
resistanceR,, were measured in a Hall-bar geometry by a phase-sensitive detection
method for several orientations of the magnetic field with respect to the normal of the
plane of the GaAs layero=0° corresponds to the perpendicular orientgtidn our
convention, thexyz coordinates refer to the frame of the layer. The applied current is
along thex axis, the Hall contacts are along th@xis, and thez axis is perpendicular to

the layer. The magnetic field is rotated perpendicular to the current dire(emthe
inset of Fig. 2. The measured resistance was converted to the resistance per Rguare
using the lateral dimensions of the Hall bar.

In Fig. 1 the transverse magnetoresistaRge of sample 2 is plotted for different
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FIG. 2. Magnetic field dependence of the Hall resistaRggin a tilted magnetic field at different anglesat
T=0.08 K.

anglesa of the applied magnetic field with respect to the normal of the sample plane at
temperaturesT=4.2 K and 0.08 K. At 4.2 K, the characteristic Shubnikov—de Haas
oscillations belar 8 T and the strong increase in magnetoresistance in the EQL above
8 T are practically independent of the field direction. This is a strong indication of
three-dimensionality of the electronic spectrum of the investigated systean=At" and
T=0.08 K, the pronounced minima iR, coincide with the plateaus iR,, shown in

Fig. 2. These structures in the magnetoresistance tensor components resemble the QHE
for a 2D electron system, although the plateau®jp aren’t completely flat nor do the
minima in Ry, go to zero. As we have shown for samples with the same nominal thick-
ness but different electron densftythe quantized structures occur at quantized values
ie?/h of the Hall conductanc&,,= Ry, /(RZ,+R%,) with i=2,4,6.

X
By rotating the magnetic field away from the perpendicular orientation both the
plateaus inR,, and the minima irR,, are strongly suppressed simultaneously. In Fig. 3
we have plotted the field positior8,,i,(@)/Bnyin(0°) normalized by the 0° result as
functions of the field orientatior. The field position8B,,,(«) were extracted from the
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FIG. 3. Normalized magnetic field positiomyin(a)/Bpin(0°) of the minima in AR,, anddR,,/dB as a
function of the field inclinationr. The solid curve shows the 1/casdependence.
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minima in bothA R,,= R,(a) —Ry4(60°) anddR,,/dB. These field values are substan-
tially smaller than the 1/cag dependence expected for a 2D QHE. The discrepancy at
higher magnetic fields is more pronounced for the structure=& than for thei=4
structure. Because of the absence of a léc@ngular dependence of the quantized
structures in the tensor components, we can exclude any trivial explanation of the ob-
served phenomenon in terms of a hidden 2D electron system in our MBE grown struc-
ture.

For an explanation of the quantized phenomenon, we have suggégiedmpor-
tance of diffusive corrections to the conductance due to electron—electron intefaction.
These effects are strongly enhanced in the extreme quantum limit due to the decreasing
diffusion perpendicular to the magnetic field and could possibly cause a correlation gap
in the density of states at the Fermi level at the lowest temperatures. In the case that the
corrections are smalht T=4.2 K in our casg the probabilityP(t) of again finding two
diffusing electrons within a distance of the order of the screening length in attime
given for an anisotropic conductor by

3
-0 . ~172
t) 4(DyDy) VA (GxxGyy) ™% 1)
whereD,, andD,, are the diffusion coefficients. Within this description of electron—
electron interactions in a disordered system, the effect in a rotated magnetic field would
depend on the conductance avera/@h(x(4.2)ny(4.2). From our previous investigation
of the phenomenon on different samplasa perpendicular magnetic field, we concluded
that the quantized structure is more pronounced the more closely the conductance
Gux(4.2)=G,y(4.2) atT=4.2 K comes down to the valieg/h (Ref. 2. In a tilted field
Gux(4.2)#Gyy(4.2), and one can expect that the strength of the quantized structure
depends on the value G,fGXX(4.2)ny(4.2). The suppression of the quantization phe-
nomenon could be explained by the increas&gf. For a three-dimensional system the
angular dependence of the conductivity, can be written as

O'yy(a)IO'yy(oo)COSZ a+o0,(0°)sirf a. 2

The other importantto us components of the conductivity and resistivity tensor in
the tilted field are equal to

Txx(@) = 0y,(0°),  pyx(a@)=py(0°),
oxy(a@)=0yy(0°)cosa, pyy(a)=py,(0°)cosa. (©)]

oyy(a)=Gyy(a)/d is larger thano,,(0°) because of the larger value of,(0°) along

the magnetic field. We can get an estimate for this from measurements of the longitudinal
magnetoresistance of a single crystal with practically the same electron density and
mobility as for our layer. At 4.2 K and in a field of 12 T, the value of,,0°)

~55 S/cm whileo,,(0°)=o,(0°)=9 S/cm only. For our sample this would lead to an
increase inGy,=o,,d upon rotating the sample. The resulting increaseG;IXny)l’Z,

i.e., the increase of the diffusion in the plane of the layer, could therefore cause the
suppression of the quantized Hall effect structures.

We note that E@2) probably gives a not very precise description of the anisotropic
transport in our samples because the scattering lehgiid the magnetic length,



JETP Lett., Vol. 68, No. 4, 25 Aug. 1998 Murzin et al. 331

(=7 nm atB=14 T) are not much less than the layer thicknés3 his would lead to an

influence of the surface boundaries on the conductance tésém a tilted magnetic
field, the motion of an electron at the top and surface boundaries is absolutely different
from the motion inside the layer. The orbits become skipgiigssically speakingat a
distance of the order df; from the surfaces, leading to a nonuniform current distribution
along the thickness of the layer. Therefore, @@nd, correspondinghy] tensor can be
rather different from those obtained by the conventional transformation in a tilted field.
Indications for this can be seen in the differences at 4.2 K betiggi®°) andR,,(«)
(see Fig. 1 and also betweeR,,(a) andR,,(0°)cosa, which are rather pronounced at
a=60°. However, the anisotropic magnetoconductivity would still giGg,(«a)
>Gyy(0°).

We have no explanation for the observed shift of the minima with rotation of the
field, but our measurements show that the behavior of our disordered GaAs layer system
is definitely different from the behavior of 2D systems.

In summary, the minima irR,, and dR,,/dB in the quantized Hall effect of a
disordered heavily doped GaAs layer with a 3D single-particle spectrum have a much
weaker shift to higher magnetic fields in a tilted magnetic field than the Watepen-
dence for the quantum Hall effect measurements in the 2D case. The suppression of the
quantized phenomenon in a rotated magnetic field could be related to the mixing of the
conductivity tensor component, (0°) into the component,,(«), which would reduce
electron—electron interaction effects in the diffusive transport of a disordered system.
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In an investigation of the resistivity anisotropy of YR2u;0,_, single
crystals with suboptimal oxygen content it is observed that the super-
conducting transition for the componepg of the resistivity tensor is
shifted to lower temperatures with respect to the transition for the com-
ponentp,,. A similar shift is also observed for the transition in the
temperature dependence of the dynamic magnetic susceptibility.
© 1998 American Institute of Physids$0021-364(08)01216-X

PACS numbers: 74.72.Bk, 74.25.Fy, 74.62.Bf

Cuprate hight. superconductors are highly anisotropic layered compounds charac-
terized by the presence of Cy@lanes, which are believed to be responsible for the
superconductivity.

In Ref. 1, in a study of the temperature dependences of the resistance and magnetic
susceptibility of BySr;_,CaCu,0g ., single crystals, it was observed that the supercon-
ducting transition temperature was approximately 40 K higher in the case of current flow
along the Cu@ layers { L ¢, wherec is the direction of the crystallographic axis perpen-
dicular to the layensthan in the case of current flow perpendicular to the laygfs)(

Friedel predicted theoretically a similar behavior of layered supercondifctdes.
proposed a specific mechanism of “growth” of ring-shaped Josephson vortices in a
certain temperature rangg<<T< T, below T that should suppress superconductivity in
this range in the direction perpendicular to the Gu@yers. According to Friedel's
conjecture, such a temperature interval should exist in any layered superconductor that is
described by a model of a stack of superconducting planes between which Josephson
links exist. The temperaturg; above which these links are broken is the Friedel transi-
tion temperature.

Later, Korshunov and Rodrigugpointed out an error in Friedel's calculations and
showed that such a mechanism is not realized in an ideal crystal. However, it was
recently shown theoretically in Ref. 4 that a Friedel transition can occur if the layers are
not assumed to be ideal and it is assumed that there is a random distribution over
superconducting properties of the layers. Specifically, it was assumed that two types of
layers with different parameteds, characterizing the coupling constant inside a layer in

0021-3640/98/68(4)/6/$15.00 332 © 1998 American Institute of Physics
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an anisotropic 3IXY model, exist in the crystal. The Friedel transition was obtained only
when the distribution of such layers in a crystal was not periodic but random.

The reason for the obsen/eshift of the superconducting transition was not estab-
lished. In principle, any macroscopic nonuniformity of the sample can lead to a shift of
the transition, but the observed phenomenon could have been due to a Friedel transition.
In any case, such behavior is a consequence of the layered structure of the single crystals
investigated. In this connection, it is of interest to observe the shift of the transition in
other layered superconductors.

In the present work, we chose YBau;O;_, single crystal§YBCO) for the inves-
tigations. Initially, at optimal doping<=0.05 this superconductor possesses a much
weaker anisotropy than bismuth or thallium cuprate superconductors, but as the oxygen
content decreases, the degree of anisotropy increases rapidly. The behavior of YBCO as
a function of oxygen content is reversible and has been rather well studied. For this
reason we undertook to observe the shift of the superconducting transition with decreas-
ing oxygen content in high-qualitym the initial statg single crystals for different orien-
tations of the current relative to the Cuayers.

In the experiment, the anisotropy of the electrical resistance and the dynamic mag-
netic susceptibility was measured on YBCO single crystals in the form of slabs with
dimensions of approximately>21x0.05 mm, for which the crystallographic direction
was normal to the plane of the slabs.

The YBaCuO;_, single crystals were grown in a ZgQrucible by the method
described in Ref. 5. The total impurity content in the samples, which was less than
0.005%, was determined by the inductively-coupled plasma method, which consisted of
a mass-spectrometric analysis of an argon plasma containing the vaporized sample and
ignited by an rf inductor.

After annealing at 500 °C in oxygen, the samples possessed a narrow superconduct-
ing transition withT.~92 K and transition width less than 0.5 K. The required reduced
oxygen content was achieved by choosing the annealing tempetaput@ 820 °Q in air
at atmospheric pressure and subsequent quenching in liquid nitrogen in accordance with
the data of Refs. 6—8. The samples were annealed in a quartz ampoule and covered with
YBCO powder in order to preserve the high quality of the surface. No special measures
were taken to detwin the samples.

To measure the real part of the dynamic magnetic susceptililithe sample was
placed inside a pair of coaxial coils 6 mm in diameter, one of which served to excite an
ac magnetic field, while the other was for measuring. An identical pair of coils, which
was used to compensate the signal in the absence of the sample, was placed next to it.
Using the standard synchronous detection scheme, we measured the component of the
imbalance signal proportional to the real part of the induced magnetic mdvhefthe
sample in an ac magnetic field of frequency Hx: M = yhV. Hereh is the amplitude of
the magnetic field in the coil and is the volume of the sample. The amplitudef the
field was chosen to be small, so that the signal was linelar and equal to 0.1 Oe. The
sample in the coil was placed either perpendiculdh) or parallel to €L h) to the
magnetic field. For this, the sample was glued to different faces of a sapphire rod, shaped
in the form of a rectangular parallelepiped. We denoteyhythe susceptibility compo-
nent measured in the first case, since ring currents flow only in the plane of the CuO
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FIG. 1. Temperature dependence of the resistivity componggtand p. of the initial YBCO single crystal.
Dotted lines — extrapolations of the linear parts of the temperature dependences of the resistivity to zero
temperature. Inset: Geometry of the contacts.

layers, and we denote by, the susceptibility component in the second case, since in this
case a portion of the path which the currents must follow to closure is perpendicular to
the layers.

The sample together with a thermometer and a heater arranged alongside were
placed inside a glass Dewar, which was immersed, upside down, in liquid helium. The
measuring coils were wound on the outer surface of the Dewar and were always at liquid
helium temperature during the measurements. To prevent a temperature gradient, the
sample was placed in a sapphire container.

A four-contact method was used to investigate the electrical resistance of anisotropic
single crystals. In this method, two pairs of contacts were placed opposite one another
on opposite sides of the samplsee inset in Fig. 1 The contacts were prepared by
depositing drops of silver paste on the surface of the sample. The drops were then
“burned in” by heating the sample in air at 400 °C. The subsequent manipulations of the
sample(annealing, remountingdid not change the properties of the contacts. The char-
acteristic size of the contacts did not exceed 0.3 mm, and the accuracy of the placement
of the contacts opposite one another on the opposite sides of the sample was not worse
than 0.05 mm.

The components of the resistivity tenggy, in the plane of the layers ang normal
to the layers could be calculated numerically, using the formulas of Ref. 9, from the
results of two measurement®,,=Vi,/J3, and R.,=V;3/J,,4, assuming an infinite
sample. This condition limited the applicability of this method to a large anisotropy
n=pc/pap- In Our experiments, the calculations @f,, andp, were performed only for
the initial sample with optimal oxygen content, for whighwas of the order of 1 For
samples with reduced oxygen content, where the anisotropy was much higher, we present
only the values oR,, andR..

In the present work we investigated two samples in detail. Their behavior was
similar overall but different in detail. For the sample whose data are reported in the
present letter the resistivities in the state with optimal oxygen concentration pygre
=460 u)- cm andp.=48 m()- cm atT=2300 K, and the values decreased linearly with
decreasing temperatufbut not too close td ;=92 K; Fig. 1).

Next, the sample was annealed at a fixed temperature, resulting in a lower oxygen
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FIG. 2. Temperature dependendg(T) (j L ¢) andR(T) (j||c) in the absence of a magnetic fiel®} and
in a5 Tfield (A).

concentration, after which the temperature dependences of the residggpessiR. and

the susceptibilitiesy,, and y. were measured. Then the procedure was repeated at a
higher annealing temperature, all the way up to the temperat820 °C at which the
sample was no longer a superconduétor.

Figure 2 shows the temperature dependerirg$T) and R.(T) for a sample an-
nealed at 790 °C for 35 h. As one can see from the figure, the resistRyges) and
R.(T) do not vanish simultaneously as temperature decreases:Rfjfsvanishes at
T,=40 K; in the processR.(T) increases, reaches a maximum approximately at the
point whereR,,(T) vanishes, and then decreases and vanish&s=aB80 K, i.e., at an
approximately 10 K lower temperature. This nonsimultaneous vanishiiypand R,
started only whefT . of the sample dropped below60 °C, and it was observed for both
experimental samples, though the temperature intekawhere R,,=0 while R.>0
was different.

The same effect was also observed in the temperature dependences of the dynamic
magnetic susceptibility, which were measured for two different orientations of the ac
magnetic fielcdh — parallel (y5,) and perpendiculary.) to thec axis (Fig. 3. We note
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FIG. 3. Comparison of the temperature dependence of the normalized dynamic suscesiititgurves and
the resistancédashed curvgsear a superconducting transition.



336 JETP Lett., Vol. 68, No. 4, 25 Aug. 1998 Zverev et al.

that Fig. 3 shows the temperature dependences normalized to the susceptibility at zero
temperature. In the experiment the ratig,(0)/x.(0)= 29, which reflects the anisotropy
of the demagnetizing factor of the sample.

As one can see from Fig. 2, applying a magnetic fig|dc decreases the values of
the characteristic temperatures at which each of the measured quaRijtEs and
R.(T) vanishes, but the difference between them remains approximately the same as for
B=0.

The experimentally observed shift of the superconducting transition means that there
exists a temperature interval beldw where the superconducting current exists only in
the plane of the Cu@layers and equals zero in the perpendicular direction. As we have
said, such behavior could be a manifestation of a Friedel transition but it could also be
due to the nonuniformity of the sample. There are two types of nonuniformities which
can lead to the effect that we observe:

1) the presence of layers with a higher valueTefwhich are separated by layers
with a lower value ofT;

2) the presence of planar defects, playing the role of weak links between layers,
where a supercurrent arisemn account of thermal fluctuationat temperatures less than
T, of the layers(a similar mechanism is realized in granular supercondu@ors

The effect which we observed cannot be due to defects of the second type. This
follows from the experiment in a magnetic field. Actually an external magnetic field
should destroy the weak links and therefore shift the transitioR {T) more strongly
than inR,,(T).

An additional argument supporting the fact that the observed defect is not due to
defects of the second type follows from the behavior of the dynamic magnetic suscepti-
bility. The point is that in the geometiyL c, i.e., when the field is parallel to the layers,
planar nonsuperconducting defects make virtually no contribution to the susceptibility
(provided that their total volume is small compared with that of the sampler this
reason, even though the presence of defects can lead to the phenomenon that we observed
in the resistance, it cannot explain the behavior of the susceptibility. For this reason, the
nonuniformities of the first type can lead to the observed phenomenon only in the case
that the fraction of the higher-temperature layers is small compared with that of the
low-temperature layers. In the limiting case, one narrow Highayer can exist in the
sample. Although we cannot rule out this variant, it seems unlikely. It would be more
natural to infer that the distribution df. over the layers is smooth. However, in this case
the superconducting transitions should start at the same temperature for different orien-
tations of the current, in contradiction to experiment.

The magnitude of the temperature skiff observed in the experiment depended on
the stage of annealing of the sample, and for different samples differed appreciably for
approximately equal values df.. This shows that the nonuniformity of the sample is
still considerable. But, at the present stage of the investigations, it could not be deter-
mined unequivocally whether we are dealing with a Friedel transitiati allowance for
the fact that the Cu®layers are not all identicabr whether the phenomenon is due to
a macroscopic nonuniformity of the sample.

In summary, in the present work a shift of the superconducting transition to low
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temperatures was observed in oxygen-deficient YBCO single crystals in the case of
current flow perpendicular to the CyQayers. This phenomenon could be due to a
Friedel transition in a nonuniform layered superconductor.

The authors are grateful to V. F. Gantmakher for his interest in this work and for
critical remarks and to V. |. Karandashev for assisting in the elemental analysis of the
samples. This work was performed as part of Project 98-02-16636 of the Russian Fund
for Fundamental Research and Projects 96-012 and 96-060 of the State Program “Su-
perconductivity.”
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Quantum corrections to the conductivity in a 2D system with a smooth
random potential and strong spin—orbit splitting of the spectrum are
studied. It is shown that the interference correction is positive and, right
down to very low temperatures, does not exceed in magnitude the nega-
tive correction due to the electron—electron interaction. 1€98
American Institute of Physic§S0021-364(1®8)01316-4

PACS numbers: 73.50.Bk, 71.36h, 71.70.Ej

Recent experiments on high-mobility Si-MOS structtireave demonstrated the
possibility of a metal—insulator transition in two-dimensiof@D) systems. It was found
that for electron density greater than a certain critical valng the system passes into a
metallic phase. This contradicts the generally held view whereby the electronic states in
a disordered 2D system must be localiZed.

A characteristic feature of Si-MOS structures is strong spin—orbit splitting of the
electronic spectrum by the built-in electric field of an asymmetric quantum®iiedis
circumstance has stimulated interest in the study of quantum corrections of the conduc-
tivity with an arbitrary ratio of the splitting\ and the elastic collision time.* Calcula-
tions have been performed under the assumption that the impurity scattering potential is
short-range. It has been shown that the interference correction even with quite small
splitting changes sign and becomes antilocalizing. In the actual situation for the experi-
ment of Ref. LA7r>#, it is due to interference of two electronic waves with zero total
spin and has the form

2

5 _ e T¢ 1
O-W|_4fn'2ﬁ n T " ( )

Here 7, is the phase interruption time, which at low temperatures is governed solely by

electron—electron collisions and is inversely proportional to the temperat(Ref. 5.

The result(1) is similar to the well-known result of Ref. 6 for the case of strong spin—

orbit scattering by a random potential.

Generally speaking, a change in sign of the quantum correction to the conductivity
indicates the possibility of a metal—insulator transitdnHowever, as a number of
authors have notefd? the inclusion of the spin—orbit interaction cannot shed light on the

0021-3640/98/68(4)/6/$15.00 338 © 1998 American Institute of Physics
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nature of the metallic state observed in Ref. 1. Indeed, besides the positive interference
correction(l), there is also a negative quantum correction, due to the electron—electron
interaction, to the conductivity:

1) ¢ I h 2
=————In—.

Tee 27%h TT @

This expression does not contain a Hartree contribution, since this contribution derives

from the interaction of a particle and a hole with nonzero total spin and is therefore

suppressed in the presence of a strong spin—orbit intera&iBaen at not very low

temperaturedo, . exceeds the quantity ifL), as a result of which the total correction to

the conductivity is negative and grows in magnitudd @ecreases, which corresponds to

dielectric behavior.

In the presence of valley degeneracy, ER. holds for 7,>7,, where 7, is the
characteristic intervalley scattering time. In the opposite limiting cage 7, , the in-
terference corrections to the conductivity from each valley add, and expredsion
multiplied by the number of valleys, . At the same time, the expression s, does
not containN, (Refs. 5 and 1) and the temperature dependence of the total correction
has the form

e? [N, h
50‘t0t—277—2h(7—1)|nﬁ. 3

Hence it follows that the presence of several valleys decreases the relative role of local-
ization effects and can lead to antilocalization in the temperature range whete, .
However, all the same, fok,=2 (which corresponds to the experimental situation of
Ref. 1) valley degeneracy does not lead to metallic behavior. Indeed, one can see from
Eqg. (3) that the total correction to the conductivity in this case does not depend on
temperature. This result is correct if intervalley transitions are completely neglected, i.e.,
to zero order inr,/7,. However, it can be shown that even in first order in this param-
eter the conductivity decreases slowly as the temperature decreases, i.e., the taking into
account of arbitrarily weak intervalley transitions leads to dielectric behavior.

In the present letter we investigate the effect of strong spin—orbit splitting of the
spectrum A 7>#) on quantum corrections to the conductivity of electrons moving in a
smoothrandom potential. We do not claim to explain the metal—insulator transition
observed in Ref. 1, but rather we study only the quantum corrections to the conductivity
in the region of high conductances, i.e., far from the metal—insulator transition
(n>ny).

The results obtained differ considerably from the results for the casesbb#-
range impurity potential: For sufficiently strong splitting the interference correction to
the conductivity is positive, and all the way down to very low temperatures it is two times
greater in magnitude than the value given by EL). As a result, the total correction
(with the valley degeneracy taken into accquatantilocalizing and the behavior of the
system is of a metallic character. This result is due to the fact that in the case of scattering
by a smooth potential, in contrast to the case of a pointlike potential, transitions between
spin subbands are strongly suppressed, and each valley decomposes into two independent
subsystems. For this reason, in the case of two valldydn expression(3) effectively
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equals 4 instead of 2. We note that in the experiments of Ref. 1 the random potential was
produced mainly by distant ionized impurities, and for this reason it was a long-range
potential.

We shall confine our attention to the high-density region, where the kinetic energy
Er of the electrons is higher than their Coulomb interaction energy. We consider the case
of a single valley first. We write the term in the Hamiltonian that is responsible for
spin—orbit splitting in the formx([oxk]-n). Herea is a constant characterizing the
spin—orbit interaction forceg is a vector consisting of the Pauli matricéss is the
momentum measured from the valley bottom, arid the normal to the plane of the well.
The energy spectrum and wave functions of an electron with effective méswe the
form

. h2k? . _ . L1 1
EZ(k) =5 ak,  $(r)=expikn)x , szﬁ( tiei“’k)' (4)
The spinorsy, depend on the anglg, of the wave vectok and describe two states with
spins polarized parallel to the vectatq kX n], respectively. Therefore the system de-
composes into two subsystertfizanchey + and —, in each of which the electron spin
is rigidly coupled with the momentum.

We shall assume that the random smooth impurity potebk{@) with correlation
function K(r)=(U(r)U(0)), decaying on a scald> k;l, is sufficiently weak so that
Erm>17 and =>d/vg. The presence of this potential leads both to intrabranch and
interbranch transitions. The corresponding times are given by the expression

1 2@ ( d%q
wv h (277)2

K(a) SLE#(k) —E"(k—q)], (5

T

whereK ,,(q) = [(x{|xk-q|°K(q), the indicesy and v assume the values and —,
andK(q) is a Fourier component of the correlation function of the potential and decays
with a characteristic scalel™!. We assume below that the spin—orbit splitting
A=2akg is small compared wittE and we setr, ., =7__=r7, while 7, _=7_,

=7, . For interbranch transitions the minimum momentum transfer is dictated b§ the
function in Eqg.(5) and equals ha/%. If, besides the inequalitA 7>#, the more
stringent condition

mads#2 (6)

holds, then interbranch transitions are strongly suppressed compared with intrabranch
transitions. Specifically, for the potential produced by ionized impurities located a dis-
tanced from the 2D layer, the correlation functidf(q) ~exp(—2qd), and we have for

the interband-transition time

7, =4(ked)?exp4mad/#?) 7. (7)

The factor krd)? in this expression is due to the orthogonality of the spinors correspond-
ing to different branches and to identically directed momenta. We note that in the case of
scattering by a short-range potential any momentum tran&féq)(= const) andr, of

the same order of magnitude as the intrabranch scattering time are possible.
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On time scales less thar, interbranch transitions are absent, and we can assume
that we have two independent subsystems corresponding to these branches. For this
reason, forr, <7, the interference correction to the conductivity is a sum of corrections
from the two branches. In each branch the correction eqdaly,= o, =(1/2)
x(e?l2m?h)In(1,/7,), wherer, ~(ked)?7 is the transport time. The calculation is per-
formed just as in the absence of spin splittfidyut the result is two times smaller in
magnitude and positive. The factor 1/2 arises because summation over the two spin states
is not performed when the contribution from one branch is calculated. The difference in
sign is due to the fact that under a rotation by an anglemtt# spin wave function is
multiplied by —1. Indeed, the correcéo,, is related with the effective change in the
backscattering amplitude as a result of interference of two waves traversing closed paths
in opposite directions. In our case the spin, always perpendicular to the momentum,
rotates adiabatically by an angle afon one of the interfering paths and by an angle of
— 1 on the oppositely directed path. The relative rotation of the spins of the two waves
equals 2r, which is why the correction changes si¢Ref. 13.” The total inference
correction from the two branches equals

2
T¢
In—=. (8
Z

S0y =80+ S0 =
w wl wl 20 Ter

For an arbitrary ratio ofr, and 7, the calculation can be performed by using the
method proposed in Ref. 6 and elaborated in Ref. 14 for solving the equation for a
cooperon in multiband systems. The corresponding calculations will be presented in a
more detailed publication. The result is

2
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For r4,<7, this expression goes over to E@). In the limit 7,2> 7, , when a large
number of interbranch transitions occur during the phase interruption time, the first terms
makes the main contribution in EB). This contribution is similar to expressidf) for

the case of a short-range potential.

The following illustrative considerations should elucidate E3). Since the spin—
orbit splitting is assumed to be large, the waves propagating in opposite directions along
a closed path on any section between two successive scatterings should belong the same
branch(although on scattering the type of branch can change simultaneously in both
waves. In addition, only processes such that each wave at the beginning and end of the
path also belongs to the same branch are important. In the opposite case, the waves
acquire substantially different phases and do not interfere. In such a situation the correc-
tion is proportional to the number of times a particle returns to the initial point and to the
initial branch. We shall estimate this number in the diffusion approximation. The corre-
sponding equations are

Jc ¢c'—c ¢ ac’ c—c
— —DAc=4(r)8(t)+ -—, ——-DAc'= - (10)
ot Ty T ot Ty T
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Herec(r,t) andc’(r,t) are the probability densities of observing a particle at tira¢
the pointr on the initial and second branches, respectively, Bn@%rnlz is the diffu-
sion coefficien{Note: The symbolA here denotes the Laplacian operdtdihe Fourier
component, , is the sum of two pole contributions

1 1 N 1
2 qu—iw-l—r(;l qu—iw+7';l+27';l .

Cqo=

The number of returns to the initial branch that are of interest to us is proportional to the
integralfftrc(r=0,t)dt, upon calculation of which we obtain the sum of the two loga-

rithms appearing in E(9).

We shall now discuss the role of the electron—electron interaction in our problem.
This interaction leads to a quantum correction to the conductivity and determines the
phase interruption time. Moreover, electron—electron collisions can give rise to transi-
tions between the branches of the spectrum. It can be shown that the correction to the
conductivity o for any ratio of T and 7, is once again given by expressi@@®). This
is due to the fact that it is determined by the tamimmed over brancheprobability of
a diffusing particle reaching the final point from the initial point. This probability does
not depend orr, , as can be easily verified using Eq%0), in which the substitution
74=2% must be made. Indeed, drops out of the equation for the sumoéndc’. The
phase-interruption time is insensitive to the spin—orbit splitting of the spectrum, and the
formula proposed in Ref. 5 can be used:

1 T | EFTtr
’T_¢ EFTtr n h '

Interbranch transitions due to electron—electron collisions can be neglected, since the
characteristic time$® of these transitions at low temperatures is long compared with the
times7, and 7, . This explained by the fact that the minimum momentum transfer in a
transition to another branch under the conditlors# is much larger than the reciprocal

of the mean free path, and the ballistic approximation must be used to calefflatas

a result,75°% is inversely proportional to the square of the temperature.

We shall now take the valley degeneracy into account, assuming that, . Then

the total quantum correction to the conductivity is the sum of expres@piwith 7
replaced byr,) plus expressiori9) multiplied by N, . At temperatures

Er Ttr

T nErry ) 70

(11)

the phase-interruption time is shorter than the interbranch transition tipe £, ). In
this temperature range we obtain for fhelependent part of the total correction

2

00 o= 5 (12

w2t

Hence one can see that fd, =2 the conductivity grows logarithmically as the tempera-
ture decreases, i.e., metallic behavior is observed.



JETP Lett., Vol. 68, No. 4, 25 Aug. 1998 GornyT et al. 343

As can easily be verified, in the interval>7,> 7, the conductivity continues to
increase slowly, reaches a maximumrgt- 7, , and then decreases logarithmically only
if 7,>7,.

We now present some estimates. In the experimental situation, according to Ref. 15,
a~5x10"% K-cm, m=0.2m,, andd~10"° cm. Under these conditions the argument
of the exponential in Eq.(7) is large, so thatr,>7,. Then for n=(5-10)
x 10' cm™~2 we obtain forT, a value of the order of several mK, which is less than the
lowest temperature0 mK) used in the experiments of Ref. 1. Thus the mechanism
proposed above could possibly explain the metallic behavior at low temperatures in the
regionn>n..
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bIn Ref. 13, the importance of processes which are not associated with backscattering was underscored. It can
be shown that the contribution of such processes likewise changes sign.
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Photoinduced polymerization and photoinduced diffusion of molecular
oxygen in thin Gq films irradiated by femtosecond laser pulses are
investigated. A comparison of the Raman scattering and absorbed en-
ergy spectra and the irradiation doses required to observe photopoly-
merization using continuous-wave radiation and femtosecond pulses
shows that the efficiency of both photoinduced processes decreases
considerably in the latter case. €998 American Institute of Physics.
[S0021-364(98)01416-9

PACS numbers: 82.56m, 81.05.Tp, 78.30.Na

The phototransformation of by ultraviolet(UV) and visible radiation leads to the
formation of materials with structural, chemical, and electrical properties which are con-
siderably different from those of the initial materfaDne such process is photopolymer-
ization (PP), occurring in the solid phase ofsg(films and crystalsand resulting in the
formation of a photoproduct which is insoluble in toluene and consists of dimers and
polymers of covalently bondedggmolecules’ Photopolymerization of g in films by
continuous-wavecw) visible- and UV-range light sources has been investigated inten-
sively both under oxygen-free conditions and in the presence of oxygéviost studies
have investigated the behavior of the most intense peak in the Raman scat®&$ng
spectrum of G, — the tangential modéy(2) — whose position has been found to shift
from 1469 cm ! to 1458 cm * and whose intensity to drop severalfold in the PP process.

The well-known 2+ 2 cycloaddition reaction leading to covalent bonding of van der
Waals molecules in a molecular crystal has been proposed as the mechanisthlof PP.
order for this reaction to proceed in solig3t is necessary to have a pair of fullerene
molecules with the double bonds lying parallel and located a distance of not more than
0.42 nm from one another, and one molecule must be in the ground state while the other
must be in the lowest triplet excited stat€he observed decrease in the PP efficiency in
the presence of oxygen is attributed to efficient transfer of energy frggtriplets to
oxygen molecules, which are also in a triplet ground state. In this case the triplet oxygen

0021-3640/98/68(4)/6/$15.00 344 © 1998 American Institute of Physics



JETP Lett., Vol. 68, No. 4, 25 Aug. 1998 Kompanets et al. 345

transforms into singlet oxygefthe quantum yield of this process is very Higtwhich in

turn reacts with g, in the ground state, forming carbonyk, (Ref. 6. Moreover,
charge transfer between the fullerene and oxygen in octahedral’ vmidses the free
rotation of the Gy molecules to “freeze,” impeding the PP process, just as in the case of
low temperatures. Another process lowering the efficiency of PP is a photoinduced in-
crease of oxygen diffusion inside the sample, observed when films are irradiated by cw
light source€ In this case, oxygen filling the octahedral voids in a face-centered lattice
between @, molecules likewise impedes PP for the reasons indicated above, and carbo-
nyl CgoO, is formed. As was shown in Ref. 9, the visible-range spectrum of an oxygen-
filled sample is the same as that of the initial sample. At the same time, PP increases
absorption in the red region, making it possible to detect this process visually according
to the appearance of characteristic spots where darkening Gccurs.

Photopolymerization is most efficient for g samples irradiated by cw UV
sources? The typical average intensities of radiation initiating PP lie in the range
1-100 W/cm. For Gy, films in air, as the average radiation intensity at 514 nm increases
to values above fOW/cn? the G, core is destroyed, and amorphous carbon forns.

The PP of @, by femtosecond laser pulses has still not been investigated experimentally,
though the darkening spots, attributed to PP, in the films have been observed in the
course of experiments where the films were irradiated by 230 fs pulses at 590 nm with
intensities above 0 W/cn? (Ref. 12. Special interest in such investigations arose after
the publication of Ref. 13, where acceleration of relaxation of photoinduced absorption
under oxygen-free conditions was observed aftgy fidms were irradiated for several
minutes by comparatively low-intensity (4910’ W/cn?) femtosecond pulses with a
pulse repetition frequency of 82 MHz. According to an assertion made by the authors, it
is the PP of G, occurring as a result of the action of the femtosecond pulses on the
sample in the course of the experiment itself that causes the acceleration of the observed
relaxation. Moreover, the authors assert that as the intensity and correspondingly the
density of excitations increase, the efficiency of the PP process should increase, so that
virtually all of the published results of experiments on femtosecond spectroscopy of
fullerene films must be reexaminétiNonetheless, no experimental proof of the presence

of PP (changes in the Raman spectra and photodarkening of the Sawgegiven in

Ref. 13.

In contrast to Ref. 13, all of the published works on femtosecond spectroscopy of
Ceo Were performed with films exposed to oxygen in air. A number of remarks concern-
ing the interpretation of the results of Ref. 13 were made in Ref. 14, but the question of
the efficiency of the PP of fullerenes under irradiation by femtosecond laser pulses has
remained open up to now.

In the present letter we report on experiments on observations of PP and other
photoinduced processes induced by femtosecond laser pulsggfimts in the presence
of oxygen.

Ceo films ranging in thickness from 140 to 900 nm were investigated in the experi-
ments. Prior to the experiments, the films were held in air under ordinary illumination for
more than one year. Sifof eighy Hy and 2A; modes, typical for g spectra, were
observed in the RS spectra of the films in the range 200—1700.cm

The films were irradiated with a cw argon laser at wavelength 514 nm
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(10—1000 W/crf) or 82 MHz pulses from a titanium sapphire laser at wavelength 395
nm (pulse duration 100 fs, average power 10—1000 Wjcrithe dynamics of the ap-
pearance of darkening spots, attributed to PP in the irradiated region, was observed under
different irradiation conditions. The energy absorbed in the sample was measured at the
same time. After irradiation the spots obtained were investigated by means of micro-RS.
It should be noted that the observation of darkening spots was found to be a more
sensitive method of observing PP than investigation of RS spectra.

We present below the results obtained on the same 150-nm-thickli@ with a
200 um focal spot. This made it possible to avoid the uncertainties associated with the
influence of the film quantity and the size effect. The following observations were made
in the experiments.

1. Photopolymerization was observed under irradiation with both cw radiation at 514
nm and femtosecond pulses at 395 nm. The minimum time for appearance of a spot was
equal to 1-2 min in the first case and at least 10 min in the second case. The threshold
irradiation dose required for PP spots to appear under cw irradiation decreased as the
intensity increased from 50 to 300 W/€mand in the latter case it was found to be close
to that observed under oxygen-free conditiofabout 20 kJ/crf). The threshold for the
appearance of PP under femtosecond irradiation with average power up to 95 Miésm
equal to 55-5 kJ/cnf. As the power increased further, the threshold dose increfsed
almost a factor of 3 at 130 W/cih

2. The RS spectra taken several weeks after irradiation in the darkening spots in the
films showed changes characteristic for PP after both cw and pulsed irradiation. In both
cases, a decrease in the intensity of tig(1), Hg(4),Aq(1), andAy(2) lines, an
increase in theHy(3) line, and splitting of allH, lines were observed. The largest
changes were observed in the region of the tangential Mg@2) (1469 cm h —its
intensity decreased appreciably, the decrease being proportional to the observed darken-
ing in the PP spot. The largest differences in the spectra of the spots obtained with cw and
femtosecond irradiation were observed in the same re@ee Fig. L

3. For the same density of PP spots, the RS spectrum after cw irradiation at 514 nm
differed more strongly from the initial spectrum than after femtosecond irradiation. The
dropoff in the intensity of thé\;(2) line was found to be greater in the first case, and, in
addition, broadening of this line was observed in the region of smaller wave numbers, the
broadening increasing as the exposure time increased. In the case of femtosecond irra-
diation, there was no broadening, even for PP spots obtained with maximum exposures
(780 min.

It should be noted that PP was not observed in the case that the samples were
irradiated by femtosecond pulses at 790 nm for any powers, right up to powers which
damage the samples, and exposures of up to several hours. In this case, up to 25% of the
incident energy was absorbed in a film 140 nm thick.

A sum of Lorentzian lines was fit to the experimental spe¢kig. 1) under the
assumption that the investigated region of the spectrum contains lines belonging to the
initial fullerene Ag(2) andHy(7) (1469 cm* and 1425 cm*') together with lines be-
longing to the photoproducts: the photopolymeg C1459 cmi 1) and carbonyl g0, .

The spectrum of the unirradiated region was analyzed (fitigt. 1. Assuming photo-
polymers to be absent in the unirradiated region, the best approximation gave a half-
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FIG. 1. Raman scattering spectra of unirradia@dand irradiatedb)—(d) regions of a 150 nm & film. All

spectra were measured under identical conditi@nitation by cw 488 nm radiation, 50 W/émexcitation

spot diameter 5@ m, measurement time of each spectrum 15)mmadiation conditions: Pulsed 82 MHz, 100

fs, 395 nm, 95 W/crhy 75 min —(c); cw at 514 nm: 85 W/cr) 85 min —(b) 200 W/cn?, 40 min —(d). The

dots show the results of the measurements, the solid lines show the results of fitting Lorentzian contours to the
experimental data.

width of 3.5cm! for the 1469 cm! line and, for the GO, line, a position of

1465 cm !, in good agreement with the data of Ref. 1, and a half-width of 10'cm
These data were then used to fit the spectra of the irradiated regiyss 1b—1d The
position (1459 cm?') and half-width (17 cm?) of the photopolymer line were taken
from Ref. 5. As one can see from Figs. 1b—1d, in all the spectra the photopolymer line
obtained as a result of the fit is at the noise level. This is due to, first, the strong
broadening and factor of 3 decrease in the cross section of the R8{(2¢ accompa-

nying PP and, second, the appearance of the strong carbonyl line at 1465substan-

tially masking the PP line. Nonetheless, the fractions of the photopolymerized molecules
estimated assuming that the loss of molecules in the initial state equals the number of
Ce0O, molecules and photopolymers appearing are 35, 50, and 60% for the spectra b, c,
and d, respectively, which agrees qualitatively with the photodarkening observed for
these cases. For the RS spectra observed after cw irradiation, an increase is clearly seen
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in the intensity of the O, line at 1465 cm?® as compared with the spectrum of the
unirradiated sampléFig. 13, the increase being all the greater the lower the intensity of
the irradiating light and the longer the irradiation tirféigs. 1b and 1d The greatest
difference of the RS spectrum observed after femtosecond irradiéfign 19 is the
absence of such an increase even at the longest irradiation times.

Measurements of the absorbed energy required to observe PP showed thgt in C
films this process is much less efficient in the case of irradiation by 395 nm femtosecond
pulses than for 514 nm cw radiation with the same average intersit§0 W/cn¥,
though in the first case the absorption is greater. Estimates based on the experimental data
presented above show that the absorption®fL2® photons per molecule is sufficient to
observe PP with cw irradiation, while in the case of femtosecond irradiation this number
is 7 times larger(with a higher photon energyThe decrease in efficiency in the latter
case is due to the high peak power of the femtosecond pulses. Under the conditions of our
experiments, the maximum density of the excited molecules for pulsed irradiation is five
orders of magnitude higher than for cw irradiation with the same average power. In this
case, the intermolecular relaxatiomainly singlet—singlet annihilatidhis much more
rapid than the transition of molecules into triplet states, which are the initial states for PP.
Therefore the assumptitit® of efficient formation of G, dimers and photopolymers in
the case of a high density of excited molecules is not confirmed by the present experi-
ment.

The difference of the RS spectra for identical PP spots in the case of pulsed and cw
irradiations permits drawing some conclusions about the character of the photoinduced
diffusion of oxygen in the two cases. The increase in thgoeline in the spectrum after
cw irradiation is due to the photoinduced diffusion of oxygen into the interior of the
sample'® The absence of such an increase in the spectiim 10 shows that photo-
induced diffusion does not occur in the case when tgefiin is irradiated with femto-
second pulses. The physical reasons for this phenomenon have yet to be determined. In
the case of cw irradiation the photoinduced diffusion of oxygen is due to the excitation of
Ceso moleculedthe efficiency is higher for UV irradiatigrwhen the Q pressures outside
and inside the sample are differdithe reverse process is observed in vacutim

It follows from the experiments performed that the change in the character of the
excitation of Gy molecules in a film as a result of a change in the temporal structure of
the exciting radiation will make it possible to control the course of photochemical reac-
tions. Photoinduced diffusion of oxygen in the presence of cw irradiation results in
guenching of G triplets and subsequent formation of carbony}@, in the bulk of the
sample. Under femtosecond irradiation this reaction channel is blocked. This means that
the conditions of PP by femtosecond pulses in sufficiently tkagkkhe order of several
tens of nm Cq, films are virtually identical for oxygen-free films and films held in air for
a certain time. For this reason, the process leading to a shortening of the relaxation time
of photoinduced absorption inggfilms in Ref. 13 at a characteristic irradiation dose
~1 kJ/cnt at 463 nm apparently is not associated with PP, since the PP threshold dose
measured in these experiments is several tens of times higher.

The investigations described in the present letter were made possible by Grant
RP2-154 from the CRDF.
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The magnetic susceptibility and conductivity of single-crystal iron
monosilicide are investigated in ultrahigh magnetic fields up to 450 T at
a temperature of 77 K. It is found that the conductivity of iron mono-
silicide increases continuously by two orders of magnitude as the mag-
netic field increases. The results obtained can be interpreted as a
semiconductor—metal transition induced by the magnetic field. The de-
pendence of the conductivity on the magnetic field is described well on
the basis of the spin-fluctuation theory.

© 1998 American Institute of Physids0021-364(08)01516-3

PACS numbers: 75.30.Cr, 75.50.Pp, 72.20.My

The unusual spectroscopithermodynamié,and magnetic properties of iron mono-
silicide (FeS) have been attracting the attention of investigators for a long time. Different
theoretical model$;” which take into account the strong electronic correlations in the
narrow bands formed by theelectrons of iron, have been used to explain the observed
anomalies. The electron effective masses obtained from band calcufatranggh quite
high, are nonetheless much lower than the experimental values, which indicates strong
mass renormalization due to electron—electron interactions. A number of recent theoreti-
cal works(see, for example, Refs. 9 and)ltave predicted a metamagnetic transition in
FeSi at a magnetic inductid® of about 200 T, accompanied by a jump in the magnetic
moment by an amount of the order of 1 Bohr magneign

In the present letter we report the results of an investigation of the magnetic sus-
ceptibility and conductivity of single-crystal FeSi in ultrahigh magnetic fields. Since the
Zeeman splitting in magnetic fields with induction of the order of the several hundred
tesla is comparable to the band g&jn the spectrum of ths, p, andd electrons in FeSi
(6=0.11 eV}, it can lead to a radical restructuring of the electronic spectrum. For this
reason, ultrahigh magnetic fields are a powerful tool for investigating the electronic
structure of this material.

We employed an MK-1 magnetoaccumulation generator to produce magnetic fields
with induction up to 450 2 At the present time this is the only setup in the world that

0021-3640/98/68(4)/6/$15.00 350 © 1998 American Institute of Physics
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FIG. 1. 9 Time dependence of the magnetic field at the final stage of the pylsierivative of the magnetic
field according to the magnetic pickypolid line) and the signal from the compensation senso).(Inset:
Schematic diagram of the compensation serfte arrow marks the direction of the magnetic fijedohd its
electrical circuit.

makes it possible to obtain reproducible uniform magnetic fields ®ithp to 1000 T in

large useful volume¥ The initial magnetic field B~16 T), produced in a thin-walled
multistart helical solenoid by discharging a high-power capacitor bank, is intensified by
using the products of the explosion to compress a conducting cylinder. The compression
time of the initial magnetic flux equals about 48. The MK-1 generator was assembled

in a single-cascade variant, i.e., without intermediate internal castadéste this de-
creased the peak value of the magnetic induction somefdhd60 T), it made it possible

to obtain a smooth magnetic field pul@ee Fig. 1a The useful volume with the maxi-
mum magnetic field consisted of a cylinder approximately 10 mm in diameter and

100 mm long.

The samples and the magnetic-field pickups were placed on a plate made of fiber-
glass laminate and immersed in liquid nitrogen in a foam plastic vessel. Since the growth
rate of the magnetic field changes strongly in the course of the field generation process
(from =~0.5 T/us at the time when the initial magnetic field is produced, up to
~10% T/us at the end of the pulgeit is difficult to measure the magnetic field to a high
degree of accuracy with a single magnetic pickup during the entire pulse. For this reason,
a collection of single-turn magnetic pickups ranging in diameter from 0.8 mm to 14.0
mm, wound with PEV-2 enameled wire ranging in diameter from gin to 0.25 mm,
was used. Previous investigatiotsee, for example, Refs. 12 and)Ishowed that this
method makes it possible to achieve 5-10% measurement accuracy in fields up to 500 T.
The signals were displayed on Tektronix 744 four-channel oscilloscopes.

The FeSi single crystals employed in the experiments were grown i{10@
direction by the Czochralski method in an atmosphere of spectroscopically pure helium
under a pressure of 0.4 atm. The crystal growth rate was equal to 0.4 mm/min with the
crucible containing the melt and the crystal rotating in opposite directions at a rate of
3 rpm. Carbonyl iron with a purity of 99.98% and zone-refined semiconductor silicon
served as the initial components. The preparation of the FeSi single crystals is described
in detail in Ref. 14.

The magnetic susceptibility was measured in a compensation piclagpinset to
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FIG. 2. Conductivity of FeSi powderl) and a single-crystal slab®) in a magnetic field. The solid line is
the dependence computed on the basis of the spin-fluctuation theory.

Fig. 1b.1° PETV-2 wire with a diameter of 7Jum was laid in spiral grooves of two
caprolon frames 2 mm in diameter, each witk 9 turns. The degree of compensation of
the coils was tested in a high-frequency magnet. The total &&af the coils, wheres

is the area of one turn, differed by not more than 2%. An opening 1.6 mm in diameter
was drilled into one of the frameworks in order to install the experimental sample. The
FeSi single crystal was ground in a porcelain mortar to a powder with approximately 100
pum granules and mixed with polymethyl methacrylate, which was then polymerized
using dichloroethane. As a result, we obtained single-crystal FeSi powder in a dielectric
matrix. This made it possible to avoid the appearance of an additional diamagnetic
moment of the sample on account of induction currents during the magnetization mea-
surements. The jumps of the magnetic moment at metamagnetic transitions lead to the
appearance of sharp peaks in the signal from the sén3tre sensitivity of the method

was equal to about 0,85 . In the experiment with FeSi powder in a dielectric matrix, no
peaks were observed in the signal from the compensation sensor.

An induction measurement of the conductivity was performed in a compensation
sensor, similar to the one described above, except that the opening for the sample was
densely filled with pure FeSi powder. In a pulsed magnetic field, an additional diamag-
netic moment associated with the conductivity of the powder appeared in the powder. In
our case the magnetic field was axial and uniform, and the conditien, wherea is the
depth of the skin layer andis the radius of the conducting cylinder, was always satisfied.
Then, from the diffusion the equation for the magnetic file= (1/uq0) IB/dt, where
Mo IS the magnetic permeability of vacuum andis the conductivity of the powder
[Note: hereA denotes the Laplacian operajowe obtain the following expression for
calculating the time dependence of the conductivity:

o(t)=4f AUd7r/a*ueB(t)N, )

whereAU is the additional emf associated with induction currents in the powder. Figure
1b shows signals from the magnetic pickup and from the compensation sensor with FeSi
powder. Here, an additional induction emf is clearly seen against the background dec-
ompensation emf of the pickuperivative of the magnetic fieldThe conductivity of the
powder, calculated from the data in Fig. 1b using EL, is presented in Fig. 2. An
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FIG. 3. The rf circuit for measuring the conductivity, and the rf signal obtained in the experiment.

estimate of the heating of the powder by the induction currents up to the time of the
maximum magnetic induction equaiss K.

We also measured the conductivity of &4 0.3 mm single-crystal FeSi slab. A
radio-frequency(rf) method was used for this. The measurement scheme is shown in Fig.
3. A G4-154 generator served as the rf source. The frequency of the oscillations was
about 49 MHz. The rf signal was fed through the rectifiér bandpass filtefr, and
dividing transformer to a cable approximately 30 m in length, to whose other end a flat
coil 3 mm in diameter, consisting of five turns of P2 wire 71 um in diameter, was
connected. The ends of the coil were led out of the MK-1 generator as a twisted pair. The
coil axis was perpendicular to the direction of the external magnetic field, thereby de-
creasing the emf induced by a pulse of this field. The plane of the slab was parallel to the
external magnetic field, thereby preventing strong heating of the sample by the induction
fluxes (according to our estimates, the maximum heating did not exceed. 4'te
incident rf wave was reflected from the cable end to which the coil was attached; the
reflection coefficient depended on the conductivity of the slab. The subtraction @rcuit
made it possible to extract the reflected signal, which was then displayed on an oscillo-
graph. The electrodynamics of this measurement scheme is similar to that used in Ref.
16, but it is more noise resistant than the latter. The rf circuit for conductivity measure-
ments will be published in detail separately.

The dynamic range of the rf method of measuring the conductivity is limited on the
low end. For this reason, this method enabled us to fix only the moment at which the
conductivity of the single-crystal FeSi slab appears at the level@ S/cm (the con-
ductivity was measured by a method similar to the one used in RefThé rf signal is
shown in Fig. 3, where the onset of conductivity at 400 T is clearly seen.

The results obtained in this work indicate the absence of an abrupt singlet
semiconductor—ferromagnetic metal transition in FeSi, which was predicted in Refs. 9
and 10, at least up to 450 T & 77 K. Instead, we observed a continuous increase of
the conductivity of FeSi by approximately two orders of magnitude in a 450 T field as
compared with zero field. Since the effective masses of the mobile charge carriers in FeSi
are very larggmuch larger than the free-electron mass contrast to ordinary narrow-
gap semiconductors and semimetals such as InSb, PbTe, Bi, and so on, the behavior of
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this semiconductor in a magnetic field is quite unusual. The splitting between the Landau
levels in FeSi is very small and orbital quantization can be neglected. Then the band gap
should decrease linearly in the field as a result of the Zeeman splitting of the valence and
conduction bands.

However, the nonlinear character of the dependenegBh should be noted. The
change in the slope of the &(B) curve could be due to renormalization of the electronic
spectrum by spin fluctuations in the system of strongly correld&dctrons and collapse
of the gap in the energy spectrum. We showed on the basis of the spin-fluctuation
theory® that the Zeeman splitting of trieelectron spectrum increases as a result of spin
fluctuations described by fluctuating exchariggelds

E(k)=Eo(k)£Umn(&,H), (2

where Eo(k) is the spectrum of noninteracting electrons,U(&,H)=[(UMy+ H)?
+¢2]12 is the effective Zeeman splitting of the energy spectrunt aflectrons in a
magnetic field of intensityd (expressed in units of 2g) in the presence of spin fluctua-
tions, Mg is the uniform magnetization of thé subsystem, and) is the intra-atomic
Coulomb interaction parameter, while the magnitidef the fluctuation-induced split-
ting, in accordance with Refs. 3 and 6, is given by the relafierd(m?)2

The amplitude of the thermal spin fluctuations for the semiconductor state df the
electrons in FeSi can be calculated from the formuig)*?=bT, whereb=0.9U and
U=0.8 eV. Numerical estimates of the magnetic induction corresponding to the collapse
of the gap in the spectra of the s, and p electrons at temperature 77 K gigy
=275 T andB,=389 T, respectively. Therefore the observed deviation of the experi-
mental dependencediiB) from linearity above 250 T could be due to the appearance of
a metallic state in thal-electron system. The field dependence of the conductivity of
FeSi, calculated on the basis of the spin-fluctuation theory, is presented in Fig. 2.

In conclusion, we note that the contributiono&ndp electrons to the conductivity
is small for low magnetic inductions and increases appreciably in fieldsBvitd0 T.

The investigation in ultrahigh magnetic fields was performed as part of the
“Kapitsa” series of experiments with the support of the Ministry of Atomic Energy of
the Russian Federation and the Ministry of Science and Technology of the Russian
Federation.
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The electrical conductivity, magnetic susceptibility, magnetization, and
submillimeter ¢=5— 20 cmi 1) permittivity and dynamic conductivity

of La; ,Sr,MnO; (0=x=<0.45) single crystals are investigated. The
anomalies in the temperature dependences of these quantities are iden-
tified with diverse magnetic and structural phase transformations, in-
cluding antiferromagnetic and ferromagnetic ordering, structural transi-
tions between strongly distorte@ahn—Teller and weakly distorted
(pseudocubicorthorhombic phases, structural transitions to a rhombo-
hedral phase and unusual transitions to a polaron-ordering state. As a
result, the completd —x phase diagram of the system;LaSr,MnO;

is constructed in a wide interval of temperatufies4.2—1050 K and
concentrationsx=0-0.45. © 1998 American Institute of Physics.
[S0021-364(98)01616-3

PACS numbers: 75.30.Kz, 61.50.Ks, 72.20.My, 75.50.Dd

Currently there is a great deal of interest in the investigation of substituted manga-
nites R _,A,MnO;, where R is a rare earth andACa,Sr. .. This is due to the dis-
covery of colossal magnetoresistahes well as diverse magnetic and structural phase
transformations® in these materials. These compounds all have the property that on
doping with divalent Ca and Sr ions their magnetic structure changes from antiferromag-
netic (with weak ferromagnetisjinat x=0 to ferromagnetic ak=0.2-0.3, and their
resistance decreases stronglyheir crystal structure also undergoes a number of trans-
formations. For example, as the Sr content in L&r,MnO; increases, the crystal sym-
metry changes from orthorhombic to rhombohedral, and in the intermediate Sr concen-
tration rangex=(0.1-0.15 an unusual polaron-ordered state is observed, which neutron
diffraction dat& show to be due to an ordered arrangement of heterovalent ions
Mn3*/Mn** in alternating(001) planes and to the formation of a corresponding super-
structure.

T—x diagrams which, to a certain extent, take into account the observed phase

0021-3640/98/68(4)/7/$15.00 356 © 1998 American Institute of Physics
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transformations in La ,Sr,MnO; have been proposed in a number of wotkSHow-

ever, these investigations were performed for a small set of compositions and in a limited
temperature interval, so that the phase diagrams are mainly of a schematic character, and
in some places they even contradict one anotkee, for example, Refs. 4, 5, angd 7

In the present work complete investigations were performed of the magnetic and
structural phase transitions in L3 Sr,MnO; in a wide interval of temperaturdsip to
1050 K) and concentrations 8x=<0.45) on the basis of measurements of their static
(magnetization, susceptibility, resistance, magnetoresistamcesubmillimeter dynamic
properties(permittivity, conductivity. Specifically, the permittivity was observed to in-
crease strongly at phase transitions to a polaron-ordering state, and for lightly doped
compositions two structural phase transformations were observed at high temperatures.
As a result, the complet€—x phase diagram of the system was constructed.

We investigated La ,Sr,MnO; (0<x=<0.45) single crystals grown by the floating-
zone method with radiation heating. The resistiyviyl) was measured by a four-probe
method in the temperature interval 4Z=<1050 K. The magnetic susceptibilify,.(T)
was measured by an induction method at frequencies ranging from 4 Hz up to 2.5 kHz at
T=4.2—-300 K. The amplitude of the ac field ranged from fractions of an oersted to
several kOe. The measurements of the magnetizatiqid) were performed on a
vibrating-coil magnetometer in fields up to 14 kOe at temperatlired.2—300 K.

The dynamic properties were investigated by submillimeter quasioptic backward-
wave-tube (BWT) spectroscody in the frequency ranger=5-20 cm?! at
T=5-300K. The transmissiof(v) and phasep(v) spectra of plane-parallel samples
with transverse dimensions of 8—10 mm and thickness 0.1-1 mm were measured, and the
results were used to determine the complex permittivity specttena’ +ie” or the
dynamic conductivity spectrune=o¢’+ic” using the well-known formulas for the
transmission of a plane-parallel slab.

The results of the measurements of the temperature dependences of the magnetic
susceptibility and resistance for different concentrations are presented in Figs. 1 and 2,
while Fig. 3 illustrates the temperature behavior of the submillimeter permittivity and
dynamic conductivity forx=0.125 together with the static conductivity, magnetic sus-
ceptibility, and magnetization. One can see that the temperature dependences of these
guantities exhibit a number of anomalies, which are designated in the figures by different
symbols and which we identified with different magnetic and structural phase transitions.
The temperatures of the corresponding phase transformations depend strongly on the
composition and are represented in the form of The phase diagram in Fig. 4.

The sharp peak in the susceptibiligy(T) (Fig. 1), observed for pure LaMng) is
due to the antiferromagnetic ordering of Rinions at the Nel point Ty= 140 K. Below
Ty spontaneous and remanent magnetization appear, attesting to the fact that the mag-
netic structure is not purely antiferromagnetic but rather weakly ferromagnetic. A similar
behavior of y,.(T) and the magnetization also occurs for lightly doped compositions
(x=0.05 and 0.075), the only difference being that the spontaneous magnetization in this
case increases considerably: frea#t G-cm®/g for x=0 up to~17 and~25 G-cm®/g,
respectively, fox=0.05 and 0.075 at =4.2 K. This indicates a strong increase in the
degree of noncollinearity of the magnetic structurexaacreases. The behavior of the
antiferromagnetic resonanddFMR) which we observed in pure and lightly doped
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FIG. 1. Temperature dependences of the magnetic susceptibility,of 88MnO; single crystals. The arrows
mark the Curie temperatures; the symbalsnark the temperatures of transitions between the rhomboh@dral
and orthorhombi®®* phases; the symbols& mark the temperatures of the transition to the polaron-ordering
phaseP.

LaMnO;® — the AFMT frequencies decrease appreciably as the Sr content increases
(19 cm ! and 6 cm?® for x=0 and 0.05, respectivelywhile AFMR vanishes for
x=0.1 — also indicates suppression of antiferromagnetic order as the doping level in-
creases.

At high doping levels x=0.15) thex,.(T) curves have a sharp anomdiyparked
by the arrow, associated with the appearance of ferromagnetic ord@=ak:. As x
decreases antlc decreasesFig. 4), the ordered state apparently becomes magnetically
nonuniform, as is indicated by the smeared character of the transition og,t{i€)
curves asT— T for x=0.1 and 0.125. In addition, the maximum susceptibilty. is
less than the value W/corresponding to the maximum susceptibility at the Curie point of
a homogeneous ferromagnet with demagnetizing faétdNe arrive at the same conclu-
sion also from an analysis of the field dependences of the magnetization: The initial slope
of the curvesM(H) at temperature3 <T. is less than that for compositions with
=0.175, and saturation is not reached in fields up to 13 kOe. The nonuniformity of the
magnetic state is apparently greatest in the hatched region of concentrations 0.8—0.9 in
the phase diagram, where the lingg(x) andTy(x) come together, and here the details
of the diagram require additional investigation.

As one can see from Fig. 2, as the Sr content increases, the resistivity at low
temperatures decreases from valees ) - cm (the instrumental measurement liirtio
~4.7-10°% O -cm for the compound witk=0.3. The form of thep(T) curves on the
whole corresponds to the results of Ref. 2, which were also obtained for single crystals



JETP Lett., Vol. 68, No. 4, 25 Aug. 1998 Mukhin et al. 359

p,QcCcm

—

0 200 400 600 800 1000

TK

FIG. 2. Temperature dependences of the resistpitf La; ,Sr,MnO; single crystals. The arrows mark the
Curie temperatures; the symbals mark the temperatures of the transition betweenRtend O* phases¥
mark the temperatures of the transition between the two orthorhombic pBdsasd O*; and, A mark the
temperatures of the transition to the polaron-ordering pHasénset: Behavior ofp(T) accompanying a
structural phase transitioB* —R in pure LaMnQ.

but at temperature§<500 K. For compounds witk=0.15 the value off - determined

from the anomalies on thg,.(T) curves, and the maxima of the magnetoresistance
approximately corresponds to the maximum of the derivatlpédT. The resistivity
minimum, marked by the open triangles, beldw and the change in the behavior of
p(T) from metallic to semiconductor behavior, which are observed for compositions with
0.1=x=0.15, attest to strong charge-carrier localization at low temperatures and, as
neutron-diffraction investigations shdha transition to a polaron-ordering phaBeat
T=T,. We note that additional anomalies, marked by open triangles, are also observed
at this transition on thg,.(T) curves forx=0.1, 0.125, and 0.1&ig. 1).

Here what is meant by a polaron is a hole in #eorbitals of the MA* ion (i.e.,
actually a Md™ ion), surrounded by a corresponding local distortion of the lattice. Since
the Mrf* ion, in contrast to the Jahn—Teller Mhion, does not give rise to strong local
distortion of oxygen octahedra, the lattice symmetry increases near such a polaron. Ac-
cording to Ref. 4, the polaron phaBés an ordered arrangement of #hand Mrf* ions
for which one of the two alternating atomic layers in 801) plane contains only MH
ions, as in pure LaMng) while the other layer contains both ¥hand Mrf* ions, i.e.,
holes. For the optimal concentratior 0.125, the holes in this layer occupy 1/4 of the
positions of manganese and form a quadrupled 22 square lattice with the respect to
the initial perovskite cubic cell. As a result, a superstructure with wave vétidy 1/2,

1/4) is formed. This structure apparently remains even in the presence of a small devia-
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FIG. 3. Temperature dependences of the permittiwii§i3.3 cnm' %) (a), dynamic conductivityr’ (13.3 cnm )

and static conductivityry. (b), magnetic susceptibility . (c) and magnetizatioM (d) of La; _,Sr,MnO;. The
labels 1 and 2 foe’ ando’ correspond to different polarizations of the radiation. The vertical arrows mark the
temperatures of the polaroif ) and magnetic T¢c) orderings and the structural transitiai —O* (Ty).

tion of the Sr concentration from the optimal value 0.1@6thin the range from 0.1 to
0.15.

Besides the anomalies associated with polaron ordering, other anomalies are also
observed in the temperature dependendds in samples withx<0.2. We attribute the
most pronounced ones, which are marked by the sym¥olto a phase transition from
a strongly distorted Jahn—Teller orthorhombic ph@ewith Pnmasymmetry /2
<c<a) to a weakly distorted orthorhombipseudocubicstructureO* (b/\2~a~c)
atT¢, relying in so doing on the neutron diffraction data given in Ref. 5 for the compo-
sition x=0.125, where the same transition is observe®.at 250 K. The temperature of
this transition increases rapidly as the concentraXiatecreases and reaches 750 K at
x=0, while in the process the resistance changes abruptly by almost an order of magni-
tude. A similar behavior ofp at a Jahn—Teller transition in pure LaMg@as also
observed in Ref. 10.

In addition, we observed in the temperature dependep€€s at higher tempera-
tures a second transition accompanied by a weaker jump in the resistivity and marked by
the symbolA in Fig. 2 (see inset fox=0). As x increases, the temperatufg of this
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FIG. 4. Structural and magnetiE—x phase diagram of La,S,MnO;. R — rhombohedral phas€)* —
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polaron-ordering phase; Para — paramagnetic skate; ferromagnetic state; CAF — noncollinear phase;
andTy — Curie and Nel temperaturesT and T, — temperatures of the transitio®* —R and O’ — O*,
respectively; andT, — temperature of the transition to the polaron-ordering phase.

transition decreases appreciably, and Xser0.14 the transition temperatures agree well
with published data for a structural transition between orthorho@®iand rhombohe-

dral R phaseg?® This gives us a basis for identifying the observed transitions as
O* —R right down tox=0. In the region of magnetic ordering, fa=0.175 and 0.2,

these transitions also manifest themselves in the form of a sharp change in the suscepti-
bility (Fig. 1) and magnetization. Therefore two high-temperature structural phase tran-
sitions O’ —O* and O* — R, corresponding to the lin€B,(x) and T¢(x) on the phase
diagram in Fig. 4, occur in La ,Sr,MnO;. The structures of the rhombohedrland
orthorhombicO* phases are determined by distortions of the initial perovskite cubic
structure which are associated with a rotation of the oxygen octahedra around axes of the
type[111] and[110], respectively, while the structure of the orthorhombic ph@seas
associated with the additional distortion of t©& phase in the presence of static coop-
erative Jahn—Teller ordering of the deformed oxygen octahedra.

Let us now turn to the results of submillimeter measurements of the permittivity
€'(T) and dynamic conductivityr’' (T), whose temperature dependencesxXer0.125
are presented in Fig. 3 for the frequeney-13.3 cmi X. The curves 1 and 2 refer to
different polarizations of the radiation, which correspond to minimum and maximum
transmission. This is evidently associated with the anisotropy of the crystal. It is evident
see that appreciable anomalies are observed in the cat\(@9 ande’(T). They corre-
spond well with the features appearing in the curves of the static conduatiyitf),
magnetic susceptibility,.(T), and magnetizatioM (H) (Fig. 3c and 3das a result of
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phase transitions &t , Tc, andT,. The appreciable increase é\(T) after ferromag-

netic ordering and a transition to the polaron phBs€T<T,) attests to a substantial
transformation of the crystal lattice and apparently a restructuring of the electronic spec-
trum of the crystal. The latter was observed recently in the optical conductivity spectra
o' for a roughly similar compositionx=0.1) and was manifested as the appearance of

a maximum ofg’ at the frequency~0.5eV (4000 cm'!) for T<Tc,! attributed to
electronic transitions between the states of the spin-polaggedzhnd of Mt split by

the Jahn—Teller interaction. The strong growthe6fT) which we observed at tempera-
turesT<T is apparently due to the presence of strong Jahn—Teller spin—lattice cou-
pling and a transition to a polaron-ordered state. We also observed a similar behavior of
€'(T) for compositionsx=0.1 and 0.15, where’ increased at a transition to the
polaron-ordered phageby the amountd ¢’ ~ 10 and 50, respectively. At the same time,

for the lightly doped compositiongs=0, 0.05, and 0.07%'(T) did not exhibit any
anomalies and decreased continuously by 5-15% as the temperature decreased. There-
fore the growth(jump) in €’ is a characteristic feature of the transition to the polaron
phaseP, and its boundary with the Jahn—Teller ph&¥efalls in the concentration range
between 0.075 and 0.1.

In summary, it has been shown in this work that the magnetic, dielectric, and
conducting properties of La,Sr,MnO; are closely related, the relationship being most
clearly manifested at phase transformations, and the completeohase diagram of this
system was constructed.
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Destruction of localized electron pairs above the
magnetic-field-driven superconductor—insulator
transition in amorphous In—0 films
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The field-induced superconductivity-destroying quantum transition in
amorphous indium oxide films are investigated at low temperatures
down to 30 mK. It is found that, on the high-field side of the transition,
the magnetoresistance reaches a maximum and the phase can be insu-
lating as well as metallic. With further increase of the magnetic field
the resistance of the film drops and in the high-field limit approaches
the resistance value at the transition point, so that at high fields the
metallic phase occurs for both cases. We give a qualitative account of
this behavior in terms of field-induced destruction of localized electron
pairs. © 1998 American Institute of Physics.

[S0021-364(98)01716-3

PACS numbers: 74.25.Jb, 74.76.Db, 74.70.Ad

The theoretical description of the zero-field and field-induced quantum
superconductor—insulator transitio(8IT) in a 2D superconductor is based on the con-
cept of electron pairs which are delocalized on the superconducting side and localized on
the insulating side of the transitidn® According to Refs. 1-3, the temperature depen-
dence of the film resistance near the field-induced SIT is controlled by the deviation
6=B— B, from the critical fieldB, and the most specific among the perceptible features
of the SIT is a fan-like set of resistance-versus-temperature cRYE. Such a set is
expected to collapse onto a single curve as a function of the scaling vas&bBI&,
wherey is the critical exponenfsee revied). Many of the SIT studies have been per-
formed on amorphous 0, (x<3) films, whose conductivity is caused by an oxygen
deficiency compared to the fully stoichiometric insulating compoun@®4n by changing
the oxygen content one can cover the range from a superconductor to an insulator and
thus realize a zero-field SIT. On the insulating side of this SIT, activational behavior of
the resistanceRoxexp(Ty/T)P with p=1 (Arrhenius law, was observed, with the activa-
tion energyT, tending to zero as the phase boundary is approathedas later found
that applying a magnetic field results in a decrease in the resistance and a weakening of
its temperature dependence from the Arrhenius law to the Mott law with expgnent

0021-3640/98/68(4)/7/$15.00 363 © 1998 American Institute of Physics
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TABLE |. Parameters of two states of the samiteis the resistance at room temperature; the values of
R. andB, are determined by means of scaling analysis as described in Ref. 11.

State R;, kQ R, kQ B., T
1 3.4 7.5 2
2 3.0 9.2 7.2

=1/4 (Ref. 6. This was explained in Ref. 6 by magnetic-field-caused suppression of the
binding energyA of localized electron pairs, which is manifested as a gap at the Fermi
level.

A field-induced SIT is realized on the superconducting side of the zero-field SIT. It
is indicated by the fan-like structure of the experimental cuggT), such that, in
accordance with the scaling analysis, the expected collapse is indeed tHeAtase. the
field-induced SIT, the existence of two insulating phases was postulated on the basis of
the results of Hall measuremefitapwever, the temperature dependence of the resistance
of these phases was not studied. Reversal of a zero-bias peak in the differential resistance
at the critical fieldB, was observed and attributed to the granular structure of the ilms.

Here we investigate the phase on the high-field side of the SIT, where the occur-
rence of localized electron pairs is predicted. We find that while this phase can be
insulating or metallic, in the high-field limit the system always enters the metallic phase.
This is interpreted as field-induced breaking of localized electron pairs.

The experiments were performed on a 200 A thick amorphop@,lifix<3) film
without pronounced granularity, as was checked by the absence of a quasi-reentrant
transition, i.e., the absence of a minimum on B&T) curves at low temperaturé$The
oxygen contenk could be reversibly altered by heat treatment; all experimental proce-
dures are described in detail in Ref. 6. Assuming for the sake of simplicity that the film
disorder remains unchanged during heat treatment, one finds that the quamittrols
the carrier density, and then it is the variation af that causes the zero-field SIT. Two
states of the film were studied, having the parameters listed in Table I. Under the above
assumption, the carrier density in a state should be inversely proportional to its room
temperature resistance. Hence, state 2 is farther from the zero-field SIT and deeper in the
superconducting phase as compared to state 1. The magnetoresistance of both states was
measured in an Oxford TLM-400 dilution refrigerator in the temperature range 1.2 K to
30 mK using a four-terminal lock-in technique at a frequency of 10 Hz. The current
across the sample was equal to 5 nA and corresponded to the linear response regime. The
measurement runs were made by sweeping the magnetic field at fixed temperature.

Our preceding study has confirmed the existence of a magnetic-field-tuned quantum
SIT in such films and revealed that this phenomenon is more general than the one
considered in Ref. 2. In particular, to attain collapse of ®€T) data in the vicinity of
the transition in a plot versus the scaling variabl&¥, one must take into account, e.g.,
the temperature dependence of the critical resist®acevhich gives rise to a term linear
in T in the dependencBy(T).!

Figure 1 displays the magnetoresistance traces for the two states of the film at a
temperature of 60 mK. The critical fielB, and resistancé&, at T=0 (Table |) are
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FIG. 1. Magnetoresistance of the film in statéaland in state Zb). The critical valueRR; andB, atT=0 are
indicated. Also shown is the position of the metal—insulator transitn,,, determined from Fig. 2. The
temperature dependences of the resistance are analyzed at fields marked by vertical bars.

determined with the help of a scaling analysis, as described in detail in Ref. 11. One can
see from the figure that with increasing field the magnetoresistance for both of the states
reaches a maximurR,,, aboveB; and then drops, so that in the high-field limit it
approaches the value B . The relative value of the maximuR,,/R; is considerably
larger for state 1, which is closer to the zero-field SIT; moreover, the phase right above
B, is insulating in state 1 and metallic in state 2, as will be shown below.

The vertical bars in Fig. 1 mark the magnetic field values at which the temperature
dependence of resistance is analyzed. The results of such an analysis for state 1 are
represented in Fig. 2. At fields near the resistance maximurR¢{f@¢ curves exhibit the

T(K)
0 0050102 05 1
0.09}
Q 0.06
x
0.03

0 0.25 0.5 0.75 1
T ( K" )

FIG. 2. Temperature dependence of the high-field conductance of state 1 at various magnetic fields. An
Arrhenius plot of the conductance B&=5 T is displayed in the inset.
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FIG. 3. Magnetoresistance of the film in state 2Tat 30 and 300 mK, and foT—0 as obtained from
extrapolations(circles in accordance with Eq(l). The critical field and resistance are indicated. The field
derivatives ofR. /R for T—0 andT=30 mK are compared in the inset.

activational behavior expected for an insulafoset to Fig. 2. However, at higher fields

the activation law does not hold, nor do the logarithmic corrections normally observed in
2D metalst? We therefore examine the film resistance over the field range 7 to 13 T in
terms of 3D material behavior in the vicinity of metal—insulator transitiH:

o(T)y=a+bT¥® b>0, @

where the sign of the parametardiscriminates between a metal and an insulator at
—0. If a>0, it yields a zero-temperature conductivitg0)=a, whereas the negatie
points to activated conductance at lower temperatures.

Let us emphasize that we are assessing the transport properfieaas obtained
by extrapolation from above 30 mK. Bearing this in mind, we determine from Fig. 2 the
value B,_,=~10 T for the field of the metal—insulator transition for state 1. Thus the
conclusion of Ref. 8 that two phases exist above the SIT is confirmed. Yet, in contrast to
Ref. 8, we find that their phase boundary is not near the resistance maximum but at an
appreciably higher field, and also that the high-field phase is met&ilic 1).

For state 2 the parametars positive over the entire field range 7.5 to 14 T above
B., so that there is no insulating phase. The corresponding field dependerigge of
=R4(0)=1/a is presented in Fig. 3 along with the experimental cuiéB) at 30 and
300 mK. Although the extrapolation is over a large distance, the tendency for the lowest-
temperature data to approaBj in the high-field limit seems valid for the extrapolated
dependence as well.

The rise of the resistance near the field-driven quantum SIT is in agreement with
theoretical ideas about localized electron pairs: alByét reflects the decrease of the
pair localization lengttE,,. with increasingd.* =3 That the resistance reaches a maximum
with further increase irB has so far not been discussed theoretically. Nevertheless, a
qualitative account of the observed resistance drop with field can be given in terms of
pair breaking caused by the magnetic fielosh this case the behavior of the system of
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FIG. 4. Schematic phase diagram of the observed transitions imtB3 énd B,ny) planes. The evolution of
statesa, B, y with magnetic field is shown by dashed lines. In shaded area the mglisenot defined.

depaired electrons is naturally determined by their densi(B): at low ny depaired
electrons are certainly localized, whereas at sufficiently nigla metal—insulator tran-
sition may be expected. It is the second conduction channel that allows interpretation of
the observed nonmonotonic dependences of the magnetoresistance.

In agreement with experiment, Fig. 4 shows schematically the field behavior for
three states of the sample. Two of theseand 3, that are selected in the superconduct-
ing phase above the zero-field SITrat n. correspond to the investigated states 1 and 2,
respectively. Statey selected in the insulating phaseratn, corresponds to samples
from Ref. 6. With increasin@® statea undergoes a field-induced SIT B&=B,., so that
the depaired electrons available are localized at that small dengit§ig. 4). With
further increase of field the value af; increases on account of localized pair breaking,
giving rise to a metal—insulator transition in the system of depaired electronB. At
—oo, all electron pairs are expected to be broken, and so the valugsifould be equal
to the carrier density. The different behavior of stat@ is due to the higher density
at the field-induced SIT because of higlmeandB.. As a result, the depaired electrons
are already delocalized Bt=B_, and thus the field range of the insulating phase shrinks
as one moves away from the zero-field SIT; see Fig. 4. Finally, statpproaches the
metal—insulator phase boundary with increasihut remains insulating for all fields.

Thus the concept of field-induced pair breaking requires the additional assumption
that a metal—insulator transition occurs in the system of depaired electrons. Also, the
theory 3 should be extended to include the possibility of a direct superconductor—metal
quantum transition.

Although the origin of localized electron pairs is still an open question, a likely
candidate for their breaking might be the paramagnetic effect. In this case the pair-
breaking field should be proportional to the binding energy of a Bai=2A/gug,
where g is the Landefactor. It is clear that the broad field interval of the negative
differential magnetoresistance points to a wide distribution of pair binding energies. To
estimate the distribution function(A) for state 2 we presume for the sake of simplicity
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that, at fields above the resistance maxim&g(B) at T—O0 is inversely proportional to
the density of depaired electrofthe Drude limi}

RC/ROan/n, (2)

wheren is the carrier density in the metallic state Bt>, andny is given by the
formula

nd=n—2fw v(A)dA. (3)
gugB/2
Then it is easy to obtain the distribution function
2n d
v(A)= e d_B(Rc/R0)|B=2A/g,uB- (4)

The field derivative of the rati®; /R, which is proportional ta/(B), is depicted in the
inset of Fig. 3. Its behavior is similar to that of the field derivative Rf/R(T
=30 mK) in spite of the long extrapolation to gey(B); see Fig. 3.

The fact that the distributiomw(A) is broad allows us to distinguish between two
scenarios for localization of the electron paiiigthe localization radiug,. is larger than
the pair size&y; and(ii) £,.<&p. In the first case the binding energyis determined
mainly by intrinsic factors and is expected to be approximately the same for all pairs. In
the opposite case two electrons forming a pair are localized at separate sites, and so the
binding energy of the pair depends crucially on the local random potéritzik implies
that a wide variance im\ values. Hence, the data obtained are likely to point to the
second localization scenario. We note that the ligji< &, was assumed in a model of
localized bipolarond®

In summary, our study of the field-driven quantum SIT in amorphou®/Jrfilms
shows that, on the high-field side of the transition, with increaBinige film magnetore-
sistance reaches a maximum and then drops, approaching in the high-field limit the
resistancdr, at the transition point. We find that the high-field phase is always metallic,
while the phase right abou®. can be insulating or metallic, depending on the distance to
the zero-field SIT. The experimental data obtained can be understood within a model of
localized electron pairs if one includég a concept of field-induced pair breaking that
presumes a metal—insulator transition in the system of depaired electron§j)ating
concept of a superconductor—metal quantum transition. That the negative differential
magnetoresistance is observed in a wide field region is likely to point to a large variance
of the binding energies of the localized electron pairs.

This work was supported by Grants RFBR 96-02-17497, RFBR 97-02-16829, and
INTAS-RFBR 95-302 and by the “Statistical Physics” program of the Russian Ministry
of Sciences.
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Erratum: Do excited states exist in a system of two
neutrons? [JETP Lett. 67, No. 11, 903—-909 (10 June 1998)]
D. V. Aleksandrov, E. Yu. Nikol'skil, B. G. Novatskil, and D. N. Stepanov

Kurchatov Institute Russian Science Center, 123182 Moscow, Russia

R. Wolski
Institute of Nuclear Physics, 31342 KrakpPoland

[S0021-364(98)01816-7
PACS numbers: 13.75.Cs, 99.1@

This article consists of an error which was reported by the authors. Namely, the term

“deuteron” was erroneously used throughout the article instead @omect term
“dineutron.” Therefore, below we offer a complete reprint of the article with the cor-
rection being incorporated. We apologize for the error.

Do excited states exist in a system of two neutrons?

D. V. Aleksandrov, E. Yu. Nikol'skil, B. G. NovatskiTl,
and D. N. Stepanov

Kurchatov Institute Russian Science Center, 123182 Moscow, Russia

R. Wolski
Institute of Nuclear Physics, 31342 KrakpPoland

(Submitted 23 April 1998
Pis'ma Zh. Ksp. Teor. Fiz67, No. 11, 860—86%10 June 1998

The interaction in a system of two neutronsnj2in the reaction d,
%He) at energyE,=31 MeV is investigated experimentally. Nuclear-
unstablée?n, with a decay widtH™ = (1.10.2) MeV, is observed with
a large transverse cross sections in the interval of angles from 6° to 13°
(do/dQ(6°)~10 mb/sr in the center-of-mass sysjefiwo wide en-
ergy peaks were observed in thide spectra. It is proposed that broad
resonances with energids* =(3.6=0.3) andE* ~11.8 MeV, popu-
lated in the reaction (B, 3He), are excited in the—n system. Their
energy positions satisfy the interval rukg,:E,=3.3, indicating the
possible existence of a “rotational band” with the characteristiés 2
and 4". The “radius” of the dineutron is estimated from the relation

0021-3640/98/68(4)/7/$15.00 370 © 1998 American Institute of Physics
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AE=%21(1+1)/2uR? to be ~8fm. © 1998 American Institute of
Physics[S0021-364(1®8)00511-9

PACS numbers: 13.75.Cs

The guestion of the forces acting between two patrticles is a fundamental problem of
classical and quantum physics. The solution of this problem has made it possible to
understand the nature of electromagnetic and gravitational forces. It is well known that
the existence of numerous excited states in the hydrogen atom was the key to the con-
struction of the “planetary” model of the Bohr atom. Nuclear forces differ sharply from
electromagnetic forces by their very short range, and the deuteron — the simplest nuclear
system with an anomalously low binding energy=2.22 MeV) — does not have ex-
cited bound states like the hydrogen atom.

However, the experimental study ph and pp scattering has firmly established an
interaction in the final state in these systems with iso3pirl and it has been shown that
singletd and 2o systems possess virtual levels near the decay threshold. In the 1960s and
1970s the hypothesis of the charge independence and symmetry of nucleon—nucleon
interactions was checked experimentally in measurements of the scattering lengths. A
small difference was found in the—n and p—n interactions:a,,= —16.6 fm anda,,
=—23.7 fm (see, for example, the review in Ref).1In contrast top—p and p—n
scattering, because of the unavailability of neutron targets the main means of studying the
n—n interaction have been the reactiongnDp), T(n, d), D(d, 2p, T(d, 3He), and
T(t, *He). We note that in these investigations emphasis has been placed on confirmation
of the hypothesis of charge independence and symmetry of the nuclear forces and not on
a search for excited states of unstabile As a rule, the spectra have been obtained in a
narrow energy range near zero binding energy of the dinedtfm.the other hand, in
high-energy physics the searches have been conducted for “narrow” dibaryonic reso-
nances {p) with energies of tens and even hundreds of MeV, which are traditionally far
from the excitation energies characteristic for low-energy nuclear physics.

The objective of the present work was to search for excited states of the dineutron in
the reaction Td, ®He) by the conventional methods of nuclear spectroscopy in the inter-
val from the?n ground state up to the maximum possible energies admissible under the
experimental conditionsE* ~15 MeV). Of the three variants of the search for dibary-
onic resonances (22p,np) the first one was chosen because a purely nuclear interaction
of two identical particles occurs in this case.

The work was performed on the cyclotron at the Kurchatov Institute Russian Sci-
ence Center, at a maximum deuteron beam enBrg®1 MeV. The spectra ofHe from
the reaction Td, *He) were measured in the range of angles 6—13°. This imposed a strict
limit on the intensity of the incident beam because of the enormous background due to
elastically scattered deuterons. The average current of the deuterium ions on the targets
was equal to~0.01 pA.

Two self-supporting titanium foils of the same thickness 5.1 mg/ame of which
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was saturated with tritium, served as targets. The tritium content in the Ti-T target and
the presence of impurities in it were determined by special cyclotron measurements of the
elastic scattering of deuterons wili=13 MeV. The cross sections for the elastic scat-
tering of deuterons by tritium were taken from Ref. 4. The measurements established the
content of tritium in the irradiated Ti-T foil to be 38.4¢%% terms of the number of atoms
relative to T).

The reaction products were detected with a telescope of semiconductor silicon
counters with thicknesses 30m (AE — ionization-loss detectprand 1.2 mm E —
total-absorption detectprconnected to a spectrometric system for multivariate analysis.
The solid angle of the detecting system was equal tx1@ * sr.

The spectra of théHe nuclei were measured in the energy range 5—-35 MeV with
good statistical accuracy. In addition, spectra were systematically taken on Ti-T and Ti
targets for each angle. The reactiffi(d, 3He) and the reaction of the recoil nucleus
3He(d, ®He)D on the trace impurity’He(4—-5%) in the Ti-T targetthe peak in the
discrete part of the spectra near 29 Me&érved as benchmarks for the energy calibra-
tion. The presence of this quantity #fle nuclei is due to theg decay of tritium. Figure
1 shows the energy spectra of helium nuclei from the reactidn®He) after subtraction
of the impurity from the reactiod, *He) on titanium, the cross sections on which were
found to be an order of magnitude smaller than on tritium. The spectra were measured at
angles of 6, 8, 10, and 13° in the laboratory coordinate system. An intense peak corre-
sponding to the interaction of two neutrons in the final state is clearly seen in the hard
part of the spectra. In the figure it is marked by an arrow labeled mitrand in the text
below we shall refer to it as the ground state of the dineutron. A wide bump centered near
23 MeV is observed in the “soft” part of the spectra to the left of the ground state. A
subsequent analysis — approximation of the bump by a Gaussian distribution — estab-
lished that as the measurement angle increases, the center of the bump shifts continuously
in the direction of low energies. This shift corresponds to the well-known energy—angle
kinematic dependence for a binary reaction, which can be explained by the presence of a
wide resonance in the nuclear systém Besides the features indicated, a continuous
distribution with a maximum near 14 MeV, whose relative contribution increases rapidly
with angle and becomes dominant at 1&ig. 1d, is present in the entire measured
energy range. A similar picture has been observed before in measurements of the spectra
of the reaction Td, 3He) with 11 MeV deuterons.

We endeavored to explain the complicated structure of the spectra obtained by the
well-known mechanisms of interactions in very light nuclei.

1. Resonance-like structures due to different two-step processes can appear in the
spectra of the products of nuclear reactions on light nuclei. The probability of a two-stage
mechanism of the reaction B T depends on the kinematic conditions of the experiment,
and it is impossible to rule owt priori the appearance of wide maxima in the spectrum
of ®He in the reaction channel-BT—n+*He* with the formation of the excited levels
of the “He nucleus and their subsequent detg* —>He+n. Monte Carlo simulation
of this process, taking into account the excitation of the le#ls-21, 21.8, and 23.3
MeV in the “He nucleug, established that the energies and widths of the observed
maxima do not conform to the theoretical curves — dotted lines in F{ghe computed
curves have not been normalized to the experimenta).data
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FIG. 1. Energy spectra dHe ions from the reaction (@, *He)2n at angles of 6—13° in the laboratory system.
The dotted lines show the calculation according to the Migdal—Watson theoryayjth—16 fm. The solid
curves show the results of a fit by three Gaussian normal distributions.

2. The continuous distributions at all measured angles were calculated in the
Migdal-Watson (MW) approximation. Figure 1(dotted line$ shows the computed
curves for scattering lengtl,,= — 16 fm. Satisfactory agreement was obtained between
the computed and experimental distributions only for high energies. At 13° only the
sharp rise in the hard part of the spectrum could be described by the MW method.

3. The characteristic features of the measured spectra also cannot be reproduced by
calculations of the three-particle phase distribution for D—3He+n+n (solid line in
Fig. 2.

Thus none of the processes considered above reproduced the confiReodistri-
butions. We propose the hypothesis that in the reactioh*He), besides the dineutron
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FIG. 2. Energy spectrum dHe nuclei from the reaction(#, *He)2n measured at an angle of 10°. The solid
curve corresponds to the three-particle phase volume of the systemn+n in the outgoing channel. The
dotted lines show the computational results for the process ¥ —n+“*He* —3He+ n+n, which proceeds
via “He levels withE* =21.0, 21.8, and 23.3 MeV.

ground state, two wide resonances associated with excitation ofi-tmesystem are
populated. To check this conjecture, a computer was used to carryduninimizing fit

of the continuous spectra by three Gaussians, with automatic variation of the positions,
widths, and areas of the desired resonances. The computational results are shown in Fig.
1 (solid lineg. Satisfactory agreement was obtained between the experimental and com-
puted distributions. After switching to the center-of-mass system, the excitation energies
of the resonances were determined=ds=(3.6+0.3) MeV andE* ~11.8 MeV relative

to the?n ground state. The values agree with one another, to within the error limits, at all
measured angles. The energies satisfy the well-known intervalEyl&,=11.8:3.6
=3.3, indicating the possible existence of “rotational” excited states of the dineutron
with quantum characteristics2and 4". The values of the spin and parity of the reso-
nanceE* =3.6 MeV in 2n are also consistent with the systematics of all even—even
nuclei, according to which their first levels, except for the magic levels, possess 2
characteristics. The “radius” of a dineutron was estimated from the moment of inertia of
then—n systemAE=17%2I(1 + 1)/2uR? to be ~8 fm. This value is close to the values of

the ra7d;i of the valence neutrons in weakly bound neutron-rich nuclei, suchlas (
1lBe). )

In summary, in the present work we have apparently observed wide resonances
in 2n. We note a number of favorable factors and conditions which have led to the results
obtained.

I. The choice of then—n system was a decisive factor for the search for dibaryonic



JETP Lett., Vol. 68, No. 4, 25 Aug. 1998 Erratum 375

20
18}
16 |

14}

12 3.6 MeV

10F

2 0.0 Mev N

0 2 1 " 1 n L 2 1 n 1 " L l
5§ 10 15 20 25 30 35 40
Angle in CM system, deg.

do/dQ, mb/sr

FIG. 3. Experimental angular distributions #fle from the reaction (@, He) for the?n ground state and a
resonance witfe=3.6 MeV.

resonances:)an p—p interactions, besides nuclear forces, it is also necessary to take
account of Coulomb forces and their interference effects. Since the desired resonances lie
in the continuum, the Coulomb repulsion of the two protons should result in smearing of
their decay widthsI[>1 MeV). As an example, we indicate the unstable [2vels of

the nearest isobar-analog nuclei with=1:°He, °Li, and ®Be, whose widths equal
I'=0.113 MeV, 0.540 MeV, and 1.16 MeV, respectivélp) In n—p scattering and in
reactions where a singlet deuteron is investigated according to the spectra of the accom-
panying particles the analysis is greatly complicated by the contribution of the isobar-
analog interaction with=T=0. Therefore, on account of the statistical factor, the cross
sectiono for n—p scattering in the singlet state appears in the formula for the total cross
section with a coefficient 1/4.)dn ?n a purely nuclear interaction of identical particles
appears and the interpretation of the levelsi#n is much simpler than in the case of

n—p andp—p systems.

Il. We note an advantage of the reactiofd;T°He) for observing resonances in the
dineutron. The reaction mechanism is very sienpt a direct one-nucleon pickup reac-
tion. This is indicated by the large values of the transverse cross sectlofd(@(6°)
~10 mb/sr in the center-of-mass sysyeand their sharp forward elongation. This is
evident from Fig. 3, where the experimental angular distributions for the reactmn T
3He) are presented. The filled circles indicate the differential cross sections fén the
ground state, while the open circles correspond to the resonanceEwith6 MeV.
Conversely, the parasitic proces$dT*He*), proceeding with formation of unstable
levels of*He* and their subsequent dissociation iftbe+ n, is more complicatedwo-
nucleon pickup reaction Moreover, as one can see from the table of the decay widths
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TABLE I.

E* (MeV) J7 I'(MeVv)
0.0 0 1.1+0.2
3.6+0.3 2" 5.6+0.5
~11.8 4 =11

presented in Ref. 6, the dissociation*sfe* proceeds predominantly with the emergence
of a triton and not &He nucleus.

The main results of this work are presented in Table |, where the excitation energies
of the hypothetical resonancesn are given in the first column, the proposed values of
the spins and parities are given in the second column, and estimates of their decay widths
are given in the third column. Nonetheless, we believe that additional experiments at high
incident deuteron energig®0-60 Me\} must be performed in order to confirm the
results obtained.
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