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We consider a topologically trivial field theory defined in a large box of
size L and exploit the enumeration of states to point out that the
vacuum charge is integral, contrary to what a commonly used formula
seems to suggest. We show that the largeL limit is subtle: Standard
anticommutation relations require the presence of a somewhat unfamil-
iar normalization factor which in turn leads to observable effects for the
vacuum charge density. ©1998 American Institute of Physics.
@S0021-3640~98!00117-0#

PACS numbers: 03.70.1k, 11.15.Ha

INTRODUCTION

In this note we consider the continuum limit of a field theory defined in a large
of size L. In the limit L→`, all discrete states apart from bound states become
tinuum states. According to most textbooks, quantum field theory is supposed to b
understood in this limit. We show, however, that the limiting procedure is subtle,
unless proper care is exercized the usual prescriptions may give incorrect resu
particular, we show an example where the charge of the system seems to be a con
function of the background field, whereas it should be integer-valued.

An example which we have discussed in previous papers~which are referred to as
CDI1 and CD22! is provided by the second-quantized Dirac theory in the presence
one-dimensional four-vector potential vanishing at spatial infinity. The usual limi
procedure for counting states in the continuum limit is given by

( ~states!→
1

pE
`

dkS L1
dd

dkD , ~1!

whered(k) is the scattering phase shift for a particle of momentumk in that limit. Yet as
we ~and many others! have argued the vacuum chargeQ0 of the system defined in the
normal way by the spectral asymmetry

Q05
1

2H(
k

~states withE.0!2(
k

~states withE,0!J , ~2!
3770021-3640/98/68(5)/6/$15.00 © 1998 American Institute of Physics
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which is obviously integer-valued in a box of finite sizeL, is given in the continuum
limit with the use of Eq.~1! by

Q05
1

2H 1

p
~d1~`!2d1~0!2d2~`!1d2~0!!1N12N2J , ~3!

where1 and2 refer to electron and positron scattering phase shifts andN1 andN2 are
the number of positive and negative energy bound states. Since in one dimensio~see
CDI!

d6~`!56E
2`

`

V~z!dz,

this implies for the potentialV(z)5ld(z) thatQ05l/p, which is a continuous function
of l. The correct result is calculated using Eq.~2! in CD2 and is found to be

Q05IntF l

p
1

1

2G , ~4!

where Int denotes the integral part, which is obviously an integer. The erroneous res
Eq. ~3! for the vacuum charge for this model is found in many places besides CDI —
example, in Refs. 3 and 4. The same error may also be responsible for similar r
where other quantized quantities such as baryon charge or angular momentum see
given non-quantized values5,6 for no apparent reason. It is interesting that in the sa
context an explicit counting argument gives quantized values, as expected.6

In CDI, following Barton,7 we counted states and showed that the number of b
positive and negative energy states is unchanged when a potential is switched o
zero. Thus the vacuum charge is still zero in the presence of a small potential: the
bound state, but the number of continuum states has decreased by one. As the p
increases in strength,Q0 changes by one, according to Eq.~2!, whenever a state crosse
E50. So why is the erroneous result obtained, and how can it be avoided? We now
to these points.

In order to quantize the model consistently with standard anticommutation rela
it is essential that the eigenfunctions be normalized to unity. We shall see that to e
correct normalization we have to include an unfamiliar normalization factorN which
reduces to unity asL→`; in fact N2511Õ(1/L). It turns out that the expression forN2

involves the phase shifts in a way reminiscent of the incorrect result of Eq.~3!. We obtain
a new expression for the charge density, differing from the conventional one by term
order;1/L. We find a finite change in the vacuum charge~defined as the space integr
of the vacuum charge density! induced by the spectral asymmetry residing in a cert
region of space of the system. It is crucial to get this 1/L behavior correct if we wish to
sum over states and convert sums to integrals via

(
k
→

L

pE0

`

dk. ~5!

There are topologically nontrivial models where the Dirac particle is coupled to a so
the attending zero modes induce non-integer values for the vacuum charge.8 However, in
problems with trivial topology such as ours,Q0 is integral.
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THE NORMAL MODES

The potentialV(z) is symmetric and is taken to vanish foruzu.a. We take the
system in a box of length 2L with periodic boundary conditionsc(2L)5c(L). The
wave functions are classified according to the magnitude of the wave vector outsid
well and their parity. Positive energy solutions outside the potential take the form

ue,k~z!5
Ne1~k!

AL
AE1m

2E S cos~kz6De1!

0

ik

E1m
sin~kz6De1!

0

D , ~6!

uo,k~z!5
No1~k!

AL
AE1m

2E S i sin~kz6Do1!

0

k

E1m
cos~kz6Do1!

0

D . ~7!

The subscript1 in the phase shiftsD refers to the sign of the energy. Similar expressio
are valid for negative energy statesve,k , vo,k provided we replaceE by uEu and change
notation fromDe1 , Do1 , Ne1(k), No1(k) to De2 , Do2 , Ne2(k), No2(k). We also
quote for future reference the form of the even bound-state wave function outsid
well:

ub~ uzu.a!5CS 1

0

i
m2Eb

k

0

D e2kz, k5Am22Eb
2 . ~8!

We impose the normalization

E
2L

L

dzck
†~z!ck~z!51 ~9!

for all eigenstates of the Hamiltonian. For the bound state the appropriate value oC to
ensure correct normalization depends on the detailed behavior of the potential.

The Landau–Lifshitz–Stone lemma.We rederive a result originally due to Ston9

which itself is based on a problem in Landau and Lifshitz.10 We start with the Dirac
equation; the argument is equally valid for either positive or negative energy solu
~thusEk56Ak21m2),

1

i
az

duk8
dz

1mbuk85Ek8uk81V~z!uk8 , ~10!

and left-multiply byuk
† ,
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1

i
uk

†az

duk8
dz

1muk
†buk85Ek8uk

†uk81V~z!uk
†uk8. ~11!

We then write the Dirac equation foruk , take the Hermitian conjugate, and righ
multiply by uk8 :

2
1

i

duk
†

dz
azuk81muk

†buk85Ekuk
†uk81V~z!uk

†uk8 . ~12!

Subtracting~12! from ~11!, we get

1

i

d

dz
~uk

†azuk8!5~Ek82Ek!uk
†uk8 . ~13!

We integrate overz from z1 to z2 :

1

i
@uk

†azuk8#z1

z25~Ek82Ek!E
z1

z2
uk

†uk8dz . ~14!

We now takek85k1dk in the above equation and divide bydk:

1

i Fuk
†az

duk

dk G
z1

z2

5
dE

dkEz1

z2
uk

†ukdz or
1

i Fuk
†az

duk

dk G
z1

z2

5
k

EEz1

z2
uk

†ukdz. ~15!

This is the key equation. Its power lies in the fact that to evaluate the left-hand sid
uz1u,uz2u.a it suffices to use the asymptotic expressions~6!, ~7! for the wave functions,
where only the phase shifts appear.

Normalization of eigenfunctions.Note that the normalization condition~9! together
with periodic boundary conditions entail restrictions onk. We apply relation~15! at the
end pointsz152L, z25L. Then in the left-hand side we only need the asympto
expressions~6!, ~7!, and on the right-hand side we can use Eq.~9! to set the integral equa
to unity. The evaluation of the left-hand side simplifies because of the periodic boun
conditions. We thus obtain

Ne,o6~k!5
1

A11
1

L

dDe,o6

dk

~16!

and therefore

Ne,o6
2 ~k!5

1

11
1

L

dDe,o6

dk

.12
1

L

dDe,o6

dk
~17!

for L large. Note that the quantitiesNe,o6
2 (k)21 vanish both whenV50 and in the limit

L→`. Equation~16! is the main result of this note.

2. THE VACUUM CHARGE DENSITY

We focus on the charge density

rk~z!5ck
†~z!ck~z! ~18!
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of an eigenstateck(z) ~of definite parity and sign of energy! corresponding to a particula
wave vectork. An expression forrk(z) for the scattering states can be written f
uzu.a by using the asymptotic forms~6! and ~7! of the wave functions. The charg
density outside the well in the case of a positive-energy, even-parity wave functi
given by

re1~k,z!5
1

2LS 12
1

L

dDe1

dk D •S 11
m

E
cos~2kz1De1~k!! D ~19!

~the even-parity, negative-energy and the odd-parity wave functions give similar ex
sions!. Equation~19! consists of the expected 1/2L part, an oscillating part, and a con
stant background2(1/2L2)dDe1 /dk. The latter is purely a consequence of the som
what unfamiliar normalization factor. Integration overk via Eq.~5! and subtraction of the
analogous contribution from negative energy states leads to an observable distor
the vacuum charge density.

The chargeQk,ext outside the well due to this state is given by

Qk,ext5S E
2`

2a

1E
a

` D dzrk~z!52E
a

`

dzrk~z!, ~20!

sinceV is symmetric. To order 1/L

Qk,ext,even,6512
a

L
2

m

2LEk
sin 2~ka1De6~k!!2

1

L

dDe6

dk
, ~21!

Qk,ext,odd,6512
a

L
1

m

2LEk
sin 2~ka1Do6~k!!2

1

L

dDo6

dk
. ~22!

The charge of the bound state outside the well can be calculated from Eq.~8!,

Qb,ext5C2
2m

k~E1m!
e22ka. ~23!

In the absence of the potential the first two terms in Eqs.~21!, ~22! would still be there.
We wish to calculateQ0,ext defined as the part ofQ0 residing outside the well.~SinceQ0

itself vanishes, this charge is cancelled exactly by an opposite charge residing insi
well.! We see that the continuum contribution to the vacuum charge outside the
resulting from the last term in~21!, ~22! is given by

Q0,ext5
1

2p
~d1~`!2d1~0!2d2~`!1d2~0!! ~24!

~where the phase shiftsd refer, as before,1 to the sum of the even and odd phase shift!,
an expression which is very similar to Eq.~3! and which will in general give non-integra
values forQ0,ext. To get the total continuum contribution we must integrate over
terms that depend on the mass explicitly. The final result is in general non-integral,
there is no reason why the charge inside or outside a particular region of space sho
integer-valued.

CONCLUSION

We investigate a commonly used formula which seems to give non-integral vac
charge in the continuum limit. Enumeration of the states established a one-to-one
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spondence between states for different values of the potential~including V50), thus
ensuring that the vacuum charge is integer-valued. We showed that consistenc
standard anticommutation relations requires the presence of a somewhat unfamilia
malization factor which modifies the charge density pertaining to a particular wave v
by a position-independent addend of order 1/L2. This term is sensitive to the violation o
charge conjugation by the potential and leads to observable effects upon summatio
all wave vectors. This is relevant to the calculation of the vacuum charge residing
certain region of space. The existence of this localized charge is due to the distort
the Dirac sea induced by the potential.
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A theoretical study is made of the propagation of a weak ultrashort
pulse through an optically thick, inhomogeneously broadened three-
level medium of theV configuration driven by a self-induced transpar-
ency pulse on the coupled transition. The weak coherent pulse experi-
ences a greatly enhanced transparency. The new transparency effect is
discussed in detail and the results are found to be in good agreement
with recent experimental observations. ©1998 American Institute of
Physics.@S0021-3640~98!00217-5#

PACS numbers: 42.50.Md, 42.65.Re, 42.65.Tg

The pioneering work of McCall and Hahn on self-induced induced transpar
~SIT!1 was followed by a number of theoretical and experimental works on pulse pr
gation through systems of two-level atoms. The most exciting feature of this phenom
is that above a critical power threshold a short coherent pulse can propagate with a
lously small energy loss while at resonance with a two-level system of absorbers
cently a variety of new coherent nonlinear quantum optical phenomena have been
in which a secondary optical pulse cooperates with or even controls a primary pulse
as electromagnetically induced transparency~EIT!,2 simulton propagation,3 Raman
solitons,4 and efficient upper-state excitation by counterintuitive pulse sequencing.5

In most cases the pulses are to be injected into a medium of atoms that are
approximated as a three-levelL system. The majority of the effects are closely related
the phenomenon of EIT, which arises due to an excitation of a superposition
function, often termed as a population-trapped or dark state.6 In the bare atomic basis
this wave function contains no upper-state component and therefore, once prepa
immune to any kind of decay which affects only the upper state. This kind of trans
ency is of little importance in aV-type system, if for no other reason than the trapp
state for aV-type medium requires all the atoms to be in a superposition of the two u
states,ua& anduc&. This is evidently not a case of practical interest, because normall
the atoms are initially prepared in the lower stateub&. In this Letter we come back to th
classical SIT effect and show on the basis of this effect how a new type of transpa
originates in a three-level configuration of theV type.
3830021-3640/98/68(5)/5/$15.00 © 1998 American Institute of Physics
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This letter is motivated by recent experiments7 on the simultaneous propagation
two pulses through an inhomogeneously broadenedV-type absorbing medium~the
plasma of a positive glow-discharge neon column!, see Fig. 1a. One of the pulses~the
driving pulse!, with a shape close to that of a SIT soliton and with a small detuning f
the exact resonance, propagated at the resonant wavelengthl5614.3 nm. Simulta-
neously, the other pulse~the probe pulse! was launched into the absorbing medium at t
resonant wavelengthl5594.5 nm and passed through it, attenuating by only a facto
8. When the same probe pulse propagated independently it was absorbed so stron
the experimenters were unable to detect the pulse at all at the output of the cell. No
in the experiments the optical thicknesskabL at l5594.5 nm was equal to 15, so th
weak cw radiation should have been attenuated by a factor of exp(215).

Our model for numerical calculations is based on the simultaneous solution o
Maxwell equations for the driving and probe fields, in the form of plane waves, and
density matrix equations for a three-levelV-type absorber. It incorporates all the dec
processes and the inhomogeneous broadening, the values of which are taken fr
experiment of Ref. 7~see figure captions for details!.

Figure 1b displays the changes in energy with propagation distance. The a
absorption of weak cw radiation represents the familiar Beer’s law of exponential en
decay; see curve1. Curve2 shows how a short pulse attenuates during propagation
two-level subsystemua&– ub&, when the driving pulse is switched off. A strong deviatio
from Beer’s law arises from the fact that the pulse is short and has a spectral
~‘‘input’’ in Fig. 3b !, which is comparable to the width of the inhomogeneously bro
ened line~absorption spectrum in Fig. 3b!. The additional transparency is due to a low
absorption of the spectral wings of the pulse. This effect, known asabnormal classical
absorption, was described by Crisp in Ref. 8.

Curves3, 4, and5 in Fig. 1b correspond to the propagation of the probe pulse w

FIG. 1. a: Schematic level diagram of the absorbing medium in Ref. 7. The population decay rates~indicated
with unidirectional arrows! arega5gc519 ns. The relaxation times of all the polarizations,rab , rcb andrac ,
are 11 ns, the inhomogeneous spectral width~FWHM! is 1400 MHz. b: Energy versus propagation distance1
— Beer’s law;2 — weak pulse in a two-level medium. Weak pulse in aV-type medium, driven by a SIT
soliton: 3 — the peaks of the pulses coincide at the entrance;4,5 — the weak pulse has a delay or advanc
respectively, of 0.5 ns. For all figures: both pulses are sech-shaped; the durations of the weak and SIT pu
0.5 ns and 1 ns, respectivley, and the initial detuning is 290 MHz~750 MHz!. Distances are normalized to th
linear absorption coefficient on theua&– ub& transition,kab ~the linear absorption coefficient on theuc&– ub&
transition iskcb52.14kab).
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a drive pulse in the form of a SIT soliton is simultaneously launched into the medium
the adjacent transition. For curve3 the two pulse peaks coincide at the entrance of
medium, while for curve5 the probe pulse experiences an advance of 0.5 ns and for c
4 a delay of the same magnitude. Transparency enhancement takes place for a
cases, and the most favorable conditions are established when the probe pulse goe
of the SIT soliton. One can see the order-of-magnitude increase in transparency in
parison with the case of independent pulse propagation@compare curves2 and3#.

The temporal shapes of the two pulses for four different propagation distance
plotted in Fig. 2. A SIT soliton propagates through the medium, demonstrating th
miliar features of the SIT effect. As a result of relaxation of the atomic polariza
between theua& and ub& states and the decay of theua& state, it gradually decreases
amplitude, with a corresponding increase in duration in order to keep its area eq
2p. On the other hand, the probe pulse exhibits unusual behavior, clearly splitting
two parts. One part propagates with the velocity of light~without retardation in Fig. 2b!
and is attenuated essentially in the same manner as if the pulse were propagating
absence of a SIT soliton~compare the left-hand part of the ‘‘output’’ with curve3!. The
other, larger part is trapped by the SIT soliton and experiences a large delay. It is th
of the probe pulse that provides the transparency enhancement.

As is shown in Fig. 2a, the SIT pulse repeatedly reproduces itself while propag
through the medium. The theory of the classic SIT effect teaches us that the leading
of a SIT soliton transfers the population from a lower state to an upper state, and th
second half of the pulse coherently restores the excited atoms to their original po
This energy exchange takes a finite interval of time, providing a significant pulse d
The temporal evolution of the polarization executes a cycle, developing an abso
portion at the leading edge and an identical gain portion at the trailing edge. More
the polarization ofeachfrequency group of inhomogeneously broadened line oscillatein
phasewith that of any other frequency group, providing complete transparency for
SIT soliton. In a two-level medium the ‘‘phase locking’’ mechanism turns on only fo
sufficiently strong pulse with area greater thanp.

Now, comparing all stages of the reshaping displayed in the two plots of Fig. 2
can see that the probe pulse also experiences a delay, associated with the absor
the leading edge and the subsequent reradiation energy at the trailing edge, just a

FIG. 2. a: SIT soliton shape for different propagation distanceskab L: 1 — 5; 2 — 10; ‘‘output’’ — 15. b: The
same, for a weak pulse. Curve3 shows the pulse shape atkab L515 in a two-level configuration.
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SIT soliton. Based on this similarity we conclude, and this is the key point of this pa
that the polarizations of the atoms of all frequency groups within the inhomogene
broadened line are ‘‘locked’’ together, i.e., oscillate in phase with one another.
differs dramatically from the conventional picture of the interaction of a weak pulse
a two-level system. Since the dipoles have different detunings from a center of an a
line, they oscillate at different frequencies and cannot interfere constructively, and s
net atomic polarization, obtained as a summation over all frequency groups, qu
vanishes. In a three-level configuration a SIT pulse on the adjacent transition provid
additional ‘‘phase locking’’ mechanism between all dipoles on theua&– ub& transition,
allowing a weak pulse to propagate without absorption. So, in some sense, we are d
with an extension of the SIT effect for weak coherent pulses.

Spectral measurements7 have revealed a new effect, involving a shift of the pro
pulse spectrum towards the carrier frequency of the SIT pulse. Figure 3a shows h
initially detuned SIT pulse keeps its carrier frequency and shape unchanged, wh
spectral width gradually decreases with distance. This fact is due to the unique
spondence between a temporal shape and its Fourier transform, such that spreadin
time domain corresponds to contraction in the frequency domain. Also, a probe
spectrum does not have any striking features if its propagation is not accompanied
SIT pulse. The absorbing medium ‘‘burns a hole’’ in the probe spectrum, such that
far off-resonant frequency components can survive~curve3 in Fig. 3b!.

In the presence of a SIT soliton the evolution of the probe pulse spectrum bec
more complicated and manifests two pronounced tendencies:~i! pulling of the spectral
peak towards the carrier frequency of the SIT pulse, in accordance with the experim
observations;~ii ! amplification of those frequency components which are arranged a
the center of the SIT pulse spectrum. The surprising thing is that the whole frequ
region exhibits a real amplification and grows within the place where the spectral
ponents vanish without the SIT pulse~compare to curve3!. Of course, this fact does no
violate energy conservation, and the net pulse energy gradually decreases with pr
tion, as is shown in Fig. 1b. The amplification of some spectral components is due
SIT pulse, which induces a nonlinear frequency conversion involving the transfe
energy from some spectral regions to another.

In conclusion, we have demonstrated a new type of transparency for a weak c
ent pulse — transparency induced by a SIT soliton propagating on the adjacent tran

FIG. 3. The same as in Fig. 2, for the spectra of the pulses.
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of a three-level system. The SIT pulse induces correlations between dipoles osci
with different frequencies. It is these correlations that underlie the physics of the
transparency effect. An impressive rearrangement of the probe pulse spectrum
frequency pulling effect accompany the new phenomenon.
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Gain without inversion in a medium of 1/2 ˜1/2 atoms

N. P. Konopleva and A. M. Tuma kin
Novosibirsk State University,a) 630090 Novosibirsk, Russia

~Submitted 24 July 1998!
Pis’ma Zh. Éksp. Teor. Fiz.68, No. 5, 364–369~10 September 1998!

Amplification of a probe field without inversion in a medium of non-
degenerate two-level atoms pumped by a circularly polarized optical
field in resonance with a 1/2→1/2 atomic transition in the presence of
a dc magnetic field orthogonal to the wave vector of the pump field is
demonstrated. It is shown that gain without inversion is possible in
strong optical and magnetic fields in the case of a pump with a finite
spectral width which can be much greater than the natural width of the
excited level. ©1998 American Institute of Physics.
@S0021-3640~98!00317-X#

PACS numbers: 32.80.Bx, 42.50.Gy

Coherent effects in atomic systems can lead to a variety of physical phenom
such as transparency induced by an electromagnetic field, an increase of the ref
index, and gain without a population inversion in the medium. Gain arising in no
verted atomic media in the presence of an interaction of a strong coherent field
pump field has been investigated in detail for two-level1,2 and various schemes employin
three-level atoms withL, J, andV configurations.3–9 In general, gain without inversion
can be interpreted as a nonlinear interference effect10 resulting in amplification of a probe
field in some regions of the spectrum. In this case, the total absorption coefficie
determined only by the population difference~for three-level systems see also Ref. 1!.
The physical processes leading to gain without inversion have a different origin in
ferent systems. For example, the Raman resonance in the absorption spectrum of
field for a two-level atom~see, for example, Ref. 12! or gain without inversion inL and
V systems, studied in Refs. 3, 5, and 8, can be interpreted as being a manifestatio
‘‘hidden’’ inversion which exists in the basis of dressed states. For the three-levL
scheme proposed in Ref. 6, inversion in the basis of dressed states is absent. In th
amplification in the basis of dressed states can be interpreted as a coherent effect
by the probe field~‘‘light amplification by coherence’’!.13

In the present letter we present a new amplification scheme for two-level nond
erate atoms. In contrast to the works cited above, in the scheme considered belo
strong optical field need not be coherent. Coherent atomic effects leading to gain w
inversion arise when the atoms interact with a wide-band pump field in the presenc
dc magnetic field. The width of the spectrum of the pump field can be much greater
the natural width of the excited state.
3880021-3640/98/68(5)/6/$15.00 © 1998 American Institute of Physics
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STATEMENT OF THE PROBLEM

We are considering the propagation of a probe field in a medium consistin
two-level atoms with a ground stateJe51/2 and excited stateJg51/2 which are degen-
erate with respect to the projection of the angular momentum. Pumping is performed
a circularly polarized resonant optical field. The system is placed in a magnetic
directed perpendicular to the wave vector of the pump field. The probe field propa
along the magnetic field. The Hamiltonian of the atom can be written in the form

Ĥ5Ĥ01Ĥ11Ĥ21V̂5Ĥ81V̂, ~1!

where Ĥ0 is the Hamiltonian of the stationary atom,Ĥ1 and Ĥ2 are the Hamiltonians
describing the interaction of the atom with the pump field and with the magnetic fi
andV̂ is the Hamiltonian of the interaction with the probe field. For definiteness, we s
assume that thes1 polarized pump field propagates along thez axis and that the mag
netic field has a nonzero projection on thex axis: H5Hex . Choosing the quantization
axis along the wave vector of the pump field, we have

Ĥ05\v0~ u3&^3u1u4&^4u!, ~2!

Ĥ15\~W~ t !e2 i ~vt2kz!u3&^1u1h.c.!, ~3!

Ĥ25\~Vu1&^2u1V1u4&^3u1h.c.!, ~4!

where the HamiltonianĤ1 is written in the rotating-wave approximation. In Eqs.~2!–~4!

u1&5uJg51/2,21/2&,u2&5uJg51/2,1/2&,

u3&5uJe51/2,1/2&,u4&5uJe51/2,21/2&; ~5!

v0 and v are the frequencies of the atomic transition and the pump field,W(t)
5^1/2uuduu1/2&E5exp@if(t)#/\A3 is the Rabi frequency, whereE is the amplitude of the
pump field,^1/2uuduu1/2& is the reduced matrix element of the dipole moment operato
the atom;V52m0gH/\A2 andV152m0g1H/\A2 are the Larmor frequencies of th
ground and excited states, andg andg1 are theg factors of the ground and excited state
The phase factor containingf(t) describes fluctuations of the phase in the case o
pump with a wide spectrum. For a coherent pumpf(t)50 and without loss of generality
the Rabi frequencyW can be assumed to be real and positive.

The HamiltonianV̂ in the rotating-wave approximation has the form

V̂5\~Vze
2 i ~vpt2kpx!~ u3&^2u2u4&^1u!1Vye

2 i ~vpt2kpx!~ u3&^1u2u4&^2u!1h.c.!, ~6!

wherevp is the frequency of the probe field. The probe field in Eq.~6! is represented in
the form of components which are linearly polarized along thez andy axes and have Rab
frequenciesVz52^1/2uuduu1/2&Ez /\A6 andVy5 i ^1/2uuduu1/2&Ey /\A6, respectively.

The interaction of the atom with the probe field was studied in the standard ma
using perturbation theory. The systems of equations for the density matrix in the z
r̂ (0), and first,r̂ (1), orders in the probe field are

]

]t
r̂ ~0!52

i

\
@Ĥ8,r̂ ~0!#1Ĝr̂~0!, ~7!
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]

]t
r̂ ~1!52

i

\
@Ĥ8,r̂ ~1!#12

i

\
@V̂,r̂ ~0!#1Ĝr̂~1!, ~8!

The termĜr̂ in Eqs.~7! and ~8! describes radiative relaxation. For the transition un
study

~ Ĝr̂ !mn52g/2rmn , m51,2, n53,4 ~m53,4, n51,2!;

~ Ĝr̂ !mn52grmn , m53,4, n53,4;

~ Ĝr̂ !11 ~22!52g/3r33 ~44!1g/3r44 ~33! ,~ Ĝr̂ !125g/3r43,

whereg is the natural width of the excited level.

In studying a pump with a wide spectrum, we assumed that the phase fluctu
are a Markov random process and satisfy the stochastic equation

df5A2bdw, ~9!

where w is a normal Wiener process.14 Equation~9! corresponds to the Fokker–Planc
equation with diffusion coefficientb. The autocorrelation function in this case is

^W* ~ t !W~ t1t!&5uWu2e22bt. ~10!

One can see thatb determines the width of the spectrum of the pump wave. The l
b→0 corresponds to a coherent pump field.

When the phase fluctuations of the pump wave~9! are taken into account, th
equations for the density matrix~7! and ~8! transform into a system of stochastic equ
tions. The equations for the density matrix elementsr̄ i j averaged over the fluctuation
were obtained using the corresponding Fokker–Planck equation for the distribution
tions f (r i j

(0) , r i j
(1), f, t!, i , j 51,4 ~see, for example, Ref. 14!.

The propagation of the probe field in the steady-state case is described b
following system of abridged equations:

]

]x S Vz

Vy
D 52 i4p

nkpu^1/2uuduu1/2&u2

6\ S r 322r 41

r 312r 42
D , ~11!

wheren is the density of atoms andr̄ i j
(1)5r i j exp@2i(vpt2kpx)# (i53,4; j 51,2) are the

fluctuation-averaged stationary amplitudes of the optical coherences at the freque
the probe field. After obtaining the stationary solutions of the equations for the m
elements of the density matrix, averaged over the fluctuations of the phase of the
field, to zeroth and first orders in the probe field, we found the absorption coeffic
~gains! of the normal modes.

RESULTS AND DISCUSSION

In a s 1-polarized pump field in the absence of a magnetic field the atoms opti
pump the Zeeman sublevelu 2& of the ground state~Fig. 1!. As a result, orientation along
the wave vector of the pump field arises. Such a medium is obviously transparent
s 1-polarized probe field. For other polarizations the probe field will be absorbed. W
a magnetic field is switched on, the atomic magnetic moment starts to precess arou
direction of the magnetic field. In a basis tied to the pump field, this is expresse
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transitions between the Zeeman sublevels~see Fig. 1!. As a result of the combined actio
of the light and magnetic fields, all sublevels of the ground and excited states w
populated, and the optical coherences and the coherences between the Zeeman s
will also be nonzero. In such a complicated four-level system, the optical properti
the medium with respect to the probe field will change substantially: One of the no
modes can be amplified in the absence of inversion between the ground and excited
and of inversion between any pair of sublevels of the ground and excited states.

a) Coherent pump field.For a coherent pump field we found the susceptibility ten
of the medium in analytical form at exact resonance of the pump field and a probe
in the case of equal g factors of the ground and excited states (V15V). The linear
absorption coefficients~gains! of the normal modes of the probe field were found. It w
found that one of the normal modes can be amplified. For this mode, an equation
mining the boundary between the regions of absorption and amplification for one o
normal modes was found. This equation is a polynomial of degree 10 in (uWu/g)2 and
(V/g)2; we do not present it here because of its complexity. As numerical calcula
show, only one root of the equation is physically meaningful. The computational re
are presented in Fig. 2. As one can see, amplification of the probe field is pos
including in weak magnetic fields,V ! g . In this case gain occurs when the Ra
frequency of the pump field is greater than a critical valueuWuc'1.95AgV. In strong
magnetic fields~V @ g! gain occurs ifuWu.uWcu'1.19AgV. As numerical calcula-
tions of the line shape of the probe field showed, at exact resonance of the pump fie
gain is maximum at line center.

To interpret the effect we examined amplification in a basis of dressed states~eigen-
states of the HamiltonianĤ8) in the limit of strong fieldsuWu, V@g. We found that
amplification does not reduce to inversion in the basis of dressed states. Therefor
in the basis of dressed states amplification is a consequence of coherence effec
four-level atomic system.

The results presented above were all obtained without taking into account the
tion of the atoms. It is clear that in a Doppler-broadened medium with orthogonal p

FIG. 1. Diagram of the atomic levels and transitions with the quantization axis along the wave vector
pump field: The thick line shows transitions induced by the pump field, the dashed lines show spont
transitions, and the fine lines show transitions caused by a magnetic field.
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gation of optical fields, the pump and probe fields will interact with different velo
groups of atoms. This can result in a decrease or vanishing of the amplification o
probe field. Thus it is of interest to examine the case of pumping with a wide spec

b) Pump field with a wide spectrum.In studying the interaction of atoms with
wide-band pump, we assumed that the spectrum is narrower than the splitting be

FIG. 3. Numerical calculations of the linear absorption coefficient for a normal mode as a function of the
frequency for different values of the Larmor frequency: a! V 50.8b; b! V 5b; c! V 52b. The regions where
the coefficient is positive correspond to amplification.

FIG. 2. Regions of absorption and amplification of a normal mode in the case of a coherent pump fie
equal g factors of the ground and excited states.
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fine ~hyperfine! structure components, and the two-level atom approximation is valid
the limit b@g, V, W ~i.e., b→`), both normal modes are absorbed. However, in
caseb@g and strong optical and magnetic fields,V;b, W;b, one of the normal modes
can be amplified~Fig. 3!. This is the main difference from the case of coherent pump
where gain is possible in weak fields. Thus, as long as the diffusion of the phase
pump field is comparable to the precession frequency and the Rabi frequency, a
coherence effects can cause absorption to give way to amplification. Just as a
coherent pump field, the gain is maximum at exact resonance for the probe field.

In conclusion, we note that atomic coherence effects in schemes for gain wi
inversion, where a strong coherent ‘‘control’’ field is used, depend strongly on the
tuations of the ‘‘control’’ field. A strong decrease in the gain when the width of
spectrum of the ‘‘control’’ field becomes of the order of the radiation width of the exc
level was demonstrated in Refs. 15 and 16 forL and V schemes. In our scheme th
atomic coherence effects are due to the combined action of the pump field and
magnetic field. In this case the amplification of the probe field can occur in the pres
of pumping of atoms by an optical field with a spectrum of finite width. In addition
strong optical and magnetic fields the width of the spectrum can be much greater th
radiation width of the excited level. In this case an atomic medium acts as a ‘‘conve
of partially coherent into coherent light.

a!e-mail: llf@admin.nsu.ru
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Special features of wide-band EPR spectroscopy
of singlet states in weak magnetic fields

V. F. Tarasova)

Kazan Physicotechnical Institute, Kazan Science Center, Russian Academy of Scienc
420029 Kazan, Russia

~Submitted 24 July 1998!
Pis’ma Zh. Éksp. Teor. Fiz.68, No. 5, 370–375~10 September 1998!

A resonance change in microwave absorption in zero magnetic field,
which is not due to magnetic-field dependence of the energy levels of
the spin systems, is observed for a number of non-Kramers paramag-
netic ions (Cr21, Ni21, Fe21) in synthetic forsterite. It is shown that
these signals could be due to narrowing of the homogeneous spin
packet of an inhomogeneously broadened EPR line in zero magnetic
field. © 1998 American Institute of Physics.
@S0021-3640~98!00417-4#

PACS numbers: 76.30.2v, 33.35.1r

Electron paramagnetic resonance~EPR!, which was discovered in 1944, is now on
of the most informative physical methods for investigating paramagnetic centers in s
at the microscopic level. However, this is completely true only for Kramers ions, wit
odd number of electrons. For non-Kramers ions, with an integral magnetic momen
system of electronic spin levels in crystal fields of low symmetry often splits into
glets. The energy splitting between these singlets depends on the structure of the
and the nature of the paramagnetic center, and it can vary over wide limits. Often it
large to detect resonance transitions between these levels by means of ordinar
spectrometers.

In this connection, wideband tunable quasioptical spectrometers with coheren
crowave radiation generators based on backward wave tubes provide great poss
for studying non-Kramers ions in low-symmetry crystal fields.1–4 Their frequency can be
tuned over a quite wide continuous range, making it possible to perform investigatio
a range of frequencies from 50 to 1000 GHz. Wideband EPR spectroscopy ma
possible to detect resonance transitions in zero magnetic field. In many cases, th
pands and supplements information obtained about spin systems when studying
nance transitions in high fields.5 However, EPR spectroscopy of singlet states in we
magnetic fields has certain peculiarities. This is due to the fact that in the absenc
magnetic field the magnetic momentm of a singlet state equals zero. For this reason,
energy of an isolated singlet level does not depend on the magnetic field. In a s
consisting of two singlet states with wave functionsc1 andc2 a dependence of the leve
energies on the magnetic field appears if the magnetic moment operatorJ possesses
3940021-3640/98/68(5)/6/$15.00 © 1998 American Institute of Physics
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nonzero off-diagonal matrix elementsM125^c1uJuc2&. Then the difference of the leve
energies in a magnetic field is determined by the expression

W5A~D!21~2gbB!2uM12u2, ~1!

where D is the energy difference between the levels,g is the spectroscopic splitting
factor,b is the Bohr magneton, andB is the magnetic induction. In weak magnetic field
when gbBuM12u!D/2, the splitting between the levels depends quadratically on
magnetic field:

W5DS 112
g2b2uM12u2B2

D2 D . ~2!

If the number of spin levels whose states are mixed by the magnetic field is gr
than two, the dependence ofW on B can be quite complicated. Nonetheless, in we
magnetic fields the energy of a singlet state is, to a good approximation, proportio
B2. In standard EPR spectrometers the magnetic field dependence of the micr
absorption is measured. In addition, as a rule, the magnetic field is modulated in m
tude and the spectrum has the form of the derivative of the absorption signal.
standard procedure is used for spectroscopy of singlet states in weak magnetic fiel
resonance lines will be broadened, while their intensity should drop as the frequen
which the spectrum is recorded approaches the splitting in a crystal field. No si
should be observed near zero magnetic field, sincedW/dB;0. Despite this, we have
previously observed experimentally additional resonance signals due to a strong c
in the resonant microwave absorption by paramagnetic ions6 in zero magnetic field for a
number of non-Kramers ions of the iron group in synthetic forsterite (Cr21, Ni21, and
Fe21).

In the present work we have made a detailed experimental investigation of
signals for a resonance transition withD596.4 GHz. Here we propose a possible mec
nism for the formation of these signals. Earlier, we identified this transition tentative
a transition between the statesu62& of the Fe21 ion in an octahedrally coordinate
positionM1. The crystal lattice of forsterite has four magnetically nonequivalent cen
of this type, the projections of whose principal axes are tilted away from thea axis of the
lattice by angles of63.5° and613° in theab andac planes, respectively.7 The experi-
ments were performed in the Voigt geometry, i.e., the wave vectork of plane-polarized
microwave radiation was perpendicular to the vectorB. The orientation of the sample
corresponded tokic andBia, and the microwave magnetic field vectorB1 could rotate in
theab plane. Figure 1 shows examples of the spectra at different frequencies for a s
at temperature 4.2 K. One can see that, just as expected, as the spectrometer fre
decreases, the resonance field decreases and the linewidth in the magnetic scan in
Additional signals atB50 are present in the spectrac andd. Investigation of the char-
acteristics of these signals showed that they are observed in a narrow frequency
corresponding to the width of the resonance transition line in zero magnetic fiel
contrast to ordinary EPR signals, for them the line center always corresponds toB50.
The amplitude of the signals depended strongly on the orientation of the sample
magnetic field. In addition, for some orientations the phase of the signal was inve
Further investigations led us to conclude that the zero-field resonance lines are a c
nation of at least two different signals. A signal of the first type is shown in spectrue



d by
field

ases
igure

h
nces
.
its
mpli-

of
e

field.

t for
e are

urther
Only

gnals
gnetic

rent

396 JETP Lett., Vol. 68, No. 5, 10 Sept. 1998 V. F. Tarasov
in Fig. 1. It is approximately Lorentzian with the peaks of the derivative separate
12 G. The spectrum was recorded with a modulation amplitude of the magnetic
DB58 G. As DB decreases, the amplitude of the signal of the first type decre
rapidly, and at the same time a signal of the second type with wide wings appears. F
1f, where the scale is increased by a factor of 30, shows this signal recorded witDB
50.25 G. Aside from the shape, the signals of different types differ in the depende
of the amplitude on the orientation of the vectorB1 relative to the crystallographic axes
As B1 rotates in theab plane, the signal of the first type does not change polarity;
polarity corresponds to a decrease in the zero-field absorption coefficient, and its a
tude I 1 is described quite well by the dependenceI 1;cos4u, whereu is the angle be-
tween the directions ofB1 andB (Bia). The dependence of the amplitude of signals
the second type on the orientation ofB1 in the ab plane is complicated and cannot b
described by simple functions for arbitrary orientation of the sample in a magnetic
Characteristically, the polarity of these signals changes as the vectorB1 rotates, i.e., a
maximum or minimum of absorption can occur in zero magnetic field. We note tha
B1 orientations in which signals of the first type are weak, signals of the second typ
detected for large values ofDB also.

The nature of signals of the second type has not yet been determined. F
investigations are required to determine the mechanism leading to their formation.
the nature of signals of the first type will be discussed below. In our opinion, these si
appear in connection with a characteristic feature of the singlet states of parama
ions in weak magnetic fields, specifically, the dependence ofm on B. For singlet states
with gbBuM12u!D/2 the magnetism is of a polarizational character, andm is propor-
tional to the magnetic field

FIG. 1. EPR signals of a center with 96.4 GHz splitting in a crystal field in synthetic forsterite at diffe
frequencies: a! 97.5 GHz, b! 97.0 GHz, c! 96.6 GHz, d! 96.5 GHz, e! 96.4 GHz (DB058 G), f! 96.4 GHz
(DB050.25 G).
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m54
g2b2uM12u2

D2
B. ~3!

For this reason the secular part of the dipole–dipole interactions atB50 vanishes. The
nonsecular part of the dipole–dipole interactions does not depend on the magnetic
but it is small for an inhomogeneously broadened line. For this reason, forB50 strong
narrowing of a homogeneous packet occurs. Since the secular part of the dipole–
interactions is proportional tom2, the dependence of the width of the homogene
packet on the field can be written in the formd5C1D•B2, whereC is the magnitude of
the homogeneous broadening due to the mechanisms which are unrelated with the
part of the dipole–dipole interaction, andD is a coefficient of proportionality.

At the same time, it is well known that for an inhomogeneously broadened EPR
the resonance absorption coefficient depends on the spin–spin and spin–lattice rela
timesT2 andT1 when saturation effects are taken into account.8,9 In Ref. 9, forS51/2
and a Lorentzian form of the homogeneous packet, a simple expression was obtain
the resonance contribution to the magnetic susceptibility:

x5
1

2
x0vh~v2v0!

1

~11g2B1
2T1T2!1/2

. ~4!

Here x0 is the static magnetic susceptibility,v0 is the resonance frequency, andh(v
2v0) is the shape of the inhomogeneously broadened EPR line. Extending this e
sion to arbitrary spin10 gives an expression for the microwave power absorbed by the
system per unit time:

P5
1

4
x0vh~v2v0!

B1
2

~11g2B1
2uM1,2u2T1T2!1/2

. ~5!

The physical picture of theT2 dependence of the absorbed power is quite simpl11

Only resonant spins absorb microwave energy. On account of the dipole–dipole in
tion the excitation spreads to all spins in a homogeneous packet of widthd51/T2 and is
transferred to the lattice in the process of spin–lattice relaxation. Therefore the
lattice relaxation efficiency depends on the number of spins in the homogeneous p
As the packet width changes, the degree of saturation of the homogeneous pack
therefore the resonance absorption coefficient both change. The shape of the ob
signals is described quite well by expression~5! when the dependence ofT2 on B is taken
into account. The curve in Fig. 2 shows the computed dependence of the derivative
absorption as a function ofB; the points correspond to the experimental spectrum. In
calculation, the parametersC and D were chosen so as to obtain the best agreem
between theory and experiment. Thus, analysis of the shape of the zero-field s
yields a relation between the magnetic-field-independent part of the homogeneous
ening and the contribution of the secular part of the dipole–dipole interactions. Unf
nately, the absolute values of these contributions to the homogeneous width of a
packet cannot be obtained on the basis of existing experimental data.

Analysis of expression~5! shows that the amplitude of the zero-field signals sho
be proportional to (B1)4, i.e., to the squared intensity of the microwave radiati
An experimental check confirmed this dependence. Figure 3 displays the experim
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dependences of the amplitudes of ordinary EPR signals~squares! and the zero-field signa
~circles! versus the intensity of the microwave radiation. The lines correspond to li
and quadratic dependences. An explanation of the orientational dependence of the
amplitude is obtained in this model. In our case of a transition between the s
u62& in a spin system with spinS52, the wave functions of the states in the fir
approximation have the form12

FIG. 2. Comparison of the experimental zero-field spectrum of a resonance signal at 96.5 GHz~squares! with
the calculation~line!.

FIG. 3. Amplitudes of ordinary EPR signals~squares! and the zero-field signal~circles! versus the intensity of
the microwave radiation; curves — linear and quadratic dependences.
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c1,25
1

A2
~a1u12&6a2u22&), ~6!

wherea15a2 for B50. For such states only thez component of the magnetic dipol
moment operator possesses nonzero matrix elements. For this reason, the probab
magnetic dipole transitions between these states is proportional to (B1cosu)2, and in Eq.
~4! one should useB1cosu instead ofB1 . Thus, when the vectorB1 deviates from the
principal axis of the center, the amplitude of the signals should decrease as (cosu)4, as
was in fact observed experimentally.

We note that other spectroscopic manifestations of the dependence ofm on B had
been observed earlier. In the case that the resonance line is inhomogeneously bro
by the superhyperfine interaction, the linewidth was observed to decrease in weak
netic fields.13 The effect that we observed is due to a different manifestation of
dependence, specifically, narrowing of a homogeneous spin packet inside an inho
neously broadened EPR line. Its presence indicates that the broadening of res
transitions is inhomogeneous and that the dipole–dipole interactions make the dom
contribution to the width of a homogeneous packet. Since in our case no decreas
observed in the zero-field inhomogeneous line width, it is obvious that for the g
center inhomogeneous broadening is due to the variance of the local crystal fields

On the whole, wideband EPR spectroscopy in weak magnetic fields yields addi
information about the line shape and nature of the broadening of resonance tran
that is lost in stationary methods when working in high magnetic fields. These dat
especially valuable for the submillimeter frequency range, where there are no p
spectrometers.

I thank K. M. Salikhov for helpful discussions. This work was supported by a G
from the Academy of Sciences of Tatarstan.

a!e-mail: tarasov@dionis.kfti.kcn.ru

1E. A. Vinogradov, N. A. Irisova, T. S. Mandel’shtam, and T. A. Shmaonov, Prib. Tekh. E´ ksp., No. 5, 192
~1967!.

2J. Magarino, J. Tuchendler, J. P. D’Haenens, and A. Linz, Phys. Rev. B13, 2805~1976!.
3M. Motokawa, H. Ohta, and N. Maki, Int. J. Infrared Millim. Waves12, 149 ~1991!.
4V. F. Tarasov and G. S. Shakurov, Appl. Magn. Reson.2, 571 ~1991!.
5R. Bramley, Int. Rev. Phys. Chem.5, 211 ~1986!.
6G. S. Shakurov and V. F. Tarasov, Proc. Soc. Photo-Opt. Instrum. Eng.3176, 25 ~1977!.
7V. F. Tarasov and Sh. S. Shakurov, Opt. Spektrosk.81, 962 ~1996! @Opt. Spectrosc.81, 880 ~1996!#.
8A. M. Portis, Phys. Rev.91, 1071~1953!.
9T. G. Castner Jr., Phys. Rev.115, 1506~1959!.

10S. A. Al’tshuler and B. M. Kozyrev,Electronic Paramagnetic Resonance of Compounds of Intermed
Group Elements@in Russian#, Nauka, Moscow, 1972.

11K. I. Zamaraev, Yu. N. Molin, K. M. Salikhov,Spin Exchange. Theory and Physicochemical Applications@in
Russian#, Nauka, Novosibirsk, 1977.

12A. Abragam and B. Bleaney,Electron Paramagnetic Resonance of Transition Ions, Clarendon Press, Oxford
1970 @Russian translation, Mir, Moscow, 1972#.

13R. Bramley and S. J. Strach, J. Magn. Reson.61, 245 ~1985!.

Translated by M. E. Alferieff



-
unda-
cts.

sting

tion
ge of
non.

e ex-

n this
nge

isotropy

tore-

ilver
tron-

f coils,
The

JETP LETTERS VOLUME 68, NUMBER 5 10 SEPT. 1998
Polariton enhancement of the Faraday magnetooptic
effect

V. E. Kochergin,a) A. Yu. Toporov, and M. V. Vale ko
Institute of General Physics, Russian Academy of Sciences, 117942 Moscow, Russia

~Submitted 28 July 1998!
Pis’ma Zh. Éksp. Teor. Fiz.68, No. 5, 376–379~10 September 1998!

Enhancement of the Faraday magnetooptic effect by the excitation of
surface polariton on an interface between an iron garnet and silver is
observed. The main contribution to this effect is due to the rotation of
the polarization of a surface polariton as the polariton propagates along
the interface. ©1998 American Institute of Physics.
@S0021-3640~98!00517-9#

PACS numbers: 78.20.Ls, 71.381i

Surface polaritons~SPs! in combination with the action of different types of influ
ences on surfaces and on thin-film structures are of great interest from both the f
mental and applied standpoints.1,2 Specifically, SPs can enhance magnetooptic effe
Existing data show enhancement of the Kerr magnetooptic effect~KMOE! by SP exci-
tation on the interface of a magnetic metal film and air, in multilayer structures consi
of a precious metal and a ferromagnetic metal, or in Co–Cu superlattices.3–5 It has also
been suggested that polariton enhancement of the Faraday magnetooptic effect~FMOE!
can be obtained in a structure consisting of a bismuth-containing iron garnet~Bi-IG!
coated with a metallic film.6 In the present letter we report the experimental observa
of FMOE enhancement by SP excitation in a similar structure with double passa
light through a Bi-IG film, and we analyze the physical mechanisms of this phenome

The experimental arrangement is displayed in Fig. 1. Surface polaritons wer
cited on the interface between a silver film3 and a Bi-IG film2 by means of a diffraction
grating. The grating method of SP excitation is the only method that can be used i
configuration because of the high refractive index of Bi-IG in the visible ra
(n52.17 at wavelengthl50.63mm). The samples were unilateral Bi-IG films, 1.96mm
thick, grown by liquid-phase epitaxy on 300-mm thick gadolinium gallium garnet~111!
substrates. The samples possessed easy-plane anisotropy with saturation and an
fields of 0.9 Oe and 2 Oe, respectively. A grating with periodT50.7 mm and depth
h50.3 mm was prepared on the Bi-IG surface by a holographic method with a pho
sist illuminated by He–Cd laser radiation (l50.44mm), followed by ion etching. The
lattice vector was parallel to one of the easy axes of the Bi-IG film. A 60-nm thick s
film and a 20-nm thick protective gold layer were deposited on the grating by elec
beam evaporation at 1026 torr.

The structure prepared in this manner was placed between two crossed pairs o
which produced magnetic fields up to 20 Oe, sufficient to saturate the Bi-IG film.
4000021-3640/98/68(5)/4/$15.00 © 1998 American Institute of Physics



–Ne
e of
n 0.5
etry
ed in
OE
mea-

ect

ce
n the
n

ty
of
a
f the
ani-

ap-
pli-

whose
eason,

lar-

Ps and
ame.

ture
s-

act

401JETP Lett., Vol. 68, No. 5, 10 Sept. 1998 Kochergin et al.
field was directed along a lattice vector in the Bi-IG film plane. A single-mode He
laser with wavelengthl50.63mm and 1 mrad divergence was used as the sourc
radiation. The angle of incidence of the radiation on the structure was set to withi
min. Radiation in the (11)st diffraction order was used to excite SPs. For the geom
used in the experiment, it was convenient to detect the FMOE for radiation diffract
the (21)st order. Moreover, this made it possible to avoid the influence of the KM
associated with the specular reflection from the Bi-IG film–substrate interface. The
surements were performed in an ac magnetic field with a differential~balance!
polarimeter.7,8 The incident radiation was linearly polarized at a angle of 45° with resp
to the plane of incidence.

The amplitudesSsum and Sdif of the sum and difference signals of the balan
polarimeter were measured as functions of the angle of incidence of the light o
structure. The amplitudeSsum is the proportional to the total intensity of the radiatio
diffracted in (21)st order, whileSdif is proportional to the product of the total intensi
of the radiation in the (21)st diffraction order and the angle of rotation of the plane
polarization. The angular dependence ofSsum is displayed in Fig. 2. One can see
minimum corresponding to SP excitation. Since, in additon to Faraday rotation o
polarization there is also energy transfer from the radiation to the SPs, which is m
fested differently for thep- and s-polarized components of the radiation, hysteresis
pears inSsum as a function of the applied magnetic field. The dependence of the am
tude of the hysteresis loop on the angle of incidence has a resonance maximum
position and shape is the same as that of the minimum in Fig. 2. For the same r
hysteresis as a function of the magnetic field is also observed forSdif . The angular
dependence of the ratioSdif /Ssum characterizes the angle of rotation the plane of po
ization of the light as it interacts with the structure and is presented in Fig. 3~curve1!.
One can see that this ratio increases for angles corresponding to the excitation of S
that the angular positions of the FMOE maximum and reflection minimum are the s

The rotation of the plane of polarization of the light as it interacts with the struc
under study can be due to three effects: 1! Faraday rotation accompanying double pa
sage through the Bi–IG film; 2! change in the polarization of the light caused by the f
that the action of the magnetic field on the magnetooptic material~Bi-IG! influences the
difference of the amplitudes and phases of the reflection~reradiation! coefficients of the

FIG. 1. Optical scheme of the measurements:1 — gallium–gadolinium garnet substrate;2 — Bi-containing
iron-garnet film;3 — silver film; 4 — gold film.



f the

an be
ed

that

the
vior of

i-

402 JETP Lett., Vol. 68, No. 5, 10 Sept. 1998 Kochergin et al.
p and s components from the Bi-IG–silver interface; and, 3! rotation of the plane of
polarization of a SP propagating along the Bi-IG–silver interface. The influence o
first effect has been well studied and is described in the literature.9 The second effect
intensifies under conditions when SPs are excited, and its contribution likewise c
calculated by well-known methods.10 The total contribution of effects 1 and 2, calculat
on the basis of the experimental curves ofSsum and Sdif and the amplitudes of the
hysteresis loops, is presented for the same structure in Fig. 3~curve2!. Thus, the differ-
ence of curves1 and2 in Fig. 3 should be attributed to the third effect. One can see
it enhances the FMOE by approximately a factor of 5.

The calculation of the third effect is a complicated problem, which falls outside
scope of the present letter, since an adequate physical model describing the beha

FIG. 2. Angular dependence of the total signalSsum.

FIG. 3. Angular dependence of the signal ratioSdif /Ssum: 1 — experimental curve under SP excitation cond
tions; 2 — computed curve, in which the rotation of the polarization of the SP is excluded.
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SPs in gyrotropic media does not yet exist. The problem is that, on the one
according to Maxwell’s equations, SPs in isotropic media can exist only in the form
p-polarized wave, and any rotation of the plane of polarization of this wave will lea
additional dissipation of energy. On the other hand, in the Faraday-effect geometr
can exist in the form of a two-wave solution of Maxwell’s equations, thereby admit
the existence of as-polarized component of the SP.2 Qualitatively, the conclusion that th
third effect plays a dominant role agrees with the fact that the distance traveled by S
the structure studied is approximately an order of magnitude greater than the thickn
the Bi-IG film, and the main rotation of the plane of polarization in the observed FM
occurs over this distance.

In summary, we observed experimentally the enhancement of the FMOE by e
tion of surface polaritons. Rotation of the polarization of SPs propagating along
interface between the metal and the gyrotropic medium makes the main contribut
the effect. The coefficient of enhancement can be increased by optimizing the para
of the structure in which the SP is excited and by fabricating a structure in which
excitation of far-ranging SPs can occur.

We thank the staff of the laboratory of Professor V. A. Sychugov for preparing
gratings and A. A. Beloglazov for helpful discussions. This work was supported by
Russian Fund for Fundamental Research, Grant 98-02-17421.
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Field-asymmetric transverse magnetoresistance
in a nonmagnetic quantum-size structure

A. A. Gorbatsevich, Yu. V. Kopaev, I. V. Kucherenko, O. E. Omel’yanovski ,
and V. I. Tsebroa)

P. N. Lebedev Physics Institute, Russian Academy of Sciences, 117924 Moscow, Ru

V. V. Kapaev
Moscow Institute of Electronics, 103498 Moscow, Russia

~Submitted 15 July 1998!
Pis’ma Zh. Éksp. Teor. Fiz.68, No. 5, 380–385~10 September 1998!

A new phenomenon is observed experimentally in a heavily doped
asymmetric quantum-size structure in a magnetic field parallel to the
quantum-well layers — a transverse magnetoresistance which is asym-
metric in the field~there can even be a channge in sign! and is observed
in the case that the structure has a built-in lateral electric field. A model
of the effect is proposed. The observed asymmetry of the magnetore-
sistance is attributed to an additional current contribution that arises
under nonequilibrium conditions and that is linear in the gradient of the
electrochemical potential and proportional to the parameter character-
izing the asymmetry of the spectrum with respect to the quasimomen-
tum. © 1998 American Institute of Physics.
@S0021-3640~98!00617-3#

PACS numbers: 72.15.Gd, 72.20.My, 73.20.Dx

1. An artificially grown asymmetric quantum-size structure in a magnetic field
ented parallel to the quantum-well layers is a system with broken fundamental sy
tries with respect to inversion of the coordinates and to time reversal. These sym
breakings lead to unusual macroscopic properties. Specifically, it has been s
theoretically1,2 that such a system can possess anomalously large photogalvani
magnetoelectric effects. The large values of the photogalvanic effect were confi
experimentally in Refs. 3 and 4.

In the present letter we report the observation of a fundamentally new phenom
— a transverse magnetoresistance which is asymmetric with respect to the sign
field — arising in an asymmetric quantum-size structure. The effect is observed i
case when a built-in lateral electric field exists in the structure. This usually happen
small region near the fused-in metal contact.

2. Our experimental GaAs/AlxGa12xAs (x50.34) nanostructure is a heavily dope
singlei-GaAs quantum well having average width~300 Å! and bounded on both sides b
;300 Å wide AlxGa12xAs barrier layers, uniformly doped with silicon to volume dens
cSi ;1018 cm23. The well is separated from the doped barrier regions byi -Al xGa12xAs
spacer layers;100 Å wide.
4040021-3640/98/68(5)/8/$15.00 © 1998 American Institute of Physics
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A quantum-mechanical calculation of the space-quantization energy levels in
geometry showed that there are three levels below the Fermi levelEF : E1, E2, andE3,
such thatEF2E1'32 meV,E22E1'5 –6 meV, andEF2E3'1 –5 meV. The levelsE1

and E2 are located slightly below the convex bottom of the quantum well, so that
structure can be viewed as a bilayer two-dimensional electronic system~see Fig. 1!.

The electronic parameters of the system were determined from measurements
Hall effect and Shubnikov–de Haas oscillations with the magnetic field oriented
direction normal to the plane of the nanostructure. The experimental value of the F
energy is EF5(\e/m* c)(1/D(1/H))'32 meV ~at m* 50.067me), and the two-
dimensional charge-carrier densityn5(e/p\c)(1/D(1/H))'0.931012 cm22 was found
to be approximately two times smaller than the carrier density determined from the
constantRH in weak magnetic fieldsn51/ecRH'1.931012 cm22. These data show tha
in accordance with the model calculation the carrier densities in the two bottom sub
are approximately equal, and the population of the third subband is extremely
because of the closeness of the bottom of this subband to the Fermi level.

FIG. 1. Computed potential profile~a! of the conduction band bottom in the direction of the growth axis of
nanostructure; Fermi contours~b! and dispersion curves~c! for the three bottom subbands in 1 kOe~dot-and-
dash curves! and 70 kOe~solid curves! magnetic fields.
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The degree of asymmetry of the nanostructure can be judged according to the
tion of the dispersion curves~Fig. 1c! and the shape of the Fermi contours~Fig. 1b! as a
function of the magnetic field for each filled subband~charge-carrier motion is confine
to thex–y plane, and the magnetic field is directed along they axis!. One can see tha
despite the very small difference of the potential energy profile of the nanostructure
left and right of the interfaces (;20 meV!, the magnetic field distorts the charge-carr
spectrum very strongly, deforming the Fermi contour along thex axis and leading to a
very strong asymmetry of the dispersion curvesE(kx).

3. The magnetoresistance measurements were performed by the standard
contact method with dc current. The potential contacts were of two types: a! fused-in
metallic ~indium! contacts~in this case the sections of the near-contact region of
nanostructure with a built-in lateral electric field contribute to the measured elec
resistance!, and b! lithographically prepared lateral contacts through etched-out ex
sions of the nanostructure itself~in this case the near-contact region with the built
electric field does not make a contribution!.

a) Fused-in indium potential contacts.In this configuration the samples had a re
angular shape with the dimensions;238 mm and two current contacts fused in alo
the entire width of the sample and two;0.5 mm fused-in potential contacts along o
side of the sample, as shown in the upper part of Fig. 2.

Figure 2 shows the measurements of the transverse magnetoresistance at
helium ~curve a! and room~curve b! temperatures for both directions of the magne
field. One can see that at liquid-helium temperature there is a strong negative tran
magnetoresistance (DR(H)/R(0);20.4 at H575 kOe!, which differs by;10% for
opposite orientations of the magnetic field, i.e., asymmetrically with respect to the d
tion of H. At room temperature the magnetoresistance decreases strongly in ab

FIG. 2. Curves of the transverse magnetoresistance at liquid-helium~a! and room~b! temperatures for opposite
orientations of the magnetic field. The geometry of the contacts is shown in the top portion of the figur
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magnitude to;0.01 in strong magnetic fields, and it becomes asymmetric inH with
respect to not only the magnitude but also the shape of the curvesDR(H)/R(0)
~curve b!.

It should be emphasized particularly that neither the magnitude nor the sign o
asymmetry of the transverse magnetoresistance depends on the direction of the me
currentJ through the sample for a fixed direction of the magnetic field, i.e., they
determined not by the relative orientation of the vectorsH andJ ~provided thatH'J) but
by the relative orientation of the vectorH and the vectorl in the direction of the growth
axis (H' l).

If the field dependence of the transverse magnetoresistance, measured for one
tion of H is subtracted from the corresponding dependence measured for the op
direction, then in all cases there is a strictly linear dependence of the difference ob
on the absolute magnitude ofH. This fact is illustrated especially well by the da
obtained at room temperature, where the magnetoresistance is small and the depe
DR(H)/R(0) has a pronounced nonmonotonic character~Fig. 3!.

We note that when the sample is rotated so that the vectorH is parallel to the current
vector J ~the case of longitudinal magnetoresistance!, the magnitude, and at high tem
peratures even the sign of the magnetoresistance change, but the important fact is
asymmetry of theDR(H)/R(0) curves vanishes completely~Fig. 4!.

b) Combined fused-in and lithographic potential contacts.The region of the nano-
structure near the fused-in metallic contact is a region with the built-in lateral ele
field.b! This electric field (E0), as will be noted below, confers to this region a nontriv
symmetry, as a result of which there arises a correction to the conductivity~or current!
that is linear in the magnetic field. Since the observed asymmetry of the magneto
tance is proportional to the magnitude and direction ofE0, it is obvious that the magne
toresistance asymmetry measured and described above is a difference effect, w
observable to the extent that the oppositely directed built-in electric fieldsE0

1 andE0
2 in

the near-contact regions of the first and second potential contacts are unequal. F
reason, it was of interest to perform measurements of the transverse magnetoresist
samples where only one fused-in potential contact is present on one side of the s
since in this case an appreciable enhancement of the asymmetry effect should
pected.

FIG. 3. Difference between the curves of the room-temperature transverse magnetoresistance meas
opposite directions of the magnetic field, plotted versus the absolute magnitude of the field.
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The results of such measurements at liquid-helium and room temperature
shown in Fig. 5. Three potential contacts were used~see top part of Fig. 5!: one fused-in
indium contact1 and two lateral lithographic contacts2 and3, one of which was located
close to the fused-in contact1 so as to increase appreciably the contribution of
near-contact region of the fused-in contact1 to the total measured magnetoresistance
measurements of the potential difference with contacts1–2. The distance between con
tacts1 and2 was;0.3 mm and the distance between contacts2 and3 was;6 mm.

As one can see from the data presented in Fig. 5a, in the case of the po
contacts1–2 the asymmetry of the transverse magnetoresistance atT54.2 K increased
appreciably and reached;50% ~curve1a!. In the case of the potential contacts1–3 the
asymmetry was;2%, in accordance with the ratio of the distances between the con
1–2 and 1–3 ~curve 2a!. Finally, in the case of the potential contacts2–3 the magne-
toresistance curves are completely symmetric~curve3a!.

We note that the room temperature magnetoresistance~Fig. 5b! in the case of po-
tential contacts1–2 does not simply become even more asymmetric. It even beco
opposite in sign: positive for one direction of the magnetic field and negative for the
~see curve1b!.

4. The macroscopic symmetry of the asymmetric system of quantum wells
magnetic field parallel to the layers is characterized by at-odd polar vector1,2

T}H3P, ~1!

FIG. 4. Curves of the longitudinal magnetoresistance at liquid-helium~a! and room~b! temperatures for
opposite orientations of the magnetic field.
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whereH is the external magnetic field, andP is a polar vector characterizing the spat
asymmetry of the system and is directed perpendicular to the plane of the quantum
Physically, the vectorT is the toroidal moment density.5,6

Since T and the quasimomentumk have the same transformation properties,
product ofT by k is an invariant, and the energy spectrum, which can contain all pos
invariants, is asymmetric in the quasimomentum:E(k)ÞE(2k).

It is also known~see Refs. 1 and 2! on the basis of symmetry considerations th
under nonequilibrium conditions there can exist a macroscopic current

j5bT, ~2!

where the coefficientb is due to the departure from equilibrium. If the source of d
equilibrium is photoexcitation, the above-mentioned anomalously large photogal
effect is observed.3,4 However, a relation betweenj andT similar to Eq.~2! can exist if
the nonequilibrium is produced by an ordinary dissipative~Ohmic! current passed
through the system. In this case, there exists in the system a gradient of the electro
cal potential, and the dissipative coefficientb is linear in the electric fieldE: b}aL–E,
wherea is a scalar andL is a polar vector. In the samples investigated the vectorL is
determined by the built-in electrostatic field in the near-contact space-charge region
expression for the current~2! in this case can be rewritten in the form

FIG. 5. Curves of the transverse magnetoresistance at liquid-helium~a! and room~b! temperatures in the cas
of combined potential contacts. Curves1a and1b were obtained with potential contacts1–2; curves2a, 2b and
3a, 3b were obtained with contacts1–3 and2–3, respectively.
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j5a~P3H!~L–E!. ~3!

In a macroscopically nonuniform systemE is the gradient of the electrochemical pote
tial. The current contribution~3! leads in an obvious manner to an anomalous contri
tion to the electrical conductivity, one which is asymmetric with respect to the mag
field.

In the microscopic description of the effect, one must substitute into the ge
expression for the current density~where E~k! is the energy spectrum andD is the
k-space dimension!

j5E ]E~k!

]k
f ~k!

dDk

~2p!D
~4!

the distribution functionf (k) found from the kinetic equation

S v–
]

]r
2

e

\S E1
1

c
v3HD • ]

]kD f ~k,r !52
f ~k,r !2 f 0~k,r !

t
, ~5!

where t is the corresponding relaxation time,f 0(k,r ) is the equilibrium distribution
function, E52¹w(r ) is the electric field, andv5]E(k)/]k is the velocity of carriers
with the spectrumE(k) obtained by solving the Schro¨dinger equation.

For an asymmetric structure, similar to the one investigated in the present wor
quasiclassical energy spectrum to be substituted into Eq.~4! has the form

E~kx ,ky!5En~kx ,ky!1w~x!5
\2ky

2

2m
1En~kx!1w~x! , ~6!

whereEn(kx) is the size-quantized and magnetic-field-quantized energy spectrum, w
in the general case can be easily obtained numerically~see Fig. 1c!.

In a system with a built-in potential neither term on the left-hand side of Eq.~5! is
small, generally speaking, and at equilibrium they exactly compensate one another
deviation from equilibrium is small, the currentj 5nm¹F ~whereF is the electrochemi-
cal potential! flowing in the system can be taken as the corresponding small paramet
this case the kinetic equation~5! can be solved by the perturbation method. It can
shown that the first-order correction to the distribution functions does not give a co
bution to the electrical conductivity that is asymmetric with respect to the magnetic
In the case of nondegenerate charge-carrier statistics, we have for the second-ord
rection introduced in the distribution function by the effect under study

f ~2!52
e2t2

\T
f ~0!S E0•

]

]kD S v–
]

]r DF . ~7!

In this equationE052¹w0 is the electric field vector of the built-in field in our syste
~near the metallic contact!. Upon substitution of expression~7! into Eq. ~4!, the corre-
sponding contribution to the current is different from zero only if the spectrum~6! is
asymmetric with respect to the quasimomentum. The expression obtained in this m
for the current has the same form as expression~3!, where the built-in fieldE0 enters as
the vectorL .
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a!e-mail: tsebro@sci.lebedev.ru
b!Simply depositing indium on the sample surface decreases the surface barrier~see Fig. 1! to ;0.5 V. This

results in electron enrichment of the quantum well beneath the contact. On the other hand, when a m
indium contact is fused in to some depth, the potential barrier approaches the quantum well, as a r
which the region beneath and in direct proximity to the contact becomes depleted of carriers. This de
near-contact region possesses a very high resistivity, and for this reason, despite its small size~estimated as
;1210 mm!, its field-asymmetric contribution to the magnetoresistance turns out to be very considerab
determines the asymmetry of the transverse magnetoresistance of the sample as a whole.

1A. A. Gorbatsevich, V. V. Kapaev, and Yu. V. Kopaev, JETP Lett.57, 580 ~1993!.
2A. A. Gorbatsevich, V. V. Kapaev, and Yu. V. Kopaev, Ferroelectrics161, 303 ~1994!.
3Yu. A. Aleshchenko, I. D. Voronova, S. P. Grishechkinaet al., JETP Lett.58, 384 ~1993!.
4O. E. Omel’yanovski�, V. I. Tsebro, and V. I. Kadushkin, JETP Lett.63, 209 ~1996!.
5V. L. Ginzburg, A. A. Gorbatsevich, Yu. V. Kopaev, and B. A. Volkov, Solid State Commun.50, 339~1984!.
6A. A. Gorbatsevich, Zh. E´ ksp. Teor. Fiz.95, 1467~1989! @Sov. Phys. JETP68, 847 ~1989!#.

Translated by M. E. Alferieff
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On the splitting of the lower band of charged elementary
excitations of a two-dimensional antiferromagnet

A. F. Barabanov, O. V. Urazaev, and A. A. Kovalev
Institute of High-Pressure Physics, Russian Academy of Sciences, 142092 Troitsk,
Moscow Region, Russia

L. A. Maksimov
Kurchatov Institute Russian Science Center, Institute of Superconductivity and Solid-S
Physics, 123182 Moscow, Russia

~Submitted 27 July 1998!
Pis’ma Zh. Éksp. Teor. Fiz.68, No. 5, 386–391~10 September 1998!

A spin-polaron approach is developed on the basis of a generalized
Kondo lattice model for a two-dimensional antiferromagnet~CuO2

plane model!. This approach makes it possible to describe the splitting
of polaron bands of carriers both in the presence of long-range mag-
netic order (T50) and for a finite spin-correlation length (TÞ0) and
also can account for the strong deviation from the Luttinger theorem
and the shadow-bands effect at both zero and finite temperatures.
© 1998 American Institute of Physics.@S0021-3640~98!00717-8#

PACS numbers: 75.50.Ee, 74.20.Mn, 71.38.1i, 75.30.Mb

It is well known that in high-Tc superconductors the motion of holes in the Cu2

planes occurs against the background of an antiferromagnetic~AFM! spin substrate and
can be interpreted as a correlated motion of a hole paired with spin excitations~a spin
polaron!.1,2 Ordinarily, spin polarons are investigated in thet-J model1 and the three-
band Hubbard model.3–5 Recently it was shown explicitly that in order to describe t
hole spectral function correctly, it is important to treat elementary excitations on the
of the concept of a small-radius spin polaron.6 In Ref. 6 the spectral function of a hol
was calculated in a self-consistent Born approximation using phenomenological sc
ing of the vertex close to the antiferromagnetic vectorQ5(p,p), which describes scat
tering of a spin polaron by spin waves of the Bose condensate. As was show
Schrieffer,7 in the zeroth approximation it is important to take into account the pairin
fermions with the spin Bose condensate. This procedure requires constructing a su
sition of a local polaron and an infinite-radius polaron atT50. This construction is
nontrivial if the spin AFM substrate is treated in a spherically symmetric state~a state of
the RVB type!, and forT50 it has been developed for the model of a two-dimensio
Kondo lattice and for the Emery model.8,9

In the present work, a spin polaron, consisting of a superposition of a local pol
an intermediate-radius polaron, and an infinite-radius polaron is studied on the bas
generalized Hamiltonian of a Kondo lattice with hops to first-, second-, and third-ne
neighbors~such a Hamiltonian is adequate for the Emery model10!. This makes it pos-
4120021-3640/98/68(5)/5/$15.00 © 1998 American Institute of Physics
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sible to describe at bothT50 andTÞ0 the properties of the spectrum of elementa
excitations that are due to the splitting of the lower band — strong violation of
Luttinger theorem and the shadow bands11,12 — and to describe the continuous variatio
of the spectral density of charge carriers accompanying loss of long-range order.

The Hamiltonian of the Kondo lattice has the form

Ĥ5 Ĵ1T̂1 Î , Ĵ5J(
r

ar
1S̃rar,

~1!

T̂5tg(
r,g

ar1g
1 ar1td(

r,d
ar1d

1 ar1t2g(
r,g

ar12g
1 ar , Î 5

I

2(r,g Ŝr•Ŝr1g .

Hereg56gx6gy is the vector of nearest neighbors;d and2g52g are vectors of the
second- and third-nearest neighbors. The Fermi operatorar ,s

1 creates a hole with spin
S51/2 and spin projections/2 (s561). The notationS̃r5Sr

asa is used in the Kondo
interaction HamiltonianĴ.

To study elementary excitations on the basis of the spin-polaron approach, w
troduce the following basis of site operators:

Ar ,15ar , Ar ,25S̃rar . ~2!

To take into account an infinite-radius polaron atT50, we also include the operators

Ar , j5Q̃rAr ,i , Q̃r5N21(
r

eiQ–„r1r…S̃r1r , j 5 i 12, i 5~1 –2!, ~3!

which describe pairing of local polarons with spin excitations with long-range order.
note that forM50 the contribution from these operators vanishes. Finally, we introd
the operators

Ar , j5Q̃r
~1!Ar ,i , Q̃r

~1!5N21 (
r,qPV

eiq–„r1r…S̃r1r , j 5 i 14, i 5~1 –2!. ~4!

HereV is a small region of the Brillouin zone near the point (p,p), presented below in
Fig. 3. The summation does not includeq5Q.

The operatorsAr ,5 and Ar ,6 describe an intermediate-radius polaron, i.e., the c
pling of a local polaron with spin waves, whose momentum belongs to square re
aroundQ with linear dimensionsL.

To determine the spin-polaron spectrum« i(k) ~herei is the band number! we shall
employ the matrix of two-time retarded Green’s functionsGi , j (t,k) for the operators
Ak,s,i .

We shall solve the system of equations of motion forGi , j (v,k), using the standard
Mori–Zwanzig projection method13 and we shall confine ourselves to the previou
chosen basis of operators$Ak,s,i%. At T50 ~case 1! we study a basis consisting of si
operatorsi 51 – 6. At finite temperature~case 2! the operatorsAk,s,3 andAk,s,4 are absent
in the set of operators, since they describe an infinite-radius polaron, which exists o
the presence of long-range order.

As a result, the Green’s function has the form
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Gi , j~v,k!5(
l 51

12 Z~ i , j !
~ l ! ~k!

v2« l~k!
. ~5!

Specifically, the quantityZ(1,1)
( l ) (k) refers to the number of bare holes with fixed spins

and momentumk in the stateuk,s& of the quasiparticle band« l(k). We note that the
spectral weights~residues! Z( i , j )(k) satisfy the sum role(sZ(1,1)

(s) (k)51.

We note that the dependence of the spin-polaron excitations spectrume l on the
correlation functionM5^SQ•SQ& is manifested only when theQ-polaron statesAr ,3 and
Ar ,4 are taken into account. To determine the spectrum«(k) it is necessary to know the
spin correlation functionŝSR1

•SR2
&. We calculated them in the same manner as in R

14. Specifically, the following numerical values of the spin correlation function w
obtained atT50: ^SR•SR1g&520.332, ^SR•SR1g&520.1451M , and ^SR•SR1g&
520.1441M , whereM50.0577. The following values of the model parameters w
used:t51, t2g50.5t, td5t2g , tg52t2g , J55t2g , andI 50.5t2g , which were cho-
sen so that the minimum of the lower band would lie near the point (p/2,p/2). The value
of the parameterL, which gives for the operatorsAq,5(6) the regionV, was chosen by a
variational method for eachk in the Brillouin zone. It was found that the regionV
depends strongly onk. For example,L(0,0)50.05p andL(p,p)50.35p. The calcula-
tions were performed in the light-doping limit,n!1, n being the total number of carrier
per cell. Case 2 is represented by the temperatureT50.1I , which corresponds to a
correlation lengthj540 lattice constants.

The results for the most interesting lower bands« l(k) for k along the symmetry
direction fromG5(0,0) to M5(p,p) are presented in Figs. 1 and 2, respectively,
cases 1 and 2. Figure 3 displays the constant-energy surfaces of the first band. As o
see from Figs. 1a and 2a, the minimum of the lower band in both cases lies near the
(p/2,p/2), which is characteristic for the Emery model, and corresponds to the ex

FIG. 1. a: SpectrumEi(k) of quasiparticle excitations atT50 along the symmetric directionk5kx5ky .
E( i )(k) is the local-polaron approximation. b: ResiduesZ1,1

( i ) (k) of the electronic Green’s function̂̂ aksuaks
1 &&

which correspond to poles ofE( i )(k). The residueZ1,1
(1)(k) of the Green’s function corresponds to the ba

E(1)(k) in the local-polaron approximation.
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mentally observed spectrum.15 As one can see from these figures, the casesT50 and
TÞ0 are similar, with the exception of the vanishing of the second band in case 2, w
there is no long-range order.

Figures 1b and 2b display the number bare-carrier occupation numbers as a fu
of k for the casesT50 andTÞ0, respectively. The second band for the caseT50 has
negligible residues, and except for its presence the figures are similar. Therefore the
operatorsA1,2,3,4 at T50 can be adequately replaced by the set of operatorsA1,2,5,6when
long-range order vanishes.

FIG. 2. a: SpectrumEi(k) of quasiparticle excitations atT50.1I along the symmetric directionk5kx5ky .
E( i )(k) is the local-polaron approximation. b! ResiduesZ1,1

( i ) (k) of the electronic Green’s function̂̂ aksuaks
1 &&

which correspond to poles ofE( i )(k). The residueZ1,1
(1)(k) of the Green’s function corresponds to the ban

E(1)(k) in the local-polaron approximation.

FIG. 3. Constant-energy surfaces of the lower bandE(1)(k) at T50.1I .
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We call attention to the fact that the results of our calculations on the basis o
Mori–Zwanzig method for the lower band are qualitatively identical to the computati
results for the coherent part of the spectral functionA(q,v)52(1/p)•Im G11 by the
self-consistent Born approximation method.16 Specifically, both methods describe th
‘‘shadow-band’’ effect.11,12 According to this effect, if the motion of the electron occu
against the background of a Ne´el state with a doubled lattice period, then each cohe
peak of the spectral function will have a corresponding peak with the same energ
with wave vectorq1Q. In the case of a spherically symmetric spin state, the dista
between the two peaks is only approximately equal toQ, and, most importantly, the
heights of the peaks~i.e., the corresponding residues! differ in magnitude~in Fig. 3 the
residue at the pointP1 is 0.4, while the residue at the pointP2 is 0.2. It is important that
the shadow-band effect does not vanish atTÞ0.

We also note that the differences of the residues of the lower band in Figs. 1
2b from 1 have the effect that the Luttinger theorem is sharply violated. For examp
in our model there are 0.16 states below the Fermi level«524.0 ~see Fig. 3!, then for
the case of the same one-electron spectrum in the tight-binding model there are
states.

It is interesting that, as our calculations show, the form of the bands remains q
tatively the same right up to temperatures at which the spin correlation lengthj decreases
to 3–6 lattice constants.

This work was supported by the International Association for the Promotio
Co-operation with Scientists from the New Independent States of the Former S
Union ~INTAS! and the Russian Fund for Fundamental Research~Grants INTAS-RFBR
95-0591; RFFI 98-02-1787, 96-15-906708, and 98-02-16730! and the Russian Nationa
Superconductivity Program~Grant 93080!.
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Intraband population inversion and amplification of IR
radiation through charge-carrier injection into
quantum wells and quantum dots

L. E. Vorob’eva)

St. Petersburg State Technical University, 195251 St. Petersburg, Russia
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A mechanism is proposed for obtaining intraband population inversion
of electrons in size-quantization levels through the injection of
electron–hole pairs into thei region of a heterostructure with quantum
wells or quantum dots. Key elements of the mechanism are the simul-
taneous generation of interband (hn'Eg) near-IR radiation and the
presence of a ‘‘metastable’’ level. In quantum wells such a level can be
produced by making use of the weak overlap of the wave functions of
electrons in the levels of a quantum well of complicated configuration
and exploiting the characteristic features of the interaction of electrons
with optical phonons in polar semiconductors. In quantum dots such a
level forms as a result of the phonon bottleneck effect. Estimates are
made of the gain for mid-IR radiation in intraband optical transitions of
electrons. ©1998 American Institute of Physics.
@S0021-3640~98!00817-2#

PACS numbers: 73.20.Dx, 42.50.Gy, 33.80.Be

1. INTRODUCTION

An active search is underway for phenomena and for types of quantum-well~QW!
structures in which it is possible to obtain a population inversion between
quantization levels of electrons in the QWs~intraband population inversion!. This is of
interest because of the need for mid-IR~MIR, l'4 –15 mm! and far-IR ~FIR, l.15
mm! lasers. In these regions the development of conventional injection lasers, in w
an interband population inversion is obtained by electron–hole pair injection and
emission of radiation is due to interband radiative recombination of electrons and h
faces fundamental difficulties because of the fact that the Auger-recombination pro
ity increases as the band gapEg decreases.

Some of the proposed phenomena that give rise to intraband population invers
electrons in QWs have recently been implemented in lasers operating on intersu
transitions. Foremost among these is electron tunneling in a system of QWs in a
verse electric field,1 which is embodied in a modified form in the quantum cascade las2

Another phenomenon used in the development of an optically pumped ‘‘fountain’’ la3

are electron transitions between size-quantization levels in asymmetric QWs acc
nied by the emission of an optical phonon in the presence of interlevel optical pum
4170021-3640/98/68(5)/9/$15.00 © 1998 American Institute of Physics
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The characteristic features of the probability of electron transitions between diff
levels in tunneling-coupled asymmetric QWs with the emission of optical phonons
been successfully used to obtain population inversion and generation of MIR radia

However, the fabrication of quantum cascade lasers is a complicated technol
problem, and the use of optical pumping decreases interest in ‘‘fountain’’ lasers.

In the present letter the mechanism of population inversion of electrons in qua
wells and quantum dots~QDs! through the injection of electrons into thei region of a
heterostructure is examined. The phenomena described below opens up the possib
producing new MIR lasers operating on interlevel optical transitions of electrons.

For both QWs and QDs an important condition for obtaining population inversio
the generation of near-IR~NIR! radiation (hn'Eg) and simultaneously the presence o
‘‘metastable’’ level. In QWs such a level can be produced by adjusting the well pa
eters and using a special well configuration~for example, in the form of a rectangula
funnel!. An important role here is played by the dependence of the probability of in
level electron transitions with the emission of polarized optical phonons on the degr
overlap of the wave functions of different levels and on the wave vector of the em
phonon. In QDs the metastable level is formed on account of the so-called ph
bottleneck effect.

Although the analysis is made for specific heterostructures, the principle for ob
ing a population inversion is general and can be used to produce population invers
other types of heterostructures with QWs.

2. INTRABAND POPULATION INVERSION IN QUANTUM WELLS

As an example, we shall consider a specificn1 – i –p1 heterostructure with an
undopedi layer of Ga12xAl xAs, containing a funnel-shaped Ga12xAl xAs/GaAs quantum
well at the center~Fig. 1a!. The compositionx to the left and right of the QW increase
continuously within the layer fromx50.3 to 0.8. The narrow part of the QW consists
a GaAs layer with thicknessLN5110 Å and the wide part is formed by tw
Ga0.75Al0.25As layers 55 Å thick, so that the total width of the top part of the QW
LW5220 Å. Next, there are two Ga0.7Al0.3As layers, having a total width of approxi
mately L51000 Å, to the left and right of the QW, and these layers are followed
Ga12xAl xAs layers with a total thickness of 3mm and composition varying from
x50.3 tox50.8, forming a waveguide in thei layer for both MIR and NIR radiation.

According to the calculations, such a complicated QW contains three
quantization levels with energiesE1528,E25106, andE35206 meV~Fig. 1a!. A slight
increase in the height of a step in the QW~increasing the composition tox.0.3) results
in the appearance of another level in the QW, so that a quantum well with the ch
parameters is close to being resonant. We note that quasidiscrete levels with quant
energy and interlevel splitting of approximately 1 meV are present in the above-b
region withL51000 Å.

The electrons injected into thei region enter quasidiscrete levels in the above-bar
region and are then trapped in the levelsE1 , E2 , andE3 of the QW as a result of the
interaction with optical and acoustic lattice vibrations and elastic scattering by interf
asperities. We shall assume the temperature to be low enough that thermal ejec
electrons out of the QW levels can be neglected.
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Under stationary~but nonequilibrium! conditions the density of electrons in th
levels can be found from the following system of equations, which take only the b
processes into account:

hJA32N3W232N3W132N3~tn3
sp!2150, ~1!

hJA21N3W232N2W122N2~tn2
sp!2150, ~2!

hJA11N3W131N2W122N1~tn1
sp!212B1

stNn50. ~3!

HereN1 , N2 , andN3 are the surface electron densities in the levels 1, 2, and 3;tn i
sp is the

lifetime in the levelEi with respect to interband radiative recombination accompany
spontaneous transitions in the QW: an electron in the conduction band→ hole in the
valence band;Nn is the photon density andB1

st is a proportionality coefficient. The las
term in Eq.~3! describes the emptying of level 1 as a result of stimulated emissio
NIR. It is important in the presence of a currentJ above the threshold currentJth for

FIG. 1. a! Diagram of transitions in a quantum well in theilayer of an1 – i –p1 laser heterostructure, positio
Ei of the size-quantization levels, and the wave functions of the electrons. The solid and wavy arrows sh
electron transitions between levels with the emission of a phonon and optical transitions accompany
generation of near-IR~NIR! and middle~IR! ~MIR! radiations. b! Diagram of inter- and intrasubband electro
transitions with emission of optical phonons. The main transitions are shown. The vertical arrows show
transitions accompanying stimulated emission of MIR and NIR light. The configurations of the quantum
which give the smallest overlap of the electron wave functions in the upper and two lower levels are sh
the bottom.
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generation of NIR radiation. As follows from the experimental data,Nn;(J/Jth21) for
J.Jth . The coefficienth takes account of the fraction of electrons reaching the regio
the quantum well;A1 , A2 , andA3 are coefficients determining the electron fluxes in
the levelsE1 ,E2 , andE3. Obviously,A11A21A3.1, and the ratio of the coefficient
Ai is determined by the probabilities that electrons from above-barrier quasidiscret
els are trapped in the QW levels;Wi j is the probability of a transition from the leveli into
the levelj accompanying an interaction with optical and acoustic phonons and interf
asperities. It is known that in GaAs/AlGaAs QWs scattering by interfacial asperitie
important only for QWs with sizesLW,70 Å.4 For this reason, we shall neglect this for
of scattering in our QW. The calculations show that in our QW the probabilitiesWi j of
intersubband transitions~like the probabilityWii of intraband scattering! with the partici-
pation of acoustic phonons is much smaller~by more than an order of magnitude! than
the probabilities of scattering with emission of polarized optical~PO! phonons. For this
reason, in what follows we shall take into account only processes accompanied b
emission of PO phonons, making the assumption thatkBT!\v0 (\v0 is the PO phonon
energy!.

The probability of a transition from the stateEi(k' i) into the stateEj (k' j ) (k' is
the wave vector of an electron in a direction perpendicular to the growth axis o
structure! with emission of a PO phonon with energy\v0 equals

wji ~k' i ,k' j !5
2p

\
uM ji

POu2d@Ei~k' i !2Ej~k' j !2\v0#, ~4!

whereM ji
PO is the matrix element of the interaction with polarized optical lattice vib

tions, and

Ei , j~k' i , j !5Ei , j1\2k' i , j
2 /2me .

The total probability of a transition from the stateEi(k' i) to the subbandEj equals

Wji ~k' i !5
2p

\ (
k' j

(
qz

uCqu2uJji ~qz!u2dq',k' j 2k' i
dFEi1

\2k' i
2

2me
2Ej2

\2k' j
2

2me
2\v0G .

~5!

HereCq determines the electron–phonon interaction energy:

uCqu25
2pe2\v0

V~q'
2 1qz

2!e*
,

1

e*
5

1

e`
2

1

e0
, ~6!

whereV is the normalization volume;q' andqz are the components of the phonon wa
vector along and perpendicular to the layer;e` ande0 are the high- and low-frequenc
permittivities of the polar crystal; and,Jji equals

Jji ~qz!5E C j* ~z!e2 iqzzC i~z!dz ~7!

and is determined by the overlap of the wave functions of the levelsi and j .
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As one can see from Eq.~5!, the probability of scattering from subbandEi into
subbandEj is all the greater the smaller the value ofq' ~i.e., the smaller the energ
splitting between the levelsi and j ) and the greater the overlap of the wave functions
levels i and j , and that the probabilityWii of intraband transitions with phonon emissio
is greater than the probabilityWji of intersubband transitions. For this reason, an elect
which has entered band 2 as a result of scattering from band 3~Fig. 1! ends up at the
bottom of band 2 after two intraband scatterings and then passes from states ne
bottom of subband 2 into subband 1, where it rapidly drops to the band bottom, em
an optical phonon.

A calculation of the probabilities according to Eq.~5! for our QW ~Fig. 1a! gives
W125231012, W235431011, W135231011 s21, A150.054,A250.086, andA350.86.
Moreover,Wii @Wi j ; W13, W23!W12; and,A1 , A2!A3, which according to Eqs.~5!
and~7! is due to the small overlap of the wave functions of electrons in the levelsE1 and
E3, E2 andE3, EL andE1, andEL andE2 as compared with those for the electrons
levels E1 and E2 and EL and E3, and also, according to Eqs.~5! and ~6!, to the lower
values of the phonon wave vectorq' for the transitionsE2→E1 and EL→E3 as com-
pared with the values ofq' for the transitionsE3→E1 , E3→E2 , EL→E1 , and EL

→E2 ~Figs. 1a and 1b!. For this reason, it can be said that the levelE3 is ‘‘metastable.’’

The picture of electron motion along the levels is as follows. After emitting
optical phonon, an electron is trapped in levelE3 of the QW~Fig. 1!. Next, after emitting
a PO phonon, the electron ends up in the bandE2, and after two intraband phono
emissions it rapidly drops to the bottom of the subbandE2. Rapidly emitting a PO
phonon, the electron passes into the bandE1 and, emitting another phonon, drops to t
bottom of the bandE1 into a state near the Fermi quasilevelEF .

Summing Eqs.~1!, ~2!, and~3! we obtain

hJ>N3~tn3
sp!211N2~tn2

sp!211N1~tn1
sp!211B1

stNn ; ~8!

tn3
sp , tn2

sp , tn1
sp are approximately equal to one another, and near the threshold (J,Jth) one

hasN3 , N2!N1, and the last term can be neglected. ThenJth>h21
•N1th(tn1

sp)21.

Ordinarily, at injection levels the prevailing form of recombination in GaAs/AlGa
heterolasers near the lasing threshold is radiative recombination, andtn i

sp.102821029 s.
Let us assume that the radiation losses are such that the electron density requi
lasing equalsN1th55.531011 cm22 ~the volume density equals 0.531018 cm23), while
the lossesh50.5. Then from Eq.~8! the threshold current is approximatelyJth5180
A/cm2, which corresponds to the experimentally observed values ofJth in lasers with
QWs.

For J.Jth the main term in Eq.~8! is the last term. As already mentioned,Nn

;(J/Jth21), and it can be assumed approximately thatB1
st;N1 ~Ref. 5!. Then in the

caseJ@Jth we find from Eq.~8! thatN1 does not change as the current increases. Th
a well-known fact: After lasing starts, the probability of stimulated emission grows
the current becauseNn increases, as a result of which the electron density remains c
to the threshold value, despite the fact that the number of injected electron–hole
increases withJ.

Solving the system of equations~1! and ~2! we obtain
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N32N25hJS A3

W122W23

W12~W131W23!
2A2W12D . ~9!

Hence it follows that population inversion appears ifW12.W23 andA3.A2, which
holds well for the QW with the configuration chosen.

Substituting into Eq.~9! the numerical values presented above for the probabili
and the coefficientsAi , we obtainN3–N2563108

•J/Jth cm22.

We note that an important condition for achieving population inversion is genera
of NIR radiation. Stimulated NIR emission ‘‘dumps’’ electrons from the levelE1, and as
the currentJ increases, it maintains a constant electron density in the levelE1: N1

>N1th ~for N1th55.531011 cm22 the Fermi levelEF'20 meV!. If the stimulated NIR
emission were absent, then even forJ/Jth510 the density would become so high that
interaction would decrease the population inversion. Aside from this, because th
Fermi level increases to valuesEF.E22E1, the electrons would end up in the bandE2.

The lifetime of electrons in the levelE3 can be increased by decreasing even m
the overlap of the wave functions of electrons in the levelE3 with levels E2 and E1.
Asymmetric QWs can be used for this purpose~Fig. 1b!.

3. AMPLIFICATION OF MIR RADIATION IN QUANTUM WELLS

Following Ref. 6, we find the gain in the presence of direct optical transiti
between levels 3 and 2 can be expressed as

a325
4pe2~N32N2!cos2u

cnLW
v32uZ32u2

G

G21~\v2\v32!
2

, ~10!

whereZ325*C3* zC2dz, u is the angle between thez axis and the polarization vectorev

of the wave,G is the broadening, andn is the refractive index. Calculations forZ32 give
Z32523 Å.

For v5v32, J/Jth'15, cosu51, andG'1 meV we obtain fora the valueamax

563102 cm21. This gain is sufficient for generating MIR radiation. Optical confinem
for both MIR and NIR radiation can be accomplished by varying continuously the c
position in thei layer ~and therefore also the refractive index! from x50.31 tox50.8
over a thickness of 1.5mm to the left and right of the QW.

4. INTRABAND POPULATION INVERSION OF ELECTRONS AND AMPLIFI-
CATION OF MIR RADIATION IN QUANTUM DOTS

Consider a layer of InGaAs/GaAlAs quantum dots with surface densityN. Let the
composition and parameters of the QDs be such that there exist two levelsE1 andE2. For
certain dimensions of self-organizing InAs/GaAs QDs, for example, such a situatio
be realized for holes.7 In what follows, however, we shall talk about electrons in QD

Electrons and holes injected from then1 andp1 regions into thei region with QD
layers rapidly enter the so-called wetting layer7 ~WL! and are then captured in levels o
quantum dots~Fig. 2! in a time of approximately 10212 s ~Ref. 8!. An electron can reside
in the level E2 for quite a long time, approximately several tens of picoseconds8 on
account of the phonon bottleneck effect. For this reason, at high injection levels~for
currents above the threshold currentJth) a population inversion of electrons can b
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produced between the levelsE2 andE1 provided that the levelE1 is actively emptied by
stimulated NIR emission (hn'Eg) accompanying interband radiative recombination
electrons and holes in the QDs.

The system of equations describing the filling of the levels of ten QD layers
stationary state is

Fn2~tn2
sp!211n2S 12

n1

m1ND ~t21!
21G3105hJA2S 12

n2

m2ND , ~11!

Fn1~tn1
sp!211B1

stNn2n2S 12
n1

m1ND ~t21!
21G3105hJA1S 12

n1

m1ND , ~12!

whereN is the QD density in one layer;n1 andn2 are the electron densities in the seco
and first QD levels;m1 andm2 are the numbers of the states in the first and second le
of the QD;h is a coefficient describing losses due to recombination outside the QDst21

is the lifetime of an electron in the levelE2 with respect to a nonradiative transition to th
level E1; tn2

sp and tn1
sp are the interband radiative recombination times for spontane

~sp! transitions from the levelsE2 and E1, respectively; the coefficientsA2 and A1 are
proportional to the probabilities of capture of electrons in the levelsE2 and E1 (A2

1A1'1). The second term on the left-hand side in Eq.~12! governs the emptying of the
level E1 as a result of stimulated NIR emission. Just as in the case of QWs, we
assume that the number of NIR photons increases linearly with increasing cu
Nn}(J/Jth21), while B1

st} n1. For J.Jth the second term in Eq.~12! dominates over
the first term and can be satisfactorily approximated as (tn1

sp)21n1(J/Jth21). Such an
approximation forJ.Jth , according to Eqs.~11! and ~12!, makesn1 independent ofJ,
just as in QWs. It can be assumed with justification thatA1!A2 and t21!tn2

sp , tn1
sp .

According to Ref. 9,m152 and m254, while the density of self-organizing QDs i

FIG. 2. Diagram of transitions and position of the levels in a quantum dot in thei layer of an1 – i –p1 laser
heterostructure. WL is the wetting layer. The nonradiative transitions are shown by the solid line, tran
with photon emission are shown by a wavy line.
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approximatelyN5431010 cm22 ~Ref. 10!. For a system with ten QD layershJ5hJth

5100 A/cm2 ~Ref. 8!, and from Eqs.~11! and ~12! for J,Jth we obtain tn1
sp'1.8

31029 s, which is close to the data presented in the literature.

Now it is not difficult to use Eqs.~11! and ~12! to determinen2 as a function of
current. Let us find the current at which a population inversion and amplification of
radiation in electron transitionsE2→E1 appear. The gain equals

a2→15s12

N

L Fn2

N S 12
n1

m1ND2
n1

N S 12
n2

m2ND G , ~13!

whereL is the thickness of the QD layer, while the absorption cross sections1251.6
310215 cm2 ~Ref. 10!. Let the losses of NIR radiation be such that lasing starts when
of all states in theE1 level are filled, i.e.,n1 /m1 N52/3 ~to obtain interband population
inversion and amplification of NIR radiation it is sufficient to haven1 /m1N.1/2). Then
it follows from Eq. ~13! that a2→1.0 for n2 /m2 N51/2, which holds for a current 25
times higher than the threshold value. ForJ/Jth5100 the ration2 /m2 N52/3 and the
gain for L5100 Å, according to Eq.~13!, will equal 30 cm21. The situation improves
significantly if the QD contains three levels. Then a current only six times greater
the threshold value is required to achieve the same gain (a3→2530 cm21) in transitions
between levels 3 and 2.

Auger processes can decrease the population of levelE2. However, by adjusting the
parameters of the QDs, the wetting layer, and the GaAlAs layer, this process c
considerably weakened.11

In Ref. 12 spontaneous MIR emission (l'10–20mm! from laser structures with
InGaAs/GaAlAs quantum dots and a waveguide at 0.9mm was observed. The MIR
radiation appeared after NIR lasing started (l'0.9 mm! and increased with current
Spontaneous MIR emission from similar structures but with QWs~having, according to
the calculations, two electron and two hole levels! was an order of magnitude weaker an
did not have a current threshold. These facts agree with the bottle described abov
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Electron paramagnetic resonance in a subsystem
of structural defects as a factor in the plasticization
of NaCl crystals

Yu. I. Golovin, R. B. Morgunov, V. E. Ivanov, S. E. Zhulikov,
and A. A. Dmitrievski 
G. R. Derzhavin Tambov State University, 392622 Tambov, Russia

~Submitted 27 July 1998!
Pis’ma Zh. Éksp. Teor. Fiz.68, No. 5, 400–405~10 September 1998!

A change in the macroplastic deformation rate and an increase in the
travel distances of edge dislocations are observed in NaCl single crys-
tals placed in crossed dc and rf magnetic fields. The magnetic-field
frequencies at which softening maxima are observed correspond to the
resonance frequencies of transitions between Zeeman sublevels in para-
magnetic complexes of structural defects. ©1998 American Institute
of Physics.@S0021-3640~98!00917-7#

PACS numbers: 76.30.2v, 33.35.1r, 62.20.Fe, 81.40.Lm

Electronic magnetic effects in the physics of plasticity are observed, as a rule,
very specific conditions: at low temperatures or in high magnetic fields.1,2 These are not
necessary conditions for observing magnetic resonance in a pair of particles which
unpaired spins, if the lifetime of the pair~from the moment of creation up to formation o
a stable covalent bond! is shorter than the spin–lattice relaxation time.3 In this case, at
high temperatures even very weak magnetic fields can mix singlet and triplet state
pair at the moment it is formed and thereby change the concentration of the final pr
of the reaction.4 The recently discovered effect whereby a weak magnetic field w
inductionB;1 T influences the mobility of dislocations in ionic crystals5 and the results
of a detailed study of this effect6,7 suggest that such conditions can be satisfied in p
formed by a dislocation and a point defect. For this reason, the combined action
weak dc and microwave magnetic fields can, in principle, lead to magnetic resona
nonequilibrium complexes of defects and influence the production efficiency of sec
ary reaction products and thereby affect dislocation mobility.8

Our objective in the present work was to investigate the mobility of individual e
dislocations and macroplastic flow of crystals under conditions of simultaneous acti
crossed dc and rf magnetic fields.

We investigated the plasticity of crystals in external magnetic fields by two stan
procedures: 1! measuring the travel distances of individual dislocations, and 2! register-
ing the change in the macrodeformation diagram of crystals at the moment the m
wave field is switched on. In the experiments, we used NaCl single crystals doped
divalent metals~mainly Ca! at a level of 0.01 at.%~in investigations of microplasticity!
and 0.1 at.%~in experiments with macrodeformation! and annealed at 700 K and coole
4260021-3640/98/68(5)/6/$15.00 © 1998 American Institute of Physics
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to 293 K in 10 h. The samples were placed inside aH10 waveguide, connected to
klystron operating at frequencyn59.5 GHz and generating a flux of electromagne
field through the crystal with a power;10 mW. The waveguide was placed between
poles of an electromagnet which produced a dc magnetic field with inductionB050
20.8 T at the location of the crystal. In all experiments the vectorB0 was directed along
@001#.

In the first series of experiments we investigated the effect of dc and microw
fields on the mobility of individual edge dislocations. Their travels, initiated by exte
magnetic fields, were measured by the standard method of double chemical etching
point in the plots in this series of experiments~Fig. 1! is the result of averaging 100–40
runs of individual dislocations measured under identical conditions, while the total n
ber of individual measurements of travel distances exceeds 53103.

Double etching of the samples in the absence of external perturbations ga
average dislocation displacementL051261 mm. This displacement is due to the actio
of internal mechanical stresses and the etching out of obstacles near the surface9 The
displacement of dislocations in crystals exposed for 15 min to microwaves in the ab
of the dc magnetic field was of the same magnitude, i.e., treatment of the crystals in
magnetic field alone had no effect on dislocation mobility~Fig. 1!.

The exposure of crystals to a dc magnetic field with inductionB0,0.35 T for 15
min in the absence of microwaves did not produce an increase in the average
distanceL as compared withL0 ~Fig. 1!. An increase in dislocation travel distances und
the influence of a dc magnetic field alone occurred only forB0.0.35 T. The threshold
valueB0'0.35 T at which the travel distances in crystals exposed to a dc magnetic
first exceededL0 was close to that obtained in Ref. 10.

FIG. 1. Average dislocation travel distanceL versus the inductionB0 of a dc magnetic field applied for 15 min
1 — in the absence of a microwave field;2 — with simultaneous application of a microwave field in th
configurationB1'B0 , whereB1 is the magnetic induction of the microwave field;3 — with simultaneous
application of a microwave magnetic field in the configurationB1 i B0 . The dislocation travel distanceL0 due
to the action of an etchant in the absence of external magnetic fields is shown by the dotted line.
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Simultaneous exposure of crystals to a dc magnetic field and microwave rad
for 15 min ~in the configurationB1'B0 , whereB1 is the induction of the microwave
field! resulted in a qualitative change in the dependenceL(B0), which became nonmono
tonic in crossed fields — it acquired three peaks: atB05Bres150.1260.02 T,
B05Bres250.1860.02 T, andB05Bres350.3260.03 T ~Fig. 1!. Measurements were
performed with special care near the peaks: with a smaller step inB0 and a larger
statistical sample~up to 500 measurements per point!.

When the dc and microwave fields were applied in the configurationB1 i B0 , the
peaks in the functionL(B0) vanished and the dependence itself became virtually
same as in the absence of a microwave field~Fig. 1!.

A similar result was obtained at microwave frequencyn5152 MHz, at which a
weaker but nonetheless easily distinguishable increase in the dislocation travel dis
is also observed in a fieldBres350.005 T. Therefore peaks in the dependenceL(B0) can
be observed in a wide range of microwave frequencies by varying the induction of t
magnetic field.

It was established that when the crystals are exposed to microwave and dc ma
fields simultaneously and when they are exposed to a dc magnetic field without a m
wave field, the individual dislocations are equally likely, on average over the crysta
move in the crystallographic directions@110#, @1̄11#, @11̄0#, and@1̄1̄0# on all faces of the
sample. Therefore the role of external fields in our experiments reduced to the dep
of dislocations from obstacles, and the motion of the dislocations occurred unde
influence of random internal mechanical stresses.

In the second series of experiments we investigated the effect of the simulta
action of a dc magnetic field and a microwave field with frequencyn59.5 GHz, applied
in the configurationB1 i B0 , on the macroplastic flow rate of the crystals. Macroplas
deformation of the crystals was carried out in a ‘‘soft’’ machine with quartz rods.
machine produced a mechanical compressive stress which increased linearly with
s5st, wheres 5 const.11 An induction sensor was used for continuous recording of
length of the sample to within60.1 mm. This made it possible to construct the loadi
diagram, i.e., the dependence of the straine on s or on the running timet elapsed since
the start of loading, on a X–Y plotter.

When the microwave field was switched on in the absence of a dc magnetic fie
changes occurred in the strain ratede/dt ~Fig. 2!. This showed that any changes arisin
in the strain diagram when a microwave field is switched on in the presence of
magnetic field can be interpreted as being due to the combined effect of dc a
magnetic fields. Next, each sample was deformed to a plastic straine50.5% in 10–15
min with the magnetic field switched on. The microwave field was switched on
20–30 s during the deformation process. The combined effect of the fields on the
roplasticity was investigated in a comparatively narrow range of strains (0.1%,e
,0.5%) at the easy-glide stage.

It was established that the switching on of a microwave field below the yield s
did not produce any changes in the diagrame(t) ~Fig. 2!. Above the yield stress the
microwave field changed the slope of the strain curvede/dt. To investigate the depen
dence of the softening effect onB0 we measured the ratio of the plastic flow ra
(de/dt)2 after the microwave field was switched on to the plastic flow rate (de/dt)1
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before the field was switched on~see inset in Fig. 2!. The ratiog5(de/dt)2 /(de/dt)1

was taken as a measure of the combined effect of crossed fields on the plasticity
point on the plots in the second series of experiments is the result of 10 indiv
measurements ofg performed under identical conditions.

It was established that the dependenceg(B0) is nonmonotonic. It has a maximum a
B0'0.3 T and possibly also atB0'0.2 T ~this is indicated by the asymmetry of the pe
recorded at 0.3 T!; see Fig. 2. As a rule, switching off the microwave field restored
plastic flow rate~see inset in Fig. 2!. In a small number of cases the strain ratede/dt was
not restored after the microwave field was switched off. Therefore the combined effe
microwave and dc magnetic fields on macroplastic flow is also of a resonant char
the positions of the maxima of the softening effect being close to those observed
investigations of the travel distances of individual dislocations.

In both series of experiments described above, the arrangement and the results
experiment were similar to the conventional conditions under which an EPR sign
observed, with the exception of the fact that the response consisted not of absorp
an electromagnetic wave but rather of a change in the characteristics of the plastic
the crystal. Without going into the specific mechanisms of depinning of dislocations
obstacles, we shall discuss first the general conclusions following from the result
tained. The valuesBres150.1260.02 T, Bres250.1860.02 T, andBres350.3260.03 T
found experimentally in the first series of experiments correspond to the
Bth5hn/mBg at which, at the microwave frequency employed,n59.5 GHz, resonance
transitions occur between the spin sublevels~split in the dc magnetic field! of electrons
with Landéfactorsg155.760.7, g253.860.3, andg352.160.2, respectively. The ob
served increase in dislocation mobility at frequencyn5152 GHz in a field
B050.005 T is additional evidence for the resonance nature of the phenomeno
served.

The positions of the peaks in the dependenceg(B0) in experiments with macroplas
tic deformation ~Fig. 2! are determined to lower accuracy. Within the limits of t
measurement error this dependence agrees with that obtained in measurements

FIG. 2. The dependence of the softeningg of the crystals~ratio of the plastic flow rate (de/dt)2 after the
microwave field is switched on to the plastic flow rate (de/dt)1 before the microwave field is switched on!
versus the inductionB0 of the dc magnetic field in which the straining is performed:1 — above the yield stress
in the strain range 0.1%,e,0.5%,2 — below the yield stress at strainse,0.03%. Inset: Typical fragment o
the dependence of the straine on deformation timet at the times when the microwave field is switched on a
off.
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mobility of individual dislocations in the first series of experiments. The low accurac
the measurements of the positions of the peaks in the second series of experiment
be due to both the irregularity of the macroplastic deformation and the variance i
plastic flow rate in the experimental range of strains as well as to the wider spectru
electronic processes accompanying macroplastic deformation than in the case
motion of individual dislocations.

Both series of experiments attest to the fact that the softening of the crysta
crossed dc and microwave fields is due to electron paramagnetic resonance in th
system of structural defects of the crystal. In addition, the closeness ofg3 to the Lande´
factor of a free electron shows that in a magnetic field spin degrees of freedom are
in the subsystem of structural defects. It is significant that the dc and ac magnetic
employed in our experiments are too weak to change the state of thermalized par
netic centers or of an established covalent bond between defects, since the ener
parted to these centers in a 1 Tmagnetic field is;mBgB;1024 eV, which is two orders
of magnitude smaller than the average energykT;1022 eV of thermal fluctuations
which mix electronic states. A method of explaining such unexpected results is
known. According to Ref. 3, an energetically weak magnetic field is capable of influ
ing not the equilibrium state of paramagnetic defects but rather their evolution d
spin-dependent relaxation processes. This is confirmed by the enormous quantity
perimental data on the influence of weak magnetic fields on the kinetics and yie
chemical reactions.3,4

It is well known thatF-like, Vk , and other paramagnetic centers and their metast
complexes arise during deformation and fracture of ionic crystals.12–14 Defects of this
kind could have formed in our experiments during the nucleation and motion of dis
tions. The relaxation of these metastable defects and the process of interaction of
cations with them, like most other solid-phase chemical reactions, proceed in se
stages, one of which could be too short to be influenced by thermal fluctuations. A
ently, magnetic fields interfere in the process of the evolution of structural defects d
this brief stage. Additional investigations are required to identify this stage and to e
lish the reactants that make up the complexes of paramagnetic defects involved
spin-dependent reaction in our experiments.

We note that an investigation of the crystals which we employed in our experim
in the EPR spectrometer did not show resonance absorption of microwave power
values ofB0 indicated above. This fact and the need for prolonged exposure o
crystals in crossed magnetic fields in order to observe resonances in the dislo
mobility show that only a small number of pairs of defects which enter into a reaction
present simultaneously in the crystal, and their appearance is a rare event that can
detected with an EPR spectrometer.

In summary, we have established experimentally that the spin-dependent ma
cally sensitive reactions in the subsystem of paramagnetic structural defects in
crystals make an appreciable contribution to the plastic properties of the crystals an
the kinetics of these reactions can be effectively regulated with a weak dc magnetic
and its combined action with a microwave field. It was shown that the dislocation
bility can be used as an indicator of spin resonance in nonthermalized short-lived
plexes of paramagnetic defects. The results obtained can serve as a basis for a n
highly sensitive method of investigating paramagnetic structural defects in crystals,
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ing it possible to establish directly the interrelationship of the plastic properties of c
tals and the electronic state of defects.

We thank V. V. Kveder and A. I. Shalynin for assisting in some of the experim
performed on the EPR spectrometer.
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Direct measurements of the complex conductivity spectra of thin-film
La22xSrxCuO4 are made at frequencies of 5 – 40 cm21. Narrow, in-
tense Drude-type excitation is observed in the superconducting phase.
© 1998 American Institute of Physics.@S0021-3640~98!01017-2#

PACS numbers: 74.25.Fy, 74.72.Dn, 74.76.Bz

Measurements of the complex dynamic conductivitys5s11 is2 of high-
temperature superconductors~HTSCs! yield important information about the nature o
pairing, the quasiparticle density of states, and the charge-carrier scat
mechanisms.1,2 In pure samples of the cuprate YBa2Cu3O72d , which is the best-studied
cuprate to date, the linear temperature dependence1,3 of the penetration depth in the limi
T→0 and the intense absorption band in the millimeter~MM ! and submillimeter
~SBMM! conductivity spectras1 at temperaturesT,Tc ,4,5 which leads to a peak in the
temperature dependences1(T),4,6,7are currently viewed as evidence ofd-type pairing or,
at least, the presence of zeros of the order parameter on the Fermi surface.8–10 In this
connection, the problem of expanding the experimental data for other HTSCs is to
In the present work, we performed measurements of the complex conductivity spec
another superconducting cuprate La22xSrxCuO4 in the millimeter and submillimeter
ranges (5 – 40 cm21).

We investigated a high-quality La1.84Sr0.16CuO4 ~LSCO! film 59 nm thick, deposited
by molecular epitaxy on a plane-parallel, isotropic SrLaAlO4 substrate approximately 1
mm thick. Thec axis of the film was oriented perpendicular to the plane of the subst
The method of synthesis and the structure and electrophysical properties of the fil
described in Ref. 11. The superconducting transition temperatureTc538.5 K, with a
transition width of 1.5 K, which is comparable to the parameters of the best bulk sam

The energy transmittance spectra Tr(n) and the phase spectraw(n) of a wave
transmitted through a film–substrate sandwich were measured on a laboratory
spectrometer~which utilizes a backward wave tube as the radiation source!.12 The optical
constants of the film were calculated directly from these spectra~without using the
4320021-3640/98/68(5)/5/$15.00 © 1998 American Institute of Physics



f a
ce. A
con-

re,
IR
CO

band
and

d more
s to the

cting

give

band,
mplex
ude

d

433JETP Lett., Vol. 68, No. 5, 10 Sept. 1998 Pronin et al.
Kramers–Kronig relations! using general formulas for the complex transmittance o
bilayer system.13 The optical parameters of the substrate were measured in advan
detailed description of this method for measuring the MM–SBMM spectra of super
ducting films on dielectric substrates is given in Ref. 14.

Figure 1 displays the wide-range (5 – 400 cm21) spectra of the reals1(n) and
imaginarys2(n) parts of the complex conductivity of LSCO. To complete the pictu
the original MM–SBMM data (5 – 40 cm21) are supplemented by higher frequency
spectra (50– 400 cm21), obtained from measurements of the reflectance of a LS
single crystal.15 The well-known decrease2,16 in the real part of the conductivity with
decreasing temperature in the superconducting~SC! phase is observed above 30 cm21.

The main result of the present work is the observation of an intense absorption
in the s1 spectra in the superconducting phase of LSCO in the MM–SBMM region
is demonstrated in Fig. 1a. As the temperature decreases from 50 to 5 K the MM–SBMM
conductivity increases severalfold; the dispersion-free behavior ofs1 in the normal phase
is replaced at temperaturesT,Tc by Drude-type dispersion in the spectra17 — s1 de-
creases as the frequency increases. This absorption band becomes narrower an
intense as the temperature decreases. The temperature evolution of the band lead
appearance of a wide maximum in the dependences1(T) below Tc ~Fig. 2!.

We note that the MM–SBMM absorption band observed in the supercondu
phase of LSCO~like the analogous band in YBCO at these frequencies4! agrees qualita-
tively with models in which the energy gap has zeroes on the Fermi surface; these
rise to a narrow absorption peak at low frequencies.9,10

To obtain quantitative estimates of the parameters of the observed absorption
the experimental spectra were analyzed using a phenomenological model for the co
conductivity.6 To describe the MM–SBMM section of the spectrum we used the Dr

FIG. 1. Spectra of the real~a! and imaginary~b! parts of the conductivity of LSCO in the normal an
superconducting phases. Solid lines — least-squares result for the model~1! described in the text.
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model and thed function at zero frequency in the spectrum ofs1(n), which is respon-
sible for dc superconductivity~with allowance for its contribution tos2(n)}1/n), and
the absorption band in the IR region was modeled by a Lorentzian whose param
were found to be practically temperature-independent:

s* ~v!5s1~v!1 is2~v!5
nne2

m

1

~g2 iv!
1

nse
2

m Fp2 d~0!1 i
1

vG1 ‘ ‘ IR Lorentzian.’ ’

~1!

Herens andnn are the densities of the paired and unpaired carriers, respectively, ag
is the relaxation rate of the unpaired carriers. The spectra were analyzed by the
squares method under the condition that the following sum rule is satisfied:ns1nn

5n05const(T).18

The presence of substantial dispersion in the MM–SBMM spectra ofs1 ands2 in
the superconducting phase made it possible to determine positively the temperatu
pendence of the relaxation rateg ~Fig. 3! and to estimate the plasma frequencies of
paired, (vpl

s )254pnse
2/m, and unpaired, (vpl

n )254pnne2/m, electrons. AtT55 K one
hasvpl

s /2p539006800 cm21 and vpl
n /2p5780061500 cm21. Hence we find for the

‘‘total’’ plasma frequency vpl
0 /2p5A(vpl

s )21(vpl
n )2/2p5870061700 cm21, which

agrees with the estimate16 obtained from IR measurements on LSCO:vpl
0 /2p

56300 cm21. For the individual densities of the paired (xs5ns /n0) and unpaired (xn

5nn /n0) electrons we obtainxs5(vpl
s /vpl

0 )2'20% andxn5(vpl
n /vpl

0 )2'80%, i.e.,
even at the lowest temperatures most of the electrons in LSCO remain unpaired. F
London penetration depth we havelL5c/vpl

s 50.4 mm, which agrees well with the dat
from kinetic (0.4mm),19 microwave (0.4mm),20 IR (0.43mm),15 andmSR (0.3mm)21

measurements.

In summary, we measured the complex conductivity spectra of La22xSrxCuO4 in the
millimeter and submillimeter regions of the spectrum (5 – 40 cm21). Strong anomalous
absorption in the superconducting phase was observed in the spectra of the real

FIG. 2. Temperature dependence of the real part of the conductivity of LSCO for three fixed frequenci
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the conductivity at these frequencies. From the experimental data obtained we dete
the plasma frequency of La22xSrxCuO4 and the temperature dependence of the relaxa
rate of the unpaired carriers that give rise to the observed absorption.

This work was performed with the support of the Russian Fund for Fundam
Research~Grant 96-02-17645! and the Russian Ministry of Science and Technolo
Policy ~Grant 3.2 — Microwave Physics! and as part of the Joint Russian–Dutch Proj
NWO 047-005-12-96.
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On the mechanism of light-induced orientation
of molecules in absorbing nematic liquid crystals

A. S. Zolot’koa)

P. N. Lebedev Physics Institute, Russian Academy of Sciences, 117924 Moscow, Ru
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A new mechanism is proposed for the collective light-induced rotation
of orientationally ordered molecules of absorbing nematic liquid crys-
tals. The mechanism derives from the noncentral character of the light-
induced change in the interaction potential of the excited and unexcited
molecules and also from the anisotropy of their correlation function.
Rotation is produced by the difference of the torques exerted by the
intermolecular forces orienting the ensembles of excited and unexcited
molecules. ©1998 American Institute of Physics.
@S0021-3640~98!01117-7#

PACS numbers: 61.30.Gd, 78.20.Wc

1. Nematic liquid crystals~NLCs! are extremely susceptible to external perturb
tions, specifically, the influence of a light field, because of the combination of the o
tational ordering and mobility of their constituent molecules.1–4 The ‘‘giant’’ orienta-
tional nonlinearity of transparent NLCs is nine orders of magnitude greater than the
nonlinearity of ordinary liquids.1 The light-induced reorientation of the directorn of a
transparent NLC is due to the torque exerted by the light fieldE on the molecular dipoles
induced by this field.

However, it was discovered comparatively recently that light-induced reorienta
of the director~LRD! can be even more effective in NLCs containing traces of lig
absorbing dye molecules5,6 or consisting completely of absorbing molecules.7 For ex-
ample, the threshold of the light-induced Fre´edricksz transition in NLCs doped with
traces (;1%) of anthraquinone dye isPth;1 mW for a focused light beam.5 This is two
orders of magnitude lower than the threshold for transparent NLCs,Pth;100 mW.2

Moreover, in contrast to the case of transparent NLCs, for which the LRD is alw
positive (n is oriented parallel toE), for absorbing NLCs the LRD can also be negati
(n is oriented perpendicular toE).

In Ref. 6 it was suggested that in absorbing NLCs the LRD is due to the intera
of an ensemble of excited dye molecules, which is characterized by an orienta
distribution that is asymmetric relative to the director, with the molecules of the nem
matrix. Calculations of the torque acting on the director, which are in quantitative a
ment with experiment, were performed in Refs. 7–10, where the appearance of the
was attributed to the change in the average interaction potential of an excited dye
ecule with the director7–9 or with a molecule of the nematic matrix.10 However, for the
4370021-3640/98/68(5)/5/$15.00 © 1998 American Institute of Physics
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potentials used in Refs. 7–10 the torque acting on an excited molecule should be
pensated by the torque exerted by the excited molecule on the nematic matrix. In R
and 10 this difficulty was overcome by introducing the torque exerted on the direct
a result of the orientational relaxation of excited dye molecules.

In the present letter a direct calculation of the torque acting on the directo
performed. The main idea of the calculation is to take into account the noncentral
the light-induced change of the interaction potential between an excited dye molecu
a molecule of the nematic matrix and also the anisotropy of the short-range order~i.e., the
dependence of the pair distribution function of the molecules on the unit vectom,
parallel to the line connecting their centers!. These factors acting together cause t
orienting torques exerted on the matrix by the intermolecular forces to be different
the torques acting on the ensemble of excited molecules. This difference is the reas
the rotation of the director.

2. Let rd and rm be the radius vectors of the centers of a dye molecule an
molecule of the nematic matrix, and letl(d) andl(m) be the unit vectors parallel to the lon
axes of these molecules. The pair interaction potentialU (d,m) of two molecules, which
depends on l(d), l(m), and R5rm2rd is generally speaking noncentral@(R
3]U (d,m)/]R#Þ0).11 A matrix molecule exerts on a dye molecule a torqueMdm5
2@ l(d)3]U (d,m)/] l(d)#. Similarly, a dye molecule exerts a torqueMmd52@ l(m)

3]U (m,d)/] l(m)# on a matrix molecule. It follows from conservation of angular mom
tum that

Mdm1Mmd2FR3
]U ~d,m!

]R G50, ~1!

which signifies that for a noncentral potential the net torqueM (d,m)5Mdm1Mmd acting
on the two molecules is different from zero.

If a dye molecule is in an excited state, then the potentialU (d,m) changes by an
amountDU (d,m)(R,l(d),l(m)). In consequence, the torqueM (d,m) also changes:

DM ~d,m!5FR3
]DU ~d,m!

]R G . ~2!

To determine the density of the net torque exerted on the director of an absorbing
as a result of the excitation of a portion of the dye molecules, one must sum Eq.~2! over
all pairs consisting of an excited dye molecule~i! and a matrix molecule~j!, and then
divide the sum obtained by the volumeV:

Gabs5
1

V (
i , j

DM ~ i , j !. ~3!

In Eq. ~3! the contribution introduced by the change in the interaction of the excited
unexcited dye molecules is neglected. This is justified if the concentrationcd of dye
molecules is low, which corresponds to the experimental situation (cd<1%). Weshall
express the sum~3! in terms of the pair distribution function of the dye and nema
moleculesF2(R,m,l(d),l(m),n) and the probabilityw( l(d)) of finding a dye molecule with
orientationl(d) in the excited state:
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Gabs5cdcmE dl~d!

4p
w~ l~d!!E dl~m!

4p E dmE
0

`

dRR2F2

3~R,m,l~d!,l~m!,n!DM ~d,m!~R,m,l~d!,l~m!!. ~4!

HereR5uRu, m5R/R, andcm is the concentration of molecules of the nematic mat
The distribution functionF2(R,m,l(d),l(m),n) is normalized by the conditionF251, if R
is greater than a few times the molecular size.

3. To calculate the torque densityGabc it is necessary to have explicit expressions
the functionsw( l(d)), U (d,m)(R,m,l(d),l(m)), andF2(R,m,l(d),l(m),n).

The probabilityw( l(d)) can be estimated as follows:

w~ l~d!!5w'1Dw~e–l~d!!2, ~5!

where

w'5
Spt*

3\vcd
S a i12a'2

Da

S2d
D , Dw5

Spt*

\vcd

Da

S2d
, Sp5

cn

8p
uAu2

is the magnitude of the Poynting vector;e, A, andv are, respectively, the polarizatio
unit vector, the complex amplitude, and the frequency of the light field;c is the speed of
light in vacuum;n is the index of refraction of the NLC;Da5a i 2a' , wherea i and
a' are the coefficients of absorption of the extraordinary and ordinary light wavest*
5min(te,tD), wherete is the lifetime of a dye molecule in the excited state andtD is the
rotational diffusion time; and,S2d is the order parameter of the dye molecules.

We shall assume that the change in the potentialDU (d,m)(R,m,l(d),l(m)) accompa-
nying the excitation of a dye molecule is due to the change in the dipole–dipole di
sion forces.12 The interaction energy of a dye molecule in the stateug& and a matrix
molecule in the ground stateu0& equals

U~g,0!52
1

R6 (
l5 l ,t
d5 l ,t

Bld~g,0!uld , ~6!

where the coefficientsBld depend on the energy spectrum and state of the molecules
characterize the interaction between longitudinal~l! and transverse~t! fluctuation dipole
moments of the dye molecules (l) and the molecules of the nematic matrix (d); ull

5( l(d)
• l(m))226(l(d)

• l(m))(m–l(d))(m–l(m))19(m–l(d))2(m–l(m))2, ult5113(m–l(d))2

2ull , utl5113(m–l(m))22ull , utt5423(m–l(d))223(m–l(m))21ull .

In a NLC the pair distribution functionF2(R,m,l(d),l(m),n) depends onR and five
scalar parametersj i : (j15m–l(d)), j25(m–l(m)), j35(n–l(d)), j45(n–l(m)), and j5

5( l(d)
–l(m)). We shall represent the functionF2 as an expansion in the argumentsj i and

limit the expansion to terms up to fourth order inclusive:

F2~R,j1 ,j2 ,j3 ,j4 ,j5!5 f 01(
i 51

5

f i~R!j i1 (
i , j 51

5

f i j ~R!j ij j

1 (
i , j ,k51

5

f i jk~R!j ij jj j1 (
i , j ,k,l 51

5

f i jkl ~R!j ij jj jj j . ~7!
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4. SettingDU5U(g,0)2U(0,0), we find from Eqs.~2!, ~4!, ~5!, and~7!

Gabs5
DeeffuAu2

8p
~n–e!@n3e#, ~8!

where

Deeff52
16pccmnt* Da

675\vvmS2d
(

l5 l ,t
d5 l ,t

DBldS gld
ddn11441gld

mmn22441
5

2
gld

mdn1234D ,

n i jkl 53vmE
0

` f i jkl ~R!

R4
dR, vm5S 3E

0

` f 0~R!

R4 D 21

, DBld5Bld~g,0!2Bld~0,0!,

g l l
dd52g l t

dd52g l l
mm5g t l

mm52
8

35
, g t l

dd52g tt
dd52g l t

mm5g tt
mm52

4

7
,

g l t
dm52g l t

dm5
2

5
, g l l

dm5g tt
dm50. ~9!

Expression~8! has the same form as the expression for the density of the torque acti
the director of a transparent NLC, differing only in that the optical anisotropyDe is
replaced by the effective valueDeeff .

We note that if the pair distribution functionF2 is isotropic~i.e., does not depend o
the vectorm), then the torqueGabs vanishes.

This analysis can be extended to the case of NLCs consisting of identical abso
molecules. In this case the first two terms in the right-hand side of Eq.~9! compensate
one another~since n11445n2244), but the third term, which is proportional ton1234,
introduces a nonzero contribution to the torqueGabs.

Let us now make a numerical estimate ofDeeff . Using the Maier–Saupe theory, on
can estimateBld asBld(0,0);15Ũ0vm/8pcm (Ũ054.5kBTNI , kB is Boltzmann’s con-
stant, andTNI is the nematic–isotropic phase transition temperature!. Assuming that
DBld;Bld in the case of photoexcitation of a molecule, we find

Deeff;
6cŨ0nt* Dagldn i jkl

135\vS2d
. ~10!

Since, as follows from Ref. 13, the terms in the expansion of the intermolecular pot
U(R,j1 ,j2 ,j3 ,j4 ,j5), which contain the argumentsj1 andj2 , are not small compared
with the terms which are independent ofj1 and j2 , it is natural to setn i jkl ;0.1– 1.
Substituting into Eq.~10! the characteristic valuesŨ0;1.9310213 ergs (TNI;300 K),
n51.5, t* ;1028 s ~Ref. 8!, Da;100 cm21, gld;0.5, v53.731015 s21 (l
5515 nm), andS2d;0.8, we findDeeff;6 – 60. For transparent NLCsDe'0.6, and
thereforeDeeff /De;10– 100. This quantity, characterizing the relative efficiency
LRD in absorbing and transparent NLCs, agrees with the experimental results.5–7

It follows from Eq.~9! that the sign ofDeeff depends not only on the character of t
change in the interaction potential acting between the dye and matrix molecules a
panying the excitation of the dye molecule but also on the pair distribution functio
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these molecules, which is evidently affected by the degree of prolateness of the
ecules. This dependence could possibly explain the experimentally observed14 difference
of the signs of LRD in NLCs doped with various anthraquinone dyes.

The light-induced change in the intermolecular forces leads not only to reorient
of the director but also to a change in the order parameter.15,16 However, this effect can
also occur in the presence of an isotropic pair distribution functionF2 . A sufficient
condition for its appearance is a change in the intermolecular interaction potential
dently, a parallel measurement of the nonlinearities of the nematic and isotropic p
could be extremely helpful for investigating intermolecular interactions and molec
ordering.

In summary, in the present letter we examined a new mechanism of colle
light-induced rotation of orientationally ordered molecules of NLCs. The mechanis
due to the noncentral character of the change in the interaction potential of the mole
and to the anisotropy of the short-range order. This mechanism is very general and
also occur in other media characterized by an anisotropic orientation of the mole
Specifically, it could be responsible for the appearance of light-induced anisotro
Langmuir films and polymers.
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Lack of universal one-parameter scaling in the two-
dimensional metallic regime
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The two-dimensional metallic state is studied in a number of Si-MOS
structures with peak mobilities varying by a factor of 8.5. The data
show a density dependence and disorder dependence of the major fea-
tures of the scaling function and thus reveal the absence of universal
one-parameter scaling over wide density range in the metallic regime.
© 1998 American Institute of Physics.@S0021-3640~98!01217-1#

PACS numbers: 72.15.Eb, 71.30.1h

The unexpected appearance of a metal–insulator transition in two-dimensiona~2D!
Si-MOS structures1 and its confirmation in other works on different samples2 and
materials3–6 have generated much excitement because it had been generally believe
all states in 2D are localized. A one-parameter scaling theory~OPST!7 developed in 1979
for noninteracting particles predicted that no true metallic behavior is possible atT50 in
2D system due to quantum interference. On the other hand, the theory develop
Finkel’stein8 for strong Coulomb interaction predicted the occurrence of a metallic s
in 2D due to divergence of an interaction parameter in the renormalization procedu
T→0. The new experimental findings have initiated a debate over the nature of th
metallic state.9–11

Recently, a phenomenological modification of the OPST has been suggested12 for
treating the case of an interacting system, wherein the scaling function in a 2D sy
b5d ln G/d ln L, changes sign at a critical value of the conductivity,Gc . With an eye
toward testing the validity of the OPST, we summarize here a number of generic fea
of the metal–insulator transition in 2D as experimentally observed in different mate
and samples:

~i! The resistivity develops exponentially at temperatures belowT0;0.3EF /k, with
EF the Fermi energy:1,10

r5H r01r1 exp~2~T0 /T!p! at n.nc,

r1* exp~~T0 /T!p! at n,nc,
~1!

wherenc is the critical density, the parameterT0 is sample and density dependent a
p'1. The empirical equation~1! was recently supported theoretically.14,13
4420021-3640/98/68(5)/6/$15.00 © 1998 American Institute of Physics
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~ii ! For lower temperatures, whenr1 exp(2T0 /T)!r0, the resistivity crosses over t
a logarithmic temperature dependence,14,13 C ln T. The crossover point corresponds
the point of the maximum,Gm51/r0 , of the scaling functionb(G) ~Ref. 13!.

~iii ! In the region of exponential behavior, according to Eq.~1!, the resistivity can be
scaled byT/T0 into a metallic and an insulating branches. The single scaling param
T0}un2ncuq, exhibits critical behavior1–3,6,10aroundnc , and the exponentq5zn;1 is
the product of the dynamic exponentz and the correlation length exponent15,12 n.

~iv! The metallic state is destroyed by magnetic fields applied parallel to the
plane,16,2 a fact which points to the importance of spin effects.

In this paper we present experimental data which clearly demonstrate the la
universality in the modified one-parameter scaling description of the conductivity o
2D metal. In order to test the role of disorder and interaction, we have performed
tematic measurements on a number of Si-MOS samples. Our measurements show
common scaling function exists, through the following facts:~i! the critical conductivity
valuesGc for various samples differ from each other and show no tendency to conv
towards a limiting value;~ii ! the ‘‘crossover’’ value of the conductivity,Gm5r0

21, is not
universal; and~iii ! the separatrix dividing the metallic from the insulating phase in
r –T plane~Fig. 1a! is ‘‘tilted,’’ i.e., temperature~length scale! dependent.

We have performed studies in the metallic regime, i.e., for high conductivitieG
.Gc;1, whereG is given in units ofe2/h. We made measurements on a number
Si-MOS samples with peak mobilitiesb! varying by a factor of 8.5:m541,000 cm2

(V•s) ~Si-15a!, m540,000 ~Si-5!, m539,000, m536,200 ~Si-62!, m529,000 ~Si-22!,
m524,200 ~Si-2!, m519,600 ~Si-43!, m59,300 ~NS-2!, and m54,800 cm2(V•s) ~Si-
39!. The data were taken by a 4-terminal ac technique in the temperature range from

FIG. 1. a:r(T) for the sample Si-15 over the range 0.016 to 3 K. Different symbols correspond ton from 0.449
to 0.989~in steps of 0.054!, and further 1.1, 1.2, 1.42, 1.64, 1.74, 2.82, 3.9, 4.98•1011 cm22. b: G versus 1/T
scaled with a single parameter (T0 /T). The inset in part b shows a blowup of the metallic part of the scal
plot in the range of lowT. The carrier densities~from top to bottom! are 4.96, 3.1, 1.84, 1.74, 1.63, 1.52, 1.3
and 1.2•1011 cm22. The horizontal arrows show the critical values,rc andGc .
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K to 4 K ~for all samples!, and 0.016 K to 15 K~for a few samples!. The resistivity for
all samples exhibited a characteristic temperature dependence similar to that sho
Fig. 1, with a critical densitync separating the metallic (dr/dT.0, n.nc) from the
insulating (dr/dT,0, n,nc) region, in the limitT→0.

For samples with lower mobility the magnitude of the dropr1 is less, and the
transition is shifted to higher densities. In Si-15a the dropr1 /r0'6, in Si-62 r1 /r0

'4.5, whereas for Si-39 the decrease inr(T) is within a few percent. By scaling the
measured conductivities to the metallic and insulating branches, we examine belo
major features of the scaling function, namely: the critical valueGc ~at which b(Gc)
50), the slopezn of its steep part in the vicinity ofGc , and the conductivityGm at
which b(Gm) reaches maximum.13 As an example, the rescaled conductivities for Si-1
are shown in Fig. 1b on aT0 /T scale. The scaling procedure is straightforward
medium-mobility samples with a temperature-independent~‘‘horizontal’’ ! line r(nc) and
with well-pronounced exponential dependence~1!, such as shown in Fig. 2a for th
sample Si-62. For the highest-mobility sample Si-15a, wherer(nc) is strongly tempera-
ture dependent~‘‘tilted’’ !, we limited the scaling analysis toT<0.1EF /kB , in order to
decrease the influence of ‘‘tilting.’’

In Fig. 3a the values ofGc andzn for different samples are summarized and plott
as a function ofnc . The latter is roughly proportional to the concentration of scatter
centers at the interface17 and thus may serve as a measure of the disorder. For the
disordered sample Si-39 the value ofGc'4 is not well defined due to the weak chan
of r(T) in the metallic state and is thus not shown in Fig. 3. The values ofGc show a
systematic dependence as a function of disorder~i.e., of nc) and do not exhibit a trend to
saturate at a universal value.

Even in within a single sample there is clear evidence for the absence of a univ

FIG. 2. a:r(T) for the sample Si-62 (nc50.956); b: fit to Eq.~1! with 3 parameters,r0 , r1 andT0 for each
density in the metallic range.nj50.978 to 1.326 in steps of 0.0218~from top to bottom! and in units of
1011 cm22.
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value ofGc . Figure 2b shows a fit of ther(T) data for the sample Si-62 using Eq.~1!
with r0 , r1 , andT0 as fitting parameters, and withp51. The critical conductivity values
Gc51/r1 found from this fit for each density are shown in Fig. 3b. Only in a narr
range of densitiesn/nc<1.1 can theGc be considered constant; above that it increa
with density.

The absence of one-parameter scaling can also be seen at higher values
conductivity ~shown in the inset of Fig. 1b!, where the individual curves for differen
electron densitiesnj deviate clearly from the common scaling branch. This saturation
found not to be caused by electron overheating18 and is intrinsic to all the sample
studied. Different conductivity curves ‘‘saturate’’ at different valuesGm

j 51/r0(nj ). The
similar result is also demonstrated in Fig. 3b, where the fitting parameter 1/r0 is plotted
as a function of the density. It does not exhibit a tendency to converge to a univ
value.

The absence of a universal scaling behavior also follows from the ‘‘tilted’’ sep
trix r(T) ~the straight bold line in Fig. 1a!. The separatrix corresponds to the density
which the curvature,d2r/dT2 vanishes. This separatrix line is almost horizontal
medium-mobility samples~Si-43, Si-2, Si-22!, and it coincides withnc , in agreement
with earlier reports,1 but is tilted for high-mobility~less-disordered! samples, as is seen i
Fig. 1a. Due to the tilting ofrc(T), differentGc values may be obtained by performin
the scaling analysis in different temperature ranges. The error bar in Fig. 3 for S
reflects the results obtained from scaling over the rangesT,0.1EF and T,0.15EF

~whereEF'5.8 K atn5nc).

The onset of the metallic state occurs, roughly, when the influence of the disord
~localizing! potential is compensated by a corresponding interaction energy,Eintt;1.

FIG. 3. a: Critical conductivityGc ~closed symbols! and the critical exponentzn ~open symbols! versus the
critical densitync for different samples. The squares are obtained from temperature scaling, while the dia
show, for comparison, the onset of the insulating state from non-Ohmic transport measurements.17 b: Gc versus
density, obtained from fitting to Eq.~1!. The dashed curves are guides to the eye.
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Figure 3a demonstrates that higher disorder corresponds to highernc and Gc values.
Since the ratioEee/EF decreases with density asn21/2, this result indicates that there i
another mechanism, whosestrength increases with density, in addition to the pure Cou-
lomb interaction. The correlation betweennc , Gc , and disorder holds also for th
p-GaAs/AlGaAs system, as follows from comparison of the data in Refs. 5 and 6
though the sample mobility in Ref. 6 is about 25 times higher, the transition is neve
less much weaker and its features are more similar to those displayed by our
disordered sample Si-39, where the transition occurs at seven times higher density
again confirms our conclusion that another mechanism besides the purely Coulom
teraction is involved. We presume, this interaction is caused by spin or exchange e
Figure 3a shows also the exponentszn for different samples. Although these data a
scattered and less disorder-dependent thanGc , there is a trend forzn to increase from
zn'0.960.1 for the least disordered sample tozn'1.2 for the sample Si-43.

In summary, we demonstrated that no universality either inGc , in zn, or in Gm can
be found for the Si-MOS samples, and, hence, no universal one-parameterb function
exists. However, due to the rather weak disorder dependence ofzn, the slope of the
logarithmic derivatived ln G/d ln T does not vary much. This explains why the ind
vidual conductivity curves for each sample may be scaled in a limited temperature r
EF@T.T0 /ln(r1 /r0) ~where the termr0 in Eq. ~1! can be neglected!, and in a limited
density range in the vicinity ofnc . The conductivity may thus be described in t
framework of a particular scaling function12 b j5d ln G/d ln L, which should change sign
at a certain critical valueGc

j (nj ), where, however,b j is sample and density dependent13

V. P. acknowledges discussions with M. Baranov, V. Kravtsov, M. Skvortsov, a
Suslov. This work was supported by RFBR~97-02-17387!, by the Programs on ‘‘Physics
of Solid-State Nanostructures’’ and ‘‘Statistical Physics,’’ by INTAS~96-0580, 96-
0250!, by NWO, and by FWF Vienna, O¨ NB ~6333! and GME Austria.
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b!We characterize the samples with peak mobility taken atT520 to 300 mK, because in the highm samples the

resistivity drops exponentially atT,2 K.
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12V. Dobrosavljević, E. Abrahams, E. Miranda, and S. Chakravarty, Phys. Rev. Lett.79, 455 ~1997!.
13V. M. Pudalov, G. Brunthaler, A. Prinz, and G. Bauer, inProceedings of the 10th Winter School ‘‘Frontier

in Condensed Matter Physics,’’Mauterndorf, 1998; Physica E 2 Oct.~1998!, in press.
14V. M. Pudalov, G. Brunthaler, A. Prinz, and G. Bauer, http://xxx.lanl.gov/abs/cond-mat/9801077.
15S. V. Kravchenko, D. Simonian, M. P. Sarachiket al., Phys. Rev. Lett.77, 4938~1996!.
16V. M. Pudalov, G. Brunthaler, A. Prinz, and G. Bauer, JETP Lett.65 932 ~1997!; D. Simonian, S. V.

Kravchenko, M. P. Sarachik, and V. M. Pudalov, Phys. Rev. Lett.79, 2304~1997!.
17V. M. Pudalov, M. D’Iorio, J. W. Campbell, and S. V. Kravchenko, Phys. Rev. Lett.70, 1866~1993!.
18R. Fletcher, V. M. Pudalov, Y. Fenget al., Phys. Rev. B56, 12422~1997!; M. D’Iorio, V. M. Pudalov, and

S. G. Semenchinsky, Phys. Rev. B46, 15992~1992!.

Published in English in the original Russian journal. Edited by Steve Torstveit.



;

s of
these

ualita-
ure of

e
(
have

of the
uprate

cting
e
ubgap

been
resis-
tivity

JETP LETTERS VOLUME 68, NUMBER 5 10 SEPT. 1998
Effect of a pulsed magnetic field on the transverse
resistance of a layered superconductor
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The field dependences of the transverse resistance of a single crystal of
the layered superconductor Bi2Sr2CaCu2Oy ~BSCCO-2212! with Tc0

.92 K are studied in magnetic fields up to 50 T in the perpendicular
orientationH'(ab). It is established that in the resistive region the
resistance is a power-law function of the field, and the temperature
dependence of the barrier height for flux creep is obtained. It is found
that in a wide temperature range, 50–125 K, the transverse magnetore-
sistance of the crystal in the normal state and under conditions of su-
perconductivity suppression by a strong magnetic field is negative and
can be approximated by a linear law with a temperature-dependent
slope. © 1998 American Institute of Physics.
@S0021-3640~98!01317-6#

PACS numbers: 74.25.Fy, 74.72.Hs, 74.25.Nf

The interrelationship of high-temperature superconductivity and the peculiaritie
the normal state of layered cuprate HTSCs has been actively debated ever since
materials were discovered. The anisotropy of the electrical resistance and the q
tively different character of its temperature dependence, which are a specific feat
the normal state of these compounds, are attracting particular attention.1 A substantial
number of experimental investigations1 concern the nature of the combination of th
quasimetallic temperature behavior of the basal-plane resistivity of BSCCO-2212rab

}T) together with quasidielectric behavior in the transverse direction, and attempts
been made to describe them theoretically using both the conventional models
tunnel effect, hopping conductivity, and the more exotic theories that assume that c
superconductors have a non-Fermi-liquid nature.1,2 Moreover, in a number works~for
example, Ref. 3! it has been demonstrated that a modified theory of supercondu
fluctuations4 adequately describes the experimental data5 in a wide temperature rang
right up to 4Tc . Recently, the same transverse resistance was interpreted as a s
resistance of a superconductor with an exotic pairing mechanism.6

Since all the experimental investigations that we know of on this question have
performed in a weak magnetic field, in the present work we studied the transverse
tance of BSCCO-2212 in the normal state and under conditions of superconduc
4480021-3640/98/68(5)/6/$15.00 © 1998 American Institute of Physics
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suppression by a strong pulsed magnetic field up to 50 T. Strong negative magnet
tance which, to a first approximation, depends linearly on the magnetic field wa
served under these conditions.

Crystals with the nominal composition Bi2Sr2CaCu2Oy ~BSCCO-2212! with Tc

.90 K were investigated. A high critical temperature was obtained by partial sub
tion of yttrium impurity for calcium in the lattice.7 To decrease the overheating effec
due to the induction currents induced by the field pulse, we used a small sample cu
a large crystal selected for its macroscopic uniformity of composition and the absen
blocks.8 The low-resistance electric contacts were prepared by alloying-in a condu
composite in bothab planes.9 The main results of the present work are based on deta
investigations of a crystal with dimensions of'1103853(4.260.4)mm. The character
of the temperature dependence and the transverse resistivityrc(100 K).15 V• cm at-
tested to the absence of shunting shorts. The critical temperatureTc0'92.2 K was de-
termined at the level 1024rc(100 K) from the results ofR(T) measurements performe
in the laboratory field. A crystal of close to the same size and withTc0'91.7 K was used
for control measurements.

The pulsed field was produced by discharging capacitors through a soleno
container, holding the sample and filled with heat-exchange helium, was positioned
center of the solenoid with an accuracy of 0.5 mm or better. The signal from a prob
placed near the sample was used as a position sensor. The orientationH'(ab) was set
with an accuracy estimated to be not worse than'5°. Copper and RuO2 resistance
thermometers, calibrated with CERNOX~Lake Shore! and placed near the sample insid
the container, were used to measure the temperature. During calibration, which
performed in the same apparatus, the CERNOX was mounted at the location o
sample. The container holding the thermometers, heater, and sample was connect
a helium bath through a thermal resistance. Active stabilization of the temperature
attained using a standard LTC-21 controller~Neocera!. The temperature change in th
time of one pulse ('70 ms) was not monitored, but the absence of hysteresis in the
dependenceR(B) shows that the effect is negligibly small in a wide temperature ra
T.26 K. The measurements described were performed at Bristol University on a
paratus for investigating the Shubnikov–de Haas effect. This apparatus was sp
adapted for performing potentiometric measurements in the temperature
4.2–300 K.

The method of Ref. 10 was used to perform the control measurements of the
perature dependences of the transverse resistanceR(T) in the laboratory field. The main
measurements in pulsed magnetic fields were performed using a 5mA ac current with
frequencyv/2p577.7 kHz. The signal from the potential contacts to the crystal w
recorded with a fast~500 kHz! digital-to-analog converter. The parasitic emf induced
the pulsed field was partially compensated by the signal from a probe coil placed ne
sample. The useful signalV(t) at the measuring frequency was determined by fitting
function ;V(t)sin(vt1f)1A(t) to the set of experimental points. Modified standa
software for identifying the Shubnikov–de Haas oscillations was used. The shape
field pulse B(t) was determined by integrating the signal from the probe coil:B
;sin(t/t0) on the rising side of the pulse andB;exp(2t/t) on the falling side. Both sides
of the pulse were used in the measurements. Since the induction overheating is p
tional to the squared rate of change of the field and since the values of]B/]t on different
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sides of the pulse differ considerably, the absence of hysteresis in the experim
dependences indicated that the temperature of the crystal remained constant dur
pulse. The presence of induction overheating was additionally monitored by comp
the dependencesR(B) measured at each temperature in a series of pulses with ampli
differing by a factor of 3–20. It was established that the effects due to induction o
heating fall within the limits of the detecting power of the experiment for the tempera
rangeT>25– 28 K~see Fig. 1, which shows a typical result of such an experiment!. The
linearity of the response of the system was monitored in a series of measurements
R(B) dependences at two temperatures, 26 and 87 K, for seven current amplitudes
range 0.1– 100mA.

To compare the results with the low-frequency measurements and to estima
frequency dependence of the resistance, series of control measurements ofR(B) were
performed at two temperatures, 36.2 and 84 K, for five frequencies in the range 11
kHz. Identical~to within the random scatter of the points! results were obtained forT
.84 K. Some large quantitative discrepancies~not exceeding 12%! with qualitatively
identical dependences were recorded atT.36.2 K.

A typical field dependence of the transverse resistance of a BSCCO-2212 cry
displayed in Fig. 1. The formation of the resistive state is illustrated in the inset, w
the same data are plotted in double-logarithmic coordinates. As one can see, the
segment of the dependence admits an approximation by a simple power law,R}Hb. We
established that the power-law variation of the resistance as a function of the field
in a wide temperature range, 0.25<T/Tc<1, in qualitative agreement with the low
frequency measurements in a dc field.10 This result attests to the applicability of th
theoretical models11 predicting a logarithmic dependence of the barrier height on the
creep,U5U0 log(1/B), and accordinglyR}exp(2U/T)BU0 /T. Figure 2 shows the tem
perature dependences of the absolute value ofU0 , determined both from high-frequenc
measurements in a pulsed field and from quasistationary measurements in a dc fiel10 As

FIG. 1. Typical field dependence of the transverse resistance of a BSCCO crystal at temperaturesT,Tc0 . The
data presented were obtained at 56.6 K for three field pulses with amplitudes of 2.65, 9.7, and 47.2 T, wh
shown by crosses, open triangles, and filled squares, respectively. The dot-and-dash curve shows the
mation used for the negative normal-state magnetoresistance of the crystal; its extrapolation to zero fie
an estimate of the ‘‘normal’’ resistance of the crystal,RN(0), under conditions such that superconductivity
suppressed. Inset: Same data presented in double logarithmic coordinates; dashed curve — approximati
initial section of the dependence by the lawR(B)}Bb.
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one can see from Fig. 2, there is a systematic dissimilarity both in the absolute valu
U0 , which are determined on substantially different time scales, and in the charac
their variation as a function of temperature. This effect could be due to the frequ
dependence of the barrier height, but a conclusive answer to this question requires
detailed investigation.

As one can see from Fig. 1, the field dependencesR(B) can be approximated
satisfactorily by a power law in the range of resistances right up toR/RN'0.05. As the
field increases further, a transition evidently occurs to a regime of flux flow and
consequence, the dependence flattens out. This dependence can be approximat
linear function, shown by the dashed line in the main panel. Assuming this interpret
to be correct, it is natural to attribute the section of the curve with a negative magne
sistance to the normal-state properties of the system and the quantityRN(0) obtained by
extrapolating the asymptotic high-field behavior to zero field can be attributed to
resistance of the system in the absence of superconductivity.

At the same time, a similar dependence is predicted for the resistive state
layered superconductor with a Josephson link between the layers. Specifically, the
growth of the resistance is attributed to the suppression of the Josephson critical c
as a result of a decrease of the positional correlation between the vortex ‘‘pancake
neighboring planes. The decrease of the resistance with a further increase of the
attributed in this scenario to the increase in quasiparticle density, which, to a firs
proximation, is proportional to the field.12

An experimental argument in favor of the first explanation is the character o
variation ofR(B) with temperature, as is illustrated in Fig. 3, which displays the resu
normalized toRN(0), of measurements performed above and below the supercondu
transition temperature. As one can see from the figure, the normal-state transvers
netoresistance of a BSCCO-2212 crystal at temperaturesT.Tc0 can be approximated
satisfactorily by a linear law with a temperature-dependent slope in the entire ran
fields up to 50 T. As temperature decreases belowTc0 , the asymptotic behavior of the

FIG. 2. Temperature dependences of the absolute value ofU0 , the parameter in the theoretical dependen
U5U0 log(1/B) that characterizes the barrier heights for flux creep. The filled squares showU05bT, deter-
mined by fitting the relationR}Bb to the data from the region of formation of the resistive state, which w
obtained from the high-frequency measurements in a pulsed field. The hatched region corresponds to th
of quasistationary measurements in a dc field.10
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strong-field dependences remains unchanged, which shows that a single mecha
responsible for the phenomenon, and gives a basis for attributing the effect to the no
state properties and not to superconducting fluctuations, which are probably respo
for the rounding off of the transition, clearly seen in Figs. 1 and 3.

We note that the negative normal-state transverse magnetoresistance of a BS
2212 crystal was observed earlier in Ref. 3, whose authors detected a pronounce
dratic growth of the effect with increasing magnetic field~up to 14 T!, in excellent
agreement with the predictions of the fluctuation theory.4 At the same time, although th
magnitude of the relative change of the resistance determined in our measurement
T and 100 K agrees, to a high degree of accuracy, with the results presented in Ref
field dependence obtained can be approximated satisfactorily by a linear depen
with only a slight flattening out for weak fields. This discrepancy could be due to m
odological flaws in our experiments, whose weak point is that the temperature o
sample cannot be measured directly during the field pulse. However, it is obvious th
the rising part of the pulse the temperature of the sample can only increase as a re
Joule heating of the crystal by induction currents, and since]rc /]T,0, this can lead
only intensify the negative magnetoresistance, and therefore taking overheating e
into account does not improve the agreement with the data of Ref. 3. In turn, it cann
asserted that there are no overheating effects in the work cited because the ne
information is lacking.

At the same time, the data presented in Fig. 1 agree qualitatively with the resu
an investigation2 of the transverse magnetoresistance of a crystal of another repres
tive of the family of high-temperature superconductors Bi–Sr–Ca–Cu–O — La-d
Bi2Sr2CuOy ~BSCCO-2201!2 — in the case that its superconductivity is suppressed b
strong field. We note that a positive magnetoresistance was recorded in theab plane of
the crystal in the same work. This fact, combined with the positive basal-plane ma
toresistance found5 in normal-state whiskers with the nominal composition 2212 attes
a similar mechanism of electron transport in the layered superconducting sy
Bi–Sr–Ca–Cu–O. Nonetheless, the conclusion that electron transport is of the

FIG. 3. Temperature evolution of the normalized experimental dependencesR(B)/RN(0) measured both above
and below the superconducting transition temperatureTc0 . The results are presented forT556.6, 78.0, 90.05,
101.6, and 125 K~bottom to top!.
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nature in BSCCO cuprates differing by the number of copper–oxygen planes evid
requires more detailed investigation.

Besides the scenarios mentioned above, the observed effect can be interpreted
basis of a bipolaron model,13 which predicts a negative transverse magnetoresistance
to a decrease in the polaron gap in the normal-state density of states as a re
spin-splitting of the polaron band. An additional argument in favor of this interpreta
is the satisfactory agreement between the temperature dependence of the second
field of BSCCO-2212, determined from the temperature dependences of the tran
resistance of the crystal and computed in the model mentioned.14 Assuming the negative
magnetoresistance to belong to the normal state of the crystal, to obtain a rough es
of Hc2 from measurements performed in a pulsed field it is natural to use the poi
intersection of the linear extrapolations of the data from the region of flux flow and
normal state, as shown by the arrow in Fig. 1. It was established that in a wide tem
ture range, 0.4<T/Tc<0.97, the dependenceHc2(T) constructed in this manner agree
qualitatively with the results obtained in Ref. 14, demonstrating only negligible qu
tative discrepancies. We note that his result attests to the adequacy of the assumpt
which the complicated procedure developed in Ref. 14 to determineHc2 is based.

This work was performed as part of projects supported by EPSRC, the Russian
for Fundamental Research, and the Council on Superconductivity. The measurem
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An experimental investigation is made of the subharmonic Shapiro
steps observed on theI–V curves of high-Tc superconductor Josephson
junctions and on the bias-voltage dependences of the rf noise and de-
tector response when the junctions are subjected to external submilli-
meter radiation. Structures of this type are ordinarily described by a
nonsinusoidal current–phase relation, which is why subharmonic steps
appear. Numerical modeling of the processes occurring in a Josephson
junction by means of a simple current–phase relation, as in the case of
an SNS junction, gives good agreement with experiment. The width of
the characteristic Josephson generation line of the junction was esti-
mated on the basis of the noise dependences and the selective detector
response. The width can be explained by taking into account the shot
noise of the tunneling component of the conductivity. A model of the
conductivity of a high-Tc superconductor Josephson junction, consist-
ing of a tunnel junction with microshorts possessing metallic conduc-
tivity, is discussed. ©1998 American Institute of Physics.
@S0021-3640~98!01417-0#

PACS numbers: 74.50.1r, 74.25.Fy, 74.72.Bk
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Micron-size high-Tc superconductor~HTSC! Josephson junctions on grain boun
aries on bicrystalline substrates are ordinarily described well by a simple resistive m
of the Josephson junction. On the basis of this model1–3 the phase differencew on a
junction is described by the Josephson equation

\ẇ

2eRN
1I S~w!5I x1I 0 sin~vt !, ~1!

where RN is the asymptotic resistance of the junction at high voltages,I S(w) is the
dependence of the superconducting current on the phase difference of the wave fu
across the junction,I x is the external dc bias current, andI 0 is the amplitude of the
external rf current. The external rf current gives rise to Shapiro steps on the cur
voltage~I–V! curve of the junction at the voltages

Vn5
\v

2e
n. ~2!

In the general case the steps can arise under the resonance conditionsmVJ5nV, where
VJ52eV/\ andn andm are arbitrary integers. For this reason, the steps can also a
in principle, at the voltages

Vn,m5
\v

2e

n

m
. ~3!

It is important to note that in the resistive model~1! no subharmonic steps withm.1
appear if the current–phase relation has the standard sinusoidal form~see, for example,
Ref. 1!:

I S~w!5I C sin w. ~4!

However, in our experiments the subharmonic steps were observed on many jun
To interpret the experimental data the simple resistive model must be extended
case of an arbitrary current–phase relation.

In our experiments theI–V curve, the detector response, and the rf noise
YBaCuO Josephson junctions deposited on different bicrystalline MgO and YSZ
strate were measured. TheI–V curves of comparatively narrow (W,2 mm) and high-
resistive junctions were close to the curves calculated in a resistive model. The e
current was low and only weak half-integer subharmonic steps (m52) were observed
under the action of submillimeter radiation. TheI–V curves of wider junctions (W
54 – 8mm) differed from the hyperbolic form predicted by the resistive model. A h
excess current, up to 50% of the critical current of the junctions, was observed on
Application of external radiation gave rise to two series of steps~see Fig. 1!. The first
series appeared at the voltagesV1,m5h f /2em and the second series appeared at
voltages

Vm21,m5
h f

2e S 12
1

mD .

Subharmonic steps up to sixth order (m56) were observed experimentally. The subh
monic steps were most conspicuous in the rf noise curves measured at a frequency
GHz using a cooled amplifier with a cooled rectifier at the input. Such measuremen



ce or
steps.

in
ltages

phson
as the
e fre-
ave

f the
on the
nse to

t.

rmonic

n the
are no
the ac
onic

that
tive
n can

gen-

f 1

456 JETP Lett., Vol. 68, No. 5, 10 Sept. 1998 Tarasov et al.
more sensitive than the standard technique of measuring the differential resistan
detector response, and they make it possible to observe higher-order subharmonic

For bridges no more than 2mm wide the subharmonic steps are hardly perceptible
the I–V curves, but they can be easily observed in the noise dependence at vo
corresponding to 1/2 and 1/3 of a Shapiro step.

To estimate the noise properties we also measured the width of the Jose
generation line at frequencies of 500 and 1000 GHz. The linewidth was determined
voltage distance between two noise maxima near the voltage corresponding to th
quency of the external radiation. For very small amplitudes of the external microw
radiation this voltage difference equals

DV5pA3hD f /e.

When the signal amplitude is increased, the simple relation between the width o
generation line and the positions of the noise maxima is destroyed, and for this reas
estimates of the width of the generation line were made only according to the respo
a weak signal. At 4.2 K the linewidth was 34 GHz on a 20V junction, 28 GHz on a 4V
junction, and 4.5 GHz on a junction shunted by an 0.7V external low-inductance shun

Several mechanisms could be responsible for the appearance of the subha
steps.4–8

One such mechanism could be due to the finite capacitance of a junction. I
general case this effect cannot be very strong. Indeed, for zero capacitance there
subharmonic steps, but they are absent even if the capacitance is large, since
voltage across the junction is effectively shunted. As was shown in Ref. 7, subharm
steps can be observed on theI–V curves in the casevRNC;1. For high-Tc supercon-
ductor junctions it is quite difficult to estimate the junction capacitance, but it is clear
it is small, since theI–V curve is close to a hyperbolic curve predicted by the resis
model with no capacitance. For this reason the finite small capacitance of a junctio
hardly be responsible for the appearance of strong subharmonic steps.

Another possible mechanism is a nonsinusoidal current–phase relation. In the
eral case the relation between the supercurrent and phase can be written as

FIG. 1. ExperimentalI–V curve and noise as a function of the voltage across a junction with a resistance oV
and a critical current 510mA, under external irradiation at frequency 400 GHz.
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I s~w!5I c sin w1 (
m52

1`

I m sin mw. ~5!

The higher-order harmonics withm.1 lead to the appearance of subharmonic ste8

The deviation of the current–phase dependence from a simple sinusoidal curve
surprising. This type of weak link differs appreciably from the standard link for a tun
junction, and high-Tc superconductor junctions are ordinarily considered to be clos
SNS or more complicated type structures. It is well known that the current–phase re
for a SNS junction at low temperatures and voltages is different fromI C sinw. Subhar-
monic steps have been observed in classical low-Tc superconductor junctions of the SN
type in many works, specifically in Ref. 9. Another possible reason for the nonsinus
relation could be the formation of superconducting microshorts, or Dayem bridges, i
the junction. This type of junction exhibits very strong subharmonic steps10 and is ordi-
narily described by a nonsinusoidalI S(w).2,3 The dynamics of such junctions, on th
whole, is more complicated.3 In Ref. 5, to explain the experiment of Ref. 4, whe
half-integer steps were observed in YBaCuO junctions, it was suggested that D
microbridges are responsible for the appearance of half-integer Shapiro steps.

Recently,6 a direct measurement of the current–phase relation was performed
within the limits of experimental accuracy no deviations from a simple sinusoidal rela
were observed. This result shows that the deviation from a sinusoidal relation cou
nonsystematic; it could depend on the technological parameters, the structure
junction, and the presence of defects. We performed numerical modeling using the
tion

I S~w!5I C sin w
tanh~aucoswu!

2ucoswu
. ~6!

Formally, such a relation corresponds to a single-channel SNS junction with the
D/2T5a, but this relation reflects the general dependenceI S(w) for many other types of
weak links, including multichannel SNS junctions at low temperatures and Da
bridges. We observed that the experimentalI–V curves correspond quite well to th
model ~see Fig. 2! for a>10, despite the fact that the excess current was ignored.
shows that the current–phase relation has a dominating influence.

FIG. 2. Numerically computedI–V curve with parameters close to the experimental values.
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Another mechanism leading to the appearance of subharmonic steps could be
the large width of the junction. It is well known from previous experiments that v
small point contacts essentially do not exhibit subharmonic steps, but as the press
the contact is increased, the contact area increases and ordinarily subharmonic
appear. A similar trend was observed in Ref. 9, where subharmonic steps were ob
in wide Pb–Cu–Pb SNS junctions withW/lJ56.6, while subharmonic steps were n
observed in narrow junctions withW/lJ52. For our junctions we estimatelJ;2 mm,
and this mechanism cannot be ruled out for junctions wider than 4mm. However, nu-
merical modeling of the dynamics of wide junctions in the presence of external m
wave generation is much more complicated and definite conclusions cannot be
solely from measurements of theI–V curves and the response.

According to the measurements performed, the width of the Josephson gene
line is much larger than the computed width. For this reason, we shall endeav
determine the reason for the broadening of the Shapiro steps. For thermal noi
spectral density of the voltage fluctuations can estimated to high accuracy as

SV~V!5Rd
2~V!SI>

2Rd
2~V!kBT

R0
, ~7!

whereR0 is the differential resistance in the absence of irradiation. One can see th
maximum of the noise as a function of the voltage is practically identical to the pos
of the maximum of the differential resistance. The position of the latter can be obta
from the analytical expression for the shape of a step in the presence of thermal
across a resistanceR0 . The broadening of a step is determined by the dimension
parameterg52ekT/\I st , whereI st is half the step height in the absence of noise. T
exact analytical results of Ref. 1 are quite complicated, but approximate values c
used for practical estimates:

DV5H 1.92R0A2ekBTIst /\, g&1,

4A3ekBTR0 /\, g*1.
~8!

For the curve in Fig. 1 we obtaing50.05 andDV56 mV at 4.2 K, while the experi-
mental value is 30mV. For other samples the broadening of a step was 1–3 times gr
than that calculated from Eq.~8!. The additional broadening of the main Shapiro step
be explained by the shot noise of a junction for quite high bias voltages of 1 or 2 mV
influence of shot noise can be taken into account in the calculations by simply repl
kT by

kBTeff5~eV/2!coth~eV/2kBT! ~9!

in expression~7!. Then the computed linewidth increases by a factor of 1.5–2 depen
on the bias voltage corresponding to the frequency.

We have investigated subharmonic steps in high-Tc superconductor Josephson jun
tions under the action of submillimeter irradiation. Subharmonic steps up to sixth
were observed on theI–V curve, the detector response, and the bias-voltage depend
of the rf noise. Numerical modeling using a nonsinusoidal current–phase relation
close agreement with the measured results. Such a dependenceI S(w) could be due to the
presence of additional conduction channels in the form of microshorts and defects
junction in the SNS or Ss8S structures. The width of the Josephson generation line
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found to be several times greater than the value calculated in the simple model of th
noise. This is explained by the presence of shot noise in the tunneling part of the
ductivity of the junction.
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Oscillation phenomena in polyacetylene: R13S1

Gross–Neveu model with a chemical potential
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The phase structure of the two-dimensional Gross–Neveu model in a
spacetime of the formR13S1 and in the presence of a chemical poten-
tial m is investigated. The phase portrait of the model is constructed in
the parameter plane (m,l), wherel51/L and L is the length of the
circle S1. In the portrait there exist two massive phases, with sponta-
neously broken chiral invariance, as well as infinitely many massless
symmetric phases. Such a vacuum structure leads to oscillations of the
critical curvemc(l) of chiral phase transitions. In addition, the particle
number density in the vacuum state of the model oscillates if
m.mc(l). © 1998 American Institute of Physics.
@S0021-3640~98!01517-5#

PACS numbers: 72.20.Dp, 11.10.Kk, 75.30.Kz, 75.20.Ck

INTRODUCTION

A two-dimensional quantum field theory with a Lagrangian of the form

Lc5(
k

c̄ki ]̂ck1
g

2NF(
k

c̄kckG2

~1!

is called a Gross–Neveu~GN! model.1 In Eq. ~1! the ck are two-component Dirac
spinors for each fixed valuek51, . . . ,N, andLc is symmetric with respect to a discre
chiral transformationck→g5ck . Instead of Eq.~1!, the Lagrangian

Ls5(
k

@c̄ki ]̂ck1sc̄kck#2Ns2/2g, ~2!

which in the equations of motion, wheres5(c̄kck , is equivalent to Eq.~1!, is very
often studied. Initially, the model was proposed as a simple example demonst
certain properties of quantum chromodynamics, specifically, asymptotic freedom,
taneous breaking of chiral invariance, dimensional transmutation, and others. So
these properties follow from the following expression for the effective model pote
obtained in leading order in the 1/N expansion:1
4600021-3640/98/68(5)/7/$15.00 © 1998 American Institute of Physics
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V0~s!5
Ns2

2g
1

iN

~2p!2E d2pln~s22p2!5
Ns2

4p
@2 ln~s/M !21#. ~3!

After renormalizationV0(s) is expressed using only the dimensional parameterM ,
whose physical meaning is that of a dynamical mass of fermions~dimensional transmu-
tation!.

Later, other general theoretical questions, such as the effect of temperatur
nonzero particle density,2–4 nontrivial topology of the space,5,6 and different fields7 ~in-
cluding gravitational8–10! on the chiral properties of the vacuum were also investigated
the basis of the GN model. Moreover, it was shown in Refs. 11 and 12 that for a va
of quasi-one-dimensional compounds, called Peierls insulators, the microscopic m
of the electronic states in the continuous limit are completely analogous to
dimensional quantum field theories. Specifically, the GN model withN52 was found to
be the best theory describing the electrical conductivity of one Peierls insulator,
acetylene~CH)x . In pure form, with no impurities, polyacetylene, like other Peie
insulators, is an insulator. In the presence of light doping, when the concentrati
impurity electrons~holes! does not exceed 6%, it is a conductor with a spinless elec
charge carriers and exhibits diamagnetic properties. However, when the impurity co
tration reaches 6% and higher, its magnetic properties change sharply. It beco
paramagnet by a first-order phase transition.~These and other properties of Peierls ins
lators can be studied in greater detail in the reviews Refs. 13.!

The aforementioned phase transition in polyacetylene was investigated in a
dimensional GN model with chemical potentialm in Refs. 14 and 15, where it was show
in leading order inN that at the critical value of the chemical potentialmc5M /A2 a
first-order phase transition occurs in the model from a phase with broken chiral in
ance~the phase where fermions possess massM ) to a symmetric phase with massle
conduction electrons.a! ~The model had been used previously for qualitative analysi
the properties of Peierls insulators.16!

The present letter is also devoted to the investigation of a soliton-metallic p
transition in a Peierls insulator in the two-dimensional model~1! with mÞ0 in the case
that the spacetime possesses a topology of the formR13S1 ~compactified spatial axis
rolled up into a circleS1 of lengthL).

In reality, most Peierls insulators are three-dimensional crystals, where on ac
of the characteristic features of the crystal structure the electron motion is esse
one-dimensional. An external stress can deform the crystal lattice, and then the el
motion becomes curvilinear. Here, studying the limiting case of motion on a circleS1, we
have in mind, of course, the fact that it can be used to describe processes in def
Peierls insulator crystals with large values ofL, i.e., under laboratory conditions.~Look-
ing ahead, we note that this is the region where the conductivity oscillations tha
observed and the critical curve of the chiral phase transition show up most cle!
Moreover, we hope that the results obtained below will be helpful for drawing qualita
analogies when constructing superstring theories, in describing phenomena of th
simir effect type, and so on, i.e., in the cases where the topology of the spaceti
nontrivial.
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1. PHASE STRUCTURE OF THE MODEL

The properties of vacuum are uniquely related with the structure of the gl
minimum of the effective potential of the model. To leading order in the 1/N expansion,
for arbitrary values ofm andL, the effective potential has the form5

VmL~s!5VL~s!2Nl (
n50

`

anu~m2As21~2pnl!2!~m2As21~2pln!2!, ~4!

whereu(x)51 for x>0, u(x)50 for x,0, l51/L, an522dn0 , and

VL~s!5V0~s!2
N

pLE2`

`

dp0 ln@12exp~2LAs21p0
2!#. ~5!

The global minimum of the function~5!, into which the potential~4! transforms at
m50, is located at the points0(l). In addition, s0(l)→M if l→0 and s0(l)
;pl/ ln(l/l0) if l→`. Here 4pl05M exp(g), whereg50.577. . . , is theEuler con-
stant.

Our problem is to investigate the function~4! for an absolute minimum. For it the
stationary-state equation is

s

pH ln
l

l0
1I ~s!2

pl

s
1pl (

n50

`

an

u~m2As21~2pln!2!

As21~2pln!2 J 50, ~6!

where

I ~s!5 (
n51

`

$1/n2@n21~s/2pl!2#21/2%. ~7!

The structure of Eq.~6! dictates the following algorithm for obtaining a solution. W
divide the parameter plane (m,l) into regionsvk ,

~m,l!5 ø
k50

`

vk ; vk5$~m,l!:2plk<m,2pl~k11!%, ~8!

and then investigate this equation in each regionvk successively.

Let (m,l)Pv0 . Here the stationary-state equation has a simpler form:

s

pH ln~l/l0!1I ~s!2
pl

s
@u~m2s!21#J 50. ~9!

Hence it is obvious that forl.l0 Eq. ~9! has only two solutions:s150 and
s25s0(l), each of which is a local minimum for the potentialVmL(s). In this case it is
obvious that the critical values of the chemical potentialm0c(l), for which the global
minimum of the potentialVmL(s) passes froms1 to s2 and vice versa, is determined b
the equation

VmL~0!5VmL~s0~l!!, ~10!

which can be solved exactly in the regionv0 :

m0c~l!5@VL~0!2VL~s0~l!!#/~Nl!. ~11!
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For m.m0c(l) we have a massless symmetric phase of the model~the setA0 in Fig. 1!.
If m,m0c(l), then a phase with spontaneous breaking of chiral invariance, where
mions possess masss0(l) ~regionB in Fig. 1!, is realized in the model.

If l,l0 , thens150 will now be the point of local maximum of the potential~4!.
Instead of it, hereVmL(s) acquires another local minimum — the points3

5s̃0(l)Ó0, which forl5l0 becomes zero. The values of the chemical potentialm1(l)
for which these minima are equivalent are determined by the equation

VmL~ s̃0~l!!5VmL~s0~l!!. ~12!

The curvem5m1(l) separates the phaseB from another massive phase, where t
fermion mass equalss̃0(l) ~the setC in Fig. 1!. We also note that transitions betweenA0

andB and betweenB andC are first-order phase transitions. However, the transition fr
C to A0 and vice versa is a second-order phase transition. The boundary betwee
phasesC and A0 is the straight lineab ~see Fig. 1!, where a5$(l,m):l5l0 , m
5(0.796. . . )2pl0%, b5$(l,m):l5l0 , m52pl0%.

b!

It can be shown similarly, using numerical investigations, that in the regionv1 there
exists a critical curvem2(l) ~the curve bg in Fig. 1! that satisfies the equatio
VmL(0)5VmL(s̃0(l)) and intersects the curvem1(l) at the point g5$(l,m):l
5(0.841. . . )l0 , m5(0.865. . . )2pl0%. The line of first-order phase transitions,m
5mc(l), on which the symmetry properties of the vacuum model change sharply
which is determined from Eq.~10!, starts from this point.

It is known that the value of the effective potential at the point of a global minim
is the thermodynamic potential of the system. For this reason, in the region abov
curvem5mc(l), the thermodynamic potentialV(m,l) has the form

V~m,l![VmL~0!5VL~0!2Nl(
k50

`

aku~m22pkl!~m22pkl!. ~13!

FIG. 1.
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It is easy to see that the first derivative]V/]m, i.e., the number density of particles in th
ground state of the system, changes value abruptly when each boundary betwe
regionsvk ~8! is crossed. Therefore we have first-order phase transitions on the
l k5$(l,m):m52pkl% and infinitely many massless symmetric phases of the model~the
regionsA0 , A1 , . . . in Fig. 1! above the curvem5mc(l) ~the curve of chiral phase
transitions!.

The complete phase portrait of the model is presented in Fig. 1, where the d
curve is the line of second-order phase transitions and the other curves are lin
first-order phase transitions. We note there exist two tricritical pointsa, b and infinitely
many triple points, where three first-order curves come together~these are the points o
intersection of the linesl k for k.1 with the curvem5mc(l), and also the pointg).

2. OSCILLATIONS OF THE CRITICAL CURVE mc(l)

Direct numerical investigations of the curvem5mc(l) show that this curve has
characteristic kinks at an infinite number of points where it intersects the linesl k . In
practice, such behavior of any function is usually said to be oscillatory. We shall s
out the oscillatory component of the critical curve in explicit form. To this end,
represent Eq.~10!, which mc(l) satisfies, in the more detailed form

VL~0!2VL~s0~l!!5Nl (
k50

`

aku~m22pkl!~m22pkl!. ~14!

We denote the left-hand side of Eq.~14! by DV(l), and we transform the right-hand sid
using the Poisson summation formula17

(
k50

`

akF~k!52(
k50

`

akE
0

`

F~x!cos~2pkx!dx ~15!

~the coefficientsak are determined in Eq.~4!!. Calculating the integrals in Eq.~15! we
obtain formc(l) the equation

DV~l!5
Nmc

2~l!

2p
2

2Nl2

p (
k51

`
cos~kmc~l!L !21

k2
. ~16!

From Eqs.~5! and ~3! as well as the relations0(l)→M as l→0 follows DV(l)
5NM2/4p1O(exp(2M/l)). With allowance for Eq.~16!, this means thatmc(l)
→M /A2 asl→0. Moreover, it is now easy to solve Eq.~16! for small l:

mc~l!5
M

A2
2

2A2l2p2

6M
1

2A2l2

M (
k51

`
cos~kML/A2!

k2
1o~l2!. ~17!

Hence one can see that asL→` the functionmc(l) oscillates with frequencyM /2A2p.
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3. OSCILLATIONS OF THE THERMODYNAMIC POTENTIAL AND PARTICLE
NUMBER DENSITY

Let m.M /A2. Then the state of thermodynamic equilibrium of the system is
scribed by the thermodynamic potentialV(m,l) ~13!. It is easy to see thatV(m,l) also
oscillates asL or m increases. Indeed, let us apply the Poisson summation formula~15! to
the infinite sum in Eq.~13!. The result is the expression

V~m,l!52
Nm2

2p
1

2Nl2

p (
k51

`
cos~kmL !21

k2
, ~18!

where the oscillatory component is singled out explicitly. The particle number de
n(m,l) in the ground state is determined by the relationn(m,l)52]V/]m. With
allowance for Eq.~18!, in the present model it has the form

n~m,l!5
Nm

p
1

2Nl

p (
k51

`
sin~kmL !

k
, ~19!

i.e., for m5 const and large values ofL it oscillates with frequencym/2p. If L5 const,
then asm increases, the density oscillates with frequencyL/2p.

CONCLUSIONS

In the present letter the phase structure of the two-dimensional Gross–Neveu
in a R13S1 space with a chemical potential was investigated in the leading order o
1/N expansion. Two massive phases as well as infinitely many massless phases
model exist in the phase diagram in Fig. 1. The phases are separated from one ano
critical curves of both first and second orders, at the intersections of which lie
tricritical points and infinitely many triple points. A consequence of the phase stru
obtained are oscillations of the critical curve of a chiral phase transition, in which
chiral symmetry is restored, as well as oscillations of the particle number densityn(m,l)
in the ground state of the model.~The four-dimensional Nambu–Jona–Lasinio model
a spacetime of the formR33S1 in the presence of a chemical potential has an e
greater diversity of critical properties.18!

If the GN model is indeed close to reflecting the real properties of polyacetylen
other Peierls insulators, then, as follows from Eq.~17!, it could be possible to observe i
experiments with these materials oscillations of the critical degree of doping, resulti
a transition from a soliton phase to a metallic phase, depending on the curvature
experimental sample. Moreover, since the electrical conductivity is proportiona
n(m,l) ~19!, in experiments investigating the metallic phase of Peierls insulators
conductivity should also oscillate both asL increases with the impurity electron densi
held constant~proportional tom) and with constant curvatureL but with increasing
degree of doping, i.e., with increasingm.
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a!This expression formc was also obtained in Refs. 3 and 4.
b!The properties of the model in the regionv0 are presented in greater detail in Ref. 5.
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