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The radiation from relativistic particles channeled in a microscopic
undulator created by applying transverse ultrasonic vibrations to a
single crystal is investigated. The results of numerical investigations
are presented for real crystal undulators. The calculations show the
radiation spectra in the particle and photon energy ranges where nar-
rowing of the spectrum occurs when the particle energy is close to a
definite threshold energy. @998 American Institute of Physics.
[S0021-364(98)00118-2

PACS numbers: 61.8%p, 43.35.Ty

Papers on undulator radiatibrt have predicted that at certain particle energies the
influence of the medium will lead to narrowing of the radiation spectrum in the x-ray and
harder frequency ranges. It was shdWthat by varying the parameters of the medium or
the undulator it is possible to obtain quasi-monochromatic beams of photons with ener-
giesfiw=10-200 keV using electrons with energies 3—15 GeV. A similar phenom-
enon has been predicfed for radiation from channeled particles. It has been sHawat
spectrum narrowing will be appreciable f&<10 MeV and%Zw<1 keV, making the
effect difficult to observe. Despite the fact that the experimental investigations of the
radiation from particles in undulators filled with a mediysee, for example, Ref) &s
well as during channeling in single crystals were initiated a long time ago, to date the
predicted narrowing of the spectrum has still not been observed.

For obtaining intense x- ang-ray beams, the radiation from particles in crystal
undulators(CUs) with the shortest possible periotls v/f=0.1-100 um, obtained us-
ing transverse ultrasonuc waves with frequericgnd propagation velocity in the
crystal, has been studied in the dipole approximatidie advantage of the radiation
produced in CUs as compared with the radiation produced in ordinary undulators is that
decreasing the period by several orders of magnitude makes it possible, at a given energy,
to obtain photons with higher energiés and, as compared with radiation from chan-
neled particles, higher intensities because in CUs the vibrational ampkudemuch
larger than the interplanar spacinigy of the CU crystal. Such radiation was recently
studied® in the dipole approximation, and it was shown that stimulated emission can be
obtained. We note that the theoretical possibility of increasing the intensity of radiation
from channeled particles by using ultrasound has been examined in Refs. 11-18.
References 14—18 examine the case where the valleg®tlose to the peridd,, of the
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particle motion during channeling. Only amplification of parametric x radiation by means
of ultrasound has been observed to ddte.

Since interest in methods for obtaining intense x-ray beams using elettvitis
E>5 MeV has increased recently and since the polarization of the medium was neglected
in Refs. 9 and 10, in the present letter we investigate the radiation produced in a CU
taking the narrowing of the spectrum into account. It is shown for CUs based on certain
single crystals that the use of particles with enerdgtes500—1000 MeV will make it
possible to obtain quasi-monochromatic beams and to investigate experimentally the
narrowing ath w~10—100 keV.

Let a particle moving along th& axis enter a CU whose crystallographic planes,
perturbed by a transverse ultrasonic wave propagating along ales, have a sinusoidal
form with amplitudeA and periodl. If the angle of entry of a particle into the crystal
relative to the bent crystallographic planes is less than the corresponding critical angles
for channeling, and if the minimum radius of curvatiRg,,=I%4m2A of an averaged
particle trajectory or of the crystallographic planes is greater than the Tsyganov critical
radiusRy (see, for example, Ref. 20then, in neglect of multiple scattering, a positive
particle will on average execute during planar channeling a vibrational motion with
amplitude A and frequency)=27c/l. We note that the consequences of the above-
noted conditionR,;,>Rys for positive particles were studied in Ref. 10. In the present
letter, beside®\>d, and|> 1, it is assumed that the transit time of an ultrarelativistic
particle through the CU is much shorter than the period of the ultrasonic wave. We
investigate the narrowing of the spectrum in the frequency range in which the first
harmonic of the radiation is dominant..

It is well known that when the undulator parameter 27 yA/l=1, and the longi-
tudinal oscillations cannot be neglected, the longitudinal particle motion can be charac-
terized by an effective Lorentz factar,= y/\/1+q?/2. Using the results of Refs. 1-4 it
is easy to show that because of the presence of the medium, radiation arises in the CU
only when the particle energy=ymc? exceeds a threshold enerfy=y,mc,

Yo=v0/ V1= 77, (€

wherey,=w,/Q, n= \/_wA/)\ Ap=2mclw,, andw, is the plasma frequency of the
CU. It foIIows from Eq. (1) that 77<1 and A<\ /\/_77 Setting y=ky, (k=1), we
obtain y,= y(1— 7% Y4 (1+ n*(k*—1))"2

The physics of this phenomenon is as follows. In the laboratory frame a particle
undergoes translational—vibrational motion with frequeficyin a reference frame mov-
ing with the particle we have an oscillating dipole at rest which emits a wave with
frequency(ly,. Since the plasma frequenay,= J27ne?/m remains unchanged in the
latter frame, the plasma has the property that waves with frequengy<w, do not
propagate and that particles with< y, (or y,<1yg) do not radiate.

The frequency and angle of emissiérof the radiation are related by

2

w
¥V, 2 — 62
w

0=20/ (2

Hence it follows for a vacuum undulatomw(,=0) that photons all with the same fre-
quency, lying in the interval € w<2w., wherew,= Qyz, can be emitted at each angle
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TABLE 1.

Parameters

Crystals p (glcn?) v (km/s) fiw, (eV) E, (MeV) I (um) f ( MHz) kn

Quartz 2.65 5.7 33.1 523 37.7 151 0.23
Silicon 2.33 8.43 311 556 42.9 196 0.22
Diamond 35 11.65 38.8 451 275 421 0.27

6. For an undulator filled with a mediumwi# 0), photons with two different values of
o in the range (+ d)w.<w<(1l+d)w. can be emitted at each anghe(compound
Doppler effect, wheres?=1— y3/ y2=(k?—1)(1+ %)/k?. Using 6 and the dimension-
less frequenck= w/w, (1— d<x<1+ §), we can rewrite expressiai) in the form

0= (82— (x—1)%) Y% yx. )

Therefore photons with the maximum and minimum frequencies are emitted at angles
0=0, while photons withx=1 are emitted at the anglé= 6/y,. Thus, the frequency
and angular distributions become narrower by a factof afoundx=1 or = w,.

The spectral distribution of the number of photons per unit particle travel distance is
given by the expression

dZ_N s 1- 62

dxdz
whereB=ma5?/21(1— 6%) and a=1/137. The width of the spectral distribution, with

allowance for the finiteness of the lengthand the spreadl/l in the values of the
undulator period, is determined by the expression

® 1/2
so_L [y e s

w L
whereAy=y— vy, if v,> 7y, andA vy equals the width of the spread nif y,= vy,.

2

X+ -1] +1

: (4)

Integrating(2) over the admissible range, we obtain in the casel the following
expression for the number of photons emitted in a CU of lelhgth

7°k? L
X5 7 O.
1+(k2—1) 7% |

In the dipole approximationkn<<1, the contribution of the high harmonics is small,
while N~A?. However,N stops increasing witlh whenkz=1.

N=27 (6)

Table | gives the values of the density, the sound velocity, and the plasma frequency
of some crystals which are convenient for preparing Qigartz, silicon, and diamond
as well as the values d&,, |, f, andk# that are required in order to obtain quasi-
monochromatic photon beams with= w.=33 keV andA=2 nm. We note that chan-
neling radiation has been observed in piezoelectric qdaend diamond and silicon are
the best radiators for obtaining radiation from channeled particles. As one can see from
the table, in all casekn<1, because the value & is moderate. Sinc&,,~ w,,
|~w;, and f~1/w;, it is unreasonable to employ the crystals listed in the table at
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FIG. 1. Spectral distribution of the radiation from particles channeled in a quartz CU with period
| =27.7 um and amplitudeA=20 nm, with(solid curve$ and without(dotted curvesallowance for a polar-
ization of the medium: )ad?N/dx/dz/B versusx at energies 1.001, 1.01, 1.1, 1.2, and 4.0 times higher than the
energies E,=523.1 MeV (curves 1-5, respectively and at any relativistic energy(curve 6); b)
d?N/d(fw)/dz (keV™! cm™?) versusho (keV) for energiesE=523.6, 528.3, 575.4, and 627.7 Md®urves

1-4) and for energie€=523.6 and 627.7 Me\curves5 and6).

0:.=10 keV andw.=10 MeV, since in the first case very high valuesf @ire required,
with the attendant difficulties in obtaining high ultrasonic powers, while in the second
case the very large values lowill lead to a small number of periods in a CU of limited
length.

As an illustration, Fig. 1 showsd€N/dx)/(dz/B) versusx for a quartz CU with the
parameters presented in Table | for different values of the particle esotg curves.
For comparison, the same dependetidentical for all values of the energles shown
for a hypothetical vacuumaf,=0 or §=1) undulator with the same values loand A
(dashed curve One can see that the quasi-monochromaticity deteriorates as the energy
increases and that at high frequencies the vacuum undulator and CU spectra increasingly
resemble each other. Figure 1b shows the directly measured cundgédNad(zw)/dz
versusfiw for CU and vacuum undulators. We note thatxat1l or wszZQﬁ the
height of the CU spectra is twice that of the spectra in the same microundulators with
0,=0. When the existing macroundulators wlith..,,~1 cm are used, one can obtain
emission spectra in the frequency range of Fig. 1b at particle enetfligs,/| ~ 60
times higher than the energy in Fig. 1b, since for undulaiotsy?/|.

When comparing the possible applications of the radiation studied here and other
types of radiation the following must be taken into accoun8ince deflection of elec-
trons in bent crystals is not observ&thanneled electrons do not undulate in a CU and
are unsuitable for obtaining radiation in a CU), §uitable positrons undergo multiple
scattering, as a result of which it is not sensible to use CUs thicker than the dechanneling
length, which is smaller in bent crystals than in unbent crystals; andhére are diffi-
culties in obtaining intense ultrasonic oscillations with frequencies greater than 100 MHz.
Despite these drawbacks, by using positrons With525 MeV and a quartz CU with
L=1 mm (with allowance for dechannelingt is possible to obtairfsee Fig. 1lbN~3
x 10" 2 photons per electron fofw.~=33 keV, Aw/w=0.1, which are two orders and
one order of magnitude greater than that obtainable with parametric x rad{®tR)
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and transition x radiatiofiTXR) from electrons withE=500. Such an intensity can be
obtained by using channeled-patrticle radiati@PR with particle energye=50 MeV,
sincel,<1. However, it should be kept in mind that by increasing the positron energy
slightly to E=650 MeV it is possible to obtain a beaisee Fig. 1bwhose width is much
greater than the width in the case of PXR, TXR, and CPR. This will make it possible to
obtain at the same time several quasi-monochromatic photon beams fwith
~5-100 keV, just as in the case of ordinary wigglers and undulators with much higher
electron energieE=10 GeV.

In conclusion, there is no doubt that it is of great scientific interest to investigate
the radiation produced in CUs by particles with relatively high~1 GeV) and low
(E<1 GeV) energies, where narrowing of the spectrum does not and does occur, respec-
tively. The practical value of this radiation for obtaining intense quasi-monochromatic
x-ray and hard-photon beams with a wide spectrum must still be proved experimentally
despite the estimates presented above and other more optimistic estifidtemethe-
less, we note that the investigated narrowing of the spectral and angular distributions of
the radiation may be important for the generation of stimulated emidSias has been
shown for gas-filled free-electron laséfs.
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An equation of motion for a cavitating gas bubble immersed in a liquid

is introduced which includes a flexoelectric energy term. This energy is
deduced from the electric field produced by the bubble wall accelera-
tion (pressure gradientn the fluid (the flexoelectric effegt We show

that under conditions of sonoluminescence, this electric field reaches
values typical of the electric breakdown field in water. Our theoretical
results are consistent with the duration of light emission, minimum
bubble radius, and energy release as measured in sonoluminescence
experiments in water. €1998 American Institute of Physics.
[S0021-364(98)00218-7

PACS numbers: 78.60.Mq

A short and intense flash of light is emitted when ultrasound-drivetoawther gas
bubbles immersed in a liquid collapse. This phenomenon, discovered 60 yearssago,
called sonoluminescenceSL). Renewed interest now exists because a crucial
experiment showed repetitive emissions from a single, stable cavitating gas bubble in
water. Usually, SL experiments address a range of parameter values where the emission
is stable, since it has been shovihat the existence of SL and its stability depend on the
region of parameter space. Various interesting measurements have been reported in the
literature, namely, the evolution of the bubble radRi$~° the spectrum of the emitted
light,® and the effect of noble gas doping in a single bub5i&leasurements indicate that
the energy released amounts+d.0 2 J (Ref. 6 and that the duration of light emission
ranges from 40 ps to over 350 Ps.

From the theoretical point of view, the pioneering work for the equation of motion
of a cavitating bubble is due to RayleigiSubsequently the Rayleigh equation has been
generalized by taking into account the compressibility, surface tension, and viscosity of
the fluid. Additionally, an acoustic pressure term has been added to describe bubble
cavitation experiments under the action of this acoustic field. All these considerations
lead to the Rayleigh—Pless@tP) equation'® Even though this equation has been used

0021-3640/98/68(6)/8/$15.00 472 © 1998 American Institute of Physics
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with success to describe the evolution of the radius of a cavitating bubble, it fails when
one tries to reproduce in detail the evolution of the radius of SL experiments in the region
where light emission occurs.e., near the bubble collapsaeither the SL phenomenon
nor the light emission mechanism is explained by this theory. Recently, Gaand
LevanyuKk! proposed a new hypothesis which takes into account the fact that in SL
experiments high pressure gradients produce high electric fields due to the flexoelectric
effect!? This effect has been invoked previously to explain the polarization of water by
shock waves? The estimated time of the shock action is 1 ps, while the relaxation time
of the water polarization at 25 °C is 9 psand the mechanism of polarization in the
shock wave can be quite different from the dipole orientation mechanism which domi-
nates for intervals longer than the relaxation time. In the SL case the typical time for
buildup of large pressure gradients is 205, a time much longer than the breakdown
time.

In this letter we show that, as was predicted by Gasnd LevanyuR! for param-
eter values in the region for which SL has been observed experimentally, the collapsing
region of the bubble produces electric fields of the same order as the electric breakdown
field E,q in water (which has an electronic character, beirdl0’ V/m under static
conditiong® and ~10° V/m under dynamic condition®) Furthermore, as we will show
below, when the flexoelectric potential energy is taken into accounted, the evolution of
the bubble radius in this collapsing region agrees with a recent experiment; in particular,
the minimum radiusR,, agrees with the values measured in many experiments
(0.7 um).*® Calculations of the energy release and of the duration of the emission are
also consistent with experimental resuls.

Including up to first-order corrections due to the compressibility of the liga&l
proposed by Herring), energy conservation for the bubble reads:

R2+U

4 R
zprR3( -3

w
JR
= .
whereR andR are the velocity and the acceleration of the bubble walind v are the
surface tension and kinematic viscosity of the flyig, and c,, are the density of the
water and the sound velocity in iRy and P, are the gas and ambient pressures; the

acoustic field is given by ,(t) = P/sin(w,t), wherew, is the acoustic frequency. For the
gas pressur®,, we consider the van der Waals adiabatic equation of state:

R d 2 . 5
Pg—Pa—Po+ — = (Pg—Pa)— 5(o+2vR) |47R*dR, 1)
c,, dt R

PoRS”

Pg_(RB_a3)y’ (2)
where y is the ratio of specific heatdor air, y is 7/5), R, is the initial radius of the
bubble (which corresponds to the equilibrium radius whef=0), anda is the van der
Waals hard cordfor air, a=Ry/8.5). The integral in Eq(1) corresponds to the total
work done by the system. The term in the integrand that contains the derivative of the
pressure with respect to the timeorresponds to a zeroth-order correction for the com-
pressibility of the liquid. Standing on the left-hand side are a kinetic energy (gimin-
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FIG. 1. Solution of the RP equatiofwhere U is neglectel for P,=1.45 atm, w,/27=40kHz andR,
=4 um (solid curve$. (a) Bubble radiusR, (b) electric field E and (c) kinetic energy(black curveg and
flexoelectric energyU (gray curveg as functions of timet. For P/=1.45 atm, w,/27=40 kHz andR,
=4 um (solid curvey;, P,=1.375 atm, w,/27=26.5kHz and Ry,=3.25um (dashed curvgs and P,
=1.075 atm,w,/27=26.5 kHz andR,=10.5um (dot-and-dash curvésin (b) the horizontal dotted line
corresponds td,y. In all our calculations we considered a viscosity 0.001 kg m/s and a surface tension
0=0.07275 N/m, as extracted from a handbook.

v

Energy

ished by a term corresponding to the first-oder correction for the compressibility of the
liquid) and a potential energy tertd. The standard RP equation negletisand is
obtained by differentiating Eq1) with respect to the bubble radil& Figure 1a shows

a typical bubble radius evolution curve obtained from the RP equation with parameter
values for which SL has been observed experimentaltyall our calculations we used

a fourth-order Runge—Kutta method with a time stip=10 12 s.

As was proposed in Ref. 11, in the vicinity of the bubble wall the electric field
(due to the polarization of the wajeis related to the pressure gradievip by the
equatior!®

Er=fVp="fp,R, )

wheref is the flexoelectric coefficientfor water,f has been estimated to be approxi-
mately 107 V-m?/N (Ref. 1. In Fig. 1b we show the resulting electric fieldgor two
cases where SL has been observed experimerftaftydashed and solid lines correspond

to the parameter regions of Refs. 4 and 5, respectiv@lye dot-and-dash curve corre-
sponds to the parameter region of an experiment in which no SL was ob$dvete that

only in the two first cases does the electric field exceed the typical electric breakdown
field E,q4 of water(which is denoted by the horizontal dotted linend this occurs prior

to t/t,,=1, i.e., before the bubble reaches its minimum radRysat the timet=t,,.

The acceleration at any distance R from the bubble center is

. RR2+2RR? 2R*R?
r= 2 5 )

r r



JETP Lett., Vol. 68, No. 6, 25 Sept. 1998 N. Garcia and A. Hasmy 475

and the potential electric energy in volume unitsUis(r) = (e9e/2) E(r)2. Therefore,
the energyU reads:

., R?. 18R*
R2+3§R+—

7 =)’ (5

U(R,R,ﬁe)sz U, 47r2dr=2mf?p2eoeR®

whereey ande are the permittivity of free space and the dielectric constant of the water.

We computed the RP equatidiqg. (1) for U=0) and Eq.(5) to estimate the
flexoelectric energyl, takingf=10"" V-m?/N. We found that in the parameter regions
for which SL has been observed experimentéhe same parameters as in Fig),lthe
potential energyJ (the dashed and solid gray curves in Fig) teaches values of the
same order as the kinetic ener@he dashed and solid black curves in Fig) Ircthe
vicinity of the collapsing region t(t,,~1), where very high accelerations
(~10" m/<) take place, in contrast to the non-SL caset-and-dash curvgsThis
indicates that under SL conditions the enetdyshould not be neglected as in the RP
equation. In the bubble rebound>t,), the work term due to the gas compression
dominates over other terms due to the liquid. The bubble responds by increasing its
radius up to the next maximum. In general, fort,,, the bubble evolution takes place
with a small amount of kinetic energy and a negligible flexoelectric energy, because both
the velocity and the acceleration are much smaller in the oscillating regime than they are
just before the first rebound, and the electric field does not exceed the breakdown field
Epq until the first rebound of the next cycle.

When considerindJ # 0, the highest derivative order in E€l) is contained inU
(see Eq(5)). For this reason, at each iteration we compuRedR, andR from (1). After
that, the resulting quantities are inserted iBpto computeU for the next iteration. This
procedure avoids numerical problentfor example, numerical indeterminacies for
f—0). Note that we do not differentiate the equation of motion with respeBt ds is
done to obtain the RP equation; in this way energy conservation is absolutely ensured

(even in the collapsing regionBecause herR is calculated from the quadratic velocity
term (corresponding to the kinetic energy(it)), an inconvenience appears in the choice
of the velocity sign. In our case, sinteis negligible both fort<t,, (t\; is the time at
which the bubble radius reaches its maximum — the time limiting the bubble expansion
and contractiopand fort>t, (this is after the first rebound of the bubhleve computed

the various dynamical quantities of these regimes in the standard manner of solving the
RP equation(neglectingU), while in the bubble contraction region we considered the
negative solution for the velocity when computing Ef). Furthermore, in order to take
into account the energy emission mechanism wheexceedsE,y, we subtractedJ
(which is the energy stored in water by its polarizajitm the total energy accumulated

in the system at each time whé&n> E, 4 (here, we considerel,g= 10° V/m). After that,

the algorithm continues by going on to the next iteration in the calculation ofqgln

this paper the released energy is taken equal to the value &f, but the results are
almost the same if one considers an energy releasslightly smaller tharlJ.*®

In Fig. 2 we compare th&(t) results obtained from the RP equatioh=0, dot-
and-dash curyewith two cases that result when valuds#0 are considered in Eql),
for f=5.10"8 V-m?N (dashed curyeand 107 V-m?/N (solid curve. Note that the
minimum radiusk,, increases witl, while for f=0 the value oRR,, is very close to the
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FIG. 2. R(t) curves forP,=1.45 atm,w,/27=40 kHz andRy,=4um, and forf=0 (dot-and-dash curye
f=5.10"8 (dashed curnjeand f=10"7 (solid curve V-m?/N. The circles correspond to the experiments of
Ref. 5.

radius of the air hard coreR;/8.5~0.47 um). The circle symbols in Fig. 2 correspond

to the experimental data that we extracted from the collapsing region in Fig. 4 of Ref. 5
The agreement between the theoretical curvef fol0 7 V-m?/N and the experimental
ones is quite good, in contrast to the RP case. We recall that in different SL experiments
R, came out to be~0.7 um as on our theoretical curve. Fée=10"" V-m?/N the
electric fieldE exceed<, for the first time at a radiuRy,q (~1.01um) greater thamik,,

and at a time,4<t,,. At t=t,4the velocityR,4is equal to 1159 m/s. For an estimation

of the Mach number M relative to the speed of souag of the gas bubble
(M= R/cg), it should be noted thaty depends orR, since the gas densify, increases
aSng(RO/R)3 (pgo is the air density at room temperature and ambient pressure, equal to
1.161 kg/m); i.e., for R~1.01 um one haspy=70 kg/n? (that is, 624, or 0.0%,,).
Considering the formula fozy in an ideal gas and the expression for the gas temperature
deduced from the van der Waals thebhat this gas density we find that,~803 m/s
(cg~2.5cgo). Therefore, at the beginning of the electric breakdown the Mach number
M~ 1.44, which is close to the value of the Mach numbeR&tR,,, since in this region

it turns out thatc, andR increase in a similar way.

An interesting point is that, when considering a breakdown field equal to/ar@
and f=5-10"8 V-m?/N (parameters for which also the experimental curve is repro-
duced, at the moment that the first electrical breakdown oc¢ues, at radiusR,g), the
Mach number M-=0.961° This means that the electric breakdown phenomenon may take
place before the bubble wall becomes supersonic. Additionally, in the different cases
discussed here, at the radiBg, the gas temperature comes out to be approximately 800
K. In other words, this electrical phenomenon may take place earlier than other possible
effects invoked in the literature to explain the SL phenomenon, like those associated with
thermal effect€®?! those corresponding to an incoming shock wave that passes through
the center of the bubbfé,or other based on an electrical discharge in which numerous
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FIG. 3. For same parameters as in Fig. 2 &rdl0™’. Time distributions of the electric fiell(t) (a) and of
the energy releas®,(t) (b). For the same parameters as in Fig. 2 drd10~’ V-m?/N. In part (a) the
horizontal dashed line indicates the value adoped=fgr.

small, charged liquid jets penetrate the interior of the bubble during its colfdpse.

The top panel in Fig. 3 shows the evolution of the electric fie(d) (solid line)
around the collapsing region fdr=10"7 V-m?/N and Epq=10® V/m (as indicated by
the horizontal dashed lineAs a consequence of the energy released,Bft¢ curve
exhibits many jumps going from values where the quarffity is exceeded to values
where it is not. Indeed, on account of the motion of the bubble radius and the energy
emission, the system is electrically charged and discharged. The corresponding time
distribution of the energy released is illustrated in the bottom panel of Fig. 3. As ex-
pected, the jumps are also evidenced inthét) curve. Note that this emission exists for
approximately 190 ps, and the quantity of energy released in each burst increases with
time from approximately 10" to 10 1°J. In general, the increase bf.(t) with t is
smooth, except at the end of the emission, which reveals that the abrupt change of energy
conditions is a prelude for the rebound of the bubble. The total energy releasedig 10
per cycle, a value much bigger than the 39J measured in SL experimerftsThis
suggests that the efficiency of the light emission in experiments is much less than unity
(~103), and it may be that the remainder of the energy is released in other ways.

With our model we do not intend to exclude other phenomena at the time of energy
release, i.e., a more complicated relaxation mechanism at the time of electrical break-
down or other simultaneous physical phenomena produced by supersonic motions. Even
if the electrical breakdown phenomenon in water is of electronic character, it is difficult
to clarify what happens when the energy is released, since water has a fast relaxation of
the molecule orientation, which is not incorporated in our model. On the other hand, it is
possible that just at the first moment when the energy starts to be released, the system
may respond with other mechanisms that are not described by the standard hydrodynamic
equations. Of course, the mechanism responsible for the relaxation may interfere strongly
in the bubble motion, preventin@r maybe allowingsupersonic bubble-wall motion, but
this is an open question which should be considered as a problem for further development
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of our model. Unfortunately, from the experimental point of view, velocity measurements
are very poor, since they are obtained by measuring the slope between very few points
near the minimum radiusIn any case, it should be noted that the experimental maxi-
mum velocity reached by the bubble wall has been estimated to be 1200-1660 m/s,
which corresponds to a Mach number of 4-6 relative to the speed of sound at room
temperature and ambient pressure, while the real Mach nufmbégrms of the sound
velocity at the actual density of the gas bubbteslightly greater than 1. For very small
radius(close to the hard coyéhe sound velocity of the bubble has a value very close to
that of the liquid.

In conclusion, we have presented an equation of motion for a gas bubble with the
energy emission taken into account. We have shown that by a calculation of the electric
field one can establish that the electric breakdown field can serve as a criterion for SL,
since the electric field exceeds the typical electric breakdown field in water only in those
cases where SL has been observed experimentally. A very important point is that con-
sideration of the flexoelectric energy in the equation of motion leads to a minimum radius
value that fits quite nicely with the experimental data of Refs. 4 and 5, in contrast to the
RP equation, where the resulting minimum radius is a quantity very close to the radius
gas hard core. The values obtained for the duration of the light emission and the quantity
of energy released are consistent with experiments. The breakdown may occur in the
water as well in the gas inside the bubble; besides, polarization of the gas may explain the
effects of noble gas dopif§ in terms of the influence of the concentration gradients,
which also produce polarization, and the influence of minute noble gas impurities on the
breakdown voltage, an effect which has been known since long ago as the Penning
effect?® An asphericity of the bubble or a breakdown starting in a local regiather
than at the same time in all the systemill lead to light emission with a “dipolar
component” in the angular distribution of the intensity. Large magnetic fields should also
modify the SL conditions because they influence the electronic motion and consequently
the breakdown conditions.

We thank A. P. Levanyuk, E. Medina and P. A. Serena for helpful discussions. This
study was supported by Spanish agencies and the EC through the ESPRIT projects. One
of us(A. H.) would like to acknowledge financial support from the EC through the HCM
program.
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monochromators for synchrotron radiation
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It is shown theoretically that the optimum resonance monochromatiza-
tion of synchrotron radiation by means of grazing-incidence antireflec-
tion mirrors is obtained not at the maximum possible enrichment
(~1009% but rather with a low enrichment in the Msbauer isotope
(the natural abundance in the case of jrdrhis possibility is due to the
fact that the conditions of interferometric suppression of electron re-
flection in the range of total external reflection angles is uniquely sen-
sitive to small variations of the film or substrate density. 1898
American Institute of Physic§S0021-364(®8)00318-]

PACS numbers: 41.60.Ap

The unique brightness of synchrotron radiati®@R) as well as various of other
important properties of this radiation, such as unidirectionality, virtually complete linear
polarization, small beam size, and pulse structure, make such radiation extremely attrac-
tive for purposes of Mssbauer optics and spectroscopy. However, despite the substantial
progress made in recent years in this direction, mainly by using temporal filtering of the
nuclear-resonance response, the separation of an extremely narrssbaler spectral
component at x-ray wavelengtkfsom 1.1x 10 7 eV for 1°Tm, with a transition energy
of 8.4 keV, to 6. % 10 1t eV for 18¥Ta, with a transition energy of 6.2 keV; the width of
the recoilless 14.4-keV line 6fFe is 4.7 10" ° eV; the Mssbauer transition energy of
the isotope€’Zn and%’Ag, with record low resonance widths, is much too high, and
these isotopes are not as yet being consideiredn the essentially white SR spectrum
presents a serious problem. We note that the limiting energy width that can be discrimi-
nated by ultrahigh-resolution x-ray crystal monochromators at the present timt0is®
ev!

There exist two ideas for extracting the nuclear-resonance component from a white
SR spectrum: L using purely nuclear maxima of the Bragg reflection from crystals
enriched with a Mesbauer isotop®,? and 2 using grazing-incidence antireflection
(GIAR) films.” The first idea has passed all stages of a careful study and has recently
been brilliantly implementeti. The second idea, despite all the difficulties in its imple-
mentation, has substantial advantages. In the first place, it is difficult to obtain single
crystals enriched with a Mgsbauer isotope, and such crystals cannot be grown from all
M0ssbauer isotopes. At present® Fe,0;, >FeBQ;, a-°>"Fe;BOg, and YIG (with °'Fe)
single crystals have been investigated, and this is apparently the entire list of possible

0021-3640/98/68(6)/5/$15.00 480 © 1998 American Institute of Physics
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crystals. In the second place, purely nuclear Bragg-reflection maxima are by their very
nature due to the presence of hyperfine splitting of the nuclear levels, which complicates
the spectrum and the polarization properties of the filtered radiation. Special conditions
were produced in Ref. 8 to obtain a single reflection lin€’FfeBQ; single crystal was
heated to the N& temperaturé75.35°Q and placed in a 10 mT magnetic field. In the
process the lines of the magnetic hyperfine structure virtually “collapsed,” but the qua-
drupole doublet remained, and one of its lines gave a purely nuclear refl¢888n

Thus, the result obtained in Ref. 8 was almost a miracle of experimental technique.

Grazing-incidence optics is very convenient for micron-size SR beams. Since there
are virtually no restrictions in choosing the components and thicknesses of the films, the
parameters of the hyperfine interactions in them can be varied over wide (isitteut
the stringent temperature limitation of Ref). 8However, the corresponding practical
results obtained thus far for the isotop¥Sn and®>’Fe are not very convincing.?
Suppression of electronic reflection by more than two orders of magnitude has been
achieved(by comparison, the suppression effect achieved in Ref. 8 YReBO; single
crystal is 1019, and moreover the nuclear reflection spectrum is strongly broadeped
to 100 natural resonance widjhend has a quite complicated shape with a dip near exact
resonance. Some of the problems are due to the imperfection of the technology used to
prepare ultrathin filmgproblems of density uniformity of the films, reducing surface
roughness to a minimum, obtaining prescribed thicknesses to within 0.1 nm, angl. so on
However, as will be shown in the present work, the initial approach, using enriched films
in analogy with enriched crystals, is completely unjustified.

The idea of grazing-incidence antireflection films, which is presented in Ref. 7, is
well known in optics and is based on the use of multibeam interference in ultrathin films.
If for a certain grazing anglé the wave reflected once from the film surface has the same
amplitude as and is in antiphase with the outgoing total wave formed as a result of
multiple re-reflection in the film, then the total coefficient of reflection of such a film is
zero. To obtain complete suppression of reflection the thickdessl density of the film
and substrate must satisfy stringent conditions. An important point is that for prescribed
values of the density and photoabsorption in the film and substrate, the thicknesses at
which antireflection is possible for some angldorm a discrete series of values. This
follows from the need to satisfy two conditions simultaneously: amplitude and phase
matching. In Ref. 13 an elegant graphical method was introduced to determine the re-
quired parameters of the antireflection film. There are a number of works devoted to the
analysis of possible materials for films and substrates, to the investigation of more com-
plicated multilayer systems, and to the question of the stability of the solution in the
presence of weak nonuniformities of the film thickness, interfacial roughness, and diver-
gence of the incident radiation beam, for two different types of solutions — IM
(impedance-matchgdnd DS(damping stabilized®!113-1°The question of what effect
the concentration of the resonant isotope in the film might have on the optimal resonance
monochromatization of the incident radiation has still not been analyzed. It has been
conjectured that the higher the concentration of the resonant isotope, the better the film
will reflect in the resonant frequency range.

Figure 1 displays on a logarithmic scale the reflection spectra at interference antire-
flection minima of the DS type for a resonafe/Ta film(left-hand pangland of the IM
type for a Zr film on a resonanfFe substratéright-hand pangl The calculations were
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FIG. 1. Theoretical resonance reflection spetraa logarithmic scalefor the case of a resonaffFe film on

a Ta substratéa) and a Zr film on &'Fe substratéb). The calculations were performed for different degree of
enrichment of the film or substrate with the resonant isot@pe100, 80, 60, 40, 20, 10, 8, 6, 4, and 2%. In the
left-hand panel the grazing angte=4.192 mrad corresponds to a DS-type reflection minimum, and the com-
puted thickness of the “antireflection®”Fe film is 20.56 nm. In the right-hand panel the grazing argle
=4.002 mrad corresponds to an IM-type reflection minimum, and the computed thickness of the “antireflec-
tion” Zr film is 10.10 nm.

performed using the well-known formula for reflection from a fisee, for example,
Ref. 7. The working parameters are\£0.086 nm: susceptibility of the Zr film
xt=(—10.82+0.4)x 107 %, susceptibility of the Ta substratg.=(—26.5+3.44)
x 107 ®, susceptibility of the>’Fe film or substratey=(—14.5+0.7) X 10 6, and the
resonant correction to it in the form

—9.0mm/s <106
V—Upestil/2 '

wherev — v, iS the Doppler shift of the energy relative to resonance. For simplicity, the
hyperfine splitting was not introduced, but to be realistic the width of the resonance was
assumed to be three times greater than the natural wWidt).3 mm/s. It is evident from

the plots that as the enrichment is decreased by almost two orders of magnitude, the
intensity at the maximum of the resonance line decreases very little, while at the same
time the intensity of the “tails” of the resonance lines decreases by 3 or 4 orders of
magnitude, so that the monochromatization effect is enhanced substantially. In Fig. 2
some of the spectra from Fig. 1 are normalized and presented in an ordineay) scale

to permit comparison of the shape of the resonance lines of the reflected radiation. This
figure requires no discussion. As the enrichment decreases, the resonance reflection line
becomes essentially unbroadened. It is obvious that the computed and obsértfed
exotic shape of the resonance line at the antireflection minima is a consequence of the
“supersaturation” of the film with the resonant isotope.

Xres—
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FIG. 2. Normalized intensities of the same resonance lines as in Fig. 1 in the standard scale. The scale along the
x axis is substantially magnified compared with Fig. 1. The designations of the lines presented in part b are the
same as in part a.

To be fair, we note that for IM type solutions the effect noted is less pronounced and
the reflection lines as a whole are narrower.

The computed regularities can be easily explained. In the case of purely nuclear
Bragg-reflection maxima, the nuclear-reflection signal is formed against a zero back-
ground, and the more resonant nuclei present in the sample, the higher the reflection
intensity will be. Under total external reflection conditioftte DS-type maxima are
closest to these conditionsthe suppression of electron reflection is an interferometric
effect, which is extremely sensitive to very small variations of the thickness and density
of the film (this circumstance creates substantial technological difficulties in fabricating
such antireflection coatingsA large amount of isotopes is not required to destroy the
conditions of interferometric quenching in the resonant frequency range and to restore

almost complete external reflectigfiburying” of the interference minimum on the
reflection curvg Thus, the observed resonance maximum in the reflection spectrum is
formed as a result of not only scattering by nuclei but also the interaction with the entire
electronic subsystem of the film. This can be interpreted as a manifestation of the col-
lective character of the interaction of the radiation with the film under total external
reflection conditiongother striking manifestations of the collective character of the in-
teraction are acceleration of the decay of the nuclear sspeed-up effe¢tunder total
external reflection condition'$;}” appearance of an interference maximum near the criti-

cal angle for the integrated delayed reflection inten'$ity® appearance of a resonance
dependence for the yield of secondary photoelectfdfsand others

In summary, a new result of the above analysis of the characteristic features of
nuclear monochromatization by ultrathin films under grazing-incidence conditions is the
possibility of effective monochromatization by weakly enriched resonance films. Consid-
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ering the enormous cost of Msbauer isotopes, this is a very useful result.
| thank Dr. B. G. Semenov for some stimulating discussions.
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The x-ray spectra of a plasma produced by heating €lQsters with
intense femtosecond laser pulses Witk 0.8 um and\=0.4 um are
investigated. Spatially resolved x-ray spectra of the cluster plasma are
obtained. The observed characteristic features of the x-ray emission
spectra show unequivocally that such a plasma contains quite a large
relative number of ions=£102—10 3) with energies of 0.1-1 MeV.

The contour of the OVIII Ly, line is found to have characteristic
features that are especially conspicuous when the clusters are heated
with second-harmonic pulses. These features cannot be explained by
any mechanisms known to the authors. 1®98 American Institute of
Physics[S0021-364(1®8)00418-9

PACS numbers: 52.50.Jm

1. In the last few years a new class of targets, falling between solid-state and rarefied
gas targets, has been actively used in investigations of the interaction of subpicosecond
laser pulses with matter. These are so-called cluster targets, i.e., gas beams that contain
100-1000 nm size clusters consisting of a substantial numbér(1®) of molecules
and having solid-state densities. On the one hand such targets possess all practical ad-
vantages of gasdgasy control, simple replacement, good replication, and $@ih on
the other hand they make it possible to investigate all processes characteristic for high
material density. In the last few years the self-focusing of short laser pulses in plasmas,
the production of hollow ions, high-harmonic generattohand the production of high-
energy ions(all the way up to 1 MeV in plasma$’ have been discovered using such
cluster targets.

0021-3640/98/68(6)/7/$15.00 485 © 1998 American Institute of Physics
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FIG. 1. Emission spectra of a plasma produced by the interaction of a femtosecond laser pulse at the funda-
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It should be noted that the picture of the interaction of short laser pulses with
clusters is still far from clear. For example, there now exist several models which give
different explanations of the ionization of cluster targe€.Similarly, the mechanism
leading to the generation of fast ions in such a plasma has not been definitively deter-
mined.

In the present letter it is shown that x-ray spectroscopic methods of investigation can
be used successfully for the systematic acquisition of a large volume of experimental
information about the plasma of cluster targets. Specifically, the characteristic features
which we have detected in the x-ray emission spectra unequivocally show that such
plasma contains quite a large relative number of iosdQ 2-10 %) with energies of
0.1-1 MeV.

2. The experiments were performed on the laser unit at Center d’Etudes de Saclay
(France. A titanium—sapphire laser with 60 fs pulses with energy 70 mJ at the funda-
mental frequencyX,s=0.8 um) or 20 mJ in the second harmonic was used to heat the
plasma. Focusing of the radiation with a parabolic mirror gave a radiation flux density up
to 108 W/cn?. The cluster target was produced by adiabatic expansion into vacuum of a
small amount of C@gas emerging from a gas valve through a pulsed nozzel 0.3 mm in
diameter. The gas pressure in the valve was 10—40 atm.

The x radiation of the plasma was detected simultaneously with three spectrographs
with spherically curved mica crystal8.The radii of curvature of the crystals were
R=100 mm andR=150 mm and the spectral resolution wekAX =2000—-4000 with
spatial resolutiordx~ 15— 25um. The spectral ranges 17-17.8 A, 15.8—-16 A, and 18.5—
19.2 A containing the 4np'P;-1s?> (n=3) lines of He-lke OVIl and the
np2P-1s2S (n=2, 3) lines of H-like O VIII, were observed. An example of the spec-
trograms and densitometer traces obtained by heating clusters with laser pulses of the first
harmonic § =0.8 um) are shown in Fig. 1.

3. A characteristic feature of the emission spectra of g @lasma can be seen in
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Fig. 1 (we note that similar spectra were observed uairg).8 and 0.4um radiation for
heating. This feature is due to the presence of a strong asymmetry of the profiles of the
spectral lines of H- and He-like oxygen ions. Such an asymmetric line shape, not previ-
ously observed in experiments with laser plasmas, cannot be due to thermal Doppler or
Stark broadening of the spectral lines in plasma. We propose below a simple model that
explains the observed shape of the spectral lines. The basic features of the modgel are: a
line broadening due to macroscopic moti@expansion of the plasma, and)tappearance

of asymmetry of the shapes of the lines of oxygen ions as a result of the photoionizational
absorption on H- and He-like carbon ions present in the @l@sma.

4. If it is assumed that ion acceleration occurs only at the moment when the laser
radiation acts, then far> 755 (7155 IS the duration of the laser pulsan ion with velocity
v will be located at a distancg=vt from the plasma center, i.e., spatial separation of
ions moving with different velocities will occur. In this connection we shall examine the
following model of an expanding plasma. Let thexis determine the direction toward
the detection spectrogragbee Fig. L Let Ni*(y) be the density of ions in the excited
statei which are located at a distangdrom the plasma centdr.e., the focusing point of
the laser pulsg and letv (y) be their velocity of directed motion; accordingly(y) is a
linear functionv(y)=by, whereb= const. Consider a spectral line due to a radiative
transitioni — k with frequencyw;, , and let the line shape gt=0 (i.e., for ions which are
on average at resbe given by the symmetric functid®), (| o — w;|). Let us also assume
that the plasma possesses absorbing properties and that the mechanism of absorption is
wideband, i.e., the absorption coefficidt) is independent of» in a narrow frequency
band Aw/w<<1. Since the spectrograph detects the total radiation from all ions, the
observed profile will be determined by the expression

+oo o by
f exp{—f k(X)dX] Nl*(y)AlkSik((l)_wlk(l‘F
- y

ry )dy

fj:eXp[ - f:k(dx)] N* (y) Ay dy ’

where the factor (+by/c) in the argument o5, derives from the Doppler frequency
shift. One can see from expressid that the presence of the factor éxg ;,dex] in the
integrand results in the appearance of an asymmetry of the observed profile even if the
functions k(y), Ni(y), and Sy(w— ;) are themselves symmetric. Expressii)
makes it possible to describe the observed spectra qualitatively correctly even with very
rough assumptions about the form of the functidif{y), k(y), andS(w— wjyy). In the
calculations whose results are shown by the thick lines in Fig. 1, it was assumed that
Sik(w— wjy) is a § function, while the absorption coefficiek{y) and the populations

N (y) of the excited levels are proportional to the densltfy) of ground-state ions, for
which we employed the model functiody/(1+ (y/yo)?), which is characteristic for
cylindrical expansion of a plasma. In this case the observed line profiles depend only on
two parametersa=by,/c and the optical thicknessg, of the plasma. The best agree-
ment between the computed and observed spesege Fig. 1 was obtained with
a=10"% and r;,=9.

5. It can be showrisee Ref. 11 for detailghat under the conditions of the present
experiment photoionization absorption, i.e., absorption accompanying bound—free tran-

D

obs, —
Fik (0= wj)=
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sitions, is responsible for the wide-band absorption of x-ray photons. This process can be
efficient enough only if the ground state of the ion is subject to photoionization, since the
populations of the excited levels of the ions in a plasma are, as a rule, low. The threshold
character of photoionization absorptiGmnly photons with energy greater than the ion-
ization energy of an ion are subject to absorptithe reason why this mechanism
ordinarily has no effect on plasma emission spectra.

Another situation can arise in plasma with a complex chemical composition. In this
case the spectral lines of ions of one chemical element can photoionize ions of a different
element; here the concentration of the latter ions in the plasma can be substantial. For
example, in our C@plasma the lines of He-like O VII can photoionize H-like CVI. The
plasma optical thickness;, associated with such a process can be estiniatasl
T=1-7, which should lead to a modification of the emission spectra of the CO
plasma.

6. Since in our experiments the spectral line broadening was due to the directed
motion of plasma, analysis of the line profiles, generally speaking, can be used to mea-
sure the distributioMN(v) of ions over the expansion velocity. Although in the case of a
CO, plasma direct measurements ldfv) are impossible because of the existence of
photoionization absorption, the use of model functions for values of the parameters
Tix giving good agreement with experiment makes it possible to estimate the distribution
N(v). Our plasma contained ions with expansion velocities up~®.6x 16 cm/s(i.e.,
with energies~1 MeV), and the relative number of such ions wagx 10 3.

7. Let us examine the possible mechanisms that could lead to the production of such
fast ions in a femtosecond laser plasma. We note that ion acceleration can occur as a
result of various processes associated with the appearance of strong electric fields in the
plasma. Possible mechanisms that have been discussed include the Coulomb explosion of
molecules and clustetand the “hydrodynamic” acceleration of ions accompanying the
expansion of clusters under the influence of the electron kinetic efr@ijze pondero-
motive acceleration of ions by high-frequency pressure forces due directly to the intense
laser radiation in the plasma near the critical denNitywas discussed in Refs. 13 and 14
for quite long nanosecond-range laser pulses, for whighs substantially greater than
the acceleration time. Estimates of the maximum ion energy for different acceleration
mechanisms shovisee Ref. 11 for a more detailed discussgitrat under the conditions
of our experiment neither a Coulomb explosion of molecules or clusters nor hydrody-
namic acceleration of ions with a Maxwellian electron distribution function can lead to
the appearance of an appreciable numbera&fMeV ions.

The action of a superintense field of ultrashort laser pulses on a plasma opens up an
interesting possibility for ponderomotive acceleration of ions up to high eneftjies.us
consider a model of a plasma produced by the action of radiation on a clusterized gas,
where the intercluster plasma densityhich is formed from the uncondensed pés
lower than the critical value, while the density of the plasma clusters is much higher than
the critical value. A ponderomotive force in standing waves formed as a result of reflec-
tion from clusters will act on the ions of the intercluster plasma by means of the charge-
separation field for the duration of the laser pulse. In this period of time ions with charge
Z; and masdM; acquire the velocity

vi=(Z;/M))Fpmias=(Z; IM;) (Meu E/4l ) Ty, (2
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whereF ;= mg /4l g = e?Ef,J4m.w}l ¢ is the ponderomotive force acting on an electron

in the standing wave of a laser field with electric field intengfy; (which can exceed

the electric field intensity of the laser field incident on the plasrfraquencyw,, and
characteristic scale=c/2w,. Formula(2) is valid for laser pulse durations less than the
acceleration timég /v; but greater than the period of the electronic plasma oscillations.
For simplicity it was also assumed that the amplitageof the velocity of the electron
oscillations in the laser field does not exceed the speed of light. The maximum energy of
the accelerated ions is, according to E2),

Mivf/2=(Zi/8)mec*(Zime /M) (ve /) (@oTiad). 3
The condition for acceleration to be nonstationary is
0o Tias< 2(M;Zme) Y2c/v g = wo . 4

For longer laser pulses, in which case the condition invergd)tbolds (7> 7*), the
maximum ion energy is determined by the total ponderomotive potential drop and equals

M vZ/2=(Z;/4)mc?(ve/c)?. (5)

For laser pulse duration corresponding to a transition from nonstationary to stationary
acceleration f,=7*) the two formulas(3) and (5) give practically the same energy.
Under the conditions of the experiment that we are discussdhg 8, 7,=60 fs), with
ve/c=1, we haver,,&=7*, and according to Eq$3) and(5) the maximum energy of the
accelerated ions is=1 MeV, which agrees with the results of x-ray spectroscopic mea-
surements. We also note that for an unconden@etkrclustey gas densityn,=3

x 10'° cm~3 (P=1 atm) the number of ions in the intercluster plasma will be only 2—2.5
times less than the number of ions in the clusters. Then the number of electrons is
sufficient to maintain the charge-separation field which allows the ponderomotive force
to act on the ions. The number of accelerated ions, which is determined by their density
in the region of the standing wave, will also be sufficiently large for the conditions under
study, when the distance between the clusters is of the order of half the wavelength of the
laser radiation.

8. The experiments performed showed that the spatial structure of a plasma pro-
duced by the heating of clusters can have the form of either two luminescing points or a
channel. This depends mainly not on the frequency of the heating radiation but rather on
the gas pressure in the valve and thereby on the size of the clusters obtained and the
average density of matter in the interaction regie a plasma channel arises for a higher
gas densities and two spatially separated luminescing regions arise for lower gas densi-
ties.

9. The strongest difference between the emission spectra of a plasma produced by
pulses of the first and second harmonics is observed in the region of theekgnance
line of the H-like O VIIl ion, i.e., forn=19 A (see Fig. 2 Just as in the spectra exam-
ined above, the line shape is likewise sharply asymmetric and has a wide short-
wavelength wing, but in contrast to all other lines several maxima are clearly seen on this
wing, their number and position depending ®ps (one or two additional maxima for
Nias= 0.8 um and five or six fol ;= 0.4 um). The experiments performed showed that
the position of these maxima are reproduced very well and that they cannot be an instru-
mental effect associated with the reflection properties of the crystal. Theoretical estimates
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Ly, O VIII
He, O VII

6 ! 19.0

|18.

FIG. 2. Plasma emission spectra in the region18.5—19.2 A with the plasma heated by pulses of the first
(bottom spectrum and densitometer traaad secondtop two spectraharmonics.

show that these maxima cannot be due to any of the following: laser or plasma satellites,
transitions in hollow ions, high harmonics of the warming radiation, or the result of
Zeeman splitting in ultrahigh quasistatic fields.

10. In summary, this study has achieved the following reults:
— spatially resolved x-ray spectra of a cluster plasma were obtained,;

— photoionizational absorption was found to influence the shape of the spectral
lines;

— ions accelerated to 1 MeV as a result of the interaction of a femtosecond laser
pulse with the clusters were detected by x-ray-spectroscopic methods, and an acceleration
mechanism was proposed;

— characteristic features of the shape of the O VII|, Uye, which are especially
conspicuous when the clusters are heated with second-harmonic pulses and cannot be
explained by any mechanisms known to the authors, were observed.

This work was supported in part by Grants 98-02-1623 and 96-02-16111 from the
Russian Fund for Fundamental Research.
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Collective effects in a system of Pearl vortices and the
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The magnetization curves of a thin superconducting monolayer are cal-
culated. It is found that for sufficiently high fields and temperatures the
magnetization of a monolayer exhibits the same features as the revers-
ible magnetization of layered superconductors in high fields. It is
shown that these features are due to instability with respect to the
dissociation of pairs of Pearl vortices into a gas of free vortices and to
collective effects in a system of free vortices.

© 1998 American Institute of Physids$0021-364(108)00518-0

PACS numbers: 74.76.Bz, 74.25.Ha

Experimental investigations of the magnetization of highsuperconductors in a
magnetic field directed along theaxis have shown that there exists a wide range of
fields and temperatures in which the magnetization is reversible. The temperature and
field dependences of a magnetic sample in this range exhibit a variety of characteristic
features which have been observed both in bismuth-based superconductors with a distinct
layered structure® and in the less anisotropic yttrium- and mercury-based super-
conductors. The reversible magnetization curves of these superconductors intersect at
one point at a certain temperaturé, while belowT* they show a linear temperature
dependence.

The theoretical interpretations of the behavior of the magnetization are based on the
idea of a layered structure of superconductors. The free energy of a system of Abrikosov
vortices formed from two-dimension&2D) vortices, including the contribution of har-
monic oscillations of 2D vortices near their equilibrium positions, is obtained in Ref. 6.
A different approach is developed in Ref. 7, where the renormalization-group method is
used to analyze the effect of critical fluctuations of the order parameter of a layered
superconductor near the second critical fidlg on the thermodynamic properties of the
superconductor. In Ref. 8 the thermodynamics of a superconductor is constructed in a
model where the superconducting layers are represented as reservoirs containing an equi-
librium number of 2D vortices and antivortices. At least qualitative agreement with
experimental results is obtained in all of these works.

In the present letter the thermodynamic properties of a system of Pearl vortices in a
thin superconducting film are studied, and it is shown that the equilibrium magnetization
of the system can possess the same features as that of layered superconductors.

0021-3640/98/68(6)/6/$15.00 492 © 1998 American Institute of Physics
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To describe the thermodynamics of the system we shall follow Ref. 9. The free
energy density of a system of Pearl vortices in an external magnetic field is a function
of temperaturd and magnetic inductioB=S"1fdxh(x) = ¢o(p+—p_), Whereh(x) is
the z component of the microscopic magnetic field in the fipn,=N.. /S is the density
of vortices directed along and opposite to the fielg,is a magnetic flux quantum, argi
is the area of the film. The thermodynamic or internal fieldin a superconductor is
determined by the expressidn

IF H,

B ar @

For a long cylinder in a longitudinal field{; coincides with the external fielHl,. To
study the magnetization of a thin film we cannot use either this approximation or the
infinite-film approximation, wher@®=H, and the magnetic moment is zero. We shall
assume that the sample is an oblate ellipsoid of revolution with minoidaaigl diameter
D>d and that the external field is directed along the minor axis. In this case théfield
and the inductiorB are related with the external field, by the relation’

(1-n)H;=He—nB, 2
wheren=1—-d/#D is the demagnetization factor in the direction of the field.
We define the density of the Gibbs potential as

G(He T)=F~ 54—~ g— 1+ &)

In the limit of a long cylindem— 0 this expression acquires the standard form. The grand
partition function of the system of vortices in the sample has the form

E/L+N++,u.*N, d2x N +N_
S s o
Ny N_ N+!N,! ,ﬂ-gz

xexp{—(N++N_)ﬁEo—§Z U(Xi—xj)—BV5G], (4)
ij

whereg=1/T, E, is the energy of the vortex coré,(x; — ;) is the interaction energy of
Pearl vortices, andG is the last term in expressidB). The interaction energy of Pearl
vortices can be calculated in the ring approximafidihis approximation takes into
account the contribution of collective effects to the free energy of the system. The
corresponding calculations are performed in Ref. 9.

In an external magnetic field the numhber. of vortices oriented along the field is
different from the numbeN _ oriented opposite to the field. This imbalance has the effect
that diagrams which depend on the differedte— N_ and which vanish in the absence
of a field appear in the expansion of the free energy. Such diagrams must also be taken
into account in the calculations. Their contribution to the energy is proportional to the
average interaction energy(q=O)=S‘2fdxidij(xi—xj). In an infinite film this ex-
pression diverges and the integration must be bounded by the dimensions of the sample.
This part of the free energy can be obtained by averaging the expression for the interac-
tion energy over the sample volume directly in the argument of the exponential (4)Eq.

It gives the magnetic flux energy in the sample
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dr; dr; d*(ps—p_)% 1 B2 1
_2 __U(' X)=V 8 1—n_V%1—n' ®)

Herer=(x,z) and the integration extends over the sample volume. The contribution of
terms with the minimum wave vectay,,;,~1/D, which is associated with the nonzero
topological charge of a system of vortices in a magnetic field, to the free energy is
thereby singled out. This has no effect on the result of summing the ring diagrams, since
Omin does not contribute to their sum.

Introducing the dimensionless variableg?p. =n. and 7&? Hie)/ do=hi(e), We
obtain for the dimensionless potentig BG7£2d the expression

g=n,(Inn,=)+n_(Inn_—-)+p(ny+n_)[1-Indp(n.+n_)]+p(hy +n_)ey
(ny—n_)?
1-n

1
+mwmfsp/@(m+n,)]+4p|<2 —8pk?hy(n, —n_). (6)

All lengths are presented in units of the coherence len§thp= ¢§/167TZAT,
A=\?/2d is the effective Pearl lengttk=\/¢, pe,=BE,, and

1

tan ! — z, x=1
W[x]= 1InijL N W12
2 X Sy
1-J1—x’
Differentiating Eq.(6) with respect tan.., we obtain the equilibrium equation
Inn.—pln(n.+n_)+4pW'[16pA(n, + n_)]t8pk2%= p(In4p—eyp).

)

Subtracting one of the equations(if) from the other, we obtain a relation between the
equilibrium densities of vortices and the magnetic moment of the sample:

n n
In— = — 16pk? —

— 2
— = =—16pk°m. (8)

In ordinary units the expression for the momentM = (B—H,_)/(1—n) can be written
as

®o

4doM=m—-:.
7T§2
The equilibrium characteristics of a system of Pearl vortices in the sample as a
function of temperature for different values of the external field are shown in Fig. 1.
These dependences were obtained by solving Efjsnumerically with the following
numerical values of the parametera:(0)/£(0)=500, k=50, n=0.99, g;=3, and
Te.o/ Tkr=1.2. It was also assumed that the London and correlation lengths of the super-
conductor have the model temperature dependence:
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r p. (h,=10)

p, (5:10°)

. (5-10°%)
p.(2:10%)

FIG. 1. g Density of Pearl vortices versus temperature for different values of the external magnetic)field. b

Screening length versus temperature. The dashed line shows the temperature dependence of the effective length

A. ¢) Magnetic moment of the sample versus the temperature for different values of the external magnetic field.

MNT)=Ng/V1-T2TZ,,  &T)=&/V1-T3TS,

whereT,q is the superconducting transition temperature. The values of the magnetic field
ho= Hew§§/¢0 presented in the figure approximately correspond to the ratio
H./H(T=0). The equilibrium densities of vortices are shown in the figure as a func-
tion of temperature. All possible types of solutions of the equations of equilibffynm

a magnetic field are presented here. All solutions exhibit sharp growth of the density of
vortices at temperaturé> T . This growth is replaced by an almost horizontal section
for n, at low temperatures. In sufficiently high fields,t>10"°) this solution extends
essentially to zero temperature. In weaker fieldg<(107°), as the temperature de-
creases further, the plateau in the dependendd) is replaced by a sharp decrease in
the density of vortices. Depending on the magnitude of the external field, the solution
type can change continuouslitig=2x10"°) or abruptly ,=5% 10 °), as was noted

in Ref. 9. There are two reasons for this behavior of the solutions — instability of
thermally excited vortex dipoles with respect to their dissociation into a gas of free
vortices, resulting in a Kosterlitz—Thouless transition, and collective effects in a system
of free vortices, manifested as screening of the interaction of the vortices.
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Instability appears at temperatuf@. To show this we shall study the asymptotic
behavior at extremely high vortex densities~n;>n, —n_ for a potentialg. In this
case the last three terms in H&) can be neglected, as can the difference between
andn_, which we denote by:

g~2(1-p)ng(Inng—1)—2pny(In8p—ey).

It is evident that fopp= 1 the coefficient multiplying the logarithm of the density changes
sign, which signifies that instability appears fo«<1. The conditiorp=1 determines the
temperature at which instability appears:

¢2

T 16m2A(Teq) ©

TKT

The appearance of instability at this temperature in thin superconducting films was dis-
cussed in Ref. 13.

The flat section of the curve_(T) is due to collective effects in a system of
interacting Pearl vortices. The energy of a Pearl vortex is fifitedepends on the value
of the effective lengthA, which is a characteristic length of the magnetic core of a
vortex. If the density of vortices in the system is finite, then another characteristic length
appears — the Debye screening length

[ 2@wAT

do(p++p-)
For 6> A collective effects do not play a large role in the behavior of a system of
vortices. In the opposite limit their role is decisive. The temperature dependence of the
screening length is shown in Fig. 1. The dashed line shaWE). One can see that the
temperatures at which= A are correlated with the temperatures at which the plateau in
the curvep . (T) is replaced by a sharp drop in the density. This means that the low-
temperature tails of the curves. (T) are due to the behavior of individual Pearl vortices,
while in the high-temperature region we have screened vortices, which are collective
formations. The advantage of a collective state of a system of vortices is due to the fact

that the energy of a screened Pearl vortex is determined not by the lergthrather by
the lengthd, which is much shorter at this temperature.

These two factors are responsible for the characteristic features of the magnetization
of a superconducting film. For high fields and temperatures, where collective effects in a
system of Pearl vortices play a decisive role, the magnetization c(figese) behave
just as the curves of reversible magnetization of Highsuperconductors.®® This is
natural, since the collective states of screened 2D and Pearl vo(fmes$<<A) are
gualitatively the same. The temperatdre at which the magnetization curves intersect in
this model depends on the external field. As the fibjg-o, it asymptotically ap-
proaches the valu&y.

In these field and temperature ranges, where collective effects are of no conse-
quence, the magnetization of the sample is determined by the edge barrier, which is not
considered in our model. As a result, in weak fields low-temperature plateaus appear in
the magnetization curves.
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In summary, collective effects in a system of magnetic vortices and the Kosterlitz—
Thouless instability determine the characteristic features of the reversible magnetization
of both bulk layered superconductors and Pearl films.
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A crystalline phase, whose lattice parameters are close to those of theo-
retically predicted carbon nitride, is synthesized by a high-pressure

technique from a precursor containing carbon, nitrogen, and hydrogen.
© 1998 American Institute of Physids$S0021-364(08)00618-5

PACS numbers: 81.05.Je, 81.20.Zx

The works of Liu and Coheh? win which a value of the bulk modulug27 GPa
comparable to that of diamori{d43 GPawas obtained on the basis of quantum-chemical
calculations of the structural and electronic properties of the hypothetical carbon nitride
C;3N,, initiated many attempts to synthesize this substance. A quite complete review of
works concerning the synthesis and investigation of the properties of carbon nitride is
given in Refs. 3 and 4. Most experimental works concern the production of carbon—
nitrogen films and the investigation of their physical properties. As for the synthesis of a
bulk crystalline carbon—nitrogen phase, we know of only one Waikere a crystalline
phase, which x-ray diffraction shows to be cubic and different from all of the theoreti-
cally predicted crystal structures, was obtained from a mixture of cafboaphite,
amorphous, carbon orgg) and nitrogen at pressure 3% GPa and temperature 2000—
2500 K.

In the present letter we report the results of synthesis of a bulk carbon—nitrogen
phase from a precursor containing carbon, nitrogen, and hydrogen.

The precursor was synthesized in an ammonia solution of sodium acetylenide by an
electrochemical process, following a procedure similar to that described in Ref. 6. The
result was a substance which consists of a light-brown powder. X-ray diffraction analysis,
performed at room temperature usingkGuradiation, showed that the powder has no
crystal structuréFig. 13. Figure 2a shows the IR spectrum of the precursor. A number
of well-defined absorption bands are observed in the room-temperature spectrum in the
region 1000—4000 cit. The wide band in the region 3600—3100 cthtould be due to
vibrations of the N—H bond. The absorption band in the region 2800—-3000 ciw due
to C—H vibrations, the shape of this peak showing definitely - CH; groups make
the main contribution. The band at 1700 ¢thcan be attributed to vibrations of the
double bond €=N, while the band at 1630 cnt can be attributed tep?—C—C
vibrations, which are ordinarily IR-inactive. The appearance of this band attests indirectly
to the presence of carbon and nitrogen bonds. The band at 155D aan be attributed
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FIG. 1. Room-temperature diffraction pattern obtained ilK@uadiation: a — for the precursob — for the
substance synthesized under pressure.

to vibrations of the NH group. The narrow absorption line at 1380 chis most likely
due to the presence of GB groups in the material.

It is well known’ that synthesis under high-pressure conditions could be effective for
obtaining carbon nitride. We employed the high-pressure method of synthesis. High
pressure was produced in an apparatus of the type using an anvil with a recess against a
toroid. Taking into consideration the results of Ref. 8, where the conditions for thermo-
dynamic stability of covalent carbon nitride were estimated, we performed a series of
syntheses under comparatively soft conditions — pressures up to 6 GPa and temperatures
up to 400 °C. As a result, a black polycrystalline substance was obtained from the pre-
cursor. The x-ray diffraction pattern of the synthesized material is presented in Fig. 1b. A
series of narrow reflections of a new crystalline phase is observed against a background
consisting of two wide lineghalf-width about 4°), which on the basis of their angular
positions can be attributed to reflections from {862 and{101} planes of polycrystal-
line graphite. The set of observed interplanar distances can be described on the basis of

Transmission (arb. units)

4000 3500 3000 2500 2000 1500 1000

Wave number (cm)

FIG. 2. IR transmission spectra — precursarb — substance synthesized under pressure.
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FIG. 3. Raman scattering spectrum of the substance synthesized under pressure.

a hexagonal unit cell with the parameters-6.65 A andc=4.82 A. The computed
positions of the reflections are marked by arrows in Fig. 1b. The linesdwit.02, 1.82,

and 1.63 A, which are not indexed on the basis of a hexagonal cell, could belong to the
(206), g400), and (109 reflections of carbym — a linear allotropic modification of
carbon

The IR spectrum of the synthesized substance has essentially no absorption bands in
the range 1000—4000 c¢m (Fig. 2b). This indicates that the synthesis conditions have
effected a radical transformation of the ensemble of chemical bonds in the initial sub-
stance.

Figure 3 shows the room-temperature Raman scattering spectrum of the synthesized
substance at excitation wavelength-514.5 nm. Very weak bands centered~at350
and 1600 cm?, which correspond to scattering from disordered graphite, can be distin-
guished in the spectrum.

It can be concluded on the basis of x-ray diffraction analysis that the substance
obtained consists of a mixture of at least three phases: a poorly ordered graphite phase, a
phase which is possiblg-carbyne, and a hexagonal phase whose lattice parameters are
quite close to those of hypothetical carbon nitride. Many different crystal structures with
different cell parameters and symmetry have been proposed for carbon fiffite.
example, hexagonal-C3;N, would have parametess=6.47 A andc=4.71 A, while for
hexagonalB-C,N3, where some nitrogen atoms are replaced by carher6.45 A and
c=4.80 A8 The lattice parameters of our hexagonal phase are close to th@s€i;.

The somewhat larger value of the parametéthe difference is 3%is most likely due to
the characteristic structural features of covalent carbon nitride.

Additional investigations must be performed in order to say anything more definite
about the structure and composition of the crystalline phase that we obtained. However,
it can be inferred with high probability that we have successfully synthesized crystalline
carbon nitride.
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Investigation of the crystallization of liquid iron under
pressure: extrapolation of the melt viscosity into
the megabar range

V. V. Brazhkin®

Institute of High-Pressure Physics, Russian Academy of Sciences, 142092 Troitsk,
Moscow Region, Russia

(Submitted 11 August 1998
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Measurements are made of the average size of the crystallites in Fe
samples obtained by rapid quenching from the melt at high pressures up
to 95 kbar. The data obtained make it possible to estimate the pressure
dependence of the viscosity of the Fe melt. It is found that, contrary to
the existing empirical models, the viscosity increases along the melting
curve under compression. Extrapolation of the pressure dependences
obtained to thé®, T conditions corresponding to the Earth’s core gives
extremely high values of the viscosity, ranging fron? #as up to

10" Pas in the outer core, which suggests that the inner core is in a
glassy state. The possibility that the lines of vitrification and melting of
substances intersect in the megabar range is discussedl99®
American Institute of Physic§S0021-364(18)00718-X]

PACS numbers: 61.50.Ks, 64.70.Dv

1. Unlike the case of metals in the crystalline state, reasearch on the properties of
liquid metals under high pressure has been extremely fragmentary. This is especially true
of the kinetic properties, such as the viscosity and self-diffusion coeffitiahthe same
time it is difficult to exaggerate the importance of information about these characteristics
for a number of metallic melts under high pressures, since a substantial portion of the
deep interior of celestial bodies, including the Earth’s outer core, is in a liquid metallic
state under conditions of high static compresgion.

For liquid metals, reliable data have been obtained only for the viscosity under
pressure in Hg up to pressures of 10—12 Rizard for the self-diffusion coefficients of
Cs, K, and Na up to pressures of 3—4 kbahe increase in the viscosity and the decrease
in the self-diffusion coefficients in metallic melts under compression are negligible —
only several tens of percent under pressurd kbar*®

Different empirical models are used to describe the viscosity of metallic melts.
According to Ref. 1, the viscosity of liquids remains virtually constant along the melting
curve. This signifies that the viscosity and diffusion coefficient depend only on the
reduced temperaturé/T,,, where T, is the melting temperature. The weak pressure
dependence of the self-diffusion coefficient along the melting curve has been proved
theoretically only for systems with a homogeneous potential funétion. the basis of
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the Arrhenius temperature and pressure dependences of the viscosity

Eacyyt P Vact L
n~ex T ’ (N

whereV . is the activation vqumeEaCb is the activation energy at normal pressure, the

activation volume for liquid metals is very smal;0.05V,, whereV is the atomic
volume®’

We note that for other classes of melts — organic liquids and liquid inert gases —
the increase in the viscosity with pressure is much larger: 1-3 orders of magnitude for
pressure increasing up to 10 kbar and 5-14 orders of magnitude for pressure increasing
up to 30-80 kbaf1°

It is perhaps of greatest interest to study the viscosity and solidification of liquid Fe
under pressure, since a large portion of the Earth’s core apparently consists of a melt
based on Féthe inner core is thought to be crystalljn&he viscosity of the melt in the
core largely determines the heat and mass transfer and the Earth’s magnetic field.
Different kinds of indirect experiments give extremely diverse values for the estimated
viscolsity of the outer core, ranging over 14 orders of magnitude — front 1@ 10"

Pas:

The viscosity of Fe melts under pressure has not been investigated experimentally.
The empirical models examined abdyedict that the viscosity of liquid iron under the
conditions corresponding to the Earth’s core should be close to the viscosity of liquid iron
at normal pressure-10 2 Pas? but the validity of extrapolating these models to
megabar pressures and over the severalfold change in the density of the melt remain open
to questior.

Therefore investigations of the viscosity of iron melts under pressure and the con-
struction of appropriate models that describe adequately the viscosity of liquids over a
wide range of pressures and densities remain extremely urgent problems.

2. The high melting temperatures of irgb811 K atP= 0, ~5000 K atP~ 3 Mban
make it extremely difficult to perform direct measurements of the viscosity of melts
under pressure. In the present work we employed the method of estimating the change in
viscosity with pressure on the basis of an investigation of the average grain size in
samples crystallized at different pressute¥ This method has been used by the present
author to investigate Pb, In, and Cu melts under presstifeAt high rates of cooling
T>10% K/s, the condition of homogeneous nucleation and growth of crystalline grains
holds for sufficiently pure melts. The grain size is determined mainly by the diffusion
coefficient or viscosity and can be estimatefas

drU~CaT| 2T e Ez0 2

T T_m ex chr , ( )
where is the average grain growth time corresponding to the crystallization tihis;
the grain growth rateC depends on the cooling rate, the melting temperature and en-
thalpy, the surface tension, the specific volume of the solid phase, and the Debye fre-
quency;T, is the crystallization temperature of the me\fT is the amount of supercool-
ing (AT=T,—T¢); and, E, is the effective diffusion activation energy, which
determines the viscosity. To a first approximation, the relative change of grain size with
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pressure in samples crystallized in #A€T region of stability of one phase corresponds to
the relative change in the melt viscosity with pressure at the crystallization temperatures
(which are close to the melting temperatyres

P d(P
7(Py) - ( 2). 3)
n(Py)  d(Py)

Therefore the empirical models proposed in Ref. 1 predict that the same grain size in
samples crystallized at different pressures.

3. Iron with a purity of 99.99% was used in experiments. Pressure in the 10—95 kbar
range was produced in a chamber of the “toroid” type. The sample, consisting of a
cylinder 2 mm high and 2 mm in diameter pressed from Fe powder, was placed inside an
ampul made from a NacCl single crystal. The ends of the sample were in contact with Fe
caps having a diameter of 6 mm. The sample was heated and cooled by direct passage of
an ac current pulse of duration0.3 s, withJ~1.5-2 kA andJ~2-3 V. The measured
average cooling rate of the melt near the melting temperature was, to a high degree of
accuracy, the same as the value estimated from the heat conduction equations and
equalled 3—-5%10° K/s. As the pressure increased from 20 to 95 kbar, the average
cooling rate increased by only 30—40%. The size and morphology of the crystal grains
were investigated on an MBS-10 optical microscope and a Stereoscan MK2 scanning
electron microscope. We investigated both cleavage surfaces of the sample, which was
cleaved in nitrogen, and polished sections that had been treated in the appropriate
etchants. We note that on cooling at pressur€$6<50 kbar the iron melt crystallizes in
the bcc 6 phase, while forP>50 kbar it crystallizes in the fcey phase. The small
changes in volume which accompany phase transformations in solid iron on cooling
(~1% for the y—a transition and 0.5% fob—v) and the high plasticity of the crystals
suggest that grain-size reduction did not occur in the solid state. Repeated melting—
solidification of the samples did not show an appreciable change in crystallite size, in
agreement with the assumption of homogeneous nucleation.

The average radius of the columnar crystals was taken as the grain size. The data
obtained are presented in Fig. 1. It is obvious that a large change in graibgiabnost
a factor of 3 with a pressure change of 40 Kbdoes not correspond to the models
examined in Ref. 1.

4. The estimated change in the viscosity of the Fe melt under pressure ranging from
56 to 95 kbar corresponds to an effective activation volirgg~(0.35-0.4) 4. The
different level of absolute values of the grain size in iron polycrystals obtained at pres-
suresP<<50 kbar and 56 kbaxx P<< 95 kbar is apparently due to the different values of
the surface tension of the melt relative to thieand y-phase crystals. Previous investi-
gations of the viscosity of melts of substances such as Pb, In, and Cu under pressures up
to 80 kbar also established pressure dependences of the viscosity that correspond to
activation volumesV .~ (0.2—0.35)/,,.12 13 It can be inferred that the increase in the
effective activation volume for the viscosity of metallic melts fror0.05V 4 at pres-
suresP <10 kbar to (0.2—-0.4) ;; at pressureP =30 kbar is a quite general phenomenon.
In consequence, the empirical models examined in Ref. 1 are incorrect starting at pres-
sures of several tens of kilobars. We note that the effective activation volumes for mo-
lecular organic liquids and liquid inert gases under pressure are (0.24Q,4)where
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FIG. 1. 3 Average grain size in iron samples obtained by rapid cooling from the fiel(x 10® K/s) versus
the pressure under which quenching was conducte&hbtographgwith the same magnificatiorof cleaved
surfaces of Fe samples obtained under different pressuires56 kbar,2 — 72 kbar,3 — 95 kbar. The size
of the fields presented is 190mXx140 um.

Vol is the volume of a molecuf®® The effective activation volume for self-diffusion
coefficients in crystals under pressure is (0.3%1}Ref. 7), i.e., the activation volume in
melts under pressure approaches values characteristic for solids.

Extrapolation of the viscosity of liquid iron to the, T conditions corresponding to
the Earth’s corgsee Fig. 2 gives ~10? Pas near the core—mantle bounda®~1.3
Mbar, T~4000 K, melt density~10.5 g/cn) and 16—10" Pas near the boundary of
the outer and inner core$ (3.3 Mbar, T~5000 K, p~13.5 g/cni). The fact that the
viscosity reaches- 10'°-10" Pas at the boundary of the Earth’s inner core signifies that
with respect to seismic oscillations with frequenecy 1 Hz an iron melt will behave like
a solid? The idea that the Earth’s core is a viscoelastic body with the viscosity increasing
in the inner part up to values corresponding to glass was advanced quite a long tifne ago.
In the light of the estimates presented above there are good reasons to believe that the
hypothesis of a glassy state in the Earth’s inner core deserves another look. The high
values of the viscosity in the Earth’s outer cord0*—1¢ Pas, which were estimated
from data on the damping of seismic wavesere apparently correct and corresponded
to an average value betweer?I®a s and 18° Pas in the outer core. Such values of the
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FIG. 2. P, T phase diagram of Fe. The hatched region corresponds tB,fheonditions in the Earth’s core.
The glass temperature of iron is shown by the dashed line, and the provisional melting temJéramdeglass
temperature‘l"g* of the material in the Earth’s core are shown by the dotted and dot-and-dash lines, respectively.

viscosity can lead to a nonadiabatic temperature distribution in the core. The anomalously
high (for crystalline metalsexperimentally measured value of the Poisson’s ratio of the
inner core,~0.442 has a natural explanation on the basis of the hypothesis that the
interior zone of the core is in a metallic-glass state. New data on the anistteoythe
precessiof? of the inner core could also find an explanation on the basis of the concept
of gradual vitrification of the core during the Earth’s evolution and continuing slow
convection in the inner core.

We note that on account of the large increase of the viscosity of an Fe melt under
compression, rapid cooling(10°~1C° K/s) of the melt under pressur@&>0.5—1 Mbar
should lead to solidification into a nanocrystalline or amorphous state, which admits a
direct experimental check.

5. The data obtained do not agree with the assumption that the viscosity of metallic
melts is constant along the melting curve. On the basis of an Arrhenius-type pressure
dependence the condition of constant viscosity meandthig/ T= const(if we neglect
Eacy, and assume tha¥,.; and V, are proportional quantiti¢sFor a large increase in

density this condition corresponds to the relation

p3 4T 1=const, 4
sinceP~(Ap)*~° (Ref. 16, whereAp is the density change under pressure. The con-
dition

Tm~p171.5 (5)

holds along the melting curve of iron in the megabar raig@orrespondingly, we have
for the viscosity along the melting curve

ﬂNqu Clp1.572.5)NquC2P0.470.7), (6)
whereC; andC, are constants.

The pressure and temperature dependences of the viscosity determine the position of
the vitrification lineTy(P) in the T,P plane. It is known that vitrification is determined
mainly by the repulsive part of the effective pair potential
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pT4 ¥"=const, )

wheren is the exponent in the repulsive potenfidlFor Fe the effective pair potential
with a repulsive part- 1/r® has been used successfully in a wide range of densities and
temperature$® This corresponds to the condition

Ty~ 03, (8

in good agreement with the conditigd) for lines of constant viscosity. It follows from
Egs.(5) and(8) that at high pressures the cur¥g(P) can intersect the melting curve.

For the standard relation for metals under normal presbyre(0.3-0.4),,, the Ty(P)
andT,,(P) curves should intersect when the density of the melt has increased by a factor
of 2—2.5, which agrees completely with the estimates presented above for the vitrification
of the Earth’s inner core. We note that melting is likewise mainly determined by the
repulsive potential, but the contribution of the attractive part of the potential to the
dependencd,,(P) for metals is very substantial all the way up to megabar presélres,
and this leads to the weaker depende(®e

The intersection of the curvelg(P) andT(P) (see Fig. 2 signifies that vitrifica-
tion under compression is possible in tAET region of stability of the melt. An increase
of the viscosity of melts to values characteristic for glasses at temperdtz€g, should
lead to extremely long melting times of the corresponding crystals and the possibility of
superheating of the crystals right up to the vitrificati@lass temperature during the
experimental times.
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Collective effects accompanying magnetization of two-
dimensional lattices of nanosize magnetic particles
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Collective effects arising in a two-dimensional lattice of nanosize mag-
netic particles as a result of the dipole interparticle interaction are in-
vestigated by Hall magnetometry. The experimental system consists of
10° permalloy particles having a diameter €40 nm and a height of
~40 nm and forming a lattice with a rectangular unit cell (90 nm
X180 nm). We attribute the characteristic features observed in the
magnetization curves to quasi-one-dimensionality of the experimental
lattice of particles and to the formation of solitons in chains of dipoles.
© 1998 American Institute of Physids$0021-364(08)00818-4

PACS numbers: 75.76.i, 75.50.Tt, 75.30-m

One reason for the collective behavior of a system of single-domain magnetic par-
ticles is their dipole interaction. In the case of ordered lattices of nanosize particles this
interaction produces long-range order in the orientation of the magnetic moments of the
particles, the type of order being determined by the lattice symméthe possibility of
the existence of a temperature-induced phase transition in a two-dimensional system of
superparamagnetic particles interacting by dipole forces was pointed out in Ref. 2, for
example. Since the interaction energy of the particles is proportional to their squared
magnetic moment, the superparamagnetic phase transition temperature should be quite
high. This temperature can be controlled by varying the particle size and the interparticle
distance. Such a phase transition may have been detected in self-organized irregular
lattices of nanosize magnetic particis.

In our work we investigated the effects of a dipole interaction in regular two-
dimensional lattices of single-domain particles with controllable parameters. It was ob-
served that the magnetization curvéise shapes of the hysteresis lopggpend on the
orientation of the external magnetic field relative to the axes of the particle lattice and on
the temperature. For a square lattice there is no magnetization hysteresis.

Two-dimensional lattices of nanosize magnetic particles were produced from per-
malloy films (NiFe) by electronic lithography. The films were laser deposited on a
substrate. Exposure of the electronic resist and investigation of the morphology of the
lattices obtained were conducted in a JEM-2000EX electron microscope. Patterns were
produced using & fullerene films as negative electron resists and Ti films as transmitting

0021-3640/98/68(6)/5/$15.00 509 © 1998 American Institute of Physics
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FIG. 1. Secondary-electron image of a lattice of nanosize magnetic particles. The image was obtained in a
scanning electron microscope: a periodic lattice of 40-50 nm size permalloy particles can be seen against a
background consisting of 10 nm irregularities of the substf@sult of ion etching

layers. Plasma-chemical etching of the Ti layers was performed in,€lgBtmosphere,

while ion etching in an Ar atmosphere was used to transfer a figure to the permalloy film.
This method makes it possible to produce two-dimensional lattices consisting of cylin-
drically shaped patrticles ranging from 15 to 100 nm in diameter and from 10 to 50 nm in
height, which is determined by the thickness of the initiaféi film® A system con-
taining approximately 10particles with diameters-40—50 nm and heights-45 nm,
forming a lattice with a 90 nra 180 nm rectangular unit ce{Fig. 1), was prepared for

the magnetic measurements. Existing data show permalloy particles of this size to be
single-domairf:’

Just as in Ref. 8, a difference scheme, consisting of two semicondirc&l) Hall
sensors with common potential contacts and independent current contacts was used to
investigate the magnetic properties. The size of the working zone of the sensors was
50X 100 um and the thickness was 10 um. The Hall bridges were manufactured by
the Scientific and Industrial Association “Sensof3t. Petersbung The system investi-
gated was produced in the working zone of one of the sensors. The method developed
makes it possible to measure the magnetic moment component perpendicular to the
sample plane to within-0.1 G in an up to 10 kOe external field in a wide temperature



JETP Lett., Vol. 68, No. 6, 25 Sept. 1998 Gusev et al. 511

" (6) #,(5) #,(6)
15 p 76

-8

~16} I 1 L 1 I -16 L 1 |
- -2 3 ' 2 H(koe) -4 -2 0 2 H(k0e) -4 -2 0 2 H(koe)

FIG. 2. @ M, versus the magnetic field applied in the directiés0°. Inset: Magnetization curve up to
saturation fields. bM, versus the magnetic field applied in the directiér 45°, ¢=0°. ¢) M, versus the
magnetic field applied in the directiof=45°, ¢=90°.

range. It follows from the symmetry of the system and the anisotropic character of the

dipole interaction that the easy axis lies in the plane of the sample and is parallel to the
shortest lattice vector. This anisotropy should be manifested as hysteresis when the
sample is magnetized in the indicated direction.

We shall characterize the direction of the external field by two anglesd ¢,
where 6 is the angle measured from the normal to the samplexis) and ¢ is the
azimuthal angle measured from the axis directed parallel to the particle ckamgs|.

Since the method employed makes it possible to measure only the perpendicular compo-
nent of the magnetic moment, to investigate anisotropy in the sample plane we performed
measurements for three orientations of the external fieldd40; 2) 0= w/4, ¢=0;

3) 6=ml4, o= /2. The magnetization curves obtainedrat4.2 K are presented in Fig.

2. The hysteresis in Fig. 2b is qualitatively identical to expectations and attests to the
existence of an easy axis parallel to the shortest lattice vector. The existence of a rema-
nent magnetic moment for magnetization in the geometries 1 and 3 was unexpected. The
dependence of the magnetization curves on the orientation of the field relative to the
lattice axes cannot be explained by the properties of an individual particle and is a
manifestation of the collective behavior of the particles.

The remanent magnetization could be due to the formation of nonuniform states
(solitong in the experimental system, which is close to being quasi-one-dimensional.
Indeed, our calculations of the Fourier components of the dipole tensor show that the
interparticle interaction energy in the chains is approximately an order of magnitude
greater than the interchain interaction energy. When a field is applied in the geometries 1
and 3, two equilibrium states with the same energy and different sign of¢cbemponent
of the magnetic moment exist in the dipole chain, and therefore domain formation is
possible. An analytical determination of the structure of the domain wall encounters
substantial difficulties even for an isolated dipole chain. For this reason, we solved the
problem numerically, using the system of relaxation equations

z?Mi(r_)__ JE
t M)

i=X,Y,z,
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FIG. 3. View of a soliton in a dipole chain) dor Hy=9, K=3, b) for Hy=0, K=0.
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whereM;(r) is theith component of the magnetic moment of a particle located at the
point with radius vector, |[M(r)|=1, H, is the external magnetic field, andl is the
single-particle anisotropy constant. The initial conditions for solving the syétgmere
chosen in the formM,(r,0)=1. No conditions were imposed at the boundary of the
sample. The form of a domain waloliton) in a dipole chain foHy,=0 and different
values of the single-particle anisotropy constidris presented in Fig. 3. We note that a
soliton possesses antiferromagnetic structure and its total zero-field magnetization in the
caseK=0 is zero. A necessary condition for a soliton to possess a magnetic moment is
that single-particle anisotropy must be present. In this case the total magnetic moment of
a soliton can reach the value of the magnetic moment of a particle. Specifically, for
K =3 the total magnetization is 0.8. The calculations performed suggest the following
mechanism for the appearance of a remanent magnetization with the external field ori-
entation perpendicular to the particle chafimsthe geometries 1 and.3Since the system

is quasi-one-dimensional in fields close to the saturation value, the soliton energy is low
and thermally induced formation of solitons is possible. As the field decreases in mag-
nitude, the soliton energy increases and the characteristic size of solitons decreases. This
leads to soliton pinning associated with the discreteness of the lattice. Therefore the
remanent magnetization is due to the presence of “frozen-in” solitons which are pro-
duced in high fields. A necessary condition for the existence of remanent magnetization
is the presence of a perpendicular anisotropy for the particles comprising the lattice. The
hypothesis advanced above is confirmed indirectly by our measurements of the magne-
tization curves of a particle lattice with a square unit cell, showing no remanent magne-
tization for any orientation of the external field. Numerical modeling likewise shows no
solitons and no remanent magnetization in a square lattice. The question of whether or
not the system studied undergoes a transition into a superparamagnetic state can be
solved by investigating the temperature dependence of the observed collective effects.
The qualitative changes occurring in the magnetization curve of a sample with a rectan-
gular unit cell as the sample temperature increases up to 77 K attest to the existence of
such a dependenc€ig. 4). We believe that from the fundamental standpoint the results
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FIG. 4. Variation of the shape of the magnetization curée 0°) with temperature increasing from 4.2(fne
line) to 77 K (heavy ling.

obtained are of great interest as an example of the behavior of a classical two-
dimensional magnetic system with a precisely known interaction. The samples them-
selves and the technology for producing them and for performing the measurements
could be helpful for ultrahigh-density magnetic recording media which are currently
being widely developed.

We thank A. A. Andronov, S. V. Gaponov, and N. N. Salashchenko for some
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A theory of quasielastic scattering by a spin liquid with resonating
valence bonds is constructed. It is demonstrated that the dependence of
the scattering cross section of the spin liquid on the energy transfer has
the same shape as the quasielastic peak observed experimentally in
heavy-fermion systems. It is shown that a consequence of fact that the
excitations of the spin-liquid state obey Fermi statistics is that the total
guasielastic scattering cross section oscillates as a function of the mo-
mentum transfer. ©1998 American Institute of Physics.
[S0021-364(©8)00918-9

PACS numbers: 75.2%.z, 75.20.Hr

1. Ever since the idea of describing a state with heavy fermions on the basis of the
formalism of a spin liquid of the resonating valence bgR¥B) type was advanced in a
number of works; discussions of the adequacy of the proposed model have continued
unabated. Despite the fact that RVBs are a quite fruitful idea for describing both the
thermodynamic propertiésind the low-energy spectral respoheéheavy-fermion sys-
tems, an unequivocal proof of the existence of RVB-type correlations is still lacking. The
main problem impeding the identification of a spin liquid is the lack of a decisive ex-
periment that would make it possible to accept or reject the quite well-developed concept
of RVBs.

The main feature of a state with RVBs is that at low temperatures a system of
localized spins undergoes a transformation into a half-filled spin-excitation band whose
width T* is of the order of the Kondo temperatufig .>®’ The main property that
distinguishes a correlated RVB state is that the spin-liquid excitations obey Fermi statis-
tics. The change from Boltzmann statistics characteristic for a system of localized spins
to Fermi statistics in the spin-liquid state is the circumstance whose detailed study could
reveal the properties that are characteristic of only a strongly correlated state with RVBs.

In the present letter a theory of the quasielastic magnetic scattering of neutrons by a
spin liquid is proposed and it is shown that on account of the Fermi statistics of spin
excitations in systems with RVBs the total quasielastic scattering cross section oscillates
as a function of the transferred momentum

2. The basic Hamiltonian describing a state with heavy fermions is the Anderson
lattice Hamiltonian forf ions which are hybridized with the conduction electrons. The
canonical Cogblin—Schrieffer transformatidhtakes hybridization into account in sec-

0021-3640/98/68(6)/7/$15.00 514 © 1998 American Institute of Physics



JETP Lett., Vol. 68, No. 6, 25 Sept. 1998 A. S. Mishchenko 515

ond order, and the effective Hamiltonian describing the lower doubtet- of the state

of the crystal field assumes the form of an exchange interatﬂﬁn between the spin
states at different sitam=1, £ (| is the vector of the unit cells andlis a basis vector

m#m’
’ t
Hom 2 2 100 AL el e 1)
mm’ oo’
The operatorg rTm,(fm(,) are Fermi operators creatirignnihilating states with spirr at

site m and satisfy the constrairﬁafﬁ]afm(,:l.

The state with RVBs that arises at low temperatures is characterized in the mean-
field approximation by the appearance of anomalous intersite ave(r&hgsn,l,). As a
result, the spin-liquid state is determined by the effective Hamiltonian

m#m’
H:EZ 2 E Amm’fﬁwfm’a- (2)

mm’ 7
which describes the spectrum of uncharged Fermi excitations in the spin subsystem. The
constant®\,,,, are determined by the values of the exchange integrals and the anomalous
averages.The chemical potentigl is determined from the global constraint fidrsites
N*12m2(,<f;(,fm,,>=1 and therefore a state with RVBs is described by a half-filled
Fermi-particle band which has widthT* and whose spectrum is formally similar to the
band spectrum in the tight-binding approximation. With the eigenve(a”@[;sthe eigen-
stateg]\) of the Hamiltonian(2) can be represented as a superposition

|x>=|§Eg explil- k) EX, o(r—1- &) o), &)

where¢(r —1— £&) are the spatial wave functions of localizEdlectrons|o) is the spin
component, and, is the wave vector of the stata). At temperatureT the statistical
population density of the statés) with energiese, is determined by the occupation
numbersn, ={1+exd(e,—w)/T} L
3. The standard formula for the scattering function for magnetic scattering of

neutron$’ by a single magnetic ion with momentum transfeand energy losé o is
expressed in terms of the matrix elements of the opeléte|2|§ exp{ix~(|+§)}j and
the Cartesian coordinates of the unit vecters= «, /| x|:

Xyz
S(K,ﬁw)=b2N_12B (Bup— Ko K5) 2 Uy ANQLIN YN QN S(hw—e) +6))

@ AN

4

(b is the magnetic scattering lendtrandJ is the total magnetic moment operatoFhe
statistical function{}, ,. in the case of scattering by local states of the crystal field
depends only on the occupation of the initial stateand is determined by Boltzmann

statistics. In the case of the Fermi statistics characteristic of a spin liquid the occupation
of the final states also plays a role. As a resfllf,,. assumes the form

Qv =m(1—ny). 5
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Substituting the eigenstatéd) into expressior(4) and, since the spatial wave functions
of thef electrons are strongly localized, neglecting the off-diagdwéth respect to site

matrix elements of the operatdrwe find that the neutron scattering function of a spin
liquid is given by

Xyz

ssm:«,hw):B(K)EB (Sup— Ko kg) 2 QO (1) S(hw—ey +8)), (6)
o )\)\r
where
Oy (1) =13 (1 (15 (1)), (7)
0= ex—in § 3 (E1) B olo’). ®)

In the formulas presented aboBéx) =b?(g;F («)/2)?, whereg; is the Landdactor and
F (k) is the magnetic form factor of the ion.

4. It should be noted first that the dependence of the scattering fun@&imn the
energy transfefiw and the temperature is virtually indistinguishable from that observed
in heavy-fermion compounds,where this dependence is ordinarily interpreted on the
basis of the phenomenological expressfﬁm(hw,T)=[1—exp(—ﬁw/'D]*1ﬁw/[(F(T)2
+(hw)?]. A characteristic feature of the neutron response of systems with heavy fermions
is the nonzero widt'(T) of the quasielastic peak at zero temperattire.

For quantitative analysis we shall examine a symmetric spin band of widthadth
a constant density of stateB(e)=1 if ec[—T*,T*] and D(¢)=0 elsewhere. The
chemical potential in a spin band with this shape is zero. Averaging the scattering func-
tion (6) over angleswhich corresponds to the case of scattering by a polycpysta
obtain the expression

Sy (k@) =R(x) fj:*dsD(s+hw)n(s)(1— N(e+ho)), ©

where the dependence on the modulus of the momentum transfer is incorporated into the
separate factdR(«). The dependence of the cross section on the momentum transfer will
be examined separately. We shall focus our attention on the dependence of the scattering
function on the energy transfer, which for the model density of states adopted has the
form

R(x) p(hw)_ _1<|ﬁw|
Ssi(k,hw)= T exp ==|sinh In

2 2T 2T (10

1+coshT*/T]
1+cosh(T* — |ha|)/T])

The curves presented in Fig. 1 agree qualitatively with the experimentally observed
response in heavy-fermion systems, and/far<T* they are virtually indistinguishable
from the Lorentz functiorS,,(%w,T) weighted with the detailed-balance factor. The
fitting a phenomenological functio8,n(iw,T) to Sg(fw,T), as is done in practice
when analyzing experimental data, gie6T=0)~T*. We note that taking account of
the damping of the excitations of the spin liquid and examining less singular density of
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FIG. 1. Scattering function for a spin liquid with a band of widiii =1 versus the energy transfer for
T=0.1(thick solid ling, T=0.25 (thin solid ling, T=0.5 (dashed ling andT=2 (dotted line.

states D(e) removes the restriction of the energy transfew to the interval
[—2T*,2T* ] and smooths the kinks in the energy dependence of the cross section at zero
energy transfefsee Fig. 1

5. The finite width obtained for the quasielastic peak in the spin-liquid model at zero
temperature cannot be a decisive argument in favor of the existence of a state with RVBs,
since various different models lead to the same réddftA more striking consequence
of Fermi statistics, which can serve as a decisive test, is the dependence of the quasielas-
tic cross section on the momentum transfer.

To demonstrate this consequence of the Fermi statistics, we shall consider a two-
sublattice system where the intersublattice interaction dominatesijig.¢ = 6, T*/2
for &£ &' and is negligibly small fog=£&’. (Numerical calculations show that this ap-
proximation does not affect the character of the effects considered below and serves only
for convenience in performing analytical calculationis. this case the fourfold degen-
eracy of the states in each unit cell is partially removed and the system of eigenstates
consists of two twofold degenerate levels with energieB*/2 and chemical potential
u=0. For definiteness, we shall assume that the basis vé@atirected along the axis
and that the distance between the iond.is

To calculate the dependence on the momentum transfer it is convenient to introduce
the function

S‘éf‘(x):fT

’ d(hw)S (K, hw), (11
T*

corresponding to the quasielastic scattering cross section integrated over the energy trans-
fer. In the final expression for the scattering function

SH(#)=(B(K)12) Y, (8,5~ Ko kz)TD(k,T), (12)
ap

where
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FIG. 2. C(x) =SS (x)/S(«) versus the modulus of the momentum transfer foF*=1 and»=0: @ in a
perfect lattice at temperaturds=0 (solid line), T=0.7 (dashed ling and T=1.0 (dotted ling; b) at zero
temperature forA =1 (solid line), A=0.6 (dashed ling and A=0.2 (dotted ling. Inset: Scattering function
taking into account the form factor of the ion efor interionic distancel=4 A.

T*=2 (0]3,0" ) (o' |34l0), (13
Fermi statistics leads to the appearance of an additional factor
D(x,T)={1—tantf(T*/T)coq k-d)}/2, (14)

which is identically equal to 1 in the case of Boltzmann statistics. At sufficiently low
temperatured <T* the factorD(k,T) causes the scattering cross section to oscillate
with period «p,= 2/ (d cos{E\d]). An important consequence for experimental verifica-
tion is that the period of the oscillations depends on the direction of the momentum
transfer.

To acquire a good statistical sample of experimental data it is most convenient to
perform measurements on polycrystalline samples. The results of such measurements are
determined by the scattering functiSﬁ‘(K) obtained by integrating expressi@i®?) over
angles. To demonstrate the influence of Fermi statistics we segregate into a separate
factor the standard scattering functi@f(«), whose dependence on the momentum
transfer is determined only by the squared magnetic form fd€fat). The integration
over angles does not completely suppress the oscillations:

S§i(1)=(S(k)/2){ 1~ tankf(T*/T)[(1+ 7/2)sin(kd)/ kd — 3nD(kd)/2]}  (15)

(7= (T+TY=2TN/(T*+ T+ T%) is a measure of the axial one-site scattering
anisotropy. Their character is determined by the factor gif)(xd and by the function
®(x) = (sin(x)—x cos))x . For sufficiently large values of the momentum transédr

>1 the function®(«d) is much less than the factor sikt)/«d. The effect is slightly
suppressed with increasing temperat(gee Fig. 2a since even at temperatureT*,
which is sufficient for destroying the spin-liquid state, the amplitude of the oscillations is
still large. It should be noted that the period of the oscillations which arise only in the
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case that the excitations obey Fermi statistics is determined by the scattering between
interacting ions and is not related with the characteristic features of the Fermi surface of
the spin liquid. The characteristic distance between magnetic ions in compounds with
heavy fermions isi~4 A. Therefore, despite the intensity dropoff associated with the
magnetic form factoF («) and described by the la®w?(«), the first several periods of

the oscillations can be distinguished experimentée inset in Fig. Ja

6. The imperfection of the crystal lattice has a much stronger effect on the suppres-
sion of the oscillations. In the simplest case, if scattering coherence is not destroyed
altogether because of the absence of one of the magnetic atoms of the basis, the influence
of lattice imperfection is expressed as a somewhat different environment around different
basis ions. A change in the environment produces a change in the wave functions of the
crystal field and, in consequence, a change in the matrix elements of the magnetic op-
erator, which are different for sites 1 and @r|3%|¢’);#(a]3%c’),. Although the
expressions for the scattering function were obtained in the general case, we present the
less complicated formulas for isotropically scattering i¢the directionsx, y, andz are
equivalent, and we shall drop the Cartesian indices in what fo)lo8ite nonequivalence
can be characterized by the quantity

1

=13 |<o|3|o'>1—<a|3|o'>2|2]{E[ (ol3le) (dlonal?) . s

The effect of a lattice imperfection on the scattering function
SS(k) = (S k)/2){1— A tant?(T*/T)sin( kd)/(«d)} (17

is determined by the quantity=(1—U)/(1+U), which equals 1 in a perfect lattice and
zero in the case of complete site nonequivalence. Figure 2b demonstrates the influence of
lattice imperfection on the suppression of the oscillations.

7. In summary, although the dependence of the cross section of quasielastic mag-
netic scattering of neutrons by a spin liquid on the energy transfer is essentially indistin-
guishable from scattering by a spin which relaxes as a result of Kondo processes, the
oscillatory dependence of the cross section on the momentum transfer is unique to a spin
liquid. It should be noted that in the case of sufficiently soft crystal-field splittihgs
~T* the terms of the Hamiltoniafil) which are off-diagonal with respect to the levels
of the crystal field also lead to oscillations of the inelastic scattering cross section.
Oscillations of the differential inelastic scattering cross section have been observed
experimentally”* in the Kondo semimetal CeNiSn and can be quantitatively explained on
the basis of the spin-liquid approattHowever, since many characteristics which are
measured in experiments on neutron scattering by periodic systems demonstrate oscilla-
tory behavior(for example, oscillations of the width of the neutron scattering peak in a
paramagnét!9, it is important to study properties which uniquely related with a spin
liquid. As we have shown in the present letter, the oscillations of the total quasielastic
scattering cross section are a direct consequence of the Fermi statistics of excitations in a
state with resonating valence bonds. For this reason, the experimental observation of the
predicted effect can serve as a substantial argument support of the concept of spin-liquid
correlations in heavy-fermion systems.
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Light-induced conformational transformations of the naphthacene-
quinone(NQ) molecules are observed by scanning tunneling micros-
copy (STM). NQ molecules packed in a Langmuir—BlodggtB) film

are shown to form stable ordered structures on a surface of highly
oriented pyrolytic graphitgHOPG. The local density of electronic
states is found to exhibit the distinct peak which is characteristic of
two-dimensional conductivity. An additional subband of empty elec-
tronic states is found for NQ molecules in fornbut not in formB.

The constant-height STM images of individual molecules in fakm
demonstrate an additional structure that is indicative of a conforma-
tional transition of the NQ molecules. This transition involves the trans-
fer of the phenoxy group from one oxygen to another. 1@98 Ameri-

can Institute of Physic§S0021-364(108)01018-4

PACS numbers: 73.61.Ph, 73.5M, 73.20.Dx

1. Photochromic molecules have been attracting sizable and steady interest due to
their capability of reversibly changing their absorption and fluorescence spectra under
irradiation at different wavelengths. In view of the development of a new generation of
ultrahigh-density three-dimensional optical data storage based on the use of photochro-
mic molecules, it is important to clarify the fundamental mechanisms that lead to modi-
fication of the basic characteristics of photochromic molectéspecially when orga-
nized in Langmuir—Blodget{LB) films) under exposure to light. The properties of
photochromic molecules embedded either into polymeric matrices or other (igdid
crystals, solutions, etfc.depend substantially on their environment. The LB technique
enables one to produce photochromic molecular structures packed with ultrahigh density
on the surface of a substrate. LB films are typical two-dimensi(iagle layer filmg or
three-dimensionaimultilayer filmg ordered assemblies. Evidently, one expects that pho-
tochromic molecules incorporated in highly ordered LB films should exhibit behavior
that is not typical for free molecules or solutions. However, very little is known about the
physical aspects of photochromic reactions in LB films.

Photochromic compounds deposited on a substrate bl trgmuir—Sheffertech-

0021-3640/98/68(6)/6/$15.00 521 © 1998 American Institute of Physics
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nique are an interesting and attractive object for investigations by different methods. The
optical properties of molecular layers of spiropyrans and the photochromic reaction ki-
netics of spiropyran molecules in LB layers on stearic acid were investigated in Refs.
1-3. The possibility of photochromic reaction in LB films of diarylethenes and sali-
cylideneanilines has been demonstrété&imilar results are presented in Refs. 6 and 7.

For particular molecules photoisomeric changes can be observed by means of pre-
cision methods based on scanning probe microscopy, €.g., scanning tunnel microscopy/
spectroscopySTM/STS, scanning force microscoggFM), etc. These methods in prin-
ciple allow one to study with atomic resolution the electronic propértiesd topology
of particular molecules on a substrate surface and their changes brought about by external
optical irradiation. The major advantage of STM methods is their high resol ey
are capable of resolving details much smaller than an optical wave)eighbently, the
possibility of the direct STM real-space analysis of the shapes of molecules has been
demonstrated® The authors have identified two different conformations of the Cu-tetra
(3,5 di-t-butylphenyl porphyrin (Cu-TBPB molecule deposited on a metal substrate in
two metastable forms characterized by different shapes of the molecules. Up till now,
however, there have been no direct STM observations of reversible modification of
molecular structure under optical radiation.

In this paper we have for the first time, to the best of our knowledge, demonstrated
the direct STM registration of a photochromic reaction in LB films under exposure to
light. The direct reactiorfform A—form B) of naphtcenequinon&NQ) molecules or-
dered in LB films is caused by 400 nm light, and the reverse readfiorm B
—form A) is initiated by 480 nm light. The conformational transformations of individual
molecules in a LB layer were observed before and after the direct photoreaction. Our
main findings are as follows:

1) A distinct peak is found in the tunnel local density of electronic states of 6-
phenoxi-5, 12-naphthacenequinone molecdlesdered in LB films. Such a peak is in-
herent in both thé andB forms and is indicative of a two-dimension@D) character of
the conductivity of the film. The shape of the differential conductivity curves is shown to
be significantly modified after direct photoisomerization;

2) for molecules in theA form the additional subband in the range of unoccupied
electronic states of LB films is detected,;

3) the tunnel current flowing through an individual molecule falls frerf).1 nA to
~0.04 nA when the molecule undergoes the transition fromAtte the B form;

4) the constant-height images of individual molecule in Ahform exhibit an addi-
tional fine structure that points to the conformational transition of the molecules from the
A to the B form. This transition involves the transfer of the phenoxy group from one
oxygen atom to another and probably leads to the shutdown of some of the tunneling
channels.

2. To study the electronic properties of NQ molecules and their possible conforma-
tional modifications during photochemical reactions we used the STM and STS tech-
niques. Molecules were deposited on a highly oriented pyrolytic gragHi@PQ sub-
strate using the Langmuir—Sheffer technique to form different numbers of ordered
molecular layers. The expected modification of the NQ molecular structure in the tran-
sition from thepara form (form A) to theanaform (form B) and back is shown in Fig.
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FIG. 1. Schematic structure of two conformational formlAsandB) of 6 — phenoxi—5, 12—naphthacenequinone
molecules which occurs during the photocoloratiédn«B) and photobleachingB— A) reactions.

1. Variations of molecular properties in multilayer thin films caused by light irradiation
change the initial density of electronic states which is detected in our STM and STS
experiments.

The photochemical reaction was initiated by light passed through an interference
filter with the transmission maximum at 400 nm for the direct reactidn-B) and at
480 nm for the reverse reactioB{A). We used an incandescent lamp as a light source.
After the filtering, the light transpored through a multimode optical fiber was used to
illuminate the STM tunneling junction. The typical light intensity on the sample was
about 1 mW/crf. This scheme allowed us to follow the changes of electronic properties
of NQ molecules in the processes of forward and backward phototransitions by means of
STM and STS method® situ.

The LB film was deposited on the HOPG substrate at a pressure of 5 mN/m. The
average transfer coefficiefk) was equal to 0.84.

All the measurements were performed using a home-built STM with atomic resolu-
tion and a maximum scan rangex® um under ambient conditions. STM tips were
mechanically cut from Ptlr or Au wires. We used the STM to obtain constant-current
(topographi¢ as well as constant-height images. Spectroscopic[dé§ and hardware
d1/dV(V)] were then acquired at the chosen point of the surtace.

We have found that LB films of NQ moleculdfrom 1 to 40 monolayejsare
capable of forming stable ordered structures on a HOPG surface. The area occupied by
each molecule is of the order of 20—23 Avhich is in good agreement with the value
27 A2 obtained from ther—S isotherm at the deposition pressure. The distance between
molecular rows is about 5.8—-6.0 A and that between molecules within a row is 3.8—4.0

A

The tunneling conductivity curves measured for LB films with different number of
layers always had a peak in the vicinity of zero bias voltage. In the tight-binding approxi-
mation this points to a 2D charactgpf the conductivity of LB films and to the existence
of a long-range interaction between moleculsse Fig. 2a

Another set of experimental data is concerned with investigations of the behavior of
the tunneling conductivity during photoreactions. Substantial variation in the local den-
sity of electronic statefLDOS) for direct photoreaction has been observed for a three-
layer LB film. It is found that the shape of the differential conductivity curve is signifi-
cantly modified during photoisomerization. The upper graph in Fig. 2b shows a strong
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FIG. 2. a: Dependence of the differential conductivity of a LB film on the tunneling voltageonolayers

The LB film was under exposure to natural light for a few days. b: Dependence of the differential conductivity
of a LB film on the tunneling voltagé3 monolayersbefore and after the direct photoreactian;— A form;

0 — B form.

asymmetry of the curve for formA. There is an additional contribution to LDOS Ut
<0 as compared to forB, while atU,>0 the dependence of the conductivity of the LB
films is rather similar for theA and B forms. This additional contribution points to the
origination of an additional subband in the range of empty electronic states.

We have also studied the STM current images of individual molecules in NQ LB
films. STM constant-height images of a three-layer LB film corresponding té ted B
forms of NQ are presented in Fig. 3. Imadgesand(b) represent the selected site of the
surface before and after direct photoreaction. Both pictures were taken under the same
tunneling conditionstJ;= — 150 mV; 1,=0.4 nA. In these experiments we found that the
STM current images of every molecule in the LB layer are noticeably different for forms
A andB. These distinctions are clearly seen from Fig. 4, which shows cross sections of
the images from Fig. 3, taken along thel’ direction. As can be seen from Fig. 4, the
constant-height STM image of 6-phenoxi-5,12-naphthacenequinone molecules iA form
has an amplitude of-0.1 nA, while the current amplitude for molecules in foBnis
~0.04 nA. Besides, the STM current image of molecules in férmossesses an addi-
tional fine structurésee the peak shifted to the edge of the image of the moleciheés

FIG. 3. STM current images of the same portion of 3-layer naphthacenequinone LB films. & fogw,y):
3.4 nmx 2.2 nmx 0.14 nA, b: formB, 1(x,y): 3.3 nmx 2.5 nmx 0.08 nA.
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FIG. 4. STM current image cross-sections according to arrows in Fig. 3. CurvEscorrespond to the
directionsl1, 1’ in Fig. 3. .

peculiarity is connected either with a topological conformational transition of molecule or
with the occurrence of an additional tunneling channel after molecular conformation.

The direct @— B) and reverseB— A) transitions of molecules caused by changing
of the light frequency can be understood by analyzing the behavior of a driven nonlinear
oscillator. The driven nonlinear oscillator model has been successfully used to describe
the molecular vibrational spectrum in an external radiation fiél@ne can use a double-
well potential with the simplest nonlinearity yX*, whereX is the configuration param-
eter. According to the semiclassical approach based on a quasi-energy formalism there
are two stable stated and 2 for the driven oscillator in each welA and B, if the
radiation frequency is close enough to the unperturbed molecular frequencyThe
most probable state 1 or @ith low and high energyis determined by the parameter
B=vdl(v—1p)%, wherel is the intensity of the external lighty is the nonlinearity,
which can be slightly different for wellg andB, and v, is the unperturbed molecular
frequency, which can also differ for wells andB. If 8 is greater than a critical value,
the driven nonlinear oscillator occupies the high-energy state 2. For light at wavelength
N1=400 nm the paramete is greater than the critical value for wélbut smaller than
the critical value for welB. Thus a direct conformational transitigh— B occurs from
the high-energy state 2 in well to the low-energy state 1 in weB. Changing the
wavelength of the light fromx ;=400 nm to\,=480 nm changes the value of parameter
B. Now B> 3, for well B (the high-energy state 2 is occupied in W)l and B8< 3., for
well A. The reverse conformational transitiBa— A occurs from the high-energy state in
well B to the low-energy state in welA. An analytical expression for the occupation
numbers of the nonlinear oscillator in each wkhndB can be obtained from the system
of kinetic equations in the quasi-energy formalism and will be published elsewhere. In
our opinion, the observed transition is due to oxygen bonding transfer, which gives rise to
an additional tunneling channel and, in the ordered molecular system of a LB film, to an
additional subband.

3. We have demonstrated the direct observation by STM/STS methods of the
changes in the differential conductivity of NQ LB films as a result of a photochemical
reaction. The unusual behavior of the differential conductivity of the molecular film is
probably due to an additional subband in the range of unoccupied electronic states of the
sample as a result of the photoreaction and can be referred to as conformational modifi-
cation of naphthacenequinone molecules. A distinction in the constant-height STM im-
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ages of individual NQ molecules in the different forms has been found which bears
witness to the conformation transition during photoisomerization.
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Fermion condensatiofFC) is studied within the density functional
theory. FC can fulfill the role of a boundary, separating the region of
strongly interacting electron liquid from the region of strongly corre-
lated electron liquid. Consideration of the superconductivity in the
presence of FC shows that, under certain circumstances, at tempera-
tures abovd ; the superconductivity vanishes and the superconducting
gap smoothly transforms into a pseudogap. The pseudogap occupies
only a part of the Fermi surface, and one that shrinks with increasing
temperature and vanishestT*, and the single-particle excitations

of the gapped area of the Fermi surface have a wigth(T—T,).

© 1998 American Institute of Physids$0021-364(18)01118-9

PACS numbers: 74.20.Mn, 74.70.Tx, 74.72.Jt

Recently a powerful method was developed for measuring the electronic structure
close to the Fermi levél.As a result, a plateau adjacent to the Fermi level has been
observed in the electronic spectra of a number strongly correlated metals. For example, it
has been shown that optimally doped high-temperature superconductors exhibit an
anomalous normal stateThe spectra of SRuQ, or YBa,Cu,0,_5 (YBCO), for in-
stance, contain very smooth segments on the Fermi surface. It is a remarkable thing that
these spectra have not been reproduced in theoretical calculatiphas been shown
that such peculiarities of the electronic spectra can be understood within the framework
of the theory of fermion condensatidrC), which was predicted in Ref. 3 and is asso-
ciated with the rearrangement of the single-particle degrees of freedom in strongly cor-
related Fermi systems. The main feature of FC is the appearance of a plateau in the
single-particle excitation spectrum at the Fermi I¥78I0n the other hand, quite unusual
behavior has been obserfedlin underdoped high-temperature superconductors, which
indicates a pseudogap aboVg. As we shall see, such behavior can be also clarified
within the concept of fermion condensation.

It has been demonstrated that the onset of the density-wave instability in a Fermi
system can be preceded by the FC phase transition; thus FC can take place if the effective
coupling constant is sufficiently strorf§This makes one think that FC is a rather wide-
spread phenomenon inherent to strongly correlated Fermi systems. For example, FC can
arise in such an unusual system as fermions locked in vortex cores in a superfluid Fermi

0021-3640/98/68(6)/7/$15.00 527 © 1998 American Institute of Physics
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liquid.** On the other hand, it has been demonstrated that the charge-density wave insta-
bility takes place in three-dimensiohaand two-dimensional electron liquiddThus, the
electronic systems of some strongly correlated metals are suitable places to lookfor FC.

Now let us outline the key points of the FC thedr¥.FC is related to a new class
of solutions of the Fermi-liquid-theory equatién

S(F—puN) 1-n(p,T)
W—S(D,T)—M(T)—TMW— ,

for the quasiparticle distribution functiom(p,T), depending on the momentumand
temperatureT. Here F is the free energyu is the chemical potential, and(p,T)
= J0E/én(p,T) is the quasiparticle energy, which, like the enekEgnd the other ther-
modynamic functions, is a functional of p,T). Equation(1) is usually rewritten in the
form of the Fermi—Dirac distribution

_ -1
n(p,T)=[1+exp{M ] . (2

T
In homogeneous matter, the standard solutipfp, T=0)= 6(p— p), with pg being the
Fermi momentum, is obtained assuming that the effective mass,

(€

1 de(p,T=0)

M* pdp

: 3

P=PE

is positive and finite at the Fermi momentyop. As a result, thd-dependent corrections
to M*, to the quasiparticle energy, and to other quantities start wititherms. But this
solution of Eq.(1) is not the only one. There exist “anomalous” solutidhsof Eq. (1)
associated with a so-called fermion condensatiBring continuous within a region in,
such a solutiom(p) admits a finite limit for the logarithm in Eq1) at T—0, yielding

oE
S(FJ):Wp):M- Pi<p=<ps. (4)

Thus, within the regiomp;<p<p; the solutionn(p) deviates from the Fermi step func-
tion ng(p) in such a way that the energy(p) stays constant, while outside this region
n(p) coincides withng(p). We see that the occupation numbe(p) become variational
parameters: the solution(p) emerges if the energk is lowered by alteration of the
occupation numbers. New solutions, as it is seen from(Egpossess at low a shape
of the spectrunme(p,T) which is linear inT (Ref. 14:

e(p,T)—u(T)~T<Ty, (5
within the interval occupied by the fermion condensatd.<#T; it follows from Egs.(1)
and (5) that

M* ~N(0 ! 6

(0)~ 3, ©)

with N(0) being the density of states at the Fermi level. HErés the quasi-FC phase
transition temperature above which FC effects become insignificafite quasiparticle
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formalism is applicable to this problem, since the damping of the condensate states is
small compared to their energy. This condition obviously holds for superfluid systems,
but it is also true for a normal systefm.

In this letter the influence of FC on the superconducting phase transition is consid-
ered on the basis of the density functional theory, including a study of the pseudogap.

We start with a general consideration of the superconductivity in the presence of FC.
In the density functional theory of superconductivity, there exists a unique functional
F(T) of two densities, namely, the normal density of an electron sygieamd the
anomalous density. In atomic units, the functiond#[ p, «] is given by’

p(ry)p(ry)

|I’1— I‘2| d3r1d3r2+ FXC[va]

Flo.1=Tdp.c1-TSIp,x1+ |

—J K*(r1, ) V(ry,r2,r3,1) k(rg,1)d3rd%r,d%r 5,

:E[er]_TSs[piK]' (7)

HereTJ p,«x] andSy p, ] stand for the kinetic energy and the entropy of a noninteract-
ing system, whild=, { p(r),«(rq,r,)] is the exchange-correlation free-energy functional,
andV is a pairing interaction. The third and fifth terms on the right-hand sid&@)oére

the Hartree terms due to the Coulomb forces and the pairing interaction, respectively. We
supposéV to be sufficiently weak, like the model BCS interacti§rrhe last equality in

Eq. (7) can be regarded as the definitionef For the densitiep and «x one can employ

quite general forms,

p<r1>=; [ n(r)]2[onl2(L—f ) +]d_n(ry)|?|un|?al, (8)

1
Kk(r1r) =5 2 [67 (1) d—n(r2)+ @7 (r2) d_n(r1) vy un(1-2fy), ©)

with the coefficientsy, andu,, obeying the condition$v |2+ |u,|?=1. Heren denotes

the quantum numbers such as the momenpimthe case of homogeneous matter or the
crystal momentum and the band index in the solid state. For the sake of simplicity, we
omit the spin variables. Since we are going to take a fresh look at(ggwe set
T=0. Minimization of F with respect top,, leads to the eigenfunction problem,

V2o op(ry)
(_?+f ry—ryl a2
with v, being a nonlocal potentiaf.In the case of a homogeneous system the functions
ém are plain wavesiy ,|>=n,, and Eq.(10) reduces t@?/2+v(p)=«(p). Taking into
account Eq.(10), one can also infer thabE/8|v,|?=¢,. If V were zero,s; would
represent the real single-particle excitation spectra of the system. The endsgger-

turbed by the BCS correlations, but, in fact, this perturbation is small. It is convenient to
takev,=cosé; u=sing, while minimization with respect t@, yields

5F[pvi] _
56,

d’m(rl)"_f vxc(rlvr2)¢m(r2)d3r2=8md’m(rl)v (10

(8|_/.L)ta.n 26|+A|:0. (11)
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The gapA, is given by

oF ,
A|=—fM¢f‘(rl)¢_|(rz)d3rld3r2. (12

OK(ry,r)

We shall now give further proof of Eq4), deduced af =0. Consider Eq(11) in the
limit V=0. In this case\;=0, and Eq.(11) can be written as

(g— w)tan 26,=0. (13
Equation(13) requires that
g —u=0, if |v]2#0,1. (14

Therefore, the fermion condensation solution is a new solution of the old equations. On
the other hand, it is seen from E(l4) that the standard Kohn—Sham scheme for the
single-particle equations is no longer valid beyond the point of the FC phase transition,
since the quasiparticle occupation numblrg? become variational parameters, mini-
mizing the total energy. In the homogeneous limit Ef) takes form of Eq(4).

FC involves the unbounded growth of the density of states Vilhe®; see Eq(6).
As a result, FC serves as a source for new phase transitions which lift the degeneracy of
the spectrum. We are going to analyze the situation when the superconductivity wins the
competition with the other phase transitions. Now let us switch on the interadtion
Then, as follows from Eqg7) and(12), A~V whenV is sufficiently smalft® while in
the BCS casé, given by Eq.(12), is exponentially small. Inserting the resilt-V into
Eq. (7), one finds that the pairing correctiafEg(T=0) to the ground state energy at
T=0 is given bySE(T=0)~A.* This result differs drastically from the ordinary BCS
result SEs~ A2. In response to this, a substantial increase of the critical magnetic field for
the destruction of superconductivity can be expected. Above the critical temperature the
system under consideration is in its anomalous normal statdpEig. valid, and one can
observe the smooth segments of the spectra at the FermPlevel.

Now we focus our attention on an investigation of the pseudogap which is formed
aboveT, in underdoped high-temperature supercondué@tset us consider a 2D lig-
uid on a simple square lattice which has a superconducting state ditheae symmetry
of the order parametek. We assume that the long-range compon¥p(q) of the
particle—particle interactioW ,,(q) is large and repulsive and has a radgyssuch that
pe/q;,~1. The short-range componevit,(q) is relatively small and attractive, with a
radiuspe /gs,>1 (Ref. 20. As a result, the low-temperature gap in accordance with
the d-wave symmetry, is given b§:?!

A(p)=A; cos2p=A;(x*—y?), (15

with A; being the maximal gap. At finite temperatures Ekp) for the gap can be written
as

2m E(py,¢1) p1dp.d
3.8~ [ Voplp.pr by, yranh= 2 TR

: (16)
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with p being the absolute value of the momentum, whileis the angle. It is also
suggested that FC arises near the van Hove singularities and that the different areas of FC
overlap slightly** It follows from the chosen interactiow,, and Eq.(15) that A will

change sign,

A

zte :_A<Z_¢)’ an

vanishing atw/4. Thus,A can be expanded in Taylor series around, p~pg:
A(p,f)=ab—be3, (18)

with @ being reckoned fromr/4. Hereafter we shall consider the solutions of Bd) on

the interval G< < w/4 . We recast Eq(16), settingp~ pg and separating out the con-
tribution 1, which comes fromV,, , while the contribution related t¥, is denoted by

ls;. At small angles the contributioh, can be approximated bl, = #A+ 6#°B. The
guantitiesA and B are independent of if T<T*<T; since they are defined by an
integral running over the regions occupied by FC. This finding is consistent with the
experimental results which show th&j is essentiallyT-independent. Thus one has for

A!
AO) =gt = fhvsr( 0,p.0)k(p.d)tanh- o pjp‘:‘ﬁ LA+ B, (19
0 T

In Eqg. (19) the variablep was omitted. It is seen from E¢L9) that the function of FC is
to produce the free terriA+ 6°B. We shall show that af=T, the solution of Eq(19)
has the second node 6f(T) in the vicinity of the first noder/4. To show this, let us
simplify Eqg. (19) to an algebraic equation. The quantity,~(Vy/T)#, since
tanh@/2T)~E/2T if T~T., while Vy~Vq, is a constant. Upon dividing both part of
Eqg. (19) by «(6), one gets

6] (20

Vv
E(6)=—(?0—A1—6281

with A;,B; being new constants. The quantiy is negative, and it is inferred from the
condition that Eq(16) has the only solutiod =0 whenV,,=0, while B, is positive.
The factor in brackets on the right-hand side of E20) changes its sign at some
temperatureT=T.~Vy/A;. On the other hand, the excitation energ{¢d) must be
positive, and as a result the gap has to reverse its sign on the infefdak 6< 6. ], with
A(6,)=A(0)=0. It is seen from Eq(20) that the angled, is related toT>T, by the
equation

Vo
T~ (22)
(A1 +B16¢)

Our estimates of the maximal gay, in the range) show thatA,~10 3A;. Thus we
can conclude that the gap in the rar@ecan be destroyed by the strong antiferromag-
netic correlations that exist in underdoped superconduétérsThen it is believed that
impurities can easily destro¥ in the area under consideration. Now one can conclude
from Eq. (20) that T, is the temperature at which the superconductivity vanishes, while
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the gap, which is also referred to as a pseudogap, persists outside the region. It is seen
from Eq.(21) that 6.~/ (T—T.)/T., and so one can expect that the pseudogap dies out
as the temperatur€* is approached.

Now consider the quasiparticle excitations at the Fermi level. At temperatures
T<T, they are typical excitations of the superconducting statél. ;AT in the range()
we have normal quasiparticle excitations with a widthThe other part of the Fermi
level is occupied by the BCS-like excitations with a finite energy of excitation, given by
the gapA (¢), while both type of excitations have widths of the same order of magnitude.
Let us estimatey. If the entire Fermi level were occupied by the normal state, the width
would be y~N(0)3T?/ «?, with a density of statebl(0)~ 1/T and a dielectric constant
a~N(0). Thus one hag~T (Ref. 15. But in our case only part of the Fermi level, the
region within €, belongs to the normal excitations. Therefore, the number of states
allowed for quasiparticles and for quasiholes are proportional foand thus the factor
T2 is replaced byTzaﬁ. Taking these factors into account, one gets 0§T~T(T
—T)/T.~(T—T.), since we consider only small angles. Here we have omitted the
small contribution coming from the BCS-like excitations, and that is why the wjdth
vanishes atT=T.. Thus, we can conclude that aboVWg the superconducting gap
smoothly transforms into the pseudogap. The excitations of the gapped area of the Fermi
surface have the same width~(T—T.), and the region occupied by the pseudogap
shrinks with increasing temperature. These results are in good agreement with the ex-
perimental fact§~°

A few remarks are in order at this point. Based on the foregoing arguments, we can
conclude that BCS-type approach is fruitful for consideration of underdoped samples. It
is worth noting thatA; scales withT* rather than withT; (Ref. 7), sinceT* determines
the existence of nontrivial solutions of E(.6), while T, is related to the emergence of
the new nodes of the gap. Then, the peak was observed in inelastic neutron scattering
from single crystals of optimally doped YBCO and of underdoped samples, at tempera-
tures belowT,, while the broad maximum abovi, exists in underdoped sampl&sAn
explanation of this peak, based on the ideas of the BCS theory, was given in Ref. 24. One
can recognize that the same explanation holds for the broad maximum in underdoped
samples abové@. .

In summary, we have considered FC within the density functional theory. The FC
phase transition manifests itself when the effective coupling constant is sufficiently large.
FC can fulfill the role of a boundary, separating the region of strongly interacting electron
liquid from the region of strongly correlated electron liquid. We have also considered the
superconductivity in the presence of FC. As a result, we were led to the conclusion that
under certain circumstances, at temperatures abbve the superconducting gap
smoothly transforms into a pseudogap. The pseudogap occupies only a part of the Fermi
surface, one which shrinks with increasing temperature and vanishes &t, while
the single-particle excitations of the gapped area of the Fermi surface have ajwidth
~(T-T.).
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We report on the first observation and studies of a weak delocalizing
logarithmic temperature dependence of the conductivity, which causes
the conductivity of the 2D metal to increaseadecreases down to 16
mK. The prefactor of the logarithmic dependence is found to decrease
gradually with density, to vanish at a critical density,,~2

X 10" cm™2, and then to have the opposite signnatn.,. The sec-

ond critical density sets the upper limit on the existence region of the
2D metal, whereas the conductivity at the critical poir@, ,
~120€?/h, sets an uppeflow-temperaturglimit on its conductivity.

© 1998 American Institute of Physids$0021-364(18)01218-3

PACS numbers: 73.61.At, 73.40.Qv, 73.50.Dn

Recently, a metal—insulator transition and a metallic state have been observed in the
strongly interacting two-dimensiondPD) carrier systems in Si-MOS structuteand
later confirmed onn-Si-MOS (Refs. 3, n- and p-Si/SiGe (Refs. 3,4, and p-GaAs/
AlGaAs structures:® This finding is in apparent contradiction to the commonly accepted
one-parameter scaling theof@PST’ for noninteracting particles and has initiated a
debate over the nature of the 2D métal*

Among the properties of the 2D metallic state, a striking exponential dependence of
the resistance was found to exist over the whole range of metallic densities, ;
~10" cm™?, at temperature$<Eg (Refs. 12,15

p=po+tp1 exp(—(To/T)P), 1)

where p~1, and T, is sample- and density-dependent. The above empirical law has
recently been given a theoretical interpretatioi®

Since the above temperature dependence is reminiscent of the quasi-classical con-
tribution of two scattering processes, there was not much evidence for a quantum origin
of the phenomena in total. Moreover, it was earlier discuSsiat the resistivity of the
2D gas may decrease(T/Eg) asT decreases, due to the temperature dependence of the
screening length and, hence, of the random potential. Another classical argument invoked
earliet® is related to valley multiplicity, which may result in additional intervalley scat-
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tering of the electrons. The present studies were performed in order to verify whether or
not the 2D metal has something in common with a quantum theoretical picture that is
currently being intensively studied.

We have made ac measurements of the conductivity on two different, high-mobility
n-Si-MOS structures at low dissipated power, with high precision, and at low tempera-
turesT<<Eg. In this paper we present experimental data which reveal, for the first time,
a weak logarithmic temperature dependence of the conductivity, which persists down to
16 mK and gives a positive contribution to the conductivity in the range @10 up
to G=120(throughout the paper conductivity is given in unitsedfh, and the resistivity
p=1/G). Our data confirm that the 2D metallic state, once it is formed by increasing the
carrier densityn aboven, ;, remains stable a§—0. We have found the upper critical
densityn, , at which the delocalizing logarithmic temperature dependence vanishes and
gives way to the localizing one. It is not clear so far whether this point is an attractive
focus or a critical point, but in any case it provides a finite conductivity value as the
temperature decreases or the density increases.

We studied the resistivity of two Si-MOS samples, with peak mobilitigs,
=41,000 cri/V-s (Si-153 at T=0.3 K and x=19,600 (Si-43. Measurements were
taken by a 4-terminal ac technique in the temperature range from 0.28K to 15K, by
precise sweeping of the temperature over about 5 h, and from 0.016 K t¢oB K few
temperature poinjs

As described by Eq1), the exponential drop saturates at low temperatures. In order
to reveal a weak quantum correction to the conductivity and to separate it from the strong
exponential dependendg), measurements have to be performed &T,, in the range
of the apparent saturation of the exponential temperature dependencé).Bdnis can
be achieved most effectively in the limit of high carrier densitigh T, and highG) and
low temperatures. The typical results measured in this extreme regime are represented in
Fig. 1 for a few carrier densities.

The solid curves in Fig. 1 represent the empirical exponential functn]pg
+p, exp(—To/T] %, where the data were fitted with three parametgss, p,, and T,
(Refs. 12,15 This function saturates below a certain temperatlit, whereas the
measured temperature dependencésafrosses over to a weak dependence, which is
linear on a InT scale,6G=C+ In(T/T*).

For both samples, over a wide range of density]l X 10'! to ~20x 10, this
logarithmic dependence has a negative prefactor, i.e. it is delocalizing, thus driving the
system to higher conductivity as temperature decreases. At relativel@ lamd lown (as
shown in Fig. 1§ the prefactorC;=—0.4+0.1, is of the order of the typical value
u, /7 (Ref. 19, whereu,~(2—1) is due to the contribution of two valleys 100
Si-MOS structures. At even lower density, closento,, the derivativedp/dT remains
positive down to 16 mK, however, the strong exponential dependence ifi)Edpes not
permit the revelation of a weak logarithmic dependence in the limited temperature range.

As the density increases, the prefadiargradually decreases and nearly vanishes at
n=23.7< 10" cm™~2, which corresponds t& ,=120.5. Figure 2 shows a typical den-
sity dependence o for the sample Si-43. Ah=n_,~25x 10" cm 2 the prefactor
crosses the abscissa and furthematn, ,, has opposite sign. The positive logarithmic
prefactor indicates a weakly localized state in the limit of low temperatures, whereas at
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FIG. 1. Temperature dependence of the conductivity in the low temperature dimit for Si-15a at low
electron density, and b, ¢, d — for Si-43 in a wide range of electron denéitigisated in units of 18 cm™2).

To provide the required signal/noise ratio, every data point was averaged over 0.5 to 2 minutes. The solid
curves show the best fits by the exponential dependence @il E@nd the dashed curves show the logarithmic

temperature dependence.
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FIG. 2. Density dependence of the logarithmic temperature prefacipttiie total prefactor of the zero-field
temperature dependen€®;(n) (square symbo)s (ii) the prefactor for the localizing terr@,,,.(n) (open
circles, and(iii) the purely delocalizing ternC . {n) (full circles).
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T>T* the derivativedp/d T remains positive. A similar dependence®f was found for
the sample Si-15, witl; ,~122.

At first sight, the positive sign of is consistent with the recent calculations of the
quantum corrections for a 2D noninteracting chiral systethas well as consistent with
the spin—orbit scattering mod&l However, the strong reduction of the prefac@yr with
density has no correlation with the relevant spin—orbit and disorder parafieterand
kel: both of them remain much greater than 1 up to the demsityat whichC+ vanishes.
We therefore presume that the observed weak delocalization is related to electron—
electron interactioR’ The existence of the 2D metallic state in the limited range of
densities fromm, ;= 0.8 ton, ,=25x 10" cm™2, or correspondingly, froms=10 to 1.8,
is, evidently, in agreement with a consideration based on the Coulomb inter&ttfon.

The measurements performed on both samples have revealed qualitatively similar
temperature and density dependence of the conductivity, shown in Figs. 1 and 2. How-
ever, the magnitude of the prefactof was different, with the difference increasing from
~10% at high density to a factor of 1.5 at low density, which is beyond the error limit.
The prefactorC; may roughly be represented by a sum of two large prefactors having
opposite signgsee e.g., Eq2.109 in Ref. 20, both of which are disorder-dependent:

C1=Cgqeloct Cuioc- (2

Here the positiveC,, is due to the single-particle quantum interferefideackscatter-
ing” ), and the negativ€ 4¢oc IS an interaction contribution.

Motivated by this interpretation, we have also measured the negative magnetoresis-
tance in the perpendicular magnetic fiétdChis effect is known to be due to suppression
of the single-electron quantum interference by the magnetic field. Analysis &(tH¢
data thus yields the “localizing” term in the logarithmic temperature depend&nce,
CuwiocIN T (whereC,,,.>0). The localizing prefactor shown in Fig. 2 has a peak value
Cuwioc~0.4 at a densitym=5x 10 cm™2; it decays sharplyby 2 timeg as the density
decreases ta.;, and it decreases gradually with increasing density. The difference of
the total and localizing correction§  eo= Ct— Cuwioc,» ShOown in Fig. 2, represents thus
an estimate for the purely delocalizing quantum correctfoit; decays with density
xn %48 atn>3x10" cm 2.

With these results, the overall temperature dependence of the resistivity given by Eq.
(1) should be generalized as follows:

p0+p1 eX[(—(TO/T)p) atT>T*,

| po—p2C+ In(TIT*) atT<T*, @

p
whereT* is the sample and density-dependent crossover temperature, varyind from
=0 atn=n;;~0.8x10" cm 2 to T*~1K atn=10x 10" cm 2.

Equation(3) corresponds to a non-universal, density-dependent scaling fungtion
=dInG/dInL (Ref. 16, rising with G in proportion to InG/G;;) at T>T* and atG
>G,1~1, and gradually falling withG roughly =(C+/G) at T<T* and atG.,>G
>1. Here the parameteiS.;, G.,, T*, andC; are all density-dependett,and B
equals zero at two points,.=n. ; andng .

In summary, we have observed the persistence of the metallic state in the conduc-
tivity range up toG=120 and at temperatures down to 16 mK. Experimentally, a weak
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logarithmic temperature dependence of the conductivity was found, which increases the
conductivity of the 2D metal a3 decreases. The pronounced logarithmic temperature
dependence provides strong evidence for the quantum origin of the 2D metallic state that
emerges as temperature decreases. We have found the second critical dgnsity
which the delocalizing logarithmic correction vanishes and hence the conductivity stops
growing, d InG/dInL=0. The interpretation of this point either as an attractive stable
focus or as a second critical point requires additional studies. In any case, the existence of
this point provides a nonzero value of the conductivityTadecreases to zero or as the
density grows.
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Suslov. This work was supported by RFB&/-02-17378 by the programs on “Physics
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Activated energy states of interstitial atomsdrTi crystals are inves-
tigated. Previous precision experiments on the anisotropy of the diffu-
sion coefficientd,,/D,, in this system revealed thd{D,,/D,,)/dT

has different signs for oxygen and carbon. It is shown that the anoma-
lous positive sign of the effect for carbon atoms is due to the presence
of a double-well potential for a diffusing atom at the saddle points.
© 1998 American Institute of Physids$0021-364(08)01318-9

PACS numbers: 66.30.Jt

1. The highest accuracy achieved to date in measuring diffusion coefficients and
other diffusion parameters for the atoms of light elements in solids has been achieved in
investigations of the anisotropy of the diffusion coefficielts,/D,, of tagged®O
oxygen atomsand *C carbon atonfsin the hcp titanium lattice. The most important
result of these experiments is the observation that the sigii®§,/D,,)/dT is different
for oxygen and carbofFig. 1). The temperature dependence of the diffusion anisotropy
D,,/Dyy in the systems studied arises only in the presence of a deviation of the hcp
lattice from the ideal latticéfor which c/a= \/%), in which case two kinds of saddle
points for the migration of interstitial impurity atoms appear in the crysHie fact that
the oxygen and carbon atoms respond differently to these small deviatiofes (
—\/8/3<1) shows that the character of their activated states is different. Thus the
characteristic structural features of a nonideal hcp crystal provide a unique opportunity
for studying these diffusion states.

The main problem of the present work is to explain the anomalous positive sign of
the quantityd(D,,/D,,)/dT for carbon. It will be shown that the effect is due to the
degeneracy of the energy levels of the impurity atoms in the activated state. In the past,
such detailed information about the energy states of atoms at the saddle points could not
be obtained by means of diffusion measurements.

2. To solve the problem posed, we identified the hopping mechanism, i.e., we de-
termined the coordinates of the equilibrium and saddle points during the migration of
carbon atoms. For this purpose we examined the various expressiobs f@,, ob-

0021-3640/98/68(6)/5/$15.00 539 © 1998 American Institute of Physics
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FIG. 1. Temperature dependence of the anisotipy D,, of the diffusion coefficients for oxygen and carbon
in a-Ti.

tained in the random walk theory for all the possible mechanisms of atomic hops between
nearest equilibrium positions of the interstitial atoms. The choice of the hopping mecha-
nism that is realized was determined by the value of the rEﬂgSF?j of the pre-
exponential factors in the hopping frequenclgg between different equilibrium posi-
tions of interstitial atoms. According to existing diffusion theories, these ratios cannot
differ much from 1.

It turned out that there is only one mechanism of atomic hopping that satisfies the
indicated criterion. For this mechanism, both the octahedral and tetrahedral interstitial
sites are equilibrium positions of carbon atoms in thdi lattice. The ratio of pre-
exponential factors of the hopping frequencies for the other mechanisms considered
differed severalfold from 1, so that the results for them are not presented.

The anisotropy of the diffusion coefficients for the established hopping mechanism
is described by the expressfon

Dzz/Dxx:(1/4)(C/a)Z{FOO/FOT+ [2/3+ 1—‘TO/FTT]_:L}W (1)

wherec anda are the parameters of the hcp lattice and the ind@esd T denote the
octahedral and tetrahedral interstitial sites. The following temperature dependence was
assumed for the hopping frequencies:

Ti=T7 exp{—AE;/(kgT}, 2)

whereAE;, is the energy parameter of the potential bartigrjs Boltzmann’s constant,
andT is the absolute temperature.

For the atomic hopping mechanism realized in a nonideal hcp lattice, the potential
energy profile for an interstitial atom is as shown in Fig. 2. The saddle p8Sinésnd S,
are located at the centers of the faces of the octahedra and tetrahedra forming the inter-
stitial sites® One can see that atomic hops between interstitial sites of the same kind
occur with the participation of the saddle poil@s while atomic hops between intersti-
tial sites of different kinds occur through,. For the indicated form of the profile, the
hopping frequencies in expressigh are related as

Pro/T1r=Lot/To0- 3

In the casec/a=(8/3)'2 the potential energieB(S;) andE(S,) are the same, and the
anisotropy of the diffusion coefficients is temperature-independent.
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FIG. 2. Potential energy profile for interstitial atoms in a nonideal hcp crystal.

The results of an analysis of the experimental data on the anisotropy of the diffusion
coefficients of carbon im-Ti are presented in Table I.

We note that Zener's theohhas proven to be the most successful of the existing
theories of the pre-exponential factors of diffusion coefficients. In our case it gives for
I'3+/T3, values ranging from 1.0 to 1.6. The rafi§) /T, presented in the table lies
in this range.

The hopping mechanism for oxygen atomsdrTi was identified in Ref. 6. The
mechanism is similar to that established here for carbon atoms from the standpoint of the
types of saddle points through which interstitial atoms migrate. Localization of oxygen
atoms in tetrahedral interstitial sites was not observed.

3. The foregoing analysis of the anisotropy of the diffusion coefficients made it
possible to express the variationsf,/D,, with temperature in terms of the difference
E(S,) —E(S,) of the potential energies of the diffusing atoms at different types of saddle
points. The values obtained f&(S;) —E(S,) were 0.057 eV for oxygen atoms and
—0.208 eV for carbon atoms. This difference is depicted schematically in Fig. 2.

The packing of the Ti atoms at the saddle poi{ss closer than the packing &.
This makes it possible to anticipate which impurity, carbon or oxygen, will have a
positive sign of the parametdf(S;)—E(S,). This result follows from the standard
elastic model of diffusion potential barriers. The differer€€s;) —E(S,) should be
greatest for carbon atoms, since carbon atoms stretch{hielattice more strongly on
dissolution than do oxygen atormsSimilar results can be obtained by using different
models of the pair interactions Ti—Ti, Ti—C, and Ti-0O, if it is assumed that repulsive

TABLE I. Experimentat and computational data used to identify the hopping mechanism for carbon in
a-Ti.

1-‘OT/FOO
or E(S)—E(Sy),
T, K D, /Dy Tro/Trr eV /T or TITY:
856 0.274-0.003 0.1386

1100 0.434:0.009 0.2144 —0.208 1.45-0.15
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forces dominate at distances corresponding to the position of an interstitial atom at a
saddle point.

On this basis, the fact that the signs of the quantitiés,,/D,,)/dT and E(S,)
—E(S,) are different for carbon and oxygen atoms is an unexpected Festequires
a revision of the viewpoints concerning the nature of the activated state during diffusion
of interstitial atoms, at least for carbon atoms.

Let us consider this question in greater detail. In an elastic model of the potential
barrier for the diffusion of interstitial atoms it is ordinarily assumed that the energy of an
impurity in the lattice is proportional to the squared differebced of the diameteD of
the interstitial atom and the diametdof the corresponding cavitipr passage in the case
of a saddle point(see, for example, Refs. 3 andl &s a result, a decrease in the size of
the passage increases the elastic energy of the impurity. If it is assumed that the change
in the parameted is due to the deviation of the packing afTi from the ideal packing,
then the difference of the energie$S;) andE(S,) of the activated states is

E(S,)—E(S,)=—2E(S;)Ad/(D—d)=—2€E(S;)d/(D—d)>0, (4)

whereAd is the change in the passage diameltewhile the corresponding deformation
e is proportional to{c/a—(8/3)Y3 and is negative.

When the energy state of an interstitial impurity in the posifigns nhondegenerate,
such an effect, which is linear ifc/a— (8/3)*2, can be due only to the fully symmetric
(A;) deformatione=e€(A;). In Eqg. (4) the quantity—2E(S;)d/(D—d), whereE(S;)
=2 eV? plays the role of the interaction parame¥4A;) (V(A;)<0) of the impurity
with the indicated deformation in the excited stafehe effect of changes in the shape of
the cavity(and not its sizeon the energ¥e(S;) is of second-order and can be neglected.

A completely different situation obtains in the case of energy degeneracy of acti-
vated states of diffusing atoms. An additional linear interaction of the degenerate term
with incompletely symmetric deformations appears. This results in splitting of the impu-
rity level and decreases the energy of the impurity. If the hcp lattice deviates from an
ideal lattice, such deformations arise as a result of a change induced in the symmetry of
the environment of the saddle point by the titanium atoms. This effect occurs at the
saddle pointS;, where the three matrix atoms closest to this position form an isosceles
triangle. The nearest-neighbor environment of the saddle i represented by an
equilateral triangle.

Since only twofold degeneracye(term) is possible in positions with trigonal sym-
metry, the corresponding decrease of the energy can be described by the expression

AE(S) =~ (kgT)In{2 cosliV(E) e /kgTI}=—|V(E)e|, |V(E)er|>kgT, (5)

whereV(E) is an interaction constant describing the interaction of the degenerate term
with the incompletely symmetric deformatian.

As a result, the total effect foE(S;)—E(S,), which is proportional to{c/a
—(8/3)Y3, can be negative:

E(S) —E(S)=V(A) e~ |V(E)el. (6)
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We note that for the particular symmetry of the environment of the saddle Sgint
considered here, the deformatioms and ¢ are the same. FoV(A;)/V(E)|<1 the
differenceE(S,) — E(S,) is negative and, correspondingg(D,,/D,,)/dT is positive.
This condition is not exotic for Jahn—Teller states.

In summary, the assumption that energy degeneracy is possible in an activated state
can eliminate the previously noted disagreement between the experimental data and
theory.

We shall now briefly discuss the possible reasons why structural differences could
arise between the activated states of carbon and oxygen atoms. It is simplest to examine
excited localized states of impurities in a crystal field. The impurity I8vels in a
trigonal crystal field split into a doublet and singlet. For the lowest singlet state the
energy of thep?(C) configuration is twofold degenerate, while the energy of the con-
figuration p*(0) is nondegenerate. In contrast, for the lowest doublet the configuration
p*(0) is degenerate and the configuratigi{C) is nondegenerate. In consequence, if the
interaction of the degenerate term with deformations is strong, the sign of the quantities
d(D,,/D,,)/dT for carbon and oxygen should be different irrespective of the character
of the splitting of thep levels by a trigonal field. A positive sign af(D,,/D,,)/dT for
carbon atoms requires a lower energy in the singlstate.

4. This investigation has established that there is a substantial difference between the
activated energy states of carbon and oxygeahi. It was shown that the decrease of
the potential energy observed for carbon atoms at saddle points with the closest packing
of the environment is most likely due to the Jahn—Teller effect. It was found that the
results of diffusion measurements ordinarily make it possible to determine only the val-
ues of the energy difference of the diffusing atom in the saddle and equilibrium positions.

This work was supported by the Russian Fund for Fundamental Research under
Grant 96-03-32106.

de-mail: vykhod@imp.uran.ru

BThe difficulties that arise formally can be overcome by assuming that the volume of the system decreases
when a carbon atom hops from an equilibrium position to a saddle point. For all its artificiality, this hypothesis
in principle can be checked by means of experiments studying the influence of hydrostatic pressure on the
diffusion coefficients of interstitial atoms.
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It is argued that vortices in layered superconductors will be trapped by
tilted columnar defects even when the external magnetic field is ori-
ented along the axis. For such tilted, trapped vortices the interaction
at long distances becomes attractive in some directions. This must re-
sult in the formation of vortex chains with an intervortex distance of the
order of the London penetration depth. 98 American Institute of
Physics[S0021-364(08)01418-3

PACS numbers: 61.80.Jh, 74.76.Bz, 74.62.Dh, 74.80.Dm

The defects produced by ion irradiation are columnar damage tracks with thickness
of the order of R~50-100 A. These columnar defe¢@Ds) have a dramatic effect on
the vortex pinning and can increase the critical current many times'éuarestigation
of the properties of superconductors with CDs has attracted much attention recently. In
high-T. superconducting oxides it is possible to introduce the tilted columnar defects by
controlling the orientation of a heavy ion bedisee, e.g., Ref. 3 and references cited
therein).

In the present paper, we consider theoretically the behavior of vortices in layered
superconductors with parallel CDs which are tilted slightly with respect te thés in an
external field directed parallel to theaxis. In view of the very high degree of anisotropy
of high-T,. superconductordlike Bi-2212 or TI-2201 for examp)ewe may neglect the
Josephson interaction between layers and consider only the electromagnetic one. A vor-
tex line in a highly anisotropic quasi-2D superconductor is in fact a chain of pancake
vortices*® For a vortex line parallel to the axis the situation is the same as in the
standard case, and the vortex energy per unit length is given by the classic formula
E, = (¢o/4m\)(In(\M§+0.12) ° where for a layered superconductdr 2=dg/\{d,
with d, its thicknessd the distance between superconducting layers,\grttie in-plane
London penetration depth of a single layer. When a vortex is on dt@®direction of
which coincides with the axis) the only difference in the vortex energy calculation is
that the cutoff is at the CD radilR rather than at (see, e.g., Refs. 7)8i.e., the vortex
energy isEfD=(¢0/4m\)2In()\/R) and the pinning energgper unit length may be esti-
mated asE = (¢o/4m\)ZIN(ME).

This large pinning energycomparable with the vortex energy itgefhay stabilize
the orientation of the vortex along the tilted CDs and not along the vertical magnetic

0021-3640/98/68(6)/5/$15.00 544 © 1998 American Institute of Physics
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FIG. 1.

field. To find out for what angle8 between the CD axikand thec axis a vortex prefers

to be oriented along CD, we need to calculate the energy of a tilted vortex in the
framework of an electromagnetic coupling model. The general expression for the energy
of an arbitrary configuration of pancake vortices has been derived in Ref. 4:

1 d?k
> f J|<I)n<k>|2—«1>n<—k>§ @ (k)

:8777\eff n (277)21
sinh(kd) (Gy— G2—1)In—ml
2\ etk VGi-1 ’ W

where)\eﬁz)\ﬁ/do, &, (k) is the Fourier transform of the total London vector of tita
layer ®,(p) == ,® (p—R, ), the summation is performed over all pancakem the
nth layer,®, (k) =i ¢o(kx 2)/k?, and the functiorG,= coshkd)+sinhkd)/2\ k.

Let us choose ar axis in the plane defined by the tkaéc) axis and the CD axib
(see Fig. L then the vectord®,(k) is given by ®,(k)=ex{d —ind(k-x)tand]® (k).
Performing the summation oven in formula (1), we obtain the energy of the vortex
segment between two adjacent layers:

d’k 2( sinh(kd) 1
f<2w>2|q)“k)' 1" 2Nk G cod(k-Rd tan 0)

As the main contribution to the integré?) comes from the region of small wave vectors
k<d~1, we may use the expansion @f, for smallk and finally obtain a very convenient
expression for the energy difference for tilted and perpendicular vortices:

E(6) : 2

B 8m\?

EH—EO)—d¢SJd2k( ! ¢ )
(OB 5] o e mte) 1IN

[ #0 \? [1+cosd

_d(4w)\) In 20030)' ®

Naturally the energy of the tilted vortex is larger than the perpendicular one, and it is only
the additional pinning energfwhen the vortex axis coincides with the CD gxighich

could stabilize it. For the tilted CD, superconductivity is destroyed in an elliptical region
on the @b) plane with semiaxeR and R/cos#, and, accordingly, the energy of a
perpendicular vortex with such an elliptic core Ef'=d(¢q/4m\)2IN(2\ cos/R(1
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+cos#)).2 Taking this into account, we see that the decrease of the energy due to a larger
core surface compensates its tilt-related increase, and finally the total energy of the vortex
on the tilted columnar defect is

DN
|n(§) (4)

and does not depend ah Comparing this with the energy of a perpendicular vortex
(which does not benefit from pinning along the whole length of 9,@& conclude that

a vortex will prefer to be always oriented along a CD. In fact, for large valuestbe
CD may not be elliptical in theg,b) plane, and the above-mentioned compensation will
disappear. In practice, however, f6<60°, the vortices would penetrate along a CD
when the magnetic field is parallel to theaxis.

cD _ ¢O
E (0)—d<m

The condition for a single vortex to penetrate into a samplESQ— doHd/AT
=0; this gives us the first critical field

Hey

2
_¢o|<>\, ®)

_477)\2 R

"R

which is smaller than the critical field for a vortex oriented along thaxis, HS,
= (¢24mN\2)In(\&).

The previous analysis is certainly applicable for well-separated vortices, when it is
possible to neglect any intervortex interaction. This case corresponds to a field close to
H.; and a very low concentration of CDs. On the other hand, the situation when the
interaction between tilted vortices comes into play is very special and may qualitatively
change the process of vortex penetration. In fact, in the framework of an anisotropic
London model, an attraction between the tilted vortices appears inctfheplaned1!

Such attraction decreases exponentially at long distances and leads to the formation of
vortex chains, as has been observed subsequently in experifisest e.g., Ref. 12 and
references cited thereinAn anisotropic London model is not appropriate for extremely
quasi-2D compounds like Bi-2212; then the question of the tilted vortex interaction must
be treated in the framework of a quasi-2D model with an electromagnetic interaction.

With the help of the general expressi@) one may demonstrate that, as in the case
of an anisotropic London mod&khe attraction between two tilted vortices is maximal in
the (c,) plane, and at long distance the interaction energy varies as

Ejni~ — Siré(6)/D?,

whereD is the distance between the vortex lines. Such a long-range attraction is quite
different from the exponentially decreasing attraction in the London nibdklf the
sample contains many CDs available for vortex occupation, then vortices will occupy
CDs forming a chain in theq(l) plane. The first critical field will correspond to the
appearance of the vortex chain, not a single vortex.

To calculate the characteristics of such a vortex chain we may write with the help of
(1)—(3) the energy of vortex in chain as:
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(6)
wherea is the distance between adjacent vortices in thg)( plane(see Fig. L

To avoid all the cutoff-related complications, it is convenient to calculate the dif-
ference of the energy of the vortex in a chain and in a solitary state:

ES6) - ES(6)= — )\Z{a o Ba J 2m K ?;:)?K(q,Q)], @)
whereQ=Kk,, q=ky, and the function
1 1
K(q’Q):(l_ 1+2\2(Q%+ %) +\%Q? tarfg) (Q%+0?) ®
Performing summation and integration ov@rin (7) we finally obtain
. d¢3 (= du [ 1—coth(ua
ESha g) — ESP(6) = 8:;()2 f (277){ - I:';\r?; u tarfe
. 1 coth(@ cos 61+ u?)— 1] ©
cos 1+ u? 1—u? tarfo '
wherea=a/(2\) and fora>\
_ de3 o
Ein(0)=E™6) —ESP(6) =~ —— tarfg J [coth(u)—1]udu, (10)
477 0

i.e., at long distances there is always an attraction between the vortices located on the
tilted CDs.

The interaction energy as a function of distaacis presented in Fig. 2 for several
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FIG. 3.

tilting anglesé: at short distances the vortices repel each other, while at long distances
the interaction becomes attractive, and the minimuni;gf corresponds to the equilib-
rium distance between the vortices in a chain. This equilibrium dist'élglgas a function

of angled is presented in Fig. 3, and we see that it is rather laagg; (3—8)\ (note that

at anglesé very close tom/2 even the weak Josephson interlayer interaction must be
taken into account, and our model is no longer valkbr typical concentrations of CDs
(fluenceB4~(1-3)T), the mean distance between them is much smallerafgrand

at low fields the vortices could freely choose the CD to be at, thus forming the vortex
chains.

In conclusion we stress that in the presence of tilted CDs, in low magnetic fields
oriented along the axis, the vortices prefer to be trapped by CDs, thus giving rise to a
magnetization perpendicular to the external field, i.e., a torque. The first critical field will
correspond to the appearance of a vortex chain and not a single vortex. The vortex lattice
at low field will correspond to well-separated vortex chains, and an increase of the field
will cause a decrease of the distance between chains while leaving the intervortex dis-
tance within a chain basically the same and equahdg@ It might be interesting to
perform magnetization and/or torque measurements, as well as decoration experiments on
samples of highF; superconductors with tilted columnar defects.

The help of T. Chameeva and C. Meyers in preparation of the manuscript is appre-
ciated.
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