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Abstract—Conditions for efficient ion heating in the interaction of lower hybrid waves with plasma are exper-
imentally determined. Experiments show that efficient lower hybrid heating stimulates a transition to the
improved confinement mode. The formation of internal and external transport barriers is associated with strong
central ion heating, which results in a change of the radial electric field Er and an increase in the shear of the
poloidal plasma velocity. The improved confinement mode in the central region of the discharge is attained
under the combined action of lower hybrid heating and an additional rapid increase in the plasma current.
A new mechanism for the generation of an additional field Er is proposed to explain the formation of a transport
barrier. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The interaction of lower hybrid (LH) waves with
plasma and the possibility of efficient RF plasma heat-
ing in this frequency range are being studied in the
FT-2 tokamak [1]. FT-2 is a relatively small tokamak
(R = 0.55 m, a = 0.08 m, Bt = 2.2 T, and Ipl = 22 kA)
with initial electron and ion temperatures of an ohmi-
cally heated (OH) plasma equal to Ti(0) = 100 eV and
Te(0) = 300–500 eV, respectively. The central plasma
density in experiments, Ne(0) = (3 ± 0.2) × 1013 cm–3,
was chosen such that it corresponded to the LH reso-
nance frequency. It was shown experimentally that the
plasma is efficiently heated if the LH wave reaches the
axis of the plasma column without being affected by
parametric decay and is absorbed in the resonance
region. To avoid absorption at the plasma edge due to
parametric decay, the initial electron temperature
should be sufficiently high, Te(0) ≥ 350 eV [2]. Under
these conditions, the efficient heating of the ion compo-
nent (from 100 to 350 eV) at PRF = 100–150 kW was
demonstrated for the first time in [3]. It turned out that
such strong heating significantly affects transport pro-
cesses in plasma. In experiments with efficient LH
heating, a transition to the improved confinement mode
was observed [4].

Experiments in large tokamaks (ASDEX-U, JET,
D-IIID, JT-60, etc.) have demonstrated the possibility
of achieving L–H transitions with various methods of
auxiliary heating, such as neutral injection and ion
cyclotron and electron cyclotron resonance heating [5].
Success was also achieved in plasma heating with
Bernstein waves. In the literature, mechanisms for the
1063-780X/01/2712- $21.00 © 1001
formation of external and internal transport barriers has
been considered (see, e.g., [6]). One of the effects hin-
dering the achievement of high thermonuclear plasma
parameters in a tokamak is known to be abnormally
high (as compared to the neoclassical theory) heat and
particle losses caused by microscale oscillations in
plasma. Fortunately, there are mechanisms for sup-
pressing turbulent transport. These mechanisms are
related to a decrease in the correlation length of the
oscillations responsible for abnormally high transport.
In experiments, this is done by increasing the shear of
the poloidal (toroidal) velocity of the plasma rotation
caused by the change in the radial electric field Er [7].

In this paper, we present the experimental data illus-
trating the effect of improved confinement during LH
heating in the FT-2 tokamak and analyze the effect of
the radial electric field on the formation of transport
barriers both inside and at the edge of the plasma col-
umn. It is shown that the profile of the radial electric
field can be significantly affected by the combined
action of LH heating and an additional rapid increase in
the plasma current.

2. LH HEATING EXPERIMENTS

In experiments on LH heating, RF energy (920 MHz,
100 kW) was launched from the low field side through
a two-waveguide grill with a phase shift ∆ϕ = π
between the waveguides. The duration of the ohmic dis-
charge was 50 ms, and the duration of the RF pulse
was 5 ms. The initial plasma density, Ne(0) = (3 ± 0.2) ×
1013 cm–3, corresponded to the condition of ion heating,
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and a sufficiently high electron temperature ensured the
efficient absorption of RF energy. Two characteristic
cases of (a) on-axis and (b) off-axis absorption of RF
energy under auxiliary LH heating were examined.

The main experimental data for these two cases are
presented in Figs. 1–4. Figures 1 and 2 show the evolu-
tion of the plasma parameters during on-axis heating. A
5-ms RF pulse is switched on 28 ms after the beginning
of the discharge. It can be seen in Fig. 1 that the switch-
ing-on of the RF power is accompanied by a sharp
increase in the ion temperature Ti(0) from 100 to
320 eV, whereas the electron temperature Te increases
only slightly, which corresponds to the conditions of

LH wave absorption at (0) = 2.7 × 1013 cm–3. How-
ever, at 31 ms, a sharp increase in Te (r = 2 cm) from
350 to 650 eV is observed; simultaneously, the plasma
density increases and the intensity of the çβ line emis-
sion decreases. We note that, during auxiliary heating,
the plasma column is somewhat displaced outward, so
that the above change in the temperature represents the
averaged value for r = 2 cm and reflects the effects of
both heating and displacement. Figure 2 shows the
radial profile of the electron temperature in the mag-
netic surface coordinates. It can be seen that the profile
Te(r) is peaked at 31 ms and its slope is maximum at
r = 3–4 cm. The density profile is characterized by a flat
top and a sharp gradient at r = 6–8 cm, where a trans-

ne
OH

Te(2 cm)

Ti(0)
Hβ, arb. units

383634323028
0

200

400

600

800

1000

t, ms

Ti, Te, eV

LH

Fig. 1. Time evolution of the plasma parameters Ti (r = 0),
Te (r . 2 cm), and the intensity of Hβ line emission during
on-axis LH heating.
port barrier for the density is formed. After the end of
the RF pulse, a slow decrease in the intensity of çβ line
emission is followed by a more rapid drop, indicating
the L–H transition. Upon cooling, the formation of a
pedestal in the profile of the ion temperature (as well as
in the density profile) is observed at r = 6–7 cm. We
emphasize that the electron temperature in the post-
heating phase does not decrease and even increases to
800–900 eV.

In experiments, the electron temperature and plasma
density were measured with a high-accuracy multipulse
Thomson scattering diagnostics [8]. The ion tempera-
ture was measured with a five-channel charge-
exchange neutral-particle analyzer. We also used a
2-mm microwave interferometer, a spectrometer, a
bolometer, and Langmuir and MHD probes. The
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Fig. 2. Profiles of the plasma parameters (a) Ti(r) at
(1) 28.7 ms (OH mode), (2) 30 ms (LH heating), (3) 33 ms
(LH heating), and (4) 35 ms and (b) Ne (r) and (c) Te(r) at
(1) 28, (2) 29, (3) 30, (4) 32, (5) 33, (6) 34, (7) 35, and
(8) 37 ms for the case of on-axis heating; r is the radius of
the magnetic surface.
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increase in the electron temperature and density, as
well as the increase in the energy confinement time
from 1 to 3.5 ms, is attributed to the improved confine-
ment at the center due to the formation of a transport
barrier for the ion density and temperature at the radius
r = 6–8 cm [9].

Figures 3 and 4 present similar data for an experi-
ment with off-axis ion heating, which was provided by

a somewhat higher initial central density, (0) = 3 ×
1013 cm–3. In Fig. 5, the calculated profiles of the RF
power absorbed by the ion component are compared for
on-axis and off-axis heating; the profiles are computed
by the modeling of heat balance in the plasma with
allowance for the variations in all the measured plasma
parameters (ne(r), Ti(r), Te(r), and Zeff) and the relative
decrease in the content of neutral hydrogen in the
course of L–H transition. In both cases, the absorbed
power was 16–20 kW. It is seen that additional ion heat-
ing also occurs during off-axis heating, but, in this case,
the Ti(r) profile is more flattened and the central tem-
perature Ti(0) increases from 100 to 200 eV. As in the
previous experiment, an internal transport barrier (ITR)
for the density (starting from 32 ms) and ion tempera-
ture is formed at the radius r = 6–7 cm. It is seen that,
as in the case of on-axis heating, a slow decrease in the
intensity of çβ line emission is followed by a more
rapid drop by the end of the RF pulse (32 ms). Note that
radiation losses begin to drop sharply starting from this
time (Fig. 6). One of the main distinctions from on-axis
heating is that, in this experiment, the additional elec-
tron heating is substantially weaker (Figs. 3, 4). After
the end of the RF pulse, the value of Te(0) relaxes to the
initial temperature with a time constant of ~2 ms, indi-
cating that no appreciable improvement of confinement
at the axis of the plasma column occurs in this case.

The modeling by the ASTRA code with allowance
for the experimental data shows that, during on-axis
heating, electrons are heated substantially due to the
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Fig. 3. Time evolution of the plasma parameters Ti (r = 0),
Te (r . 1.5 cm), and the intensity of Hβ line emission during
off-axis LH heating.
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Fig. 5. Profiles of the RF power density Qh absorbed in the
ion component at 2 ms during LH heating (curves 1) and the
power density transferred from electrons to ions in the OH
mode (curves 2) and at 2 ms during LH heating (curves 3)
for the cases of (a) on-axis and (b) off-axis LH heating. The
profiles are computed by the modeling of heat balance in the
plasma.
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Fig. 7. Profiles of the effective thermal diffusivity χe, eff for
the cases of (a) on-axis heating at (1) 28, (2) 30, and (3) 34 ms
and (b) off-axis heating at (1) 28, (2) 32, (3) 34, and

(4) 35 ms and the profile of the neoclassical value of 

calculated for the post-heating phase at t = 34 ms (plot a).

χi, eff
NEO
rapid decrease in the effective thermal diffusivity χe, eff
[9]. It is seen in Fig. 7 that, in the case of on-axis heat-
ing, χe,  eff decreases by almost one order of magnitude
and remains at a level close to the neoclassical value

 in the post-heating phase. For off-axis heating,
this effect does not take place, although the transport
barrier for the density and ion temperature at the
periphery of the discharge is formed. The energy con-
finement time increases by a factor of ~3 for on-axis
heating and a factor of ~2 for off-axis heating.

Experiments carried out in many tokamaks [5]
showed that the improvement of confinement and the
formation of transport barriers are associated with the
suppression of microscale turbulence by the shear of
the poloidal E × B drift velocity ωs = ωE × B , where

According to [10], microscale turbulence is completely

suppressed when ωE × B > , where  is the max-
imum linear growth rate of the dominant instability in
the case of ωE × B = 0.

Let us consider in this context the formation of the
radial electric field profile for the cases of on-axis and
off-axis LH plasma heating.

3. MODELING OF THE RADIAL
ELECTRIC FIELD

Direct measurement of the profile of the radial elec-
tric field is a rather laborious experimental task. We
usually calculated this profile based on the measured
plasma parameters. According to the standard neoclas-
sical theory, the radial electric field is equal to [11]

(1)

where k is a numerical factor depending on the collision
frequency, Bθ is the poloidal magnetic field, and vφ is
the average poloidal velocity. This expression was
obtained from the condition that the ion and electron
viscosities averaged over the magnetic surface are
equal to zero. In our experiments with an additional
rapid increase in the plasma current [12, 13], attention
was drawn to the role of the toroidal electric field Eφ in
the formation of the Er profile. According to theoretical
predictions (see, e.g., [14]), the ion and electron viscos-
ities begin to play an important role in the presence of
Eφ. Taking into account the electron viscosity and the
associated drift (the so-called Ware drift) substantially
changes the calculated profile of the radial electric
field, particularly during transition processes, such as
gas puffing and an increase in the plasma current. To
analyze our experimental data (at  < ), we used
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the following refined expression for Er based on the
results of [14, 15]:

(2)

where

This expression is derived from the condition that the
sum of radial currents caused by the ion and electron
viscosities is zero [15]. It is applicable in all collisional
regimes. In experiments with auxiliary heating, when a
fraction of high-energy toroidally trapped particles δnb

is fairly large (e.g., during LH heating or neutral injec-
tion), the relation between Er and Eφ can be even more
complicated. In this case, taking into account the longi-
tudinal electron viscosity makes it necessary to also

Er = E
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Fig. 8. Calculated profiles of the radial electric field for the
cases of (a) on-axis heating at (1) 28, (2) 30, and (3) 33 ms
and (b) off-axis heating at (1) 28, (2) 30, and (3) 34 ms; the
curves calculated for 28 ms correspond to the OH mode.
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take into account the dependence of the radial electric
field not only on the toroidal electric field, but also on
the time and radial derivatives of this field. According
to [14], expression (2) acquires an additional term on
the order of

(3)

Since variations in Eφ during LH heating are small, it is
clear that variations in the ion temperature and density
should significantly affect the results of calculations of
Er and its variations in both experimental situations
under consideration (Figs. 1–4). Below, when consider-
ing an experiment with the combined LH heating and
rapid increase in the plasma current, it will be shown
that the contribution from Eφ can play a decisive role.

Figure 8 shows the calculated values of the radial
electric fields for experiments with on-axis and off-axis
LH heating. The time evolution of the shear of the
radial electric field during auxiliary LH heating is
shown in Fig. 9. We emphasize that, in the case of
strong central ion heating, the values of Er and shear
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wise direction. The radial coordinate is counted from the
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ωE × B increase both at the axis and at the periphery of
the discharge already during the first milliseconds of
the RF pulse. During off-axis heating, both the radial
field and the shear increase mainly at the periphery. In
[16], it was shown that microscale oscillations are
strongly suppressed when ωE × B is on the order of

105 s−1. In view of the condition ωE × B >  (where

 is the maximum linear growth rate of the domi-

nant instability;  ~ 105 s–1 [5, 10]), we consider the
increase in the shear of the radial electric field (or the
poloidal rotation velocity) to be the main mechanism
for suppressing anomalous heat transport in the plasma
column.

The possibility of suppressing transport via the
above mechanism during strong central ion heating was
demonstrated with the help of a BATRAK self-consis-
tent transport code [17]. In this code (unlike conven-
tional codes), the transport coefficients are functions of
the shear of the poloidal E × B drift. In our experiments,
according to expressions (1) and (2), additional central
ion heating leads to a substantial increase in |Er |. The
shear ωE × B at the axis increases and becomes higher
than the critical value, and the transport coefficients
drop sharply. This results in an increase in the electron
temperature and density, which agrees with the experi-
ment (Figs. 1, 2). Apparently, a similar process also
occurs at the periphery of the discharge. Here, a sharp
increase in ωE × B is also caused by the growth of ∆Ti

and ∆n during auxiliary LH heating.

γlin
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max

γlin
max
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4. OBSERVATION OF THE SUPPRESSION 
OF MICROSCALE TURBULENCE

At present, we do not have direct evidence of the
suppression of microscale turbulence in the central
region of the plasma column. However, at the periphery
of the discharge (r = 6–8 cm), the suppression of
microscale plasma oscillations in the frequency band
10–500 kHz was observed during LH heating and dur-
ing the transition to the improved confinement mode.
These data were obtained with an enhanced-scattering
diagnostics and reflectometry [18, 19] and are related to
the region of the plasma column where the shear of the
poloidal drift velocity ωE × B increases and a transport
barrier is formed in both of the LH heating modes under
consideration. Microscale oscillations are suppressed
most strongly in the post-heating phase, after the RF
pulse is switched off. This phase is characterized by a
sharp decrease in the intensity of çβ emission. In some
cases, bursts of ELM-activity were observed [19].
These and other data indicate that an external transport
barrier (ETB) is formed in the post-heating phase.

Characteristic variations in the density, temperature,
radial electric field, and fluctuating fluxes near the last
closed magnetic surface (LCMS) were observed with
the help of multielectrode Langmuir probes [20, 21].
Measurements were carried out using three movable
five-electrode Langmuir probes located in the same
cross section of the chamber. With these probes, it was
possible to obtain data on the plasma parameters in the
scrape-off layer (SOL) of an annular poloidal limiter.
This diagnostics allowed us to trace the time evolution
of the local values of the electron temperature, density,
and plasma potential; to measure the fluctuations of
these parameters in the frequency band up to 500 kHz;
and to determine the local densities of quasi-steady and
fluctuating drift fluxes. The local densities of fluctuat-
ing drift fluxes were measured with a step of 20°–30° in
the poloidal angle and a step of 1 mm in the minor
radius r. Based on these measurements, we calculated

the integral radial flux Γfl(t) = [〈n(~)(t)E(~)(t)〉 , B]

 through the surface r = 8 cm (Fig. 10). It is seen in
the figure that the transition to the improved confine-
ment mode after switching off auxiliary heating is
accompanied by a decrease in this flux by nearly one-
half as compared to the OH phase. Diamagnetic mea-
surements confirm a nearly two-fold increase in the
energy confinement time after the L–H transition as
compared to the initial OH mode [4]. This correlates
with the suppression of microscale plasma oscillations
and the associated fluctuating fluxes measured at the
periphery, in particular, near the LCMS.

In these experiments, we could trace the correlation
between the plasma parameters and the radial electric
field and its variations in the SOL and LCMS regions.
Figure 11 shows the profiles of the radial electric field
at the plasma edge, under the shadow of the limiter (r =

c

B
2

------

Γ r
~( )
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75–80 mm) for different poloidal angles of the outer
perimeter of the torus. The value of Er was deduced
from probe measurements of the plasma floating poten-
tial with allowance for the local gradient of Te [21]. The
measurement accuracy was 15–20%. The transition to
an ETB is accompanied by the appearance of a pro-
nounced inhomogeneity of Er (with respect to both the
poloidal angle and the radius). The inhomogeneity of Er

leads to the stochastic behavior of the drift particle
fluxes and the formation of a transport barrier. It is
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(1) 28, (2) 34, (3) 36, and (4) 38 ms and (b) the poloidal par-
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36 ms) = 100 kW.
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interesting to note that the decrease in the radial turbu-
lent transport in the post-heating phase is accompanied
by an increase in the poloidal component of the fluctu-
ating particle flux. This is illustrated in Fig. 12, which
demonstrates that the sharp increase in the density gra-
dient is accompanied by an increase in the poloidal par-
ticle flux near the LCMS. The data are presented for a
fixed probe position corresponding to 30° at the outer
perimeter of the torus.

5. EXPERIMENTS WITH COMBINED LH 
HEATING AND A RAPID INCREASE 

IN THE CURRENT

According to the third scenario, the transition to the
improved confinement mode is provided by the com-
bined action of LH heating and a rapid (in 0.5 ms)
increase in the plasma current Ipl from 22 to 30 kA. Fig-
ure 13 shows a typical behavior of Ipl and the loop volt-
age Upl when the LH heating pulse and an additional
current are switched on simultaneously. Figures 14 and
15 show the corresponding variations in the profiles of
the density and the electron and ion temperatures. We
emphasize that pedestals in the density and ion temper-
ature profiles form more rapidly as compared to the first
and second scenarios. During such a combined heating,
the Te(r) rapidly (over about 1 ms) grows and becomes
peaked. Rapid electron heating is also observed in
experiments without LH heating (with only a rapid
additional increase in the plasma current) [22]. This is
explained by the nonlocal character of the process. We
note that, in experiments without LH heating, neither
the density nor the ion temperature vary during the cur-
rent rise.

The values of Er calculated by formulas (2) and (3)
for the OH mode and under the combined LH heating
and increase in the plasma current are compared in
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Fig. 13. Plasma current Ipl and the loop voltage Upl in the
experiment with LH heating and an additional rapid
increase in the plasma current.
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rent. The temperature is determined with the help of a
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Fig. 16. The figure shows the component of Er related

to the density and temperature profiles ( ) and
the component related to the toroidal electric field

( ). It is the increase in Eφ during the plasma current
rise that leads to a rapid initial growth of Er  and the
shear of the poloidal Er × B rotation velocity. A trans-
port barrier is formed at a radius of 4.5–6 cm immedi-
ately after the beginning of the current rise. Figure 17
compares the time evolution of the density at different
radii for the first and third scenarios. Furthermore, after
the current rise, the poloidal magnetic field diffuses into
the plasma column, so that the toroidal electric field
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Fig. 16. Calculated values of the radial electric field Er
(a) in the OH mode at t = 24 ms and (b) during the plasma
current rise at t = 24.6 ms and (c) the profiles of the toroidal
electric field Eφ (used to calculate Er) obtained with the
ASTRA code at (1) 24, (2) 24.5, (3) 26, and (4) 28 ms.
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decreases at the periphery. However, the radial electric
field inside the transport barrier remains large due to the

contribution from  [15]. High-resolution spec-
tral measurements confirmed these characteristic fea-
tures of the formation of a transport barrier at the
periphery of the plasma column under the combined
action of LH heating and a rapid increase in the plasma
current [23]. To visualize the processes in the region
r = 5–8 cm, we used an additional gas (helium) puffing.
In experiments, in addition to the density growth
(Fig. 17), we also observed a rapid growth of ∆Ti (r =
6 cm). The change in the poloidal rotation of the HeII
ions indicates that Er is negative and increases substan-
tially in magnitude. This fact can be regarded as direct
evidence in favor of the mechanism for the generation
of an additional radial electric field.

6. CONCLUSION

The experimental results indicate that efficient LH
heating acts to stimulate a transition to an improved
confinement mode. The mechanism for improved con-
finement can be attributed to a change in the radial elec-
tric field due to substantial heating of the ion compo-
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nent and, as a result, an increase in the shear of the
poloidal Er × B plasma rotation velocity. The radial
field Er is calculated with allowance for the longitudinal
electron and ion viscosities. In this case, Er is deter-

mined not only by the value of  calculated by
the standard neoclassical theory, but also by the longi-
tudinal electric field Eφ. Several experimental scenarios
are analyzed. In the first scenario (on-axis ion heating),
Ti(0) increases from 100 to 300 eV; in the second sce-
nario (off-axis ion heating), Ti(0) increases from 100 to
200 eV and the ion profile is broader; and, in the third
experimental scenario, a transition to the improved con-
finement mode occurs under the combined action of LH
heating and a rapid increase in the plasma current.

In the first two scenarios, a transition to the
improved confinement mode in the course of LH heat-
ing occurs spontaneously. The electron heating from
400 to 900 eV in the first scenario is explained by the
fact that anomalous heat transport is substantially sup-
pressed in the central region of the plasma column.
During both on-axis and off-axis heating, an internal
transport barrier for the density and ion temperature is
formed at r = 4.5–6 cm. In the post-heating phase, an
L–H transition occurs and an additional external trans-
port barrier is formed.

In the third experimental scenario, a transition to the
improved confinement mode occurs under the com-
bined action of LH heating and a rapid (in 0.5 ms)
increase in the plasma current from 22 to 30 kA. It is the
increase in Eφ during the plasma current rise that leads
to the fast initial growth of Er . A transport barrier at a
radius of 4.5–6 cm is formed almost immediately after
the beginning of the current rise. In this case, a key fac-
tor is the increase in both the radial electric field and the
shear of the Er × B poloidal rotation velocity. New
experimental data confirming the proposed mechanism
for the generation of an additional radial electric field
Er have been obtained.

The model describing the suppression of heat trans-

port implies that the condition ωE × B >  is satisfied,
where the maximum linear instability growth rate is

assumed to be  ~ 105 s–1. This value of  is con-
sistent with the estimates for the growth rate of the ion
gradient mode [24]. In the present paper, we did not
analyze the type of dominant microscale oscillation
mode that is responsible for anomalous heat transport.
This problem is the subject of our further studies.
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Abstract—A possible way to affect the influxes of heavy impurities into the plasma of a stellarator with poloi-
dal slits in the vacuum wall (e.g., the W7-AS stellarator) by RF heating of the impurities is discussed. It is
shown that the influxes can be reversed in direction by applying a relatively low RF power. The design features
of the W7-AS stellarator are such that there is no need to place additional antennas inside the vacuum chamber.
© 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The influxes of heavy impurities during discharges
in tokamaks and stellarators contaminate the plasma,
increase radiation losses, and degrade confinement.
Impurity influxes can be avoided by conditioning the
discharge chamber and by coating RF antennas and the
design elements of the chamber with special materials.
The divertor configuration of the confining magnetic
field makes it possible to ignite high-density and high-
temperature discharges. On the other hand, as early as
1976–1977, Burrell [1] theoretically showed that, by
using asymmetric particle sources and/or asymmetric
sources for heating the bulk plasma, it is possible to
reverse the direction of impurity influxes. For a toroidal
plasma column, a proper choice of the source configu-
ration makes it possible to achieve this effect in the
edge region, where the particle transport occurs in the
strongly collisional regime (the Pfirsch–Schlüter
regime). In [2], it was shown that, if the impurity ions
are affected by a weak thermal force, then their influxes
can be stopped by heating them asymmetrically. In this
case, the power required to reverse the direction of
impurity influxes turns out to be significantly lower
than that expended on heating the bulk ions. In the
present paper, a possible way to affect heavy impurity
influxes into the discharge plasma by an asymmetric
heating of impurity ions is studied using the Wendel-
stein 7AS (W7-AS) stellarator as an example of a facil-
ity with poloidal slits in the vacuum chamber.

2. MODEL FOR THE W7-AS MAGNETIC
SYSTEM

The W7-AS stellarator, which was put into opera-
tion in the late 1980s at the Max-Planck-Institut für
Plasmaphysik (Garching, Germany), is one of the larg-
1063-780X/01/2712- $21.00 © 1011
est stellarators in the world. The “advanced stellarator”
(AS) concept implies that the confining magnetic field
should be created in such a way as to bring the particle
orbits closer to the magnetic surfaces than is possible in
a “classical” stellarator [3]. In the W7-AS stellarator,
the confining magnetic field has five periods along the
torus (m = 5) and is created by a periodic system of par-
ticularly curved coils. The coordinate dependence of
the W7-AS magnetic field can be described by the fol-
lowing model expressions:

(1)

Here, B0 is the toroidal magnetic field at the geometri-
cal axis of the torus; R is the distance from the geomet-
rical axis; r is the radial coordinate in the minor cross
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section of the torus; a is the average minor radius of the
vacuum chamber; ϑ  and ϕ are the poloidal and toroidal
angles of the quasitoroidal coordinate system, respec-
tively; m is the number of magnetic field periods along
the torus; εt = a/R ! 1; εb , εm, ε21, ε22, and ε32 are con-
stants; ε1 = εbεt /2; and x = r/a. In further calculations,
we assume εb = 1.2, εt = 0.2, ε21 = –0.04, εm = 0.05,
ε22 = 0.12, and ε32 = –0.04. This model harmonic con-
tent of the magnetic field reflects the main features of
the spatial behavior of the magnetic field strength and
magnetic surfaces. With allowance for the relationships
εα = εt , ε21, εm , ε22, ε32 ! 1, the magnetic flux function
Ψ(x, ϑ , ϕ) was obtained from the equation B · —Ψ = 0
to first order in εα:

(2)

3. HEAVY IMPURITY INFLUX IN W7-AS
IN THE PRESENCE OF HEAT SOURCES

At the periphery of the plasma column in W7-AS,
the following two conditions are satisfied: λI ! L and
λi ≤ L, where λI and λi are the mean free paths of impu-
rity and bulk ions, respectively; L = πR/  is the connec-
tion length; and  is the rotational transform. Conse-
quently, the particle transport occurs in the strongly col-
lisional regime (the Pfirsch–Schlüter regime). It is well
known (see, e.g., [4]) that, because of the toroidal non-
uniformity of the confining magnetic field, the radial

transport in tokamaks is enhanced by a factor of 1/
above the classical transport. In such a field, oppositely
charged particles drift in opposite directions, thereby
giving rise to a poloidal electric field at the magnetic
surfaces. If there were no friction, this poloidal electric
field, which has a nonzero component along the mag-
netic field lines, would be short-circuited by the parti-
cles moving along these lines. Because of collisions,
the poloidal electric field remains nonzero. Averaging
the radial particle drift in crossed fields (a poloidal elec-
tric field and a toroidal magnetic field) over the mag-
netic surface leads to the familiar expressions for the
radial particle fluxes. Rutherford [5] showed that, in a
system consisting of ions and heavy impurities, diffu-
sion can be described in essentially the same way as in
an electron–ion system. This approach yields the fol-
lowing expression for the radial flux ΓI of impurity ions
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in the Pfirsch–Schlüter regime in a tokamak [1, 5]:

(3)

Here, q = rBt/RBp = 1/ , Bt and Bp are the toroidal and
poloidal components of the tokamak magnetic field; ρi

is the Larmor radius of the bulk ions; pα, nα, Zαe, mα,
and Tα are, respectively, the pressure, density, charge,
mass, and temperature of the ions of species α (α = i, I);
τiI is the scattering time of the bulk ions by the impurity
ions; and Ck are constants. From expression (3), we can

see that the term  is responsible for the fact that

the impurity flux ΓI is directed toward the plasma center.

For stellarators, the impurity ion flux should be cal-
culated for the magnetic field, which is more compli-
cated in structure than the tokamak field. Thus, the
expression for ΓI should be supplemented with the terms
that account for the helical nonuniformity of the confin-
ing magnetic field [6]. However, these terms are, as a
rule, small in comparison to those in expression (3).

Now, we assume that, in the plasma, there is a heat
source that affects the impurity ions and has the com-
ponents

(4)

Note that the remaining components of the Fourier
series expansion of the function QI(r, ϑ, ϕ) in angular
variables do not contribute to the radial impurity flux,
provided that the magnetic field is chosen in the form
(1). The heat source acts to change the heat impurity
flux qI || along the magnetic field lines in accordance
with the equation ∇ · (qI || + qI^) = QI, where qI^ =

 × —TI is an oblique heat flux. Setting qI || =

BLI yields the following equation for LI:

We integrate this equation along the magnetic field line
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(5)

Since q||I = – —||TI , the heat source con-

tributes additively to the temperature gradient of the
impurities along the magnetic field lines. In turn, the
change in the temperature gradient causes a change in

the thermal force  = – —||TI acting on

impurity ions and, as a consequence, a change in the
electric field that gives rise to the radial impurity flux.
The MHD equation for impurity ions has the form [5]

, (6)

where vI is the velocity of impurity ions and RI is the
frictional force experienced by them. Taking the scalar
product of Eq. (6) with B gives B · E = –B · RI /ZIenI .
Then, we take into account the potential character of
the electric field (E = –—φ) in order to determine how
the thermal force acting on impurity ions contributes to

the field: B · —φT = – LI . In what

follows, we will be interested only in the contribution

 of the heat sources to the electric field:

We take the vector product of Eq. (6) with B to obtain
the impurity flux across the magnetic surfaces:
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The contribution of the heat sources is equal to  ≈

 ≈ . We average this contribution

over the magnetic surface whose shape is determined
by the equation Ψ(x, ϑ , ϕ) = const. As a result, to first
order in εα, we obtain

(7)

where  = /a and  is the mean radius of the magnetic
surface. Consequently, if the magnitudes and signs of

the components Bt , Bt , Bt , Bt , and Bt

of the heat source are chosen so that G is positive, then
the impurity influx into the plasma can be stopped by
compensating for its driving force, i.e., by canceling
the term that describes the impurity influx in expres-
sion (3).

4. RF SOURCE FOR HEATING IMPURITIES

In this section, we consider how the source for heat-
ing impurity ions should be designed in order to have an
appropriate content of the poloidal and toroidal har-
monics. For this purpose, it is proposed here to heat
impurity ions by an RF source. In order that the impu-
rity ions absorb RF energy, we choose the oscillator fre-
quency to be ω ≈ ωcI , where ωcI = ZIeB/mIc is the cyclo-
tron frequency of the impurity ions. The possibility of
launching RF energy into the plasma column should be
analyzed by taking into account the fact that the vac-
uum chamber in the W7-AS stellarator consists of five
metal sections connected by dielectric inserts. These
poloidal inserts can serve as slit antennas through
which RF energy can be launched into the W7-AS
plasma [7].

The parameters of the W7-AS stellarator are as fol-
lows. The major radius is R0 = 200 cm, the mean minor
radius of the vacuum chamber is ac = 40 cm, the mean
minor radius of the plasma column is about ap ≈ 20 cm,
and the magnetic field at the chamber axis is B0 = 2.5 T.
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Note that the radial and poloidal components of the
W7-AS magnetic field are much weaker (by a factor of
about ~εα) than the toroidal component. The mean
plasma density is  = 1014 cm–3, the plasma density at
the periphery is about ni(ap) ≈ 1013 cm–3, and the ion
temperature at the periphery is about Ti(ap) ≈ 50 eV [8].
The region between the plasma column and the cham-
ber wall is filled with a cold low-density plasma, ni ~
1011 cm–3 (Fig. 1). In what follows, Ti48 atoms are con-
sidered to be a heavy impurity, because, at such an edge
temperature, they can be stripped of up to eight elec-
trons [9]. Note that, at a temperature of 50 eV, other
impurity ions can also be stripped to the ionization
states with the appropriate values of ZI /mI, specifically,

, , , , and  ions [9]. We
assume that impurity ions are in a layer with a thickness
of about 4 cm at the plasma periphery.

We consider an external RF source connected to the
ends of the chamber sections that are separated by the
poloidal dielectric inserts. In this case, the waves that
are excited most efficiently are those whose component
E|| = E · B/B (which is nearly purely toroidal) is much
larger than the component E⊥  (which is nearly purely
poloidal at the plasma boundary). Such waves are usu-
ally called “slow” waves. Since the thickness of the
insert is d ! c/ω, the electric field within the slit can be
assumed to be potential, E(ac , ϑ , ϕ) = –—φ, in which
case the potential difference between the slit ends has
the form

(8)

ni

Cr52
8

Mn55
9

Fe56
9

Ni59
9

Cu63
10

U R Eϕ ac ϑ ϕ, ,( ) ϕ ,d

Φ/2–

Φ/2

∫=

1014

1013

1011

0

ne

ω = ωcI

ac 

Chamber

Ez

 ap

Fig. 1. Plasma density profile ne(r) and position of the
region of cyclotron resonance for impurity ions. The RF
field Ez is applied to the ends of the chamber sections that
are separated by the poloidal dielectric inserts.
where RΦ = d. Taking into account the fact that the
electric field at the chamber wall is periodic in the ϕ
direction, we seek a solution to the Maxwell equations
for E|| in the form of a series:

We assume that the chamber wall is perfectly conduct-
ing, σ  ∞. In this case, the field E|| at the wall sur-
face is nonzero only at the poloidal inserts. If the
amplitude of the RF field and its phase do not differ
between the slits, then we have E||l = 0 for l ≠ mn (where
m = 5 and n is an integer). Since, for every integer
n ! 1/(mΦ), cos(lϕ) ≈ 1 holds in the interval −Φ/2 <
ϕ < Φ/2 , we obtain

Note that, by appropriately choosing the amplitudes
and phases of the potential difference U across the slits,
it is also possible to achieve E||l ≠ 0 for l ≠ mn. Since
1/(mΦ) @ 1, the spectrum of the expressed waves is
broad.

Far from the Alfvén resonance region (ε1 = ),
slow waves are described by the dispersion relation

(9)

Here, ε3 ≈ 1 – , ωpβ = (4πnβ e2/mβ)1/2 and ωcβ =

ZβeB/(mβc) are the plasma and cyclotron frequencies of

the particles of species β (β = i, I, e), ε1 = 1 + 

outside the regions where ω ≈ ωcβ, δεβ = , N|| =

N · B/B, N = kc/ω, k is the wave vector, and  = N2 –

. Under the condition  ! 1, the impuri-

ties have little impact on the dispersion of the slow
wave. Far from the region of cyclotron resonance for
impurity ions, this condition yields a weak restriction

 – ε1 ~ , provided that  ! .

For all l ≠ 0, the low-density plasma region is trans-
parent to the slow wave because, in this region, we have

ε1 ≈ 1 +  !  and ε3 < 0 and, accordingly,  ≈

 +  > 0. The group velocity vg = −  of the
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wave is directed preferentially along the magnetic field
lines:

Consequently, in the low-density plasma region, the
slow wave propagates mainly along the magnetic field
lines ϑ  = ϑ0 + ϕ, experiencing a slight radial displace-
ment toward the center of the vacuum chamber. In this
region, the wave remains long enough to complete sev-
eral revolutions along the torus before reaching the
periphery of the plasma column. Then, the wave prop-
agates in the peripheral layer, which contains impurity
ions. When propagating along the magnetic field lines
in the edge plasma, the wave passes through zones in

which ω – ωcI < k||vTI. In these zones, we have δεI ≈

exp  (see, e.g., [10]).

Under the condition  ! k||ρLI, the impurities have

no effect on the wave dispersion. The rate at which the
slow wave is damped due to the cyclotron absorption by
impurity ions can be determined from Eq. (9) by the
perturbation technique, the small parameter being
ImδεI/ε1. We assume that Imk|| ! |k||| and equate the
imaginary part of Eq. (9) to zero to obtain Imk|| =

. Note that Imk|| is independent of N||.

Nevertheless, the wave damping rate depends on N||,
because the wave is damped along the portions of the

path where the condition ω – ωcI ≤ k||vTI holds.
Since the dependence of B on r, ϑ , and ϕ is rather com-
plicated, the damping rate of the wave along its path can
be estimated only numerically. Figure 2 shows how the
fraction of RF power that is absorbed by impurity ions
along the wave path depends on the poloidal angle at
which the wave is launched into the plasma. We can see
that, for l = 5, the impurities absorb about 80% of the
input RF energy and, for l = 10, the fraction of the
absorbed energy is larger than 90%. Moreover,
the power of the waves launched from the inner side of
the torus is absorbed most efficiently. As for the other
mechanisms for RF energy absorption, note that the
collisional damping mechanism can be neglected,
because νeff /ω ~ 10–3. On the other hand, since ze =

ω/ k||vTe ≈ 20/l = 20/(mn), the main mechanism by
which the waves with n ≥ 3 are damped is electron
Cherenkov absorption.

In treating the problems related to RF plasma heat-
ing, the electrodynamic properties of the exciting
antennas are characterized by such quantities as the
input conductance (for details about slot antennas, see,
e.g., [7]) or the input impedance. In the problem under
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discussion here, the fundamental questions are as fol-
lows:

(i) Is it possible to excite waves in the plasma in such
a way that the source for heating impurities has the
desired harmonic content?

(ii) What is the power level required to stop the
impurity influx into the plasma?

The value of the quantity G required to reverse the
direction of the impurity influx can be estimated from
expressions (3) and (7). For the above parameters of the
W7-AS stellarator and for nI /ni ≈ 10–5, we obtain G ≈
7.5 × 10–6 W/cm3. Figure 3 shows the dependence of G
on the poloidal angle at which RF energy is launched
into the plasma. We can see that, in order for the input
RF energy to be absorbed most efficiently, the slits
should be powered in the following two ranges of poloi-
dal angles: 80°–180° and 290°–340°, in which case the
total contribution of all of the wave paths to G is

1.00
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0.90
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0.70
0.65
0.60

0 1 2 3 4 5 6

l = 5
l = 10

ϑ0

P/P0
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0.0002
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0
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0 1 2 3 4 5 6
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l = 10

ϑ0

G, arb. units

Fig. 2. Dependence of the fraction P/P0 of the RF power
absorbed by impurities on the poloidal angle ϑ0 at which RF
energy is launched into the plasma for toroidal modes with
l = 5 and 10. Higher toroidal modes are absorbed by the
electrons.

Fig. 3. Dependence of the factor G, determining the effi-
ciency with which RF heating affects the heavy impurity
influx, on the poloidal angle ϑ0 at which RF energy is
launched into the plasma for toroidal modes with l = 5 and 10.
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approximately equal to ~10–2. We also take into account
the fact that, if the slits are used as antennas, they excite
a broad toroidal mode number spectrum in which the
contribution of the desired modes with l = 5 and
10 amounts to about ~10–2. As a result, the RF energy
density in the volume occupied by impurities should be
about ~7.5 × 10–2 W/cm3. Integrating the RF energy
density over this volume, we find that the required total
RF power is about 50 kW.

5. CONCLUSION

In conclusion, note that the results obtained are
qualitative rather than quantitative. In order to imple-
ment the method proposed here, it is necessary to carry
out additional calculations for the actual (rather than
model) stellarator magnetic configuration. As a result,
the optimum ranges of the poloidal angles for launch-
ing RF energy into the plasma may turn out to differ
from those calculated using the above model expres-
sions. The estimated RF power level required to reverse
the direction of impurity influxes can also be somewhat
refined through calculations for a realistic magnetic
configuration (the magnetic field and magnetic sur-
faces), whose harmonic content is far richer than the
model one.

Hence, we have shown that the design features of
the W7-AS stellarator provide the possibility of revers-
ing the direction of heavy impurity influxes into the
plasma by RF heating of impurities, in which case the
required RF power level is relatively low. The proposed
concept can be implemented without installing special
antennas for launching RF energy into the plasma.
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Abstract—A short-laser-pulse driven ion flux is examined as a fast ignitor candidate for inertial confinement
fusion. Ion ranges in a hot precompressed fuel are studied. The ion energy and the corresponding intensity of a
short laser pulse are estimated for the optimum ion range and ion energy density flux. It is shown that a light-
ion beam triggered by a few-hundreds-kJ laser at intensities of *1021 W/cm2 is relevant to the fast ignitor sce-
nario. © 2001 MAIK “Nauka/Interperiodica”.
In the fast ignitor scenario [1], which is a milestone
of the concept of inertial confinement fusion (ICF), a
relativistic electron beam is considered to be the most
suitable source for igniting a hot spot much smaller
than the dense compressed DT core. Studies of the fea-
sibility of fast ignition with relativistic electrons are
now being carried out at many laboratories [2–5]. In
addition, a 15-GeV bismuth ion beam from an external
source instead of an electron beam generated directly in
the target corona was also examined [6].

Over the past year, there have been several observa-
tions of multi-MeV ion beams generated by high-inten-
sity ultrashort laser pulses in the interaction with solid
targets [5, 7–9]. In this context, the present paper aims
to provide insight into the feasibility of the fast ignition
concept with high energy beams of light ions generated
in laser–plasma interaction. Apart from the standard
studies about the electron fast ignitor concept for ICF,
our main concern is to prove that a light-ion beam is
capable of igniting a hot spot on a reasonable laser
energy scale. In contrast to relativistic electron beams,
ions are much less influenced by collective plasma phe-
nomena and have straight-line trajectories. Light ions,
similar to electrons, can be generated due to laser–
plasma interaction in a target, while a heavy ion beam
must be produced by an external driver and transported
to the target. Ion transport is not inhibited so much by
the self-consistent electric field because the ions accel-
erated by the charge separation field at a near-critical
density are much heavier and propagate inertially
inside the target together with the electrons as a charge-
compensated neutral beam. Below, the optimum
parameters of an ion beam and laser pulse that are suit-
able for an ignition spark in a hot precompressed DT
fuel are estimated as a rough guide.

The mechanism for ion acceleration is charge sepa-
ration in a plasma due to high-energy electrons driven
by the laser inside the target [9] and/or an inductive
1063-780X/01/2712- $21.00 © 1017
electric field as a result of the self-generated magnetic
field [10]. These electrons can be accelerated up to
multi-MeV energies due to several processes, such as
stimulated Raman scattering [11], resonant absorption
[12], laser wakefield [13], ponderomotive acceleration
by standing [14] and propagating [15] laser pulses,
“vacuum heating” due to the V × B Lorentz force [16]
or Brunel effect [17], and betatron resonance provided
by laser pulse channeling [18].

It is unlikely that the ponderomotive mechanism
[14] at laser intensities higher than 1018 W/cm2 can pro-
duce ions with the observed energies (see [9]). The
maximum proton energy in experiments with foils at a
high-contrast intensity ratio was explained by accelera-
tion in the charge-separation field arising due to “vac-
uum heating” [9]. However, for the fast ignitor scheme,
this mechanism is inapplicable because of the extended
plasma corona at the front of the dense target. Recent
experiments carried out at the Center for Ultrafast Opti-
cal Science [19] demonstrated a significant increase in
the ion energy (as compared to [9]) if the laser intensity
contrast ratio decreases. Thus, one may identify a pre-
formed plasma as a source of enhanced electron gener-
ation and, hence, enhanced electrostatic field that effi-
ciently accelerates the ions. We believe that the Raman
scattering mechanism for electron forward acceleration
[11] together with the laser channeling effects [18] are
the most likely processes at the corona of an ICF target
which produce a strong sheath electrostatic field and
are responsible for ion beam generation by short laser
pulses at laser intensities of >1018 W/cm2.

Hot electrons, accelerated in an underdense plasma
(with a density ne comparable to the critical density nc)
up to the energy ee, penetrate into the target at a dis-

tance on the order of the Debye length λDe ∝ 
and create a strong sheath electrostatic field, which
accelerates ions forward. Acceleration gradients of sev-

ee/ne
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eral tens of GeV/cm are expected for MeV electrons.
As electrons are decelerated, their kinetic energy trans-
forms into the electrostatic field energy and the electric
potential should be expected to be at the level of the hot
electron energy ee . Correspondingly, the magnitude of
the electric potential determines the ion energy e ~
Zeφ ~ Zee , where e and Ze are the electron and ion
charges. Most of the measurements suggest that pro-
tons and deuterons are the major species of laser trig-
gered particle emission, although heavy ions have
recently been identified [20]. Their energy is propor-
tional the charge number Z, which is consistent with the
electrostatic process of ion acceleration. Clearly, an
evaluation of the feasibility of fast ignition with ener-
getic ions must be based on the conversion efficiency of
the laser light into ion beam energy and scaling of the
beam parameters versus laser characteristics. A system-
atic investigation of both of these issues has only
begun. However, the data on the ~6% conversion effi-
ciency into ions of several MeV energy [8] and the
square root dependence of the proton energy on the
laser intensity inferred from the latest experiments are
very promising.

The general approach to fast ignition involves a
powerful external unspecified source and aims to define
the ignition parameters for a beam and a core. The first
study of fast ignitor parameters was presented by Tabak
et al. [1]. As was pointed out in [21], the original fast
ignitor concept [1] dealt with a nearly isobaric fuel con-
figuration and underestimated the energy required for
ignition, which is more relevant to a nearly isochoric
process and is somewhat larger than first proposed. The
results of [21] roughly agree with those presented in [6]
and predict a larger ignition energy than that given by
the analytical model of Piriz and Sanchez [22]. Accord-
ing to [21], the optimum particle range is R = 0.6 g/cm2,
while the model [22] predicts R = 0.25 g/cm2. Regard-
less of the differences between [21] and [22], we con-
sider a wide enough domain of the particle ranges to
include both of these estimations.

Similar to [23], where the physics of the electron
fast ignitor was discussed, our key issue includes an
estimation of the ion penetration depth into the dense
compressed DT core with a density of ~300 g/cm3 and
temperature of ~10 keV. For ions with energies higher
than one-hundred keV, the penetration depth is deter-
mined by their collisions with electrons; i.e., fast ions
heat electrons of the core and lose energy in accordance
with the equation [24]

(1)

where e is the ion energy, Te is the electron temperature,
me(i) is the mass of an electron (ion), Λ is the Coulomb

de
dx
------–

2πe
4
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2
ne

uTe

-----------------------ΛF u( ),=

F u( ) ψ u( ) me/mi( )ψ' u( ),–=
logarithm, u = mee/miTe , and
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The Coulomb logarithm in Eq. (1),

where the electron density and temperature are in cm–3

and keV, respectively, depends only slightly on the ion
energy for the parameters of particular interest
(Zme/mi & u & 1) and typically is 6–8.

We define the ion range R (in g/cm2) as where a par-
ticle loses its energy up to the double thermal plasma
energy (3Te):

(3)

where A is the atomic number of a projectile and u0 =
3me/mi . In Eq. (3) and below, e is in MeV, Te is in keV,
ρ is in g/cm3, and R is in g/cm2. For moderately ener-
getic ions (0.01ZTe ! e ! ATe), one can estimate range
(3) and present R in a simple form

(4)

where Λ . 6.5 – ln(Z / ). In Fig. 1, range (3) for
H, D, and Be ions is shown versus the energy e in a core
with the temperature Te = 5, 10, and 15 keV and density
ρ = 300 g/cm3. The domain between the dashed lines in
Fig. 1 corresponds to the region 0.15 < R < 1.2 g/cm2,
where, according to [21], the ignition parameters were
found to depend very little on R. We assume below that
this domain of parameters is required for the ignition of
a hot spot. Note that Eq. (4) qualitatively describes the
dependence of the particle range on the ion energy and
plasma parameters and, for the examples given in
Fig. 1, estimates R with an accuracy of ~50%, some-
what underestimating the particle range. Figure 1
shows that a significantly higher energy is required for
Be ions as compared to protons and deuterons.

In accordance with [21, 22], the minimum intensity
of the pulse of fast particles Ip required for ignition is
slightly less than 1020 W/cm2. We accept as a rough
guide Ip as given in [21] (Ip . 6.5 × 1019 W/cm2) to
examine whether the required ion energy is consistent
with the ignition window for R shown in Fig. 1. We esti-
mate the typical ion density ni from the quasineutrality
condition ni ≈ ne/Z, choosing a hot electron density ne

equal to approximately the quarter critical value nc /4,
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typical of the Raman instability, which efficiently
accelerates electrons in the forward direction. The crit-

ical density reads as nc . 0.85 × 1021λ–1  cm–3,
where the laser wavelength λ and intensity I are in µm
and W/cm2, respectively, and the plasma relativistic
transparency is taken into account.

Apparently, no theory exists that describes the ion
energy dependence on the laser intensity. However,
some recent experiments [8, 9, 20] have shed light on
this issue. Figure 2 shows that, at the intensities
5 × 1018 ≤ I ≤ 3 × 1020 W/cm2 of 1-µm laser light, the
maximum proton energy emax is well approximated by a

square root dependence emax . 3.6  MeV. How-
ever, the more relevant average energy of protons in the
beam is several times smaller. We estimate it as emax/7
in accordance with the results of [9], where the effec-
tive temperature and maximum energy of the protons
was 230 keV and 1.5 MeV, respectively. Such an esti-
mate also agrees with the results of [8]. Therefore, the
scaling

(5)

can be inferred from recent experiments on high energy
ion generation. Note that the Z-proportionality in
Eq. (5) corresponds to the electrostatic mechanism for
ion acceleration. However, Eq. (5) may overestimate
the ion energy with a specific charge number Z in a mul-
tispecies plasma that contains lighter ions (with charge
numbers smaller than Z). Heavier ions have little
chance to be significantly accelerated because of their
lower mobility. They follow behind the light-ion bunch
and, therefore, experience a significantly lower acceler-
ating electric field. Consequently, their energy should
be significantly lower than the energy of light ions. This
is why high-energy protons were mostly observed in
the current experiments.

Using Eq. (5) for the estimation of the ion energy
flux Ii . ni(2/mi)1/2e3/2, one can obtain

(6)

where we assume that ions are nonrelativistic. Equa-
tion (6) predicts that a conversion efficiency of laser
energy into energetic ions scales with an intensity of
I 1/4 and, for Z = 1, λ = 1 µm, and I = 3 × 1020 W/cm2,
gives 7% for the conversion coefficient, which agrees
well with the experiment [8].

From the condition Ii = Ip, we obtain the threshold
intensity for a 1-µm laser, which is found to be practi-
cally the same for proton (1.2 × 1021 W/cm2), deuteron
(1.5 × 1021 W/cm2), and beryllium (1.6 × 1021 W/cm2)
beams with typical ion energies of 6.8, 7.7, and
32 MeV, respectively. It is likely that the core tempera-
ture should be Te * 10 keV (rather than Te < 10 keV),
which basically excludes deuterons as a possible ignitor
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because its range is too long (Fig. 1b) for this tempera-
ture. Such a situation is somewhat similar to that with a
proton beam. However, it has a chance to be used as an
ignitor at the upper boundary of the range ignition win-
dow, R . 1.2 g/cm2 (Fig. 1a). The energy e . 32 MeV of
a beryllium ion beam for a core temperature of Te ~
10 keV agrees well with R ≈ 0.6 g/cm2, which was
interpreted in [21] as the optimum for ignition. We note
that deuterons were discarded because of their long
range, as compared to R = 1.2 g/cm2 found in [21] as an
upper limit for fast ignition. The latter should be recon-
sidered if a new optimum regime for ignition is found
for longer ion ranges. In addition, deuterons with ener-
gies of several MeV propagating in a dense DT plasma
may participate in thermonuclear reactions. However,
our estimates show that all the possible nuclear chan-
nels of energy release cannot provide more than several
percent of the additional energy, which does not affect
our conclusion.

As a final remark, we note that one of the key issues
of fast ignition is the self-heating of a hot spot. This
cannot be achieved in a hot spot that is too small, so the
penetration depth cannot be shorter than the hot-spot
diameter and, consequently, the ignition energy should
be large enough. However, analytical model [22] and
numerical hydrodynamic simulations [21] give differ-
ent estimates for the hot-spot size. The latter predicted
a much higher energy threshold for the triggering of
spark ignition, which is .17 kJ for the optimum set of
parameters. Accepting this more pessimistic estimate,
we conclude that ignition with a light-ion beam might
be expected at a *200-kJ laser energy.

In summary, we have examined the feasibility of
light-ion triggered spark ignition for ICF using the
computation of the ion range in a hot core and recent
experimental results on high-energy ion generation in
laser–plasma interactions. The estimated requirements
for short laser pulses correspond to an intensity of
*1021 W/cm2 and energy *200 kJ. The weak depen-
dence of the required laser intensity on the ion atomic
number has been found from a comparison of proton,
deuteron, and beryllium ion beams. This may have
practical importance, making fast ignition quite insen-
sitive to the ion species.

Originally, this work was prepared for the journal
Comments on Plasma Physics and Controlled Fusion,
where it was accepted in autumn 2000 for publication
in the first issue for 2001. Because of the change of the
owner and his wish to stop the publishing of Comments
on Plasma Physics and Controlled Fusion, the manu-
script was resubmitted for Plasma Physics Reports. At
that time, we were aware of the publication of paper
[25] devoted to fast ignition with a proton beam.
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Abstract—The mechanism for the “disappearance” of spectral lines in a nonideal plasma is explained theoret-
ically. A comparison of the calculated results with the experimental data from measurements of the emission
spectra from a shocked xenon plasma makes it possible to draw the conclusion that this mechanism is attributed
to the Stark broadening of the spectral lines. Quantum-mechanical calculations of the state of an ensemble of
plasma atoms and ions were carried out on the basis of the ion plasma model. The parameters of the Stark broad-
ening were calculated using the method developed by N.N. Kalitkin and I.O. Golosnoœ. © 2001 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

In recent years, intense investigations of the optical
and thermophysical properties of a strongly nonideal
plasma have led to substantial progress in this area of
research [1]. In experiments aimed at measuring the
optical parameters of strongly nonideal plasmas, a
number of new physical phenomena were observed [2].
Thus, it was found that some spectral lines are
deformed so substantially that, at a sufficiently high
plasma density, they may turn out to be practically
unresolvable. This phenomenon is the subject of our
paper.

Note that recent developments in experimental
methods and techniques were accompanied by theoret-
ical studies of the optical properties of a strongly non-
ideal plasma. An important result of current theoretical
work is the elaboration of new analytical and numerical
methods aimed at incorporating the Stark effect [3].
Another important result is the construction of a theo-
retical plasma model known as the ion model [4, 5], in
which the full statistical ensemble of plasma atoms and
ions is described by the solution to the set of equations
for a self-consistent field. This approach provides reli-
able calculations of the quantum-mechanical parame-
ters of the plasma in a broad range of plasma tempera-
tures and densities, including those of a shocked plasma
[6]. In the present paper, we apply the calculation
method based on a combination of the ion model and
the method for taking the Stark effect into account [3].

Since experiments [2] were carried out at relatively
low temperatures (about 3 eV), in which case the mul-
tiplet structure of the terms becomes important, we had
to apply an approximate approach. Specifically, we cal-
culated the parameters of an ensemble of plasma atoms
1063-780X/01/2712- $21.00 © 1021
and ions (in particular, their densities) in the ion model
by using the basic wave functions obtained by solving
the Schrödinger equations in which the exchange inter-
action was taken into account only approximately.
When solving the Hartree–Fock equations, we took
into account the multiplet structure of the terms [7] that
determine the parameters of the spectral line studied in
experiments. Here, we give only a brief description of
the ion model, because it was described in detail in
[4−6].

2. ION PLASMA MODEL

We consider an ensemble of interacting plasma
atoms and ions in the ground and excited states. As sub-
systems for Gibbs statistics, we can adopt spherical
atomic cells of radius r0 (with a nucleus of charge Z at
the center). The radius of the cell can be defined as

(1)

where A is the atomic weight, ρ [g/cm3] is the plasma
density, a0 = 5.292 × 10–9 cm is the atomic length unit,
and NA = 6.02 × 1023 is Avogadro’s number. Here and
below, we use atomic units, in which we denote the
temperature by Θ. The subsystems, numbered by j, dif-
fer from each other by the sets of occupation numbers

of the bound (discrete) electronic states, { }, where
n and l are the principal and orbital quantum numbers,
respectively. Each subsystem also contains unbound
(continuum) electrons. The states of subsystems are
regarded as the states of plasma atoms and ions. Using

r0
3

4πNA

-------------- 
  1/3 1

a0
----- A

ρ
--- 

 
1/3

,=

Nnl
j
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the density functional method [6] and approximately
taking into account the exchange interaction, we arrive
at the following equation for the bound electrons:

(2)

where the wave functions satisfy the normalization
condition

(3)

The boundary conditions required to determine the

eigenfunctions (r) and the eigenvalues  of the
energy can be imposed as follows:

(4)

The potential Vj(r) has the form

(5)

Here,

(6)

(7)

where (r) is the Coulomb interaction potential and

(r) is the potential introduced artificially in order to
approximately take into account the exchange interac-

tion. The potential (r) can be described by different
approximate formulas. For our analysis, we chose the
approximate expression (7), which was proposed by
Nikiforov and Uvarov [8].

The electron density has the form

(8)

Here, the density of the bound electrons is equal to

(9)

and the density of the unbound electrons is described in
the quasiclassical approximation:

(10)
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The chemical potential µ can be deduced from the elec-

troneutrality condition,  = Z, where Nj =

 + 4π (r)r2dr is the total number of electrons

in the jth subsystem and Wj is the Gibbs distribution,

(11)

with Ej being the total energy and gj = 

being the statistical weight.

The set of equations (2)–(11) describes the state of
the statistical ensemble of plasma ions. Obviously, the
groups of equations describing the states of subsystems
denoted by subscripts j = 1, 2, etc., are coupled through
the electroneutrality condition. Such equations are
impossible to solve for all plasma ions even with the
most advanced computers. However, these equations
can be solved for the subsystem of main (or “refer-
ence”) ions, which have the highest densities Wj . Hav-
ing solved Eqs. (2)–(11) for this ion subsystem, we can
apply the perturbation theory to determine the quantum
parameters of the remaining plasma ions with lower
densities.

3. METHOD FOR INCORPORATING THE STARK 
BROADENING

In order to calculate the shape of the spectral line
corresponding to the transition between the sublevels
α = nlm and β = n'l 'm' of the levels a = nl and b = n'l ',
respectively, Golosnoœ [3] proposed the following
approximate formula, which is a linear combination of
the dispersion formula and the Gauss distribution:

(12)

where ω0 is the transition rate, Γ = , and f(Γ) =

exp . The charges Z0 and ZA will be defined

below. As Γ increases, the function f(Γ) tends to zero.
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In calculations for a strongly nonlinear plasma, we set
f(Γ) = 0 and described the spectral-line shape by

(13)

where

(14)

Golosnoœ [3] proposed to calculate the most probable
value of the squared microfield ζmax from the formula

(15)

where ζ0 = ,

Xk = , Nk is the density of the ions with charge Zk ,

N [1/cm3] is the nucleus density, and Z0 is the charge of
the emitting ion.

Of course, in our calculations, we took into account
the effect of both the natural broadening and the Dop-
pler broadening. This effect was found to be insignifi-
cant as compared to the Stark effect.

4. COMPARISON BETWEEN THE CALCULATED 
RESULTS AND EXPERIMENTAL DATA

In the figure, the experimentally measured spectral
intensities of radiation from a xenon plasma are illus-
trated by the light curves, corresponding to the follow-
ing experimental:

(1) T = 32000 K and ρ = 6.26 × 10–3 g/cm3, the den-
sity of unbound electrons being Ne = 4.1 × 1019 cm–3;

(2) T = 28500 K and ρ = 1.33 × 10–3 g/cm3, the den-
sity of unbound electrons being Ne = 9.2 × 1018 cm–3;

(3) T = 27000 K and ρ = 6.86 × 10–4g/cm3, the den-
sity of unbound electrons being Ne = 4.8 × 1018 cm–3;
and

(4) flashlamp.
The heavy curves in the figure show the shapes of

the 6s4P–6p4P0 529.2-nm spectral line that were calcu-
lated for the temperatures T and densities ρ [g/cm3]
indicated in (1)–(4). Note that, in our calculations, the
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Hartree–Fock equation was solved by applying one of
the most exact among the presently known methods [7].
However, even with this method, the position of the
6s4P–6p4P0 spectral line was found to deviate from the
experimentally measured position by about 20%.
Because of this, the calculated position was refined by
using the experimental data. Note also that, in our cal-
culations, we neglected the influence of the Stark effect
on the populations of the electronic levels.

5. CONCLUSION

A comparison between the calculated results
described above and the experimental data obtained in
[2] makes it possible to conclude that the mechanism
for the disappearance of spectral lines in a strongly non-
ideal plasma can be attributed to the Stark broadening
of the spectral lines. As was noted above, the method
that was used to solve the Hartree–Fock equation [7]
leads to a substantial deviation of the calculated posi-
tion of the 6s4P–6p4P0 spectral line from that measured
experimentally. This deviation is not associated with
the values of the plasma temperature and density and
seems to be a consequence of the correlation effects [7],
which will be included in our model in a subsequent
paper.
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Experimentally measured spectral intensities of radiation
from xenon plasmas with different temperatures and densi-
ties (light curves) and the shapes of the 6s4P–6p4P0 529.2-nm
spectral line (heavy curves) calculated for the same condi-
tions.
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Abstract—Results are presented from numerical simulations of the thermodynamic properties of superdense
hydrogen and deuterium plasmas by the Monte Carlo method and from calculations by a multicomponent
chemical model. The results obtained reveal the anomalous behavior of the thermodynamic functions and com-
position of molecular gas plasmas in the submegabar and megabar pressure ranges. Such behavior is interpreted
as a dissociative phase transition. The results of calculations by the chemical model are compared with the
experimental data on the equation of state and conductivity of hydrogen and deuterium plasmas. © 2001 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION
Experiments on the thermodynamic and transport

properties of dense hydrogen and deuterium plasmas
[1–3] revealed the unusual behavior of the conductivity
of hydrogen [1, 2] and the shock adiabat of deuterium
[3] in the megabar pressure range. The results of [1, 2]
show that, in the pressure range P = 105–2 × 106 atm,
the conductivity of a hydrogen plasma increases rapidly
(by nearly five orders of magnitude) as the pressure var-
ies within relatively narrow (~40–50%) limits. The
measurements were carried out in the temperature
range (4.5–10) × 103 K. From a theoretical standpoint,
the behavior of the shock adiabat of deuterium mea-
sured in [3], which demonstrates a sharp change in the
deuterium density in the megabar pressure range at
densities of 0.5–1 g/cm3, also seems unusual.

Such behavior of the thermodynamic and transport
properties of a plasma indicates the possible existence
of phase transitions of the first kind that are accompa-
nied by a rapid or even abrupt change in the plasma
composition and density. The occurrence of phase tran-
sitions in a low-temperature plasma was first hypothe-
sized in [4]. Later, attempts were made to study the
parameters of plasma phase transition, primary atten-
tion being focused on the Coulomb interaction [5–7].

In this paper, the behavior of the thermodynamic
properties of hydrogen and deuterium plasmas in the
above pressure and density ranges is studied compara-
tively by the Monte Carlo quantum method [8, 9] for
hydrogen and by using the chemical model of a multi-
component nonideal plasma [10] for hydrogen and deu-
terium. It is shown that the experimentally observed
behavior of the conductivity of dense hydrogen and the
deuterium shock adiabat can be explained by the exist-
1063-780X/01/2712- $21.00 © 1025
ence of a new phase transition occurring in dense
hydrogen and deuterium. The critical transition temper-
ature and the phase coexistence curve are found. The
electric conductivity of hydrogen and the deuterium
shock adiabat are calculated and compared with the
experimental data.

2. NUMERICAL SIMULATIONS

For the numerical simulations of a hydrogen
plasma, we use an original efficient modification of the
Monte Carlo quantum method elaborated in [8, 9]. The
modified method allows us to study dense degenerate
plasmas over a wide range of densities and tempera-
tures. We consider a system consisting of 50 electrons
and 50 hydrogen ions in a cell with periodic boundary
conditions.

Thermodynamic quantities are calculated as deriva-
tives of the logarithm of the statistical sum [11]. The
statistical sum of a quantum system is expressed
through the density matrix. An exact expression for the
density matrix of a quantum system at low tempera-
tures is still unknown. To approximate this sum, we can
represent it in the form of integrals over trajectories
[11]. The spin variables are taken into account by the
spin part of the density matrix, whereas the permutation
operator acting on the spatial and spin coordinates of
electrons allows for exchange effects. The sum is taken
over all permutations with a given parity. For Fermi
particles, this sum contains positive and negative terms,
which poses the well-known “problem of signs.”
2001 MAIK “Nauka/Interperiodica”
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In the developed approach [8, 9], the density matrix
is described by the expression

(1)

The matrix does not contain the alternating-sign sum
over permutations in the explicit form. The exchange
effects are accounted for in the determinant of the
exchange density matrix:

(2)

In formulas (1) and (2), we introduced the following
notation: U(q, [r], β) is the sum of Kelbg potentials,

 ≡ exp ,  are the dimensionless vec-

tors connecting the nearest peaks of trajectories,  =

,  ≡  – ,  = ∆λe ,  ≡ rpt +

,  = , ∆β is the increment of the mod-

ulus of the canonic distribution, the (…|…) bracket
denotes the scalar product, and ma is the mass of parti-
cles of the a species.

The summation over spin variables results in a block
structure of the exchange density matrix for electrons
with the same spin projections. The important advan-
tage of expression (2) is that the sum over permutations
is written in the form of a determinant that can be easily
calculated by the conventional methods of linear
algebra.

Using the Monte Carlo quantum method, we calcu-
lated the isotherms of a hydrogen plasma at tempera-
tures of 10, 20, and 50 kK. The most interesting is the
10-kK isotherm. On this isotherm, there is a plasma
density range in which a stable solution is absent. The
plasma density changes abruptly from 1023 to 2 ×
1024 cm–3 in a narrow pressure range. A similar situa-
tion also occurs for the 20-kK isotherm, but in a nar-
rower density range. On the 50-kK isotherm, the insta-
bility domain is absent and the dependence of the pres-
sure on the density is smooth up to densities of 1026 cm–3.
It was found that the range of the hydrogen plasma den-
sity with such a peculiar behavior of the equation of
state nearly corresponds to the density range in which a
sharp increase in the hydrogen plasma conductivity is
observed [1, 2]. Unfortunately, it is still impossible to
numerically calculate the conductivity of a hydrogen
plasma. The Monte Carlo method allows one to calcu-
late the thermodynamic functions but not transport
coefficients, such as the electric conductivity. To calcu-
late these coefficients, the method of molecular dynam-
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ics should be applied. In addition, when simulating
using the Monte Carlo quantum method, a system of
electrons and nuclei is used. Some electrons and nuclei
form bound states. This can be seen from the form of
the pair distribution functions [8]. However, there is no
significant difference between free and bound elec-
trons, so that it is difficult to determine the composition
exactly.

In some sense, the simulations of hydrogen plasma
thermodynamics can be regarded as an additional
experiment on determining the equation of state of
dense hydrogen, which is all the more useful because,
in experiments [1–3], the temperature was not mea-
sured.

3. CHEMICAL MODEL

In [10], a chemical model of a nonideal plasma with
allowance for chemical reactions was proposed. A dis-
tinctive feature of this model is the exclusion of a clas-
sically inaccessible phase space volume from the
ensemble of free particles when calculating the correc-
tions for their interaction. This correction appears
because some states of the particles under consider-
ation are bound and form particles of other species. The
corrections for the interactions involving neutral parti-
cles are represented in terms of a power series in the
density with allowance for all types of pair and three-
body charge–neutral and neutral–neutral interactions
[10]. The corresponding second and third virial coeffi-
cients associated with the interaction of free particles of
different species were calculated in [12] by using the
Hill pseudopotentials [13]. The Hill pseudopotentials
describing the charge–neutral and neutral–neutral
interactions were calculated using the (12-4) and (12-6)
Lennard–Jones potentials, respectively, as the initial
ones. The classically inaccessible phase space volume
was taken into account in [14] when calculating the cor-
rections for the interaction in an ensemble of free
charged particles. The derived corrections to the ther-
modynamic functions differ substantially from the con-
ventionally used Debye corrections. The thermody-
namic quantities for a multicomponent, chemically
reacting plasma of an arbitrary composition are repre-
sented in terms of a series in different interaction types.
It is taken into account that the particles of different
species interact with each other through the Coulomb
and van der Waals forces with the parameters of the ini-
tial interaction potentials characteristic of a given pair
of particles; the electron component is assumed to be
weakly degenerate. For hydrogen and deuterium plas-
mas, six components (namely, e–, A, A+, Ä–, A2, and

, where A is the element symbol) were taken into
account.

The expression for the free energy of a multicompo-
nent plasma with allowance for the above-listed inter-
actions and chemical reactions has the form (see nota-
tion in [10, 14])

A2
+
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The equation of state and the set of chemical bal-
ance equations are written in the form
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In Eqs. (3)–(5), we introduce the following notation:

f1(α) = α + ; α is the plasma

coupling parameter (it is calculated through the activi-
ties); Zk, zk, and nk are the statistical sum, charge num-
ber, and density of the particles of k species, respec-
tively; T and V are the plasma temperature and volume;
Bij and Cijk are the second and third virial coefficients;
M is the total number of plasma particle species; λe is
the thermal wavelength of electrons; and δ is the Kro-
necker symbol.

It should be stressed that taking into account the sec-
ond and third virial coefficients in the free energy and
in the equation of state allows one, in principle, to
determine the parameters of the vapor–liquid phase
transition.

4. COMPARISON OF ANALYTICAL RESULTS 
WITH NUMERICAL AND PHYSICAL 

EXPERIMENTS. DISSOCIATIVE PHASE 
TRANSITION

The described approaches were used to calculate the
equilibrium properties of hydrogen and deuterium plas-
mas over a wide region of the phase diagram. A com-
parison of the results of calculations for both described
approaches shows their satisfactory agreement in the
stability domain of both methods. At low densities,
where the chemical model is certainly applicable,
numerical simulations demonstrate the formation of
atoms and molecules.

To study the possibility of a phase transition in the
adopted version of the chemical plasma model, we
extended the model to the parameter range in which the
model is unstable, using the recommendations of [15].
The numerical algorithm is based on the Newton
method. The convergence of the method is provided by
the requirement that the densities of all the plasma com-
ponents be positive during the iteration process. If the
temperature and the density (the specific volume) are
chosen as thermodynamic quantities, then the require-
ment for the densities to be positively defined is satis-
fied automatically for the entire P–V diagram.

The stability of the solution was examined along the
isotherm by varying the pressure or the plasma density.
To search for all of the existing solutions to the set of
chemical balance equations, it is convenient to move
along the phase diagram from the range of high temper-
atures. Performing numerical calculations along differ-
ent isotherms with a sufficiently small step in density,
we may notice that, starting from a certain temperature,
a loop appears, which is characteristic of a gas–liquid
phase transition (Fig. 1). To analyze the cause of the
appearance of the phase transition, we calculated iso-
therms for a model system consisting of only atoms and
molecules (Fig. 2, curve 1). Calculations show that the
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main cause of the phase transition is the rapid increase
in the magnitude of the total contribution from all of the
second virial coefficients characterizing the pair inter-
actions of heavy particles, which results in the intense
dissociation of molecules. Taking into account all other
types of particle interactions does not change the shape
of the isotherm qualitatively (Fig. 2, curve 2). In this
case, the van der Waals loop becomes more pro-
nounced. When the interaction between heavy particles
is eliminated (on keeping the Coulomb interaction), the
phase transition disappears. For T < Tc, the total second
virial coefficient B(T) is negative, whereas the third
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Fig. 1. Phase transition in a hydrogen plasma. Isotherms T =
(1) 60, (2) 55, (3) 50, (4) 45, (5) 40, (6) 38, and (7) 35 kK
are shown; the envelop 8 is the phase equilibrium curve
(spinodal).

Fig. 2. Hydrogen isotherm for T = 35 kK in (1) the model
system of atoms and molecules and (2) full-composition
model.
coefficient C(T) is positive (Fig. 1, curves 4–7). At tem-
peratures above the critical temperature (Fig. 1, curve 3)
B(T) changes its sign and the phase transition disap-
pears (Fig. 1, curves 1, 2). At lower temperatures, such
that T < 1/3Tc, the total third virial coefficient C(T) is
also negative. In this case, we failed to find a stable
solution for the liquid phase. All the solutions lying on
isotherms with T ! Tc to the left of the maximum have
no physical meaning. The two-phase domain is
bounded by curve 8. The isotherm segments lying in
this domain describe the states with a negative com-
pressibility and also have no physical meaning. The
value of the critical temperature for various materials is
close to the dissociation energy of molecules or molec-
ular ions.

The phase transition is accompanied by an abrupt
change in the densities of all species (Fig. 3). The den-
sity jump occurs mainly due to the jump in the degree
of dissociation, which allows us to call this transition
the dissociative transition. It is interesting to note that
the chemical model under consideration also describes
an ordinary phase transition from a molecular gas into
a molecular liquid at T ~ 50 K.

As was mentioned above, the abrupt change in the
thermodynamic parameters of a hydrogen plasma was
also observed in our numerical simulations using the
Monte Carlo method. Figure 4 compares the analytical
and simulation results. It can be seen that the model
described in Section 3 not only predicts the phase tran-
sition qualitatively, but also gives a quite reasonable
quantitative estimate for its position on the isotherm,
which agrees with the results of numerical simulations.
The obtained value of the critical temperature also
agrees with the results of simulations (Fig. 4, curve 1).
The values of the internal plasma energy calculated by
the chemical model and the Monte Carlo method are
also in qualitative agreement (Fig. 5).

If the phase transition under consideration actually
exists, then it must be accompanied by a sharp increase
in the plasma conductivity, because, as is seen in Fig. 3,
the density of free charge carriers in the transition point
increases by three orders of magnitude. Such an
increase in the electric conductivity was observed
experimentally. In [1], a sharp decrease in the plasma
resistivity at pressures of ~1 Mbar was recorded.
A comparison of the results from calculations carried
out using different models for the electron mobility
shows (Fig. 6) that, at high pressures, the so-called hop-
ping conductivity [16] shows the closest matching to
the experiment:

(6)

where D = /τ is the coefficient of the quantum diffu-
sion of bound electrons from an atom to an ion along
the applied field, rp = [3/4π(na + ni)]1/3 is the average
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nie
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T
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radius of the electron hopping, and τ = "/∆E is the hop-
ping time. According to this mechanism, the electron
mobility depends on the density, because the quantity
∆E (the energy difference between the symmetric and

antisymmetric terms in the  molecule) is determined
by the overlap integral for the electron wave functions
[16]. Note that a sharp increase in the conductivity
observed experimentally in [1] occurs at substantially
(by a factor of 2.5) higher pressures than those pre-
dicted by the theory.
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Fig. 3. Composition of a hydrogen plasma on the 45-kK iso-

therm: (1) H2, (2) , (3) H, (4) H+, (5) H–, and (6) e–.H2
+

Fig. 5. Internal energy of a hydrogen plasma (U is the
plasma energy per unit volume, and n is the total particle
density of all species) calculated by the chemical model for
T = (1) 10 and (2) 50 kK and by the Monte Carlo method for
T = 10 (squares) and 50 kK (circles).
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A large amount of experimental data is presented in
[2], where a sharp increase in the electric conductivity
of a hydrogen plasma was also pointed out in the den-
sity range 0.2–0.8 g/cm3. In this case, the measured val-
ues of the plasma pressure range from 0.4 to 0.7 Mbar
[2], which corresponds to the two-phase domain in Fig. 1.
Consequently, the parameter range of the supposed
phase transition found in our paper coincides with the
range in which a rapid increase in the conductivity was
observed in [2]. Although a rapid increase in the con-
ductivity due to the abrupt change in the density and
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Fig. 4. Isotherms of a hydrogen plasma calculated by the
chemical model for T = (1) 50, (2) 45, (3) 38, and (4) 10 kK
and by the Monte Carlo method for T = 50 (squares) and
10 kK (circles).
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Fig. 6. Electric conductivity of a dense hydrogen plasma in
the megabar pressure range along the isotherm T = 10 kK:
(1) hopping conductivity, (2) gas-kinetic conductivity,
(3) Drude formula, and (4) minimum metal conductivity.
Curve (5) shows the hopping conductivity along the iso-
therm T = 4.5 kK, squares show the results of experiment
[1], and the other symbols correspond to different experi-
mental series of [2].
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als by the curves show the temperature in kK).

–5 × 105

0.10.01 1 10 100 1000
V, cm3/g

–106

0

5 ×105

106

1.5 × 106

2 × 106

1
2

3

4

5

6

P,  atm

Fig. 8. Isotherms of an oxygen plasma for (1) 60, (2) 50,
(3) 45, (4) 40, (5) 35, and (6) 30 kK.
composition takes place in all of the theoretical calcu-
lations, it is the hopping (ion) conduction that plays a
dominant role in the dense phase (Fig. 6). The contribu-
tion from other (gas-kinetic) mechanisms is no more
than 10% of the hopping conductivity. The minimum
metal conductivity calculated assuming that, under the
conditions of interest, all of the electrons become con-
duction electrons turns out to be overestimated (by
nearly one order of magnitude). The bulk of the exper-
imental data on the conductivity lies between curves 4
and 5 calculated along the 10- and 4.5-kK isotherms,
respectively, which corresponds to the experimental
temperature range. It should be noted, however, that all
of the conductivity calculations for ρ > 0.3 g/cm3 are
evaluative in character, because the plasma composi-
tion in these states is calculated for unstable isotherm
segments. Note also that calculations by the chemical
model reliably describe only the gas–plasma branch of
the isotherm. The calculations for the condensed phase
are qualitative and only give estimates for the critical
temperature, density, and pressure. The structure of the
condensed phase (if it actually exists) can be deduced
only from numerical simulations.

The anomalous behavior of thermodynamic quanti-
ties in a superdense deuterium plasma was also
observed experimentally [3]. Figure 7a shows the cal-
culated deuterium shock adiabat and the experimental
results of [3]. The low-temperature branch of the shock
adiabat (T < 10 kK) correctly describes the experimen-
tal data not only qualitatively, but also quantitatively. In
addition, we observed a density jump in the adiabat
near ρ = 0.6 g/cm3. For 6 < T < 3.5 kK, there is no solu-
tion to the Hugoniot adiabat equation in the gas phase.
However, the calculated value of the density jump is
significantly greater than the measured one. The high-
temperature branch (T > 30 kK) of the calculated adia-
bat gives greatly overestimated values of the pressure at
a given plasma density. This may be attributed to the
scatter in the available data on the parameters of inter-
molecular interaction potentials for deuterium and to a
significant error in the model itself near the phase tran-
sition. The proposed interpretation of the experimental
data is original and nontraditional, because theoretical
curves are usually continuous. The area under curve 2
in Fig. 7a determines the range of unstable solutions
within the chemical model. The maximum of curve 2
(Fig. 7a) corresponds to the critical temperature T =
4.5 kK (Fig. 7b).

A similar behavior of the thermodynamic quantities
is also observed in superdense plasmas of other molec-
ular gases. As an example, Fig. 8 shows the phase dia-
gram of an oxygen plasma. The critical temperature is
equal to ~45 kK (curve 3), which is close to the disso-

ciation energy of molecular oxygen .O2
+
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5.CONCLUSION

In this study, the equilibrium properties of super-
dense hydrogen and deuterium plasmas in the sub-
megabar and megabar pressure ranges have been
numerically simulated by the Monte Carlo method. The
same pressure range has been studied by means of the
previously elaborated chemical model [10, 12, 14]. An
abrupt change in the thermodynamic plasma parame-
ters has been revealed both analytically (by using the
chemical model) and numerically (by the Monte Carlo
method). The mentioned features of the phase diagram
can be interpreted as a phase transition of the first kind.
A stepwise change in the composition and density of
the medium at pressures of ~1 Mbar is accompanied by
a sharp increase in the electric conductivity, which was
observed experimentally in [1, 2]. It is shown that,
under these conditions, the dominant charge-transfer
mechanism is the quantum diffusion of bound electrons
(the hopping conduction).

We can assert that the available experimental data
on the shock adiabat and the conductivity of hydrogen
and deuterium plasmas, together with the results of
numerical simulations by the Monte Carlo method and
calculations by the chemical model, suggest the exist-
ence of a new type of phase transition in dense gases.
A specific feature of this transition is that the compo-
nent composition changes substantially on the phase
boundary between a weakly dissociated molecular gas
and an atomic liquid due to the intense dissociation of
molecules at a high pressure. Further compression of
the liquid can lead to metallization.
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Abstract—The effective cross section for the  +    + p reaction in the energy range 5.7–11.5 eV
is measured by the split beam method. The maximum of the cross section at an energy of ~8 eV is related to

the production of the  compound system. The reaction threshold Wthr ≈ 5 eV provides evidence in favor

of the classical model of the  ion with the charge fixed on one of the nuclei throughout the collision event.
© 2001 MAIK “Nauka/Interperiodica”.
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1. INTRODUCTION

Investigations of the energy levels of molecules con-
sisting of multielectron atoms showed that ab initio cal-
culations by the antisymmetrical molecular orbital
(ASMO) method provide correct results only for the
intermolecular interaction of atoms in a stable structure
and fail when atoms and molecules interact at long dis-
tances typical of both the production of an intermediate
compound in ion–molecular reactions and the forma-
tion of electronically excited or excimer molecules [1].
Using the example of an oxygen molecule, it was
shown that, in calculating the atomic interaction at dis-
tances longer than the size of a stable molecule, the best
results are obtained by taking into account not only
atomic orbitals of an oxygen atom but also orbitals of
é– and é+ ions. Here, exchange effects turn out to be of
minor importance [2].

Based on the above approach, the diatomic molec-
ular compound (DMC) method [3, 4] has been devel-
oped, in which the interatomic interaction of chemi-
cally defined structures is of primary importance,
whereas electron exchange between identical atoms is
of little significance. The method was successively
used in studying not only multielectron atomic com-
pounds but also simple structures, such as ç3, , and

 [5].

Strictly speaking, in studying electronically excited
molecules and ion–molecular reactions, a chemical
approach is taken in which orbitals that can occur as the
distance between the nuclei constituting a molecule
approaches infinity are assumed to be the basic ones. In
other words, atomic constituents of a molecular struc-
ture should not change their properties drastically. In
particular, in molecular ions (such as  or ), only
a successive transfer of an electron from one nucleus to

H3
+

H3
++

H2
+

H3
+
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another is possible, rather than a uniform distribution of
the electron density among the nuclei. The uniform dis-
tribution of the electron density can only be a next order
effect in terms of a small parameter equal to the ratio of
the chemical bond energy to the ionization energy of
the atomic structure.

In this paper, it is shown that studying the threshold
behavior related to Coulomb repulsion in exothermic
ion–molecular reactions makes it possible to verify the
validity of the chemical approach and relate the elec-
tron exchange between nuclei to the excitation of
molecular vibrations. As an example, we will consider
an ion–molecular reaction that proceeds in pair colli-
sions of  ions.

According to modern theoretical views, among the
four possible channels for the ion–molecular reaction,

 

the latter two must proceed via the formation of the inter-
mediate  compound [3, 6], whereas channels (1) and
(2) may be direct processes. Previous studies [7, 8]
showed that channels (1) and (2) could not provide the
observed probability of proton production at relative
kinetic energies of W ~ 7 eV [9]. Therefore, at such
energies, channel (4) should be of major importance
because, during the decay of the intermediate com-
pound, an exothermic channel prevails, all other factors
being the same. Although channel (4) is exothermic, the
need to overcome the Coulomb barrier makes it very
sensitive to the mutual orientation of the colliding lin-
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ear molecular  ions because, in order to form an
intermediate compound, the ions must approach each
other to the distance R ~ 10–8 cm (comparable with the
molecular size), at which atomic electron clouds can
overlap.

The measured effective cross section for reaction (4)
(on the order of ~10–16 cm2) indicates that the formation
of an  ion proceeds via an intermediate state, thus
providing evidence in favor of Firsov’s theoretical
approach [10], proposed for the description of similar
ion–molecular reactions. On the other hand, such a
cross-section value points to the importance of this
reaction for applications, because an appreciable num-
ber of  ions in intense  or proton beams extracted
from a gas-discharge ion source increase the energy
consumption and, therefore, decrease the efficiency of
this source.

The paper is organized as follows. The concept of
the experiment is described in Section 2, and the exper-
imental setup and the method for recording the reaction
under study are described in Section 3. The results of
measurements are presented in Section 4 and discussed
in Section 5 based on Firsov’s theoretical concept with
allowance for the DMC method, which has been devel-
oped in connection with studies of other ion–molecular
reactions and excimer molecules. It is shown that the
Coulomb threshold for reaction (4) depends on the
molecular model used—the chemical model or the
quantum mechanical one, in which the electron cloud is
distributed uniformly between the two nuclei of an 
ion. Based on the probability of  ion production
measured at interaction energies of the colliding 
ions of several electronvolts, it is concluded that the
chemical approach not only serves as a successful
semiempirical calculation procedure but also ade-
quately describes the processes occurring over time
intervals much shorter than the period of nuclei vibra-
tions, whereas the exchange of electron clouds between
the nuclei correlates with these vibrations.

2. DESCRIPTION OF THE EXPERIMENT

The measurements were carried out by the split
beam method (see [8] for details). To ensure collision
events, a ribbon-shaped ion beam is split into two and
then is focused so that the ion trajectories of the newly
formed beams intersect in the focal region at a small
angle ϕ. In the center-of-mass frame, the total kinetic
energy of the colliding ions W (the interaction energy)
is significantly less than their energy E in the laboratory
frame. For equal ion masses, we have

(5)

Therefore, it is possible to carry out measurements in
an energy range of several electronvolts for particle
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+
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W
1
2
---ϕ2

E.=
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beams with energies of several kiloelectronvolts, which
greatly facilitates the experiment.

The probability of an inelastic process is determined
from the production rate of the new particles (which
will be referred to as “effect particles”) in the beams
after they have crossed each other. If ϕ < 10°, which is
easily achieved, the effective cross section of the pro-
cess is independent of ϕ (within an accuracy of 0.5%)
and is equal to (see [8])

(6)

where neff is the production rate of the effect particles,
V0 is the velocity of the beam particles in the laboratory
frame, I1 and I2 are the beam currents, and h is the beam
height in the intersection region. The fact that the cross
section of the process is almost independent of ϕ
implies that, at small intersection angles, an uncertainty
in the measured value of σ depends only slightly on the
shape and horizontal dimensions of the beam intersec-
tion region (at a constant particle density in beams over
the height h) and, according to formula (6), is only
determined by the scatter in the particle energies in the
beams:

(7)

The angular spread (together with the scatter in ener-
gies) affects, according to formula (5), only the scatter
in the interaction energies

(8)

In our experiments, the angle ϕ was equal to 4°.
To separate the ion–molecular reaction out of all the

processes occurring in the focal region, the  ions
were recorded. It was taken into account that their
energy was higher than that of  ions by a factor of
1.5, because both the magnitude and direction of the ion
velocity remained almost unchanged in the laboratory
frame.

3. EXPERIMENTAL SETUP

The experiments were carried out in the DIVO facil-
ity [8]. The system for separating and recording the sec-
ondary particles was substantially modified. A sche-
matic of the experimental setup is shown in Fig. 1.

Molecular hydrogen ions were produced in an RF
ion source S. Then, they were extracted and an ion
beam was formed by a lens system L. A magnet mono-
chromator M separated  ions out of the total ion
flow, formed the beam, and directed it into a high-vac-
uum (p ≈ 10–7 torr) chamber HVC. At the entrance to
the chamber, a diaphragm D1 with two slits (2 mm in
width and 8 mm in height) was installed, which split the
primary ion beam into two beams (I1 and I2). To adjust
the position of the focal region of the primary beam at
diaphragm D1, quadrupole lenses QL and vertical
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Fig. 1. Schematic of the DIVO facility: (S) ion source, (L) lens system, (M) magnet monochromator, (QL) quadrupole lenses,
(DP) correcting deflector plates, (D1, D2) double-slit diaphragms, (HVC) high-vacuum chamber, (CS) beam convergence system,
(MC) measurement chamber, (C) sectionalized collector, (CF) three-section capacitive filter, (FC1, FC2) Faraday cups, (EA) energy
analyzer, (EF) electrostatic π funnel, and (D) detector.
deflector plates DP were used, which allowed us to
attain approximately equal currents in the beams
behind diaphragm D1.

Slit diaphragm D1 served as an entrance diaphragm
of the beam convergence system CS consisting of hori-
zontal deflector plates. The convergence system
ensured the beam intersection at an angle of 4°, which
was determined by the position and dimensions of the
next diaphragm D2 with two slits 1 mm in width and
5 mm in height. The beam positions, current ratio, and
intersection angle were monitored by a sectionalized
collector C.

A three-stage electrostatic system was used to sepa-
rate the  secondary (effect) ions out of the total flow
consisting of  primary ions,  and  secondary
ions, and parasitic ions produced in the interaction of
the beams with residual gas.

The first stage—a flat three-section capacitive filter
CF with oppositely directed fields in the adjacent sec-
tions—separated protons and primary ions and directed
the latter toward Faraday cups FC1 and FC2, which
measured the beam currents.

The second stage—a cylindrical capacitive energy
analyzer EA—separated  effect ions, whose energy
was higher than that of  primary ions by a factor of
1.5, because, after mutual collisions between the beam
particles with relative energies of no more than 15 eV,
the particle velocities (which corresponded to an
energy of several keV in the laboratory frame)
remained almost unchanged.
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+

H3
+
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The third stage—an “electrostatic π funnel” (EF),
which decreased the cross section of the ion beam and
rotated the beam by the angle π before recording—
directed the effect ions separated out by the first and
second stages toward a 9-mm-diameter entrance win-
dow of detector D (a secondary channel-type electron
multiplier). The multiplier cathode intercepted all the
ions that passed the π funnel through a window 40 mm
in width and 30 mm in height. This was certainly the
case for all of the effect ions. The rotation of the ion tra-
jectories by the angle π before recording and the
decrease in the entrance window area of the recording
device ensured a deep reduction in the beam back-
ground noise (scattered ions, neutral particles, and
X-ray photons produced in the interaction of the beam
with the residual gas and the diaphragm surfaces).

The design of the three-stage electrostatic system
for separating the effect ions ensured that, at equal
potentials at all of the system electrodes, only ions of a
definite energy arrived at detector D, which signifi-
cantly facilitated the experiment and improved the sta-
bility of the device operation.

The RF ion source produced  ions in various
vibrationally excited states. The calculations of [11]
showed that the typical lifetime of these ions is ~106 s.
Since the probability of  ion production may depend
substantially on the vibrationally excited states of 
ions at the instant of collision, we decreased the number
of vibrationally excited ions in the source by following
a procedure used in [12]. A hydrogen–neon mixture
(rather than pure hydrogen) with a volume ratio of 1 : 5
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at a pressure of several units of 10–2 torr was supplied to
the source. Under these conditions, collisions of vibra-
tionally excited (v ) ions with Ne atoms result in the

(v  ≥ 2) + Ne   Neç+ + H ion–molecular reac-
tion, which proceeds at a high rate because, for v  ≥ 2, it
is exothermic. For v  ≤ 1, the reaction is endothermic
and proceeds at a much lower rate [13]. As a result,
most of the ions that leave the source and form a beam
are in the ground (v  = 0) and first (v  = 1) excited states
with dissociation energies of 2.645 and 2.374 eV,
respectively. Since the estimated reaction threshold for
this reaction is 2.1–2.2 eV [14], a certain amount of 
(v  = 2) ions with a dissociation energy of 2.118 eV may
also be present.

4. MEASUREMENTS

The effective cross section σ(W) for the ion–molec-
ular reaction was determined from the measured num-
ber of  ions arriving at the detector (which operated
in a counting mode) in unit time (useful signal). The
effective cross section and the corresponding energy
were calculated by formulas (5) and (6), in which the
numerical coefficients specifying the beam geometry in
the intersection region were set at

(5‡)

(6‡)

where σ is in cm2, W in eV, the intensity of the  ion
flux neff is in particle/s, the currents I1 and I2 are in A,

and the energy of  ions in the beams E is in eV.
For each energy value, the useful signal was derived

from the results of four measurements with (I) both
beams, (II) one beam, (III) the other beam, and (IV) no
beams being in operation. In case I, the useful signal
was recorded together with the background noise of
both beams and instrumental noise: N(I) = neff + n1 +
n2 + nin. In cases II and III, there was no useful signal
but the instrumental noise together with the background
noise of one of the beams were recorded: N(II) = n1 +
nin, N(III) = n2 + nin. In case IV, only the instrumental
noise (which, under our conditions, was almost zero)
was recorded: N(IV) = nin. The useful signal was deter-
mined as neff = N(I) – N(II) – N(III) + N(IV).

To diminish the influence of the unstable operation
of the ion source on the experimental results, each mea-
surement was carried out for several seconds. The dura-
tions of each of the four measurements were the same
and did not change throughout the entire time during
which the required set of statistical data was accumu-
lated. After every series of four measurements, the
beam currents I1 and I2 were also measured.

To perform such measurements, the potentials at the
electrodes of convergence system CS were conse-
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quently set at zero, so that the beams were not able to
pass through diaphragm D2 (Fig. 1).

Average currents in the beams were ~5 × 10–8 A and
grew as the ion energy E increased from 2 to 5 keV,
which corresponded to the interaction energies between
two ions from the different beams W = 5–12 eV. The
useful signal amounted to 0.1–0.5 pulse/s, whereas the
background noise of the beams was 10–20 pulse/s.

The results of measurements are shown in Fig. 2. In
view of the small value of the useful signal and signal-
to-noise ratio, the measurements lasted for many hours
to attain the statistical error given in the figure. For this
reason, the measurement of the effective cross section
for a given energy W was preceded by the measurement
for a certain (reference) W* value in order to eliminate
the possible change in the recording efficiency during
such a long time. As a result, the relative dependence
σ(W)/σ(W*) was determined [15]. It was assumed that,
in measuring σ for the energy W, the statistical error
was equal to ∆σ(W) + ∆σ(W*), whereas for the energy
W*, it was zero. The true σ(W*) value was obtained
after averaging all the σ(W*) measurements and the
absolute calibration of the systems for separating out
and recording the effect ions.

For the purpose of absolute calibration, the  ions
extracted directly from the ion source were directed to
detector D (Fig. 1); then, their current was reduced to a
level corresponding to the number of the detector
counts within the linear portion of its characteristics.
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50 10 15
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Fig. 2. Energy dependence of the effective cross section for
the  +    + p ion–molecular reaction. The
solid line fits the experimental results.
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After that, a Faraday cup was installed in front of the π
funnel (it is not shown in the figure), which intercepted
all the  ions, whose current was measured by an
electrometer. The relation between this current and the
number of detector counts per second determined the
efficiency of  ion recording, which turned out to be
almost 100%. It was determined that σ(W* = 9.75 eV)
was equal to (1.10 ± 0.14) × 10–16 cm2.

5. DISCUSSION OF THE RESULTS

It is reasonable to interpret the obtained energy
dependence of the effective cross section for  ion
production based on the statistical theory of ion–molec-
ular reactions first used in [10] to analyze  ion pro-
duction in collisions between hydrogen molecules with

 ions. According to [10], reaction (4) proceeds via
the formation of the  compound system. At the
interaction energies of colliding molecules W < 20 eV,
the energy of molecular electrons changes adiabati-
cally, because the velocity at which the molecules
approach each other, V( ) ≈ 3 × 106 cm/s, is much less
than the electron velocity V(e) ~ e2/" ≈ 2 × 108 cm/s.
Since the ion de Broglie wavelength is much less than
the molecular size, the ion collisions can be described
in the model of classical trajectories.

The total spin of a system consisting of two collid-
ing  molecular ions can be either 0 or 1, which
allows one to speak about the singlet and triplet interac-
tion potentials. When the distance between the ions
approaches infinity, both potentials become the Cou-
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Fig. 3. Qualitative dependence of the singlet potential on

the distance between  ions for different mutual orienta-

tions of their axes. The curves for the T-type and collinear
orientations coincide.

H2
+

lomb potential. For the triplet interaction potential, an
adiabatic collision between two  molecules is not
able to form an  molecule, because this molecule,
whose spin is equal to 1, is unstable and decomposes
into an H atom and  molecule. Hence, in the case of
the triplet potentials, only channels (1)–(3) are feasible.

Characteristic of the singlet potential is that, as the
ions approach each other, the Coulomb repulsion is
replaced with van der Waals attraction, which results in
a Coulomb barrier of finite height and a potential well
of finite depth limited by the repulsion potential as the
distance between the ions decreases further. A com-
pound system forms when the ions occur in the poten-
tial well, i.e., when the distance between the  ions
becomes so small that the electron clouds of the ions
start to overlap. This distance depends on both the
mutual orientation of the  molecular axes (linear,
T-type, or collinear) and the position of the electron
cloud in the molecule, which depends on the theoretical
model of the  molecule. In the chemical model, both
the H atom and proton keep their individuality during
the collision event and the molecule is regarded as a
dumbbell with a charge concentrated on one of its ends;
consequently, the gravity center of the molecule does
not coincide with the center of charge. The quantum
mechanical model implies that the electron cloud is dis-
tributed uniformly between the two nuclei; thus, each
end of the dumbbell carries one-half of the positive pro-
ton charge and the center of the positive charge of the

 molecule resides exactly midway between the
nuclei. As a result, within the quantum mechanical and
classical models of the  ion, the height of the Cou-
lomb barrier and, therefore, the minimum interaction
energy required to create a compound system turns out
to be quite different because of the significant differ-
ence in the distances between the gravity center and the
positive charge center.

For the singlet potential, the height of the Coulomb
barrier can be easily determined assuming the Coulomb
repulsion force to be equal to the van der Waals attrac-
tion force, because the repulsion characteristic of
R  0 does not yet come into play. If the mutual ori-
entation of the molecules is linear, then the interaction
energy required for the Coulomb barrier to be over-

come during the formation of the  system is  ≈
7.8 eV in the quantum mechanical model, whereas in

the chemical model, we have  ≈ 5.1 eV and the
cross section is σ ≈ 0.3 × 10–16 cm2. For the T-type
mutual orientation of the axes, the chemical model pre-

dicts the threshold energy  ≈ 8 eV and a substan-
tially higher cross section σT ≈ (1.5–2.0) × 10–16 cm2. In
the quantum model, the threshold for reaction (4) for
the T-type configuration of the compound system is
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 ≈ 12 eV. Finally, in collisions of molecules with
parallel (collinear) axes, the classical and quantum
mechanical models of an  ion predict the thresholds

 ≈ 9 eV and  ≈ 13 eV, respectively. Figure 3
shows the qualitative dependences (calculated by the
chemical model) of the singlet potential of the interac-
tion between two  ions on the distance between the
ions for different mutual orientations of the ion axes.

Reaction (3), which is slightly endothermic, results
in the production of two protons and also proceeds via
the formation of an intermediate state. The threshold

for reaction (3) is  ≈ 5.8 eV for the linear orienta-

tion of the molecules and  ≈ 9 eV for the T-type
and collinear orientations. In the quantum mechanical
model, the corresponding thresholds for reaction (3) are

 ≈ 8.6 eV and  ≈ 13 eV.

The measured thresholds for reactions (2) [8] and
(4) can be regarded as additional evidence in favor of
the classical chemical approach to the description of the
charge distribution in molecules during the collisions
accompanied by ion–molecular reactions proceeding
via the formation of intermediate states. A specific fea-

ture of the quantum mechanical model of an  mole-
cule is the averaging of the electron wave functions
over the positions with respect to the nuclei. Here, a
one-center wave function is actually used and the ques-
tion as to how often the electron jumps from one center
to another remains open. In the classical approach, a
proton is attracted to an atom by the polarization force;
as the proton moves deeper inside the electron cloud,
this force decreases and Coulomb repulsion between
the nuclei comes into play. Obviously, the equilibrium
between nuclei in a molecule can only be dynamical; as
the nuclei vibrate, the exchange of the electron cloud
between them must correlate to the frequency of these
vibrations. Since the duration of the collision event
between  ions in which the  compound system
is produced is much shorter than the period of nuclei
vibrations, the collision proceeds at a fixed instant dis-
tribution of the electron clouds rather than at an aver-
aged quantum mechanical distribution. Interestingly,
the ionization energy  = 15.3 eV of an  molecu-

lar ion differs from the ionization energy of a hydrogen
atom, Iç = 13.6 eV, by only about the potential energy
of the vibrating nuclei, which is one-half of the dissoci-
ation energy D = 2.7 eV. According to [1, 2], these ther-
mochemical estimates can be regarded as important
evidence in favor of the classical model of the molecule
structure. Moreover, for the two-center problem, the
requirement that the classical electron orbits in a mole-
cule be continuous unambiguously leads to the selec-
tion of the eight-shaped orbits correlating only to the
oppositely directed angular moments about each center.
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This determines the choice of the electron wave func-
tion of the “binding orbital” type in an  molecular
ion. It is also important that, for the oppositely directed
angular moments in an ç2 molecule, the currents in the
region between the nuclei turn out to be parallel, which,
according to the laws of electrodynamics, leads to the
attraction between them. It is this attraction that seems
to be the reason for the stability of the singlet states of
diatomic molecules.

The obtained energy dependence of the effective
cross section for  production is resonant in character
with a maximum at ~8 eV and a steep fall at W ≈ 10–
12 eV. Such a steep fall in the cross section for reaction (4)
is related to the increasing role of direct reactions (1)–
(3). Indeed, the dissociation of  ions via these reac-
tions can proceed by transferring the momentum
directly to protons in molecules without the formation
of  ions. Taking into account direct reaction (1) and
especially reaction (2), whose thresholds, with allow-
ance for Coulomb repulsion, lie just in the range 8–
12 eV, the probability of producing the compound sys-
tem is found to rapidly decrease. According to [6], this
probability may even become zero when the interaction
energy exceeds the threshold for reaction (4) by the so-
called critical value.

The study of ion–molecular reactions with a Cou-
lomb barrier may provide important information on the
dynamics of electron clouds in molecules and crystals
and their correlation with nuclear vibrations. The corre-
lation between electron exchange and ion vibrations
can be an important mechanism for nondissipative
charge transfer in anisotropic media.
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Abstract—The development of a preformed constriction in cylindrical agar-agar loads at currents of up to
3 MA is studied experimentally. The loads 3–5 mm in diameter have a mass density of 0.1 g/cm3 and are filled
with different materials. Due to the implosion of the constriction to a minimum size of 40–70 µm, a hot dense
plasma (with the electron density ne = 1022 cm–3, electron temperature Te = 0.8–1.5 keV, and ion temperature
Ti = 3–12 keV) is produced. It is found that the ion temperature substantially exceeds the electron temperature.
The lifetime of the high-temperature plasma determined from the FWHM of a soft X radiation (SXR) pulse is
shorter than 5 ns, the radiation power of photons with energies of ≥1 keV is higher than 0.5 × 1010 W, and their
total energy attains 50 J. High-speed photography in the VUV, SXR, and optical spectral regions indicates the
protracted generation of the high-temperature plasma. Calculations by the two-dimensional ideal MHD model
of the Z-pinch show that the most important consequence of the protracted plasma generation in the constriction
region is that the current is intercepted by a freshly produced plasma. In the course of plasma generation, the
current near the axis inside the region of radius 50 µm is at most one-half of the total current. After the plasma
generation comes to an end, almost the entire current is concentrated in this region for several nanoseconds; this
process is accompanied by a sharp increase in the plasma temperature. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The first studies on Z-pinches revealed that regions
emitting intense X radiation arise on the axis of the
plasma column [1]. Experiments with deuterium
showed that these regions also emit neutrons [2].

Investigations demonstrated that, in the emitting
regions, the density and temperature of the plasma are
substantially higher than those in the bulk pinch
plasma. The high-temperature plasma is produced
because of the MHD instability of the pinch and usually
appears in the regions where constrictions are formed.

In connection with the observed increase in the
plasma temperature in constrictions, it was proposed to
use this effect to initiate a thermonuclear burning wave
along the pinch [3, 4]. To ignite a thermonuclear fuel, it
is necessary to produce one deep constriction with the
plasma temperature and density as high as possible. In
this case, the energy spent on creating the pinch will be
compensated for by heat released during the propaga-
tion of the thermonuclear burning wave. Numerical cal-
culations [5] show that, in order to ignite a thermonu-
clear burning wave along the Z-pinch, it is necessary to
produce a plasma with a temperature of above 5 keV in
a micron-sized pinch constriction.

At present, experiments are being conducted at the
RRC Kurchatov Institute with the purpose of studying
the possibility of producing a high-temperature plasma
in a fast Z-pinch with the help of a preformed constric-
1063-780X/01/2712- $21.00 © 1039
tion. The first experiments on plasma compression car-
ried out in the Module A 5-01 facility operating in the
low-resistance mode [6] demonstrated the development
of a deep constriction [7–9]. These experiments were
conducted at currents of 0.8–1.5 MA with the use of
profiled dielectric loads. Operation in the range of cur-
rents of 3–5 MA, attainable in modern facilities, offers
the opportunity of further increasing such plasma
parameters in the constriction as ρr (where ρ is the mass
density and r is the radius) and the temperature T, which
are important for ignition.

In this paper, we present the results from experimen-
tal studies of a plasma produced by the current flowing
through profiled cylindrical agar-agar loads. Experi-
ments were carried out in the S-300 facility at currents
of 2–3 MA with a rise time of τ ≈ 100 ns [10].

2. DESCRIPTION OF THE EXPERIMENT

Experiments on the dynamics of a constriction in a
high-density Z-pinch were carried out in the S-300
facility. The S-300 eight-module generator, which was
created and put into operation at the RRC Kurchatov
Institute in 1995, is intended for experimental research
on inertial confinement fusion. This facility is capable
of producing electric pulses with an energy of 300 kJ, a
voltage of 1.3 MV, and a duration of 70 ns.

A high-voltage pulse produced by a forming sys-
tem (1) is fed through an insulator 1 m in diameter (2)
2001 MAIK “Nauka/Interperiodica”
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Fig. 1. Output unit of the S-300 facility: (1) water transmission lines, (2) insulator, (3, 5) concentrator MITLs, (4) target unit with
the load, (6) anode, (7) cathode, and (8) diagnostic tube.
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to a vacuum energy concentrator (Fig. 1). The concen-
trator is built from vacuum magnetically insulated
transmission lines (3, 5) connected in parallel and
joined in a target unit (4), in which the load (Z-pinch)
is located. The interelectrode gap in the magnetically
insulated lines of the concentrator is 1 cm, and the max-
imum electric field attains 500 kV/cm. The output
inductance of the generator (the concentrator with the
insulator and the target unit) is 14 nH. Under short-cir-
cuit conditions and at a voltage of 700 kV in the inci-
dent wave, a 4-MA current pulse with a 70-ns rise time
was produced. The current through the physical load
(liner) was higher than 3.5 MA, and the current through
the Z-pinch attained 3.1 MA at a rise time of τ ≈100 ns.

As loads, we used profiled cylindrical agar-agar cyl-
inders 5–10 mm in height and 3–5 mm in diameter with
a preformed constriction 0.1–1 mm in diameter. Car-
bon-filled agar-agar loads, whose initial density could
vary over a wide range from atmospheric-gas density to
solid density (0.005–1 g/cm3), were manufactured
based on the technology elaborated at the Troitsk Insti-
tute of Innovation and Fusion Research [11]. In some
experiments, we used deuterated polyethylene as a fill-
ing material. The use of agar-agar loads allowed us to
model the dynamics of compression of condensed
hydrogen at lower currents and, additionally, to effi-
ciently transfer the energy from the generator to the
load.

With the output resistance of the S-300 generator
matched to the load, the inductance of the target unit
was no higher than 6 nH. The loads were positioned
along the axis of the target unit between two truncated
stainless-steel cones with vertexes facing each other
(Fig. 1). The cones were electrodes of the discharge
gap; the distance between them could be varied from 6
to 10 mm. In some experiments, the filament material
was doped with diagnostic additives of heavier ele-
ments (chlorine, copper, or potassium) in proportions
of 1–10% of the number of atoms. To study the plasma
compression in the Z-pinch constriction and to measure
the plasma parameters, we used various X-ray diagnos-
tics (Fig. 2).

The plasma temperature and density were deduced
from the ratio between the intensities of hydrogen lines
and helium-like ion lines (resonant and intercombina-
tion lines). The ion temperature was deduced from the
Doppler broadening of spectral lines. The X-ray spec-
trum was measured with a spectrograph with a convex
PLASMA PHYSICS REPORTS      Vol. 27      No. 12      2001
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cylindrical mica crystal [12]. Even for a small angular
size of the source, the convex crystal of the X-ray spec-
trograph allowed observations over a wide spectral
range from 2.5 to 13 Å, which usually included two to
three orders of reflection of the lines. The width of an
individual spectral line was determined by both its
proper spectral width (predominantly, related to Dop-
pler broadening) and the diameter of the radiation
source. Depending on the order of reflection, the contri-
bution to the line width from the spectral component
increases, whereas the contribution from the geometric
size of the source remains constant. This circumstance
makes it possible to separate the geometric and spectral
contributions to the line width [13]. The crystal gener-
atrix was parallel to the Z-pinch axis. A horizontal slit
0.5 mm wide was positioned in front of the spec-
trograph so as to form the longitudinal image of the
Z-pinch. The smaller scale of an individual point of the
image was evaluated from the width of the image
boundary (half-shadow). Beryllium and polypropylene
foils of width 20 and 2 µm, respectively, were placed at
the entrance to the spectrometer. The spectrum was
recorded on a Kodak DEF film. The spectrograph was
placed inside a protective lead case.

The dynamics of the plasma parameters was
deduced from the discharge emission in the photon
energy range 0.05–10 keV. VUV radiation and soft X
radiation (SXR) were measured with vacuum photoe-
mission detectors with aluminum photocathodes
equipped with different filters. Structurally, the detec-
tors were joined in vacuum units containing two or four
detectors. The photoemission detectors were located in
a diagnostic tube (8) (Fig. 1) at a distance of 0.9–3 m
from the load axis.

The structure of the radiating plasma was deter-
mined with the help of time-integrated and frame pho-
tography. For time-integrated photography, we used
pinhole cameras with apertures of 20, 50, and 100 µm;
the magnification varied from 1.25 to 4. The highest
resolution on the object was 40 µm for a magnification
of 1.25 and a pinhole aperture of 20 µm.

For the frame photography of the plasma in the
VUV and SXR spectral regions, we used a system of
three X-ray image tubes. The spatial and time resolu-
tions of the system were 100 µm and 3 ns, respectively.
To study the character of the electric breakdown in the
load and to trace the further behavior of the plasma in
the visual spectral region, we used frame photography
with image tubes (with a frame exposure of 5 ns) and
high-speed streak-camera imaging. The time resolution
of the streak camera was 1 ns, and its spatial resolution
was 0.05 mm. In these experiments, the Z-pinch was
traced in both the radial and axial directions.

Concurrently with the radiation pulses, we mea-
sured the electric parameters of the discharge gap: the
voltage, current, and current time derivative at the
entrance to the target unit.
PLASMA PHYSICS REPORTS      Vol. 27      No. 12      2001
To study the evolution of the peripheral plasma, we
used laser probing, which provided two-frame shadow
or schlieren photographs of the object. The probing was
performed at the second harmonic of a YAG : Nd laser
at a wavelength of 532 nm with a 50-ns pause between
the frames. The laser pulse duration was 10 ns, and the
pulse energy was 20 mJ.

3. EXPERIMENTAL RESULTS

In experiments on the dynamics of plasma compres-
sion in the Z-pinch constriction, the energy of the inci-
dent wave fed to the concentrator was 100 kJ. The best
matching between the generator and the agar-agar load
with an initial diameter of 3–5 mm was achieved when
the load height was 8–10 mm; in this case, the current
attained 3 MA (Fig. 3). In these experiments, the mass
density of loads varied from 0.05 to 1 g/cm3. The initial
diameter of the constriction was 0.5–1 mm. The mass
per unit length in the constriction varied from 0.1 to
5 mg/cm. To provide high plasma parameters, which
depend substantially on the current, it was necessary to
achieve the matching between the plasma compression
time and the current rise time. For loads with a density
of 0.1 g/cm3, the matching was achieved at initial con-
striction diameters less than 1 mm.

It was found that the process of plasma formation
after the electric breakdown of carbon-filled agar-agar
loads depended substantially on the initial density and
radius of filaments. At initial densities lower than

1

2

3

4

5

6
7

Plasma 2.
3 

m

First beam
Second beam
Third beam

Receiving system

Fig. 2. Experimental arrangement: (1) crystal spectrograph,
(2) pinhole camera, (3) laser, (4) three-frame electron-opti-
cal system, (5) high-speed streak camera, (6) VUV diodes,
and (7) three-frame X-ray electron-optical system.
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5 × 10–2 g/cm3 (which were close to those in experi-
ments carried out in the Module A 5-01 facility) [14], a
plasma corona with a diameter exceeding the load
diameter was formed. The arising hot points were cha-
otically located in the volume occupied by a low-den-
sity plasma. In optical streak camera images obtained
with axial tracing, it is seen that, at the beginning of the
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Fig. 3. Waveforms of (1) the voltage, (2) current, and SXR
signals obtained with (3) 5-µm Dacron and (4) 10-µm
Mylar filters and (5) without filters for an agar-agar load
filled with carbon at a density of 0.1 g/cm3 and an initial
constriction diameter of <1 mm.

Fig. 4. Image-tube photographs of the agar-agar load in
(1, 2) the optical and (3, 4, 5) VUV–SXR spectral regions.
Time is counted from the beginning of the current pulse.

Fig. 5. (a) Pinhole photograph of the constriction region
obtained with a 12-µm Mylar filter and (b) densitograms of
the constriction produced by the compression of the agar-
agar load filled with graphite at a density of 0.1 g/cm3 and
an initial constriction diameter of <1 mm.
process, bright channels with diameters approximately
equal to 1 mm arise. These channels exist for a long
time during the discharge, the number of channels
being no larger than 4–5. The transverse size of most of
the bright channels changes slightly with time; only
some of them expand in the axial direction with a veloc-
ity of 106 cm/s.

As the initial density increased to 0.1 g/cm3, the
integral pinhole photographs and the photographs
obtained with X-ray image tubes showed the formation
of a hot and dense plasma in the region of the pre-
formed constriction (Figs. 4, 5), as was previously
observed in experiments performed in the Module A 5-01
facility [7, 9]. The minimum constriction size was
reached when the current was close to its maximum
value. After the maximum compression, the plasma in
the constriction began to expand.

In streak camera images obtained with axial tracing,
it is seen that, against a rather intense radiation back-
ground, a bright region less than 1 mm in size arises
and, then, 130 ns from the beginning of the current
pulse, is split into two bright regions moving in the
axial direction (Fig. 6a). The mean propagation veloc-
ity of the bright regions moving apart is 2 × 106 cm/s.
In some experiments, the splitting and axial motion of
bright regions were not observed. In streak camera
images obtained with radial tracing, it is seen that the
transverse size of the bright region is equal to 1 mm and
does not vary for 100 ns. Then, the plasma begins to
expand with a velocity of 2 × 106 cm/s in the radial
direction (Fig. 6b). In streak camera images obtained
with radial tracing, it is seen that the emission intensity
sharply increases by the time when the current is close
to its maximum value. The observed phase of intense
emission lasts for 10–15 ns. Before the phase of the
maximum emission intensity, while the current was
increasing, we observed short bright bursts lasting for
several nanoseconds.

This behavior of the plasma emission may be
explained by the fact that the formation of a plasma
from the solid phase of the agar-agar load takes a rather
long time; the plasma also forms gradually and moves
toward the axis over a rather long time close to the cur-
rent rise time. In this case, the current is distributed in
space between the axis and the pinch boundary. The
character of the emission from the load constriction
region observed in the frame photographs obtained
with optical and X-ray image tubes also indicates the
protracted plasma formation in the constriction (Fig. 4).
In these photographs, it is seen that, up to 80 ns, the
constriction size varies only slightly; 20 ns later, a
bright point arises. A similar character of the formation
of hot points was also observed in [7, 9].

The plasma compression is accompanied by the
generation of SXR pulses. Figure 3 shows VUV signals
behind a 12-µm Mylar filter (12 µm Dacron + 0.1 µm
aluminum) and a 5-µm Dacron filter and also an unfil-
tered signal. The instant at which the hot plasma
PLASMA PHYSICS REPORTS      Vol. 27      No. 12      2001
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Fig. 6. Optical streak camera images obtained with (a) axial and (b) radial tracing.
appears is determined from the time when the SXR sig-
nal reaches its amplitude value (behind the 12-µm
Mylar filter); this time corresponds to the maximum
current. Note that the VUV diode with the 12-µm Mylar
filter is most sensitive to photons with energies of
2 keV. The lifetime of the hot plasma determined from
the FWHM of the SXR signal was shorter than 5 ns.
The radiation power of photons with energies of 2 keV
is higher than 5 × 109 W, and their total energy is
20−50 J.

In integral photographs obtained with the 12-µm
Mylar filter (the corresponding cutoff energy at a level
of 0.1 is 1.5 keV), it is seen that, a plasma with a mini-
mum size of 40–70 µm is formed as a result of com-
pression (Fig. 5). The measurements of the width of a
half-shadow of the edge of the horizontal slit give a
close value of the hot-plasma size: 60–70 µm.

The electron temperature and density in the con-
striction region were calculated by the collision-radia-
tive model with allowance for the re-emission in lines
[15]. Estimates by this model give the electron temper-
ature Te = (0.8–1.5) keV, ion temperature Ti = (1–
12) keV, and electron density ne = (0.3–1) × 1022 cm–3.
The characteristic emission spectrum from potassium
and chlorine impurity ions is shown in Fig. 7. As is seen
from the table, the ion temperature is substantially
higher than the electron temperature.

Estimates for the relaxation times τee , τii, and τei

show that, for the measured plasma density, thermal
equilibrium should be established both in the electron
component and between the ions of different species.
However, thermal equilibrium between the ions and
electrons is not reached.
SICS REPORTS      Vol. 27      No. 12      2001
We note that the plasma parameters at the end of the
compression depend substantially on the constriction
profile. The highest plasma parameters are obtained
with a constriction shaped like two truncated cones
with the vertexes facing each other and the apex angle
not exceeding 90°. For the load-material mass density
close to the solid mass density, the formation of a hot
plasma was observed in the region of the preformed
constriction when the diameter of the constriction was
less than 0.5 mm [14]. The compression was accompa-
nied by a sharp increase in the voltage and the appear-
ance of characteristic spikes in the filtered VUV sig-
nals. The typical size of the compressed plasma was on
the order of 100 µm. For a load with a mass density of
1 g/cm3, the plasma parameters (density and tempera-
ture) were substantially lower than those for loads with
a mass density of 0.1 g/cm3.

The dynamics of a relatively low-density peripheral
plasma was studied with the help of two-frame shadow
and schlieren photographs. The shadow photographs of
the Z-pinch plasma are shown in Fig. 8a. Assuming that
laser radiation is absorbed due to inverse bremsstrahl-
ung, the electron density can be estimated as ne ≥
1019 cm–3. The plasma velocity in the constriction
region is at most 105 cm/s, and the velocity of the
ejected plasma at the Z-pinch periphery is on the order
of 4 × 106 cm/s. Schlieren photographs are presented in
Fig. 8b. As a mask, we used a disk 1.5 mm in diameter
positioned at the lens focus; this allowed us to measure
the gradients in all directions lying in the plane perpen-
dicular to the probing beam. The measured gradients lie
within the range 4 × 1019 cm–4 ≤ |gradne| ≤ 3 × 1020 cm–4.
The velocity of the ejected plasma is close to that
Parameters of the high-temperature plasma

Experiment no. Load composition Z of the diag-
nostic additive Te , eV Ti , eV ne , cm–3 Plasma

diameter, mm

1 Agar-agar(25%) + C(60%) + KCl(15%) 17 931 12014 3.72 × 1021 0.34

1, another point – 19 1330 3865 4.96 × 1021 0.48

2 – 17 1172 8328 2.05 × 1021 0.48

3 Agar-agar(35%) + C(60%) + CuCl2(5%) 17 804 13614 1 × 1022 0.3
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obtained from the shadow photographs and is equal to
(4–5) × 106 cm/s.

4. MODELING OF THE PINCH DYNAMICS
WITH ALLOWANCE FOR THE PLASMA 

FORMATION

An important feature of the compression of a
Z-pinch produced using the filled agar-agar load is a
gradual (rather than instantaneous) conversion of the
load material into plasma. Therefore, when modeling
the discharge, we should take into consideration not
only the plasma dynamics, but also the dynamics of a
neutral gas produced by the evaporation of the load
material.

The problem of the gradual formation of the plasma
shell of the pinch, including the entrainment of the neu-
tral gas by the plasma shell, was analyzed in [16, 17] in
the three-fluid model. These papers were devoted to
discharges in hydrogen. It was shown that neutral
(unionized) hydrogen is rather easily involved in
motion due to charge exchange. As a result, the weakly
ionized plasma shell moves to the axis of the system as
a single entity.

A somewhat different situation occurs when the
plasma is produced from agar-agar. The agar-agar load
consists of chaotically placed solid filaments ~10 µm in
diameter and a filling material (typically, carbon)
between them. In the discharge, both the filament and
the filling material gradually evaporate, rather than
instantaneously convert into a plasma. The gas pro-
duced by evaporation is also gradually ionized and con-

I II III

Fig. 7. X-ray spectrum of potassium and chlorine impurity
ions for three orders of reflection.
verted into a plasma. If the time needed for the material
evaporation and plasma formation is comparable with
the discharge current rise time, it is necessary to take
into account the continuous generation of the plasma in
the interelectrode space. For available pinch dis-
charges, the time needed for the load material to be con-
verted into a plasma is comparable to the current rise
time (~100 µs). The most important consequence of the
continuous plasma generation in the interelectrode gap
is that the current is intercepted by a freshly generated
plasma.

In [18], a different, simpler model was used to ana-
lyze the evolution of a wire liner. It was assumed that
the wire liner is gradually converted into a gas and,
then, into a plasma. The neutral gas of the evaporated
liner material was assumed to be at rest until it was con-
verted into a plasma. This approach simplifies the sim-
ulation, because it does not require a description of the
motion of the neutral component. Here, we use a simi-
lar simplification.

Calculations were performed for the S-300 experi-
mental conditions by the ideal two-dimensional
Z-pinch model described in [17]. The discharge current
in the circuit was taken from experiment (Fig. 3). The
load configuration is shown in Fig. 9a. The initial con-
striction radius was 0.5 cm, and the initial material den-
sity was 0.1 g/cm3.

The time evolution of the agar-agar load depends on
both the incident radiation power and the heat transfer
due the heat conduction to the evaporated material [19].
At present, simulations of plasma generation in the dis-
charge encounter difficulties. To simplify calculations,
it was assumed that the load material is converted into
a plasma in a certain characteristic time τev. The rate of
the load evaporation and conversion into a plasma
depends on the radiation power and the neutral (still
unionized) load material. The radiation power is
approximately proportional to the heat energy con-
tained in the pinch plasma. Since the pinch heat energy
is determined by the current squared and the pinch cur-
rent grows linearly with time, the rate of the plasma for-
10
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Fig. 8. (a) Shadow and (b) schlieren photographs. Time is counted from the beginning of the current pulse.
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(a) Agar-agar (b) t = 40 ns (c) t = 80 ns (d) t = 83 ns

Fig. 9. (a) Configuration of the agar-agar load and (b)–(d) the electron density distribution at different times after the beginning of
discharge.
mation in the space filled with the load material can be

written in the form dρ/dt  = 2ρt2/ , where ρ is the
agar-agar mass density. The plasma density increases
due to evaporation only in the regions containing the
load material.

Calculations were performed with different charac-
teristic times τev. From a comparison of the calculated
and experimental compression times, it was found that
the load material in the constriction region has time to
be converted during the current rise time. The best
agreement between the experiment and simulations
was achieved with the evaporation time τev = 80 ns.

Figures 9b–9d show the electron density distribu-
tions at times 40, 60, 80, and 83 ns. Calculations show
that the pinch is compressed and the current-carrying
shell arrives at the pinch axis rather rapidly (by 36 ns).
Then, the pinch compression stops. However, the pinch
remains stable up to 80 ns and the development of the
constriction does not lead to the pinch breaking. The
stability of the pinch from 40 to 80 ns is explained by
the fact that the gas surrounding the pinch flows into the
pinch compression region and the number of particles
in the cross section of the pinch near the constriction
region does not decrease. After 80 ns, the process of
plasma formation comes to an end and the pinch
becomes unstable, so that, 3 ns later, a pronounced con-
striction is observed (Fig. 9d).

Figure 10 shows the radial profiles of the current
density in the cross section of the constriction at t = 30
and 80 ns. At t = 30 ns, the current-carrying shell is seen
to converge on the pinch axis. Besides a thin current
layer pushing the plasma, we can see a small peak of
the current density at a radius of 0.045 cm. This small
current peak arises because it is necessary to accelerate
a freshly generated plasma to the radial drift velocity
v  = cE/B, where E(r) is the z-component of the electric
field and B(r) is the magnetic field in this region.

τev
3
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The current profile at t = 80 ns is typical of the main
phase of the discharge from 36 to 80 ns. During this
period of time, a fraction of the total current com-
presses the pinch plasma column near the axis (r <
0.15 mm). Another peak of the current density is located
in the plasma-generation region (r = 0.25–0.5 mm).
Characteristically, the current density increases toward
the boundary of the plasma-generation region. This
current peak exists while a plasma is being formed from
the load material. The value of the current intercepted
by the outer part of the plasma shell can be seen in the
profiles of the current through the region of a given
radius (Fig. 11). It is seen in Fig. 11 that from 10 to 50%
of the total current is concentrated near the axis, and the
remaining current is distributed in the plasma-genera-
tion region. After the process of plasma generation
comes to an end, the current is rapidly redistributed and
most of the current is concentrated in the constriction
region (see the profile at 100 ns in Fig. 11).

Note that, in the region from 0.15 to 0.2 mm, the
current is negative. In this region, a low-density plasma

1 × 108

0.5 × 108

0 0.05 0.10
r, cm

30 ns

80 ns

j, A/cm2

Fig. 10. Radial profiles of the current density in the con-
striction region at times of 30 and 80 ns.
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Fig. 11. Current through the pinch region of radius r in the
cross section of the constriction, I = Br/2c, at different
times.

Fig. 12. Time evolution of (a) the discharge current and
(b) the current through the region of radius 50 µm in the
cross section of the constriction.
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Fig. 13. Time behavior of the plasma temperature in the
center of the constriction.
moving from the periphery enters the compressed pinch
region and is slowed down because of both collisions
with the slowly moving plasma in front of it and the
compression of the frozen-in magnetic field of the cur-
rent. The magnetic field pressure in this region pushes
the plasma away from the axis, which is reflected in the
negative electric current in this region.

The time variations in the total current and the cur-
rent through the region of radius 100 µm are shown in
Fig. 12. It is seen that the current at the axis arises when
the plasma shell arrives there and then increases as the
total current increases. However, the total current in this
region is no higher than 50% of the total current during
plasma generation. As soon as the plasma generation
comes to an end, the current becomes almost totally
concentrated inside the region of radius 100 µm
(Fig. 12).

Figure 13 shows the time behavior of the plasma
temperature in the central part of the load, where a
high-temperature plasma emitting SXR is usually
observed. It is seen that, when the plasma shell arrives
at the axis (at t = 36 ns), the plasma temperature
increases abruptly to ~100 eV. Then, the temperature
slowly increases and the high temperature (above
1 keV) is reached only after the process of plasma gen-
eration comes to an end. During a relatively long period
of time (from 36 to 80 ns), the plasma continuously
flows into the constriction region in the radial direction
and leaves this region through the ends. In this case, the
number of particles in the constriction cross section
varies only slightly, because it is governed by the bal-
ance between the plasma inflow in the radial direction
and its outflow along the axis.

Thus, our investigations show that the process of
gradual plasma generation stabilizes the Z-pinch
against the formation of a constriction. This ensures the
existence of a stable plasma pinch while the pinch cur-
rent grows to its maximum level (~2.3 MA). After the
plasma generation comes to an end, the pinch becomes
unstable and the further development of the constric-
tion occurs at the maximum pinch current.

5. CONCLUSION

Experiments performed in the S-300 facility have
shown that, at a current of 3 MA (as well as in the pre-
vious experiments with a current of 1.5 MA [7]), a deep
constriction develops in the region of the preformed
neck. The compression of agar-agar loads leads to the
formation of a high-temperature plasma region of size
40–70 µm. The time needed for the high-temperature
plasma to be formed in the profiled load is comparable
to the current rise time. The highest plasma parameters,
ne = 1022 cm–3 and Te = 1.5 keV, are obtained using the
loads with initial mass densities of 0.1 g/cm3. The life-
time of the high-temperature plasma is 5 ns. The power
and total SXR energy in the photon energy range
>1 keV are equal to 5 × 109 W and 20–50 J, respec-
PLASMA PHYSICS REPORTS      Vol. 27      No. 12      2001
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tively. It is found that the ion temperature substantially
exceeds the electron temperature; the ion temperature
measured from the Doppler broadening of lines is in the
range 3–13 keV. Laser probing shows that a peripheral
plasma with a relatively low density (ne ≤ 1019 cm–3) is
slow-moving; its mass velocity during the current rise
phase is no higher than 2 × 105 cm/s. The high-speed
photography in the VUV, SXR, and visible spectral
regions shows that the plasma generation is protracted.
Shot-time plasma flows are carried away from the con-
striction region to the load axis over several nano-
seconds.

The calculations show that, because of the material
evaporation, a fraction of the current is intercepted by
the peripheral plasma. The current flowing through the
peripheral plasma reduces the magnetic field pressure
at the pinch shell by a factor of 2.

The compression of the ionized plasma occurs at a
rather early stage (40 ns). Then, during a relatively long
period of time (from 40 to 80 ns), the number of parti-
cles in the constriction cross section varies only slightly
and the pinch remains stable. After the plasma genera-
tion comes to an end, the pinch becomes unstable and
further development of the constriction results in the
appearance of a high-temperature plasma at the pinch
axis. The process of gradual plasma formation stabi-
lizes the Z-pinch against the formation of a constric-
tion. This ensures the existence of a stable pinch while
the pinch current grows to its maximum value.
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Abstract—The acceleration of dense electron bunches (e.g., those produced by the ionization of thin films) at
the front of a high-power electromagnetic wave in vacuum is considered. It is shown that the reaction force of
the intrinsic radiation of a bunch can play a significant role in the acceleration process because it gives rise to
an additional accelerating force acting on the bunch and to forces that compress the bunch in the longitudinal
direction. As a result, all of the bunch electrons can be synchronously accelerated during the first several half-
periods of the external electromagnetic field. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In recent years, much attention has been devoted to
the problem of electron acceleration by superintense
laser pulses in vacuum [1–12]. Such problems are usu-
ally solved by investigating the propagation dynamics
of an individual electron in the field of a high-power
electromagnetic wave, in which case, in the equations
of motion, the own radiation of the electrons and other
collective effects are neglected.

The behavior of an individual electron in the field of
a moderate-intensity electromagnetic wave (with the
dimensionless amplitude α0 = eE/mcω ≤ 1, where e and
m are the charge and mass of an electron, c is the speed
of light, and E and ω are the amplitude and frequency
of the electromagnetic field) is most often described by
the ponderomotive potential model [1–7, 10], in which
the electron motion is assumed to be a superposition of
a relatively slow drift and rapid oscillations related to
the fast changes in the wave phase at the instantaneous
position of the electron. For superintense laser pulses
achievable at the present time [13], we have α0 @ 1, so
that the ponderomotive potential model is inapplicable:
the electron is already efficiently accelerated during the
first half-period of the external field, while the field
phase along the electron trajectory changes slowly.

Recently, new methods have been developed that
make it possible to produce dense electron bunches by
ionizing solid-state thin-film targets by ultrashort laser
pulses [14], in which case the electron density in the
bunches can be as high as the electron density in solids.
In order to describe the acceleration of such electron
bunches by a superintense (α0 @ 1) laser field in vac-
uum, it is necessary to use new approaches, because, on
the one hand, the ponderomotive potential model is
inapplicable and, on the other hand, the self-action of
the bunch via intrinsic radiation may be significant and,
1063-780X/01/2712- $21.00 © 1048
thus, should be taken into account in the analysis of the
bunch motion.

In this paper, we study (both numerically and ana-
lytically) how a dense electron bunch produced by the
ionization of a thin-film target is accelerated at the front
of a superintense (α0 @ 1) electromagnetic wave in vac-
uum. We take into account radiation effects and assume
that the target ions are immobile.

The nonlinear electrodynamic effects in the interac-
tion of high-power laser pulses with thin foils, such as
harmonic generation and the change (sharpening) of
the laser pulse shape, were considered, e.g., in [12, 15].

2. QUALITATIVE ESTIMATES

We start by considering some characteristic features
of a model description of the collective radiative inter-
action between electrons. The idea of collective meth-
ods of charged particle acceleration was first originated
in the mid-1950s by V.I. Veksler [16]. Let an electro-
magnetic pulse be incident on a dense electron bunch of
volume V. For simplicity, we assume that the bunch
dimensions in all directions are much smaller than the
wavelength λ of the incident radiation. In order to esti-
mate the role of collective effects, we begin by neglect-
ing Coulomb repulsive forces between the bunch elec-
trons. In other words, we assume that all electrons
move along identical trajectories and the dipole
moment d of the electron system has the form d = Ner,
where N is the number of electrons in the bunch and r
is the bunch coordinate. In this case, to the lowest order
in v /c (where v  is the velocity of an electron), the coor-
dinate of the bunch moving in the field E of a plane
wave satisfies the equation  = eE/m. As a result, the
total intensity of dipole radiation is I = 2N2e4E2/3m2c3

[17], and the effective scattering cross section σ,
defined as the ratio of the total intensity of dipole radi-

ṙ̇

2001 MAIK “Nauka/Interperiodica”



        

ACCELERATION OF DENSE ELECTRON BUNCHES AT THE FRONT 1049

                                                                                                                       
ation to the intensity of the incident wave, is equal to
σ = 8πe4N2/3m2c4, which is N2 times larger than the
cross section for the Thomson scattering of radiation by
one electron. Since the momentum lost by the incident
wave is transferred to the electron bunch, the time-aver-
aged force acting on the bunch is fσN = 2e4N2E2/3m2c4.
This means that the averaged force acting on an elec-
tron, fσ = fσN/N, increases in proportion to the number
of bunch electrons and, therefore, can be fairly strong
for dense electron bunches, thereby indicating the pres-
ence of collective effects. Of course, for relativistic
electron bunches, these estimates are incorrect, but they
show that the radiative interaction force should be taken
into account when the electron bunch density is suffi-
ciently high.

As an example, let us compare the radiative inter-
action force with the conventional force (proportional
to E) acting on an electron in the given field of a plane
wave. Again, to the lowest order in v /c, we have
fσ /eE = 2e3NE/3m2c4. Analyzing this ratio for one elec-
tron (N = 1), we can see that, even for the strongest
laser fields achievable at the present time [13], the aver-
age radiation-reaction force fσ is seven orders of magni-
tude smaller than eE. However, for bunches with a large
number N of electrons, these forces can, in principle, be
comparable. In fact, for an electron bunch with a den-
sity of 1022 cm–3 [14] and a volume of V ≈ λ3 and for an
incident radiation with a wavelength of 1 µm, we obtain
N = 1010, so that the average radiation-reaction force is
dominant.

An analogous conclusion can be drawn from a com-
parison of the average radiation-reaction force with the
gradient ponderomotive force, which is usually
regarded as the main driving force for electron acceler-
ation by electromagnetic pulses in vacuum [1–7, 10].
For the gradient ponderomotive force, we have [4] fg =

−e2— /2mω2. In this case, the force ratio is indepen-
dent of the field strength and, for one electron, is equal
to fσ/fg = 4Ne2ω2∆z/3mc4, where ∆z is the characteristic
scale length on which the field decreases. To be spe-
cific, we set ∆z equal to 100 wavelengths, in which case
the force ratio fσ/fg for a bunch consisting of one elec-
tron is on the order of 10–4. This indicates that, for low-
density electron bunches, the radiation-reaction force
can be neglected. However, for dense bunches contain-
ing about N ≈ 1010 electrons, the average radiation-
reaction force fσ is much stronger than the gradient pon-
deromotive force fg for ∆z = λ/2 and, thus, should be
incorporated into the equations of motion.

We emphasize that taking into account the radiation-
reaction force is only important in problems of the
acceleration of dense electron bunches. Even for high-
current electron beams with a typical density of about
1012 cm–3, there is at most one electron in a volume of
V ≈ λ3; hence, for such beams, the radiation-reaction
force can nearly always be neglected.
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The above qualitative considerations show that the
acceleration of dense electron bunches should be
described with allowance for collective effects. Gener-
ally, efforts to exactly incorporate the radiation-reac-
tion forces in a system with many relativistic electrons
run into significant difficulties [17]. Numerical model-
ing implies the simultaneous solution of Maxwell’s
equations and the relativistic equations of motion for
many electrons. However, this way is fairly compli-
cated and the physical interpretation of the final numer-
ical results is far more difficult. An alternative is to use
a model that sometimes makes it possible to derive ana-
lytic expressions for the radiation-reaction force in the
case of many electrons, e.g., the so-called 1D3V model,
in which the electron motion is described in terms of
one spatial coordinate and three velocity components.
It is clear that this model provides an adequate descrip-
tion of the main processes occurring during the ioniza-
tion of thin films by high-power laser pulses. Here, we
apply a combined (numerical and analytical) version of
the 1D3V model; i.e., we reduce the problem to the
solution of equations of motion (which are ordinary
delayed differential equations).

3. MODEL AND BASIC EQUATIONS

We consider a medium that is homogeneous in the
plane perpendicular to the z-axis; i.e., we assume that
the charge and current densities (ρ(z, t) and j(z, t))
depend only on the coordinate z and time t. Let us first
represent the charge and current densities as ρ(z, t ) =
σδ[z – Z(t )] and j (z, t ) = σv(t)δ[z – Z(t)], where σ is
the surface charge density. Physically, these representa-
tions describe a thin plane charged sheet that is infinite
in the x and y directions and is composed of electrons
that all move in the same manner (the longitudinal
coordinate and velocity of the electrons are Z(t) and
v(t), respectively). In this case, formal solutions to
Maxwell’s equations can be obtained using a Green’s
function approach [18–20]:

(1)

(2)

(3)

where E⊥ e = Exeex + Eyeey , v⊥  = v xex + v yey , b = v/c, and
the delay time t ' is determined from the equation c(t –
t ' ) = |z – Z(t ' )|.

Expressions (1)–(3) are one-dimensional (or, more
precisely, 3+1-dimensional) analogues of the classical
Lienard–Wiechert solutions [17] and describe the field
of an infinite charged (electron) sheet, in which case the
field components Eze and E⊥ e can be interpreted as the
near field and radiation field of the sheet, respectively.

Eze z t,( ) 2πσ z Z t '( )–[ ] ,sgn=

E⊥ e z t,( )
2πσb⊥ t '( )

1 βz t '( )– z Z t '( )–[ ]sgn
--------------------------------------------------------,–=

He z t,( )
2πσb⊥ t '( ) ez×

1 βz t '( ) z Z t '( )–( )sgn–
-------------------------------------------------------- z Z t '( )–[ ]sgn ,=
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Now, we consider a medium whose initial charge
density is arbitrarily distributed along the z-axis, on
which the medium is assumed to occupy region Ω. We
divide this region into thin electron sheets of width dz0
by the planes perpendicular to the z-axis and describe
the state of each sheet by Lagrangian variables. Specif-
ically, let Z(z0, t) be the longitudinal coordinate of the
sheet with the initial coordinate z0 ∈  Ω, and let βz(z0, t) =
∂Z(z0, t )/c∂t and β⊥  = β⊥ (z0, t ) be the dimensionless
longitudinal and transverse velocities of the sheet. In
other words, we number the sheets by their initial coor-
dinates z0. In accordance with expressions (1)–(3), the
total radiation field of the charged medium is the sum
of the radiation fields of the elementary sheets:

(4)

(5)

(6)

where the delay time t '(z, z0, t) for each sheet is deter-
mined from expressions (1)–(3).

The interaction of electrons with the self-consistent
radiation field gives rise to the effective “viscous” force
Fs = eEs + eb × Hs, which acts on each electron in the
sheet [17, 18]:

(7)

where p is the relativistic electron momentum and E
and H are the strengths of the external electromagnetic
field (the field strengths E and H are assumed to be con-
sistent with the model of a medium that is homoge-
neous in the x and y directions; i.e., the medium is
assumed to remain homogeneous throughout the evolu-
tion of the system). Note that the radiation-reaction
force Fs has both transverse and longitudinal compo-
nents, the latter component being highly nonlinear.
Thus, for an infinitely thin electron sheet, the transverse
and longitudinal force components are equal to [see
expressions (1)–(3) and Eq. (7)]

(8)

First, we consider the nonrelativistic limit, in which
v z ! v y ! c. We estimate the average force exerted by
a normally incident, monochromatic, electromagnetic

Ezs z t,( ) 2π ρ z0( ) z Z z0 t,( )–[ ] z0,dsgn

Ω
∫=

E⊥ s z t,( )

=  2π ρ z0( )
b⊥ z0 t ' z z0 t, ,( ),( )

1 z Z z0 t,( )–[ ]β z z0 t ' z z0 t, ,( ),( )sgn–
-------------------------------------------------------------------------------------- z0,d

Ω
∫–

Hs z t,( ) 2π=

× ρ z0( )
b⊥ z0 t ' z z0 t, ,( ),( ) ez× z Z z0 t,( )–( )sgn
1 z Z z0 t,( )–( )βz z0 t ' z z0 t, ,( ),( )sgn–

----------------------------------------------------------------------------------------- z0,d

Ω
∫

dp
dt
------ eE eb H× Fs,+ +=

Fs⊥ 2πσeb⊥ , Fsz– 2πσe b⊥
2βz/ 1 βz

2
–( ).–= =
wave with frequency ω and amplitude E0 on an infi-
nitely thin electron sheet.

That the average pressure force exerted by the wave
on the electron sheet does exist is clear from the follow-
ing physical considerations. Without allowance for the
intrinsic radiation of the sheet and the related radiative
loss, the charges move along closed trajectories (in the
frame of reference in which the charges are, on average,
at rest). Such motion of the charges is a superposition
of transverse oscillations at the frequency of the inci-
dent wave and longitudinal oscillations at the doubled
frequency [17], in which case the period-averaged pres-
sure force exerted by the wave on the electron sheet
vanishes. If we now take into account the intrinsic radi-
ation of the electron sheet, we can see that the charge
trajectories do not close upon themselves, which indi-
cates that the incident wave is scattered (the reflection
coefficient of the sheet for the wave is nonzero) and,
hence, loses its momentum. It is this momentum loss
that gives rise to the average pressure force with which
the wave acts on the electron sheet [18]. In turn, this
force is governed by the collective effects and becomes
stronger as the electron density increases. The pressure
force exerted by a wave on an individual electron was
investigated in [7–9].

Mathematically, the average pressure force is asso-
ciated with the Lorentz force acting on the electrons in
an external wave. In fact, let us simplify matters by set-
ting vz = 0. In this case, expressions (7) and (8) for the
complex velocity amplitude  = exp(iωt) yield

 = –ie /[mω(1 – iα)], where the dimensionless
parameter α = 2πσe/mcω characterizes the relative
influence of the collective (radiation) effects on the

motion of an electron bunch and  is the complex
amplitude of the electric field of the wave. Conse-
quently, in Eq. (7) for the transverse electron momen-
tum [see also expressions (8)], the reaction force Fs⊥  of
the intrinsic radiation of the electrons gives rise to an
additional change in the phase of the momentum p⊥
with respect to the wave phase. As a result, in the equa-
tion for pz, the Lorentz force not only has the purely
oscillatory component, which describes electron oscil-
lations in the prescribed field of the external wave,
but also has the nonzero, slowly varying component,
which governs the average pressure force. For v z = 0,
the averaged (over the period T = 2π/ω) Lorentz force
F = eb × H acting on an individual electron in the lon-
gitudinal direction has the form

(9)

Force (9) is maximum at α = 1. Physically, the existence
of the maximum stems from the fact that, as α  0,
the average pressure force acting on an individual elec-
tron vanishes (the collective effects play an unimpor-
tant role), whereas, as α  ∞, the effective viscous

ṽ y ṽ 0

ṽ 0 Ẽ

Ẽ

Fz〈 〉 α
1 α 2

+
---------------

e
2

E0
2

2mcω
----------------.=
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force increases, so that the electrons become practically
immobile and, accordingly, the Lorentz force vanishes.

The pressure force per unit area of the electron sheet
is related to the pressure force (9) acting on an individual
electron by F = 〈Fz〉n, where n = σ/e is the surface electron

density. As a result, we have F = [α2/(1 + α2)][ /4π].
Consequently, the pressure force per unit area is maxi-
mum for α  ∞ and is described by the conventional
expression following from the familiar expression for the
Maxwell stress tensor [17] (in the limit α  ∞, the elec-
tron sheet is completely reflecting [18]).

Figure 1 shows the time evolution of this force in the
case of acceleration of a plane electron sheet in a pre-
scribed field (α = 0, Fig. 1a) and with allowance for
radiative losses (α = 0.1, Fig. 1b). For clarity, the field
amplitude is chosen to be moderate, α0 = 2, and the
Coulomb interaction between the electrons in the sheet
is neglected. From Fig. 1b, one can see that the average
pressure force is nonzero: the amount by which the plot
of the instantaneous pressure force deviates from a zero
value upward is larger than downward. In addition, the
fact that the period of the force increases with time indi-
cates an increase in the longitudinal velocity of the
electron sheet, in which case, during each next half-
period of the external field, the effective time of the
interaction of the electron sheet with the external field
is longer and, because of the Doppler transformation,
the pressure force amplitude is smaller. In a prescribed
field (Fig. 1a), the period and amplitude of the pressure
force both remain constant, so that the electron sheet is
not accelerated.

Now, we proceed to an analysis of the relativistic
equations of motion that follow from expression (7).

4. INTERACTION OF AN INFINITELY THIN 
ELECTRON SHEET WITH A PLANE WAVE
We begin by considering the interaction between an

external wave and an idealized system consisting of a
single, infinitely thin electron sheet with a constant sur-
face charge density σ. Let the electromagnetic field of
the wave have the components Ey = –Hx = E0sin(ωt –
kz + ϕ0), where ϕ0 is the initial wave phase and k = ω/c
is the wave vector along the z-axis. For the electron
sheet, we introduce the normalized time τ = ωt, normal-
ized longitudinal coordinate Z = kz, and normalized rel-

ativistic momentum P = p/mc = b/ . We also
denote by θ the wave phase with respect to the electron
sheet, θ = τ – Z + ϕ0. Then, from expression (7), we
obtain the relativistic equations of motion

(10)

(11)

E0
2

1 β2
–

dPy

dθ
--------- α0 θsin

αβy

1 βz–
-------------,–=

dPz

dθ
--------

α0

1 βz–
-------------βy θsin

αβzβy
2

1 βz–( )2
1 βz+( )

----------------------------------------.–=
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Let us investigate the asymptotic behavior of the
solution to Eqs. (10) and (11) on sufficiently long time
scales on which the longitudinal electron velocity βz

becomes close to unity. In this case, the inertial term
dPy /dθ in Eq. (10) can be neglected and we arrive at the
following equation for the longitudinal momentum:

(12)

On long time scales, Py is a small quantity proportional

to . As a result, the relativistic factor becomes γ =

(1 +  + )1/2 ≈ Pz. In accordance with Eq. (12), this
factor, on average, increases linearly with the phase θ
and essentially coincides with the so-called longitudi-

nal relativistic factor γ|| = (1 – )–1/2. In this case, the
longitudinal velocity obeys the asymptotic expression

(13)

The asymptotic behavior of the relativistic factor 〈γ〉,
which is averaged over oscillations of the phase θ and
is expressed in terms of the normalized time τ, can be
obtained from Eq. (12) and expression (13):

(14)

Pz

α0
2

4α
------- θ 1

2
--- 2θsin– 

  .≈

Pz
1–

Py
2

Pz
2

βz
2

βz

Pz

1 Py
2

Pz
2

+ +
-------------------------------- 1 8

α
α0

2
------ 

  2
θ 2–

.–≈=

γ〈 〉 γ ||〈 〉 3
1 3/

2
---------

α0
2

α
------ 

 
1/3

τ1/3
.≈ ≈

1.5
1.0
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0
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Fig. 1. Time evolutions of the longitudinal force acting on a
plane electron sheet accelerated (a) in a prescribed field
(α = 0) and (b) with allowance for radiative losses (α = 0.1)
for the case α0 = 2.
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Figure 2 shows the longitudinal relativistic factor γ|| cal-
culated as a function of the phase θ for α0 = 100 and dif-
ferent values of α (solid curves). Profiles 1–3 are
obtained by numerically solving Eqs. (10) and (11)
with zero initial values of the coordinate and velocity of
the sheet. The larger the parameter α, the earlier the
results obtained start to agree well with the asymptotic
solution to Eq. (12). Thus, for α = 1 (curve 1), good
agreement is achieved already at θ/2π ≈ 0.2. For lower
surface charge densities, the time required for the
regime of efficient acceleration of the sheet to be estab-
lished is longer (see curve 2 for α = 0.5 and curve 3 for
α = 0.1). For comparison, we also plot the total relativ-
istic factor γ (dashed curve) calculated for α = 0 (i.e.,
without allowance for the collective radiation effects).
It should be noted that, in contrast to the case α = 0, in
which the velocity vector continuously oscillates, the
character of electron motion at α > 0 is radically differ-
ent: after the asymptotic acceleration regime corre-
sponding to expression (12) is achieved, the transverse
electron velocity becomes negligible and the total
energy of the electrons is mainly governed by their lon-
gitudinal motion.

As was expected, when the intrinsic radiation of the
electron sheet is systematically taken into account, the
energy of the electrons that are accelerated even by a
plane wave, on average, increases without bound in
proportion to the phase θ. The dependence of the elec-
tron energy on time is much weaker: the electron
energy increases in proportion to the cube root of time.
Also, an important point here is that the radiation-reac-
tion force always accelerates the sheet, unlike the gra-
dient ponderomotive force fg , which can both acceler-
ate and decelerate the electrons.

105

5 × 104

0 0.5 1.0 1.5 2.0 2.5 3.0

1

2

3

θ/2π

γ||

Fig. 2. Longitudinal relativistic factor γ|| calculated as a
function of the phase θ for α0 = 100 and different values of
α (solid curves): α = (1) 1, (2) 0.5, and (3) 0.1. The dashed
curve shows the relativistic factor γ calculated for α = 0.
5. INTERACTION OF A GAUSSIAN LASER 
BEAM WITH A THIN ELECTRON SHEET

Above, we have considered acceleration by plane
waves. However, it is of great interest to investigate the
acceleration of electron bunches by realistic laser fields
that can be generated in present-day experiments. The
laser field is usually well-described by the lowest Gaus-
sian mode; i.e., it decreases with distance from the axis
and from the focal plane of the beam [1, 4]. Conse-
quently, there is an effective interaction region: the
electrons that escape from this region essentially cease
to be accelerated. Let the transverse dimensions of an
electron sheet be much smaller than the radius ω0 (in
units of λ/2π) of a Gaussian beam at the waist. In this
case, we can neglect the dependence of the beam ampli-
tude and phase on transverse coordinates and assume
that they are unchanged over the electron sheet. In addi-
tion, let the initial longitudinal momentum of the sheet
be sufficiently high (such that γ||0 @ 1). Under these
assumptions, the dimensionless amplitude α0 and the
wave phase both depend on the coordinate Z of the
sheet. Then, Eqs. (10) and (11) yield the following
expression for the relativistic factor:

(15)

where α0(Z) = α0(1 + (2Z/ )2)–1/2 and ϕ(Z) =

/2Z). In this case, for γ||0 @ 1 and moderate
values of ω0, the phase θ(Z) is essentially constant over
the interaction region (θ(Z) ≈ θ(0) = ϕ0), so that we can
take the integral in expression (15) approximately and
obtain

(16)

Note that the main contribution to the integral in
expression (15) comes from distances Zint from the

focal plane that are about several /2. Thus, at the dis-

tance Zint = 5 /2 from the focal plane, the relativistic
factor is smaller than its maximum value by only 20%.
The change in the relativistic factor depends only on the

laser beam power I ∝  and, at a fixed laser power,
is independent of the beam radius at the waist. The
sharper the focusing of the laser beam, the shorter is the
region of efficient acceleration. In this sense, we may
say that the electron sheet is accelerated as if the Gaus-
sian beam hits the sheet, thereby increasing its transla-
tional energy over a very short time.
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After a sequence of Q hits by high-power laser
pulses, the longitudinal relativistic factor of the sheet
becomes

. (17)

We can see that, for a large number Q of laser pulses,
the longitudinal relativistic factor can be fairly high.

Hence, because of the collective radiation effects, it
is, in principle, possible to accelerate an electron sheet
to arbitrarily high energies not only by a plane electro-
magnetic wave but also by a sequence of high-power
laser pulses. Of course, this conclusion is valid only
under the assumptions of the above idealized model,
which was developed to describe the interaction of an
electromagnetic wave with an infinitely thin electron
sheet without allowance for Coulomb repulsive forces
between the accelerated electrons. However, in a sense,
this idealized model gives an upper estimate for the
possible values of the relativistic factor γ that can be
achieved in the acceleration of finite-thickness electron
bunches by a high-power electromagnetic wave. This
acceleration process is the subject of the next section.

6. INTERACTION OF A PLANE WAVE
WITH A FINITE-THICKNESS

ELECTRON BUNCH

We consider a plane electron bunch with the initial
coordinate z0, the normal to the bunch being aligned
with the z-axis. Let a linearly polarized plane electro-
magnetic wave with the wave vector k be incident on
the bunch along the z-axis. We assume that the bunch
thickness l is finite and is much smaller than the wave-
length λ = 2π/k of the electromagnetic wave (an elec-
tron bunch with a thickness equal to several λ is com-
pressed by the incident wave to a thickness l ! λ [21]).
As was shown above, the reaction force of the intrinsic
radiation of the bunch gives rise to a nonzero average
pressure force exerted by the external field on the elec-
tron bunch. The fundamental difference between the
case of a finite-thickness electron bunch and the case of
acceleration in a prescribed field is in the presence of
forces that compress the bunch along the z-axis.

First, we estimate the forces acting in the external
field E on the left and right boundaries of the electron
bunch without allowance for Coulomb interaction
between the electrons in the bunch. In this case, all of
the electrons in the wave field move along essentially
the same trajectories and the field of the own radiation
of the bunch is described by expressions (1)–(3).
According to these expressions and Eq. (7), the left and
right boundaries of the bunch experience the forces

FzL = 2πσe(1 + βz)–1  and FzR = −2πσe(1 – βz)–1 ,
respectively. The mean of these forces is the effective
radiative friction force Fsz , which acts on the entire
bunch in the z direction [see expression (8)]. Conse-
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quently, different electron sheets inside a finite-thick-
ness bunch experience different radiative friction forces
because, inside the bunch, the field of the intrinsic radi-
ation changes along the z-axis [18]. Note that the radi-
ative friction forces acting on the left and right bound-
aries of an electron bunch have opposite signs, thereby
indicating the compression of the bunch; moreover, the
higher the longitudinal velocity βz of the bunch, the
larger the extent to which the bunch is compressed.
These forces can partially prevent the spreading of the
bunch (an increase in the bunch thickness) due to Cou-
lomb repulsive forces between the electrons and thus
are, in a sense, analogous to magnetic attractive forces
between the parallel currents of moving charges.

Figure 3 shows the time evolutions (in the labora-
tory frame) of the longitudinal momenta of several
electron sheets in a bunch accelerated by a high-power
electromagnetic pulse in vacuum. The time evolutions
were calculated for l = λ/100 with allowance for Cou-
lomb interaction between the sheets. In Fig. 3a, the evo-
lutions of pz were calculated without allowance for the
compressing reaction force of the intrinsic radiation of
a bunch, in which case Coulomb forces repulse the
sheets. In Fig. 3b, the evolutions were calculated with
allowance for both Coulomb forces and the forces com-
pressing the bunch in the longitudinal direction. A com-
parison between Figs. 3a and 3b shows that, during the
first half-period of a high-power electromagnetic pulse,
Coulomb forces are in large measure counterbalanced.
As a result, in the initial acceleration phase, all of the
bunch electrons can, in principle, move along identical
trajectories and emit radiation coherently. We can thus
conclude that collective effects play an important role
in the acceleration dynamics of a dense electron bunch.

In the 1D3V model, the interaction of an electro-
magnetic pulse with a dense plasma slab can be
described correctly only with allowance for both Cou-
lomb interaction among the electron sheets and Cou-
lomb interaction between the electron sheets and the
ion background of the target. In fact, this model is
applicable if the distance between the electron and ion
bunches is much smaller than the transverse dimen-
sions of the bunches (this makes it possible to consider
the bunches to be plane rather than point charges). In
addition, the possibility of neutralizing the ion back-
ground on short time scales of about several tens of
field periods seems to be problematic because of an
extremely large charge of the background. As a result,
in numerical modeling, the ion background is regarded
as being immobile and the interaction between the ion
background and the electron bunch is assumed to be
purely Coulombic. Note that the condition for the inci-
dent wave front to remain planar, r2/(bλ) @ 1 (where r
is the radius of the laser beam and b is the distance from
the focal plane), turns out to be far less stringent than
the assumptions of the model; consequently, in what
follows, we restrict ourselves to considering a plane
wave.
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Fig. 3. Time evolutions of the longitudinal momentum pz calculated for several electron sheets accelerated at the front of a high-
power (α0 = 100, α = 1) electromagnetic wave (a) without and (b) with allowance for radiation forces.
The results of numerical simulations of the acceler-
ation of an electron bunch with the thickness l = λ/100
are illustrated in Fig. 4, which shows the time evolu-
tions of the transverse and longitudinal momenta, py

and pz, calculated for α0 = 100 and different values of
the parameter α. This value of the dimensionless ampli-
tude α0 corresponds to an ultrarelativistic electromag-
netic pulse, in which the electrons are already acceler-
ated to relativistic energies over a time interval much
shorter than the period of the external wave. As soon as
an electron is accelerated to a relativistic velocity, the
amplitude of the Lorentz force decreases significantly
in accordance with the Doppler transformation, so that
the accelerating forces subsequently have essentially
no impact on the motion of the electron, which thus
experiences only Coulomb forces and the forces that
compress the electron bunch. The Coulomb attractive
forces exerted by the target ions on the electrons act to
reduce the longitudinal electron momentum pz. Then,
the external field reverses polarity and the process
repeats itself. Note that, during the next half-periods of
the external field, the compressing forces become
weaker, so that the Coulomb forces break the bunch up
into parts: the Coulomb repulsive forces between the
electron sheets reverse the direction of motion of the
sheets closest to the ion background and continue to
accelerate the farthest sheets; as a result, the bunch is
actually destroyed. Such electron motion is characteris-
tic of all situations in which plane electron bunches are
accelerated by external waves to ultrarelativistic ener-
gies. On the other hand, for small values of α (Fig. 4b),
the electron sheets move synchronously on longer time
scales (up to several periods of the external wave; in the
laboratory frame, this corresponds to fractions of a
picosecond) as compared with the case in which the
values of α are large (Fig. 4a). In addition, for large val-
PLASMA PHYSICS REPORTS      Vol. 27      No. 12      2001
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Fig. 4. Time evolutions of the transverse and longitudinal momenta, py and pz, calculated for several electron sheets accelerated at
the front of a high-power (α0 = 100) electromagnetic wave in vacuum for α = (a) 1 and (b) 0.001. In both cases, the bunch thickness
in the z direction during acceleration remains much smaller than λ.
ues of α, the maximum longitudinal momentum pz

acquired by the electron sheets is smaller because of the
greater strength of the viscous force resulting from the
reaction force of the intrinsic radiation of a bunch [see
expression (8)]. Note, however, that the larger the
parameter α, the higher is the charge of the accelerated
bunch; this effect may play a governing role in some
practical applications.

Hence, depending on the values of the parameters α0

and α, the stage of the synchronous acceleration of all
the sheets comprising an electron bunch in a moving
frame of reference associated with the electron bunch
may last from one-half of the period of an external wave
to several periods; in the laboratory frame, this corre-
sponds to time intervals of thousands of femtoseconds.
We emphasize that, even with the acceleration parame-
ters that are achievable at the present time (α0 = 30),
dense electron bunches can be accelerated to ultrarela-
tivistic energies; moreover, during acceleration, the
time evolutions of the transverse and longitudinal
momenta, py and pz, correspond to those in Fig. 4, but
the stage of synchronous acceleration is shorter and the
amplitudes of the momenta py and pz are smaller.
PLASMA PHYSICS REPORTS      Vol. 27      No. 12      2001
The momentum acquired by the electrons during

acceleration may be on the order of , which corre-
sponds to the maximum longitudinal momentum of an
electron in a prescribed field. Note that, under these
acceleration conditions, the average pressure force of
the external wave does not have enough time to mani-
fest itself in full measure because of the short duration
of the phase of synchronous acceleration: a real bunch
is destroyed before the acceleration process reaches the
asymptotic regime described by Eq. (12).

7. DISCUSSION OF THE RESULTS

Let us estimate the values of the parameters α and
α0 that can be achieved at the present time. The surface
charge density σ is determined by the volume electron
density Nv within the bunch and the bunch thickness l.
For l = λ and for a wavelength of about ~10–4 cm, the first
of these parameters is approximately equal to α ≈ 25
at Nv = 1022 cm–3. For a thinner bunch or a lower elec-
tron density Nv, the parameter α is smaller. Thus, for
l = 10 nm, we obtain α ≈ 0.25.

α0
2
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For an incident wave with an intensity of 1.38 ×
1018 W/cm2 and with the wavelength λ = 10–4 cm, we
have α0 = 1. For present-day devices capable of gener-
ating pulses with a power of about 100 TW [13], the
parameter α0 is approximately equal to 30. On the other
hand, there are projects aimed at producing petawatt
laser pulses, which will ensure larger values of α0, up to
100–200. We stress that, since the electron bunch is
actually accelerated by the first half-wave of the exter-
nal field, the pulse envelope should be as close as pos-
sible to a rectangular shape (optimally, the duration of
the pulse should be from one to two periods of oscilla-
tions).

The above process of acceleration of a dense elec-
tron bunch by an external electromagnetic wave in vac-
uum differs significantly from the traditional process of
electron acceleration. In fact, the accelerated bunch
turns out to be inside the region occupied by the wave
(rather than outside this region, as is the case in conven-
tional accelerators). Moreover, such dense electron
bunches exist only for a short time (fractions of a pico-
second for the values of the dimensionless amplitude α0
that are achievable at the present time); then, the
bunches are destroyed by Coulomb repulsive forces.
The destruction of the bunch restricts the maximum
possible values of the relativistic factor γ. On the other
hand, when the space charge in the electron bunch is
partially neutralized (e.g., by positive ions or
positrons), the bunch can be stabilized over a longer
time so that the acceleration process may reach the
asymptotic regime described by Eq. (12).

Note that essentially all of the energy of the acceler-
ated electron bunch is governed by its longitudinal
motion, because the transverse velocity of the bunch is
much lower than unity. The size of the corresponding
experimental device is determined primarily by the size
of the system generating ultrashort laser pulses,
because, in reality, the plasma bunches are accelerated
over distances of about fractions of a millimeter at a
rate of about tens of TeV/m. The acceleration method
that we have considered here may find applications in
studying the interaction of relativistic electrons with
matter, the generation of ultrashort X-ray and γ-ray
pulses, etc.

In conclusion, note that the above acceleration
model can also be useful for investigating the interac-
tion of high-power subpicosecond laser pulses with
thick (semi-infinite) targets.
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Abstract—Results obtained from numerical simulations of the streamer breakdown of long (longer than 10 cm)
gas gaps at atmospheric pressure are reviewed. Most attention is focused on air under normal conditions and at
elevated temperatures characteristic of the rebreakdown in the postspark channel that is cooled after the primary
spark discharge has come to an end. The main stages of the evolution of a streamer discharge into an arc are
considered, and the features of this phenomenon are analyzed as functions of the initial conditions. The main
macroscopic processes that govern the composition and dynamics of the streamer plasma in different discharge
stages are revealed. The experimental data and the results of computer simulations provide evidence for a non-
thermal mechanism for streamer breakdown in noble gases. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In gas-discharge physics, the term “electric break-
down” usually means the process of plasma production
in an external electric field. In contrast, by “break-
down” here we mean the creation of a highly conduct-
ing plasma channel with a descending current–voltage
(I–V) characteristic, in which case the electric circuit is
short-circuited, the voltage across the gap drops, and
the discharge current is mainly determined by the inter-
nal resistance of the high-voltage source. It is precisely
this phenomenon—a complete distortion of the insula-
tion properties of the gas medium—that is regarded as
breakdown in high-voltage engineering. If the genera-
tor continues to power the electric circuit, then, in the
gap, an arc channel appears that can be maintained by a
very weak electric field (with a strength of about 10–
100 V/cm). The transformation of a spark channel into
an arc can be regarded as the final stage of pulsed
breakdown.

The refinement of the term “breakdown” should not
be regarded as merely a terminology problem. This is a
matter of great concern in solving numerous applied
problems. As an example, let us imagine that a short
nanosecond overvoltage pulse is imposed on a far lower
long-term operating voltage in an electric circuit. We
assume that the overvoltage pulse is strong enough to
give rise to a streamer that develops across the entire
insulation gap so rapidly that the streamer plasma’s
conductivity remains essentially unchanged and
ensures a high current in the discharge circuit (below,
we will show that this process is possible). If the time
scale on which the process occurs is insufficiently long
for the gas to be heated, then, after the overvoltage
pulse is completely damped, the discharge cannot be
maintained by the low operating voltage and comes to
an end. A rapid recovery of the breakdown strength
makes it possible to avoid emergency situations.
1063-780X/01/2712- $21.00 © 1057
Although the current is high, we cannot speak of a com-
plete breakdown of the insulation gap if the I–V charac-
teristic of the created discharge channel is nondescend-
ing.

The best-studied spark breakdown is the breakdown
in air, which is an insulating medium that is widely
used in present-day high-voltage engineering. In order
to achieve a descending I–V characteristic of a spark
channel in air, it is necessary to heat the air to tempera-
tures higher than 5000 K (which are intrinsic to arc dis-
charges). The lowest voltages for breakdown of long
gaps with a highly nonuniform electric field are ensured
by the leader mechanism. The leader channel is heated
already in the development stage. The energy required
for this heating is provided by the accompanying simul-
taneous growth of numerous streamers that continu-
ously originate from the head of the leader channel.
Although each of the streamers remains cold, their total
energy is high enough to heat the leader channel to tem-
peratures of 5000–6000 K [1–3].

Because of its two-stage nature, the leader process is
fairly inertial. Under laboratory conditions, the leaders
propagate with velocities on the order of 106 cm/s on
micro- and millisecond time scales, while the propaga-
tion velocity of the leader in lightning on the kilometer
scale is higher by a factor of 10–100.

It was shown theoretically and confirmed experi-
mentally that a solitary streamer cannot be heated as it
propagates in the interelectrode gap [3]. The reason for
this is that the energy deposited in the streamer channel
is severely limited: W ~ U2, where U is the voltage
across the gap. The specific energy deposition Ws into
the streamer plasma cannot be increased by raising the
voltage, because, due to the ionization expansion, the
radius of the channel increases in proportion to ~U and
its cross-sectional area, in proportion to U2, so that we
have Ws ≈ const [4]. In reality, the gas is heated after the
2001 MAIK “Nauka/Interperiodica”
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streamer bridges the discharge gap. Nevertheless, in
many situations, the streamer discharge is the most
rapid process in the breakdown of long gaps with a
highly nonuniform electric field and is thus attractive
for use in many technical applications (such as high-
speed spark switches, protecting dischargers, and spark
connectors for power equipment). Among the draw-
backs of the streamer breakdown phenomenon, we can
mention the destruction of gas insulation by ultrashort
voltage pulses.

In most of the experimental [5–8] and theoretical
[9–14] papers on streamer breakdown, a study was
made of streamer discharges on centimeter scales. It
was established that streamer breakdown proceeds
through three stages: in the first stage, the streamer
bridges the gap; in the second stage, the ionization
waves propagate through the channel formed in the first
stage; and, in the third stage, the gas in the channel is
heated uniformly, giving rise to an arc. The transition to
an arc is thought to occur by two alternative mecha-
nisms. One mechanism is associated with the thermal
expansion of the channel: during such expansion, the
density N of neutral particles in the channel decreases
isobarically and the reduced electric field E/N
increases, thereby intensifying the electron impact ion-
ization of gas molecules [9–11]. The second mecha-
nism is associated with the generation of active parti-
cles (atoms and excited molecules) in the gap, in which
case new ionization mechanisms involving these parti-
cles come into play [12–14]. Generally, both of these
mechanisms can operate simultaneously, so that which
one of them will dominate the transition to an arc
depends on particular circumstances.

The data on the streamer breakdown of gas gaps
with lengths of several tens of centimeters is much less
extensive, although this phenomenon is of interest not
only from the physical point of view but also from the
standpoint of practical applications. There have been
practically no experiments in this field, and theoretical
investigations (primarily, by computer simulations)
began only in recent years. It may be expected that all
the stages of the development of streamer breakdown in
a long gap will differ significantly from those in a short
gap. Since a long streamer develops on a long time
scale, the decay of the plasma in the streamer channel
plays an important role and thus affects the plasma
parameters at the time when the streamer bridges the
gap. For centimeter-scale gaps, the ionization waves in
the second stage play an insignificant role. However, it
was asserted [15] that they may become more impor-
tant for long discharges. We may even draw an explicit
analogy with the main stage of lightning, during which
the return stroke increases the current in the channel
and its conductivity by several orders of magnitude.
The return wave mechanisms in the streamer and in the
leader channel of lightning are in fact very similar, but
the characteristic scales of the phenomenon (in particu-
lar, the energy scales) are radically different. For long
gaps, the relative importance of different mechanisms
for the transition to an arc in the third stage should also
differ strongly from that for short gaps. In order for a
long streamer to develop, it is necessary to apply a
higher voltage; as a result, the electric potential of the
growing channel rises and, accordingly, the channel
radius increases substantially because of the radial ion-
ization expansion. As the channel radius increases, the
time of the hydrodynamic expansion of the channel
becomes longer; consequently, the intensification of
impact ionization as the reduced electric field E/N
grows plays a lesser role.

Our purpose here is to review the papers aimed at
the numerical simulations of the streamer breakdown of
long gaps. Main attention is focused on the microscopic
analysis of the mechanisms for maintaining a gas-dis-
charge plasma. We start with a brief description of the
computer model that was used to obtain the main
results on breakdown in cold and heated air. In Section
3, we consider a streamer breakdown in air under nor-
mal conditions and determine the conditions under
which this process comes to an end. We also present
new results concerning both the choice of the radius of
the streamer channel under streamer breakdown condi-
tions and the breakdown of a gap under the combined
action of a short-term overvoltage pulse and a small-
amplitude long-term voltage pulse. Section 4 is devoted
to hot air that was either preheated in a special way or
kept its high temperature in the channel that remains
after the primary breakdown during a short-term
switching-off of the voltage. The conditions for break-
down of heated air are far less restrictive. Finally, in
Section 5, we consider the breakdown in noble gases
and demonstrate that a spark channel with a descending
I–V characteristic forms by a nonthermal mechanism.

2. COMPUTATIONAL MODEL

The streamer breakdown is simulated by using a
one-and-a-half-dimensional (1.5D) model that identi-
fies the channel with a cylinder of constant radius.
Here, this model, which was described in detail in [16–
18], is described only briefly. The set of equations for
the processes in air includes Poisson’s equation and the
balance equations for electrons, positive and negative
ions, excited molecules, atoms, and new chemical com-
pounds produced in the course of breakdown. The elec-
tric field is determined under the assumption that only
the side surface of the channel is charged. If, in the
course of breakdown, the electron density, electric
field, and discharge current evolve to essentially uni-
form distributions, then the further evolution of the sys-
tem is traced by using a zero-dimensional model.

In order to calculate the energy parameters, the set
of equations also includes the balance equations for the
translational energy of neutral particles and the vibra-
tional energy εV of nitrogen molecules. Although nitro-
gen molecules are not of crucial importance in describ-
ing the development of the streamer, they play a key
role in the final breakdown stage, when the streamer
PLASMA PHYSICS REPORTS      Vol. 27      No. 12      2001
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evolves into an arc. The energy balance equations have
the form

(1)

where QVT = . The rest of the notation is as

follows: cv is the heat capacity (per particle) of the gas
at a constant volume; T is the temperature of neutral
particles; j and jion are the densities of the electric cur-
rent carried by the electrons and ions, respectively; λT,
λR, λV, and λE are the fractions of the electron energy
that are transferred to the translational, rotational,
vibrational, and electronic degrees of freedom of neu-
tral particles, respectively; and τVT is the vibrational–
translational (V–T) relaxation time of N2 molecules. In
Eqs. (1), it is assumed that the entire rotational energy
of molecules and a fraction of the energy of electronic
degrees of freedom transform instantaneously into
heat. In most of the calculations, the fraction of energy
transformed from electronic states of molecules into
heat was set to be δ = 0.3.

In the model, the hydrodynamic expansion of the
streamer channel is not considered, because streamer
breakdown develops on a short time scale. In most
cases, the heating of a gas in the channel, which is
accompanied by an increase in the pressure, lasts for
10–7 s or less. The characteristic time of hydrodynamic
expansion is markedly longer. Hydrodynamic effects
may be important to include only when estimating the
breakdown voltages under the action of voltage pulses
having relatively long rise times (longer than 100–
200 ns), in which case the breakdown process is
extended over time. However, hydrodynamic effects
can be neglected when estimating the threshold for
streamer breakdown of cold air, in which case the rise
time of the voltage pulses should be much shorter. If
necessary, the upper estimate of the role of hydrody-
namic effects was obtained by comparing the results of
numerical simulations carried out without allowance
for the channel expansion (at increasing pressure) with
the results from the simulations of the isobaric expan-
sion, when the initial pressure remains unchanged
throughout the entire expansion process because of the
increase in the channel radius.

After the streamer bridges the gap, the current
through the cathode surface is governed by electrode
effects. In our model, the cathode sheath and emission
processes at the cathode surface are ignored, because,
in calculations, the cathode voltage drop was negligible
in comparison with the voltage across a long gap (under
normal conditions in air, this voltage was usually higher
than 100 kV).

cv N
∂T
∂t
------ λT λR δλE+ +( ) jE jionE QVT ,+ +=

∂εv

∂t
-------- λV jE QVT ,–=

εv ε T( )–
τVT T( )

----------------------
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The kinetic scheme of our model takes into account
the main processes of the production of electrons and
their losses in air with a gas temperature from 300 to
7000 K in an external electric field E/N up to 1000 Td
(1 Td = 10–17 V cm2). For weak reduced electric fields
E/N and high temperatures, the model gives a thermo-
dynamically equilibrium plasma composition. For T =
300 K, the model reduces to a traditional model
describing discharges in air under normal conditions
[19]. The rate constants for electron processes and the
electron energy balance in an electric field are deter-
mined by numerically solving the Boltzmann equation
for electrons in the familiar two-term approximation.
Under the assumptions of our model, the electron
parameters are functions of the reduced electric field
E/N; the gas temperature T; the gas composition; and
the vibrational temperature Tv of N2 molecules, which
can be substantially higher than T.

3. AIR BREAKDOWN UNDER NORMAL 
CONDITIONS

In [20], the model described above was used to
numerically investigate the streamer breakdown of long
air gaps under normal conditions. Let us discuss the
results obtained in [20] in more detail.

3.1. Streamer Propagation in the Discharge Gap

The initial breakdown stage (the propagation of a
streamer until it bridges the gap) was modeled numeri-
cally using, as an example, a cathode-directed (posi-
tive) streamer in the gap between the sphere and the
plane for different degrees of nonuniformity of the elec-
tric field and different rise times of the voltage pulse.

3.1.1. Highly nonuniform field. Starting from the
anode, the streamer accelerates. The larger the anode
radius ra, the longer the path of acceleration. If the volt-
age is fixed, the maximum streamer velocity v smax
decreases with increasing ra. As the voltage drop across
the extending channel and the electric charge on the
channel surface increase, the field near the streamer
head gradually decreases and the streamer propagation
slows down. Together with the streamer velocity v s, the
electron density ne in the produced streamer plasma
varies in the same proportion, because, to sufficient
accuracy, ne ∞ v s [3, 16, 17]. At the instant when the
streamer bridges the gap, the electron density profile
ne(x) along the channel is determined, on the one hand,
by a decrease in the ionization rate at the wave front of
the extending streamer and, on the other hand, by a
fairly fast loss of electrons in “old” segments of the
channel.

The electron loss is dominated by the dissociative
recombination of cluster ions with electrons, whose
rate may be higher than 1024 cm–3 s–1 because of the
fairly high initial electron density. The rate of the disso-
ciative attachment of electrons to molecules is several
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times smaller, and the three-body attachment rate is
tens of times smaller. The destruction of negative ions
is of minor importance, because, even in the oldest seg-
ments of the channel, their density is small compared to
the electron density.

The higher the voltage across the gap, the more pro-
nounced is the change in the plasma velocity and den-
sity along the streamer. This effect is quite natural,
because, as the voltage increases, the time required for
the streamer to bridge the gap decreases, so that the
effect of the plasma decay in the old segments of the
channel becomes progressively less important. Figure 1
shows the electron density profile along the streamer
channel of radius 0.05 cm at the instant when the
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Fig. 1. Profiles of the conduction current, electron density,
electric field, and gas temperature along a streamer channel
of radius 0.05 cm at the instant at which the streamer
bridges a 20-cm-long air gap between the sphere and the
plane. The calculations were carried out for a 500-kV rect-
angular voltage pulse and the anode radius ra = 2 cm.

Fig. 2. Variation in the streamer radius and profile of the gas
temperature along the gap with allowance for the ionization
expansion of the channel. The initial streamer radius and the
remaining parameters are the same as in Fig. 1.
streamer bridges a gap of length 20 cm. The streamer
formed in a discharge driven by a 500-kV rectangular
voltage pulse, which is intense enough for streamer
breakdown. We can see that the electron density varia-
tions along the channel are not too large: the ratio of the
maximum value of ne to its minimum value is close to
two. The longitudinal electric field Es(x) in the channel
behaves in essentially the same manner: it increases
fairly gradually from the anode toward the cathode,
except in the immediate vicinity of the streamer head,
where the field Es increases sharply from tens to hun-
dreds of kilovolts per centimeter at a distance compara-
ble to the channel radius (Fig. 1). The conduction cur-
rent along the channel, i ~ µe(Es)Es(x)ne(x) (where µe is
the electron mobility), varies to an even lesser extent: it
decreases from the anode to the cathode by an amount
of 35% or less. By the time when the streamer comes
into contact with the cathode surface, the gas tempera-
ture in the old segments of the streamer (near the
anode) is the highest (it can become as high as 1000 K),
while the gas near the cathode remains practically
unheated (Fig. 1).

Recall that, in the 1.5D model, the streamer radius
serves as an input parameter and many results are very
sensitive to its value. Consequently, to obtain more or
less realistic numerical results requires a “correct”
choice of the streamer radius. In order to make the
model free of this obvious drawback, it is expedient to
take into account the ionization expansion of the chan-
nel. In our earlier papers [18, 21], we showed that the
final results are weakly sensitive to the a priori speci-
fied initial radius, because the channel that has already
been formed experiences a very rapid ionization expan-
sion (over a time scale of fractions of a nanosecond) in
the radial electric field of the surface charge of the
streamer. The higher the voltage across the gap, the
more important are the consequences of such expan-
sion. Figure 2 shows how the streamer radius changes
along the streamer axis at the time when the streamer
bridges a 20-cm-long air gap at an applied voltage of
500 kV. Except in the short anode and cathode regions
where there is no radial electric field, the channel radius
has enough time to increase by approximately one
order of magnitude—up to 0.5–0.8 cm. It is this radius
that should be incorporated into the 1.5D model in
order to analyze the conditions for streamer break-
down. The channel with such a large radius does not
have enough time to be heated. By the time at which the
streamer bridges the gap, the gas is heated to several
tens of degrees above its initial temperature (Fig. 2).
The only exception is a very short region near the
anode, where the channel experiences no expansion
and the gas is heated to a temperature higher than
1000 K. The calculated current in the channel increases
appreciably with radius. From Fig. 3, one can see that,
at r = 0.5 cm, the current over most of the channel
volume varies between 500 and 800 A, in which case,
however, the calculated mean current density does
PLASMA PHYSICS REPORTS      Vol. 27      No. 12      2001
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not  increase but instead decreases markedly (from
8−10 kA/cm2 at r = 0.05 cm to 0.65–1 kA/cm2 at r =
0.5 cm) as the radius increases; i.e., the mean current
density is roughly inversely proportional to the channel
radius. This predictable result stems from the fact that
the calculated electron density in a streamer plasma is
inversely proportional to the radius r. In a channel with
a large radius, the electron density also varies insignif-
icantly along the streamer (Fig. 3).

3.1.2. Characteristic features of the development
of a streamer in a gap with a uniform field. A gap of
length d with a uniform distribution of the electric field
can be regarded as a limiting case of a system in which
the anode radius is large. However, it should be kept in
mind that, if the electric field is below the threshold Ei

(which is about 30 kV/cm under normal conditions in
air), then, in order to drive the streamer, it is necessary
to enhance the field in a certain small region. In a gap
shorter than d < 50 cm, the streamer is continuously
accelerated until it bridges the gap [18]. For the same
voltage and length d, the velocity of a streamer in a uni-
form field becomes equal to that of a streamer in a non-
uniform field only just before the streamer reaches the
cathode. Such “equalization” of velocities is ensured by
the continuous acceleration of the streamer in a uniform
field and its slowing down in a nonuniform field. As a
result, the average streamer velocity in a uniform field
turns out to be lower and, accordingly, the time required
for it to cross the gap increases.

The characteristic behavior of the velocity variation
is qualitatively reflected in the electron density distribu-
tion along the streamer channel. In a uniform electric
field, the electron density ne increases from the anode
toward the cathode; moreover, for the same voltage, the
density values ne(x) over the entire channel in a uniform
field are markedly lower than those in a highly nonuni-
form field, except in the immediate vicinity of the cath-
ode (Figs. 1, 4). A lower streamer velocity results in a
lower current in the discharge gap. The current profile
along the channel is seen to be highly nonuniform
(Fig. 4). The energy is scattered in the channel and is
thus lower than that in a highly nonuniform field, and
the gas is heated to a substantially lower temperature.
The calculated results illustrated in Fig. 4 show that the
gas temperature in the hottest channel region near the
anode is lower than 450 K, while the gas temperature at
the same radius (0.05 cm) and voltage (500 kV) in a
streamer in a highly nonuniform field is higher by a fac-
tor of two.

3.1.3. Effect of the rise time of the voltage pulse.
As the rise time of the voltage pulse increases, the elec-
tric field in the anode region, where the streamer accel-
erates, weakens. As a result, the maximum streamer
velocity, the electron density in the streamer plasma,
the current in the channel, and the highest possible gas
temperature all become lower [20]. A delayed growth
of the voltage to its peak value (i.e., a longer rise time
of the pulse voltage) does not remedy the situation
PLASMA PHYSICS REPORTS      Vol. 27      No. 12      2001
completely, because nanosecond times are insufficient
to charge the channel segments (with finite capaci-
tance) far from the anode due to the relatively low con-
ductivity of the channel, which has already been
formed. This situation is especially true for the streamer
head; therefore, its charge and the field ahead of the
ionization wave forming the streamer do not strictly
follow the growth of the voltage to its maximum value.
The longer the streamer, the larger the time delay.

The numerical results illustrated in Fig. 5 character-
ize a streamer that develops in the gap between the
sphere and the plane under the action of a voltage pulse
such that the voltage increases to its peak value
(500 kV) according to a linear law U(t) = AUt. When the
rate at which the voltage increases is AU = 2 ×
104 kV/µs, the rise time of the voltage pulse is equal to
25 ns, which is long enough for the streamer to bridge
the gap. For calculations, the radius of the streamer
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channel was set equal to r = 0.5 cm, which made it pos-
sible to compare the results obtained with the results
that are presented in Fig. 3 and refer to a rectangular
pulse with the same maximum voltage. Although the
voltage increases to approximately its maximum value
(U = 450 kV) by the time when the streamer bridges the
gap, the current and mean electron density in the
streamer are both lower by a factor of approximately
five than those calculated for a rectangular voltage
pulse. We can see that, near the anode, there is a region
in which the electric field is elevated up to 30 kV/cm.
This region should be regarded as a secondary ioniza-
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AU = 2 × 104 kV/µs. The remaining parameters are the same
as in Fig. 1.

Fig. 6. Time evolution of the electron density in a streamer
channel in the middle of the gap in the case when the over-
voltage applied to the gap is instantaneously switched off
and the mean electric field in the gap falls from 25 to
12.5 kV/cm at the time when the streamer bridges the gap.
The zero-dimensional calculations were carried out under
conditions analogous to those of Fig. 3.
tion wave that has just originated and is characteristic
of streamer processes at a rapidly growing voltage [22].
The time interval over which the voltage is applied is
too short for this wave to manifest itself more or less
clearly. Since the energy release is small, the gas in the
hottest part of the channel is heated at most by 10°.

The revealed tendencies in the behavior of the
parameter of a streamer plasma are retained for voltage
pulses with longer rise times. It is natural to presume
that streamer breakdown is more likely to occur under
the action of pulses having short rise times to peak volt-
ages (a few nanoseconds or less). The longer the gap,
the more restrictive are the requirements for the rise
time of the voltage pulse.

It is important to note that the plasma parameters in
the streamer channel that has already bridged the gap
should differ strongly between the particular experi-
ments carried out for the same parameters of the volt-
age pulse. The reason for this lies in the statistical time
delay of the discharge: the streamer may start from the
anode at different times and, accordingly, may develop
at different instantaneous values of the voltages and dif-
ferent instantaneous rates at which the voltage
increases. This circumstance should be kept in mind in
trying to reconstruct particular experimental data by
computer simulations.

Nevertheless, even when the conditions for break-
down are most favorable, the plasma in the channel
remains practically unheated at the instant when the
streamer bridges the gap. Although the streamer plasma
can be fairly dense and can carry currents up to hun-
dreds of amperes, the channel still does not possess a
descending I–V characteristic. Even if the electric field
is reduced at least by one-half after the gap is bridged
by the streamer, the streamer plasma will decay very
rapidly and the current across the gap will terminate. In
Fig. 6, the results of simulations demonstrate the
dynamics of this process in the case of a streamer
plasma with the initial density ne0 = 9 × 1014 cm–3 (this
value was used to calculate the results shown in Fig. 3);
it was assumed that, after the applied voltage was
instantaneously switched off, the mean electric field in
the gap fell from 25 to 12.5 kV/cm. Over a time interval
of 200 ns after the switching-off of the voltage pulse,
the electron density decreases by two orders of magni-
tude, and, over a time interval of about 1 µs, the current
across the gap decreases from the maximum value
(780 A) to only 0.3 A. As the plasma decays, the gas
temperature in the channel remains essentially the same
as (or only slightly higher than) the temperature of the
surrounding gas. This process does not resemble short-
circuiting of the insulation gap.

3.2. Dynamics of the Streamer Channel 
after Bridging the Gap

3.2.1. Waves of the elevated electric field. As the
streamer crosses the discharge gap, the electric field in
PLASMA PHYSICS REPORTS      Vol. 27      No. 12      2001
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the streamer channel is determined by the current,
which charges the newly produced segments of the
channel to the potential ϕt of the streamer head and cor-
rects for the charge of the already produced segments in
accordance with the varying voltage across the gap, in
which case the streamer conductivity does not directly
affect the current magnitude. The electric field Es(x) in
the channel cross section with the coordinate x (the ori-
gin of the coordinates is chosen to lie at the anode sur-
face) is established so as to ensure the electric current
i(x) required for the propagation of the streamer.

As the streamer comes into contact with the cath-
ode, the streamer head acquires a zero potential and the
voltage U0 totally drops across the channel. The electric
potential profile along the channel changes, thereby
changing the charge of the side surface of the channel.
The process manifests itself as the propagation of the
waves of the current and electric field from the cathode
toward the anode along the channel (the so-called
return waves). In short gaps (about a fraction of a cen-
timeter), the ionization process at the return wave front
is considered to be of crucial importance. It is this fac-
tor that is thought to be responsible for a substantial
increase in the streamer plasma density and, accord-
ingly, for the subsequent evolution of the streamer
channel into an arc [23]. That is why, before proceeding
with a numerical analysis of secondary waves in long
streamers, it is expedient to consider a short streamer
that bridges the gap with a length of about 1 cm. In
Fig. 7, the results of numerical simulations illustrate the
evolution of a streamer channel after the streamer
bridges a 1-cm-long gap between the sphere and the
plane. The diameter of the spherical anode is set equal
to 0.2 cm, and the streamer diameter is 0.03 cm. The
streamer is driven by a 28-kV rectangular voltage pulse,
which is intense enough for the gap breakdown. Start-
ing from the cathode, the return wave of the strong field
is damped very rapidly (Fig. 7a). The peak electric
field, which is close to 200 kV/cm, falls off below
30 kV/cm over a time interval as short as 0.3 ns. As a
result, the electron density increases extremely slowly,
if at all. One nanosecond after bridging the gap (when
the return wave is damped almost completely and the
electric field has become uniform over most of the gap),
the plasma density in the main part of the channel
remains practically unchanged (Fig. 7b). The streamer
plasma density ne is seen to vary (by a factor of two to
three) only in the anode and cathode regions. By the
time when the return wave is damped completely, the
gas temperature changes by an even smaller amount: in
the most heated cross section of the channel, it
increases by less than 50°. As for the difference in the
currents measured at the cathode and anode, it is also
captured well by the numerical model. In the situation
at hand, the maximum current through the cathode sur-
face during the return wave stage amounts to 50 A,
while the maximum current at the anode is as low as
1.2 A (Fig. 7c). We stress that, in real experiments, the
PLASMA PHYSICS REPORTS      Vol. 27      No. 12      2001
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current driven by the return wave was difficult to mea-
sure exactly, because its calculated full width at half-
maximum was shorter than 10–10 s.

Analyzing the results of a numerical simulation of
short streamers naturally yields the conclusion that the
return ionization wave plays a negligible role in the
evolution of the channel after the streamer bridges the
gap (the same conclusion was drawn as early as 1984
by Sigmond [15]). The only effect of the return wave is
that the electric field becomes uniform over the main
part of the streamer channel. This effect is particularly
favorable for the numerical modeling of streamer
breakdown, even though it does not profoundly influ-
ence the breakdown mechanism.

Having convinced ourselves that the role of the
return wave in short gaps is grossly exaggerated, we
can hardly expect that it will have a more or less signif-
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icant effect on the evolution of long streamers. In fact,
in long gaps, the consequences of the propagation of
the return ionization wave along the streamer channel
are even less important. In cold air, the wave is most
pronounced only at high overvoltage ratios, when the
plasma conductivity in the channel remains relatively
high after the streamer has bridged the gap.

The parameters of the propagating return wave can
be inferred from the numerical results that are shown in
Fig. 8 and were computed for a 500-kV rectangular
voltage pulse applied to a 20-cm-long gap between the
sphere and the plane. As will be shown below, this volt-
age is sufficiently high for breakdown. The return wave
is seen to be rapidly slowed down and damped. Like in
the short channel, the peak electric field at the wave
front also falls to about 30 kV/cm over the time interval
equal to 0.3 ns; during this time, the wave propagates
only one-fourth of the gap (starting from the cathode)
(Fig. 8a). The electric field and electron density equal-
ize along the channel not only because of the ionization
process but also (and to an even greater extent) because
of the more rapid electron loss in electron–ion recom-
bination reactions in the parts of the channel where the
streamer plasma was originally denser (Fig. 8b). As a
result, over a time interval shorter than 10 ns, the elec-
tron density in the main part of the channel is nearly
equalized. The same is true of the electric field, which
approaches its value averaged over the gap, Ec = U/d.
By the end of this time interval, the electric field in the
channel is established at a much higher level, causing
the current to increase by a factor of approximately 1.5
at a decreased electron density ne. As the return wave
propagates in the streamer channel and the electric field
is redistributed, the gas temperature of the streamer
plasma changes insignificantly (by at most 100°).

As is expected, the parameters of the return wave are
sensitive to the streamer radius, which serves as an
input parameter for the numerical model. However, the
final results obtained for different values of the
streamer radius differ only quantitatively (and by no
means fundamentally). This was confirmed by a series
of test calculations carried out in [20] for a streamer
channel of radius 0.05 cm (Fig. 9). Such a thin solitary
streamer at a voltage of 500 kV is nothing more than a
model abstraction, because, in reality, the radial electric
field at its side surface would be greater than 1000–
1500 kV/cm and would excite an extremely strong
radial ionization wave, which, in turn, would force the
channel to expand to the “relevant” radius. Nonethe-
less, these numerical estimates are of interest, because
they provide insight into the most extreme case of this
type.

The results of these simulations confirm the features
of breakdown described above: the ionization wave is,
as before, damped over a time scale of fractions of a
nanosecond and, over a time interval of about 10 ns
after the streamer bridges the gap, the electric field in
the channel becomes essentially uniform (Fig. 9a);
PLASMA PHYSICS REPORTS      Vol. 27      No. 12      2001
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moreover, its equalization is again governed by the loss
of a number of electrons in regions where the electron
density is excessive (Fig. 9b). The test simulations also
demonstrate all of the effects of the return wave propa-
gating in a long streamer: the strong field region propa-
gates toward the anode, the current through the cathode
surface is much higher (at most, by one order of magni-
tude) than that through the anode surface, and, as the
return wave is damped, the cathode current rapidly (for
about 0.04 ns) decreases by one-half and gradually
approaches the anode current. Although a thin streamer
channel is heated to a somewhat higher temperature,
the heating again remains insignificant: the gas temper-
ature increases by 400 K near the cathode and by at
most 200 K near the anode. The process of streamer
breakdown in a gap with a uniform electric field also
differs from that analyzed above only in a few details,
which are associated with the fact that the plasma con-
ductivity in the streamer channel is lower; this, in turn,
leads to a slower propagation of the return wave and its
stronger damping [20].

Hence, the mechanisms governing the evolution of
a streamer into an arc channel come into play after the
return wave is completely damped, i.e., when the elec-
tron density, electric field, and current are equalized
along the channel.

3.2.2. Evolution of a quasi-uniform streamer
channel. After the equalization of the plasma parame-
ters along the streamer channel, the evolution of the
channel can be modeled by applying a zero-dimen-
sional model. The related calculations show that the
channel radius determines the initial electron density
and, to some extent, the initial gas temperature, thereby
determining the time of heating (Fig. 10) but not its
consequences, which almost completely depend on the
electric field in the channel. A series of test calculations
carried out for r = 0.5 cm yielded the following times th

of heating the gas in the channel to a temperature of
6000 K, at which the streamer plasma acquires essen-
tially all of the properties of an arc plasma (see table).

Since the leader process in a weaker external field may
develop on a time scale of about 1 µs, we should actu-
ally speak of the streamer breakdown when the electric
field E is close to 25 kV/cm and the heating time
becomes as short as several tenths of a microsecond.

By the time at which the process of the transforma-
tion of the streamer channel has come to an end, the
current density js increases to tens of kiloamperes per
square centimeter. It should be noted that this value of
the current density is not too sensitive to the channel
radius adopted for simulations (Fig. 10). The change in
the heating time, ∆th, is also not very significant: as the
channel radius r increases from 0.05 to 0.5 cm, the
quantity ∆th changes by no more than a factor of two.

E, kV/cm 20.0 22.5 25.0 27.5 30.0

th, ns 1600 430 130 55 29.5
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This justifies the use of a 1.5D model with a constant
channel radius. During heating, the electron density in
the channel increases by two orders of magnitude and,
finally, becomes higher than 1016 cm–3 (Fig. 11).

We emphasize that, after the streamer bridges the
gap, the energy deposited in the channel is high. In the
case at hand (r = 0.5 cm), the calculated current
increases to Imax ~ 10–15 kA. Over a time interval of
about ∆th ~ 100 ns, the charge carried away from a high-
voltage pulse generator (HPG) is equal to Q ~ 1 mC. In
this case, in order for the output voltage of the generator
not to drop too markedly, its internal resistance R !
Umax/Imax should be on the order of 10–1 Ω . There are
few traditional nanosecond generators that satisfy such
requirements, the more so because the output capaci-
tance of the generator, C @ Q/Umax, should be suffi-
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and gap parameters are the same as in Fig. 8.
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ciently high (about 10 nF) in order for the generator to
be capable of maintaining the output voltage during the
discharging of this capacitance as the streamer channel
is heated. Accordingly, an attempt to experimentally
investigate the evolution of a long streamer channel into
an arc will encounter significant difficulties.

Under real conditions, a nanosecond voltage pulse
may turn out to be insufficiently long for the breakdown
process to come to an end. The pulse may be damped
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Fig. 11. Time evolutions of the electron density in a channel
of radius 0.5 cm after the electric field in the channel relaxes
to two different uniform levels. The calculations were car-
ried out for a 20-cm-long gap between the sphere and the
plane.
when the instantaneous gas temperature T is still far
below the temperature characteristic of an arc. Never-
theless, even such a pulse changes the state of the gas
medium, so that a weaker electric field is required in
order for the breakdown process to come to an end. The
problem formulated with allowance for the above con-
siderations is oriented toward practical applications,
because it allows one to reconstruct how the air insula-
tion is affected by the combined action of a nanosecond
overvoltage and a long-term applied operating voltage,
which ensures the residual electric field Eoper in the dis-
charge channel. The character of the process when the
overvoltage applied to the gap is switched off is recon-
structed in Fig. 12. In a channel of radius 0.5 cm, the
electric field that was established after the gap was
bridged by the streamer is equal to 25 kV/cm. At
94.5 ns, by which time the gas was heated to 3500 K,
the field very rapidly falls off to Eoper = 6.45 kV/cm.
Then, the electric field remains unchanged. A jumplike
decrease in the field is accompanied by a decrease in
the current (by a factor of 2.8, i.e., in proportion to the
electron drift velocity v e ~ E0.73 in the energy range
under consideration). A further decrease in the current
over a time interval of about 60 ns is a consequence of
the decay of a streamer plasma in a depressed electric
field. Over this time interval, the electron density
decreases by nearly one order of magnitude (Fig. 13).
The channel conductivity starts growing when the gas
is heated to a temperature of about 4000 K, at which the
associative ionization reaction

(2)

becomes important.
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the mean electric field decreases instantaneously from 25 to
6.45 kV/cm at the time t = 100 ns, when the gas is heated to
a temperature of 3500 K.
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Taking into account the fact that the streamer break-
down may compete with the leader breakdown (pro-
vided that the streamer develops on a time scale of a
few tenths of a microsecond), we determined the resid-
ual electric field Eoper ensuring that the channel is
heated to a temperature of 6000 K over a time of 0.5 µs.
This temperature value was conditionally accepted to
be the critical temperature characteristic of an arc:
before the overvoltage applied to the gap is switched
off, the electric field in a channel of radius 0.5 cm was
equal to 25 kV/cm. In Fig. 14, the results of computer
simulations show that the residual field Eoper starts
decreasing rapidly after the channel is heated to
2000 K. However, only at a temperature of 3600 K, the
field just at the end of breakdown falls below the level
5 kV/cm, which characterizes the breakdown strength
of air under the action of a long-term operating voltage.
In other words, under normal conditions, an air gap
cannot be affected by a highly nonuniform electric field
with a peak strength of more than 5 kV/cm because of
the inevitable leader breakdown. For the same reason,
the breakdown strength of the gap bridged by a
streamer actually decreases only when the applied
nanosecond voltage pulse is strong enough to heat the
gas in the channel to a temperature of about 4000 K.

The calculated nonmonotonic evolution of the cur-
rent in the streamer after the return wave was damped
and the electric field was equalized (Fig. 10) provides
evidence for a fairly complicated kinetic scheme of the
breakdown process: as the breakdown develops, differ-
ent reactions of the production of electrons and their
losses vary in importance. Not all of these reactions
have been exhaustively investigated, and the rate con-
stants of many reactions are known only approximately.
Based on the relevant existing database, we can assume
that, in the initial breakdown stage, the electrons are
produced mainly in the reactions of step electron-
impact ionization and associative ionization of elec-
tronically excited nitrogen molecules [20], among
which N2(A3 ) molecules have the highest density.
The reactions involving these molecules dominate elec-
tron production and ensure an increase in the electron
density in an as yet cold channel at a relatively weak
electric field of 25 kV/cm (Fig. 15). A temporary
decrease in the current j is attributed to the reduction in
the density of the electronically excited N2 molecules
because of the production of active particles that collide
with the excited molecules and rapidly quench them. As
the gas is heated to temperatures T > 4000 K, the elec-
tron density ne and current j again start increasing in a
stable fashion because the electrons are now produced
in reaction (2), which is essentially completely insensi-
tive to the electric field. In such a hot gas, the electric
field also has no impact on the generation of N and O
atoms, because they are produced via thermal dissocia-
tion. In this situation, the rate of reaction (2) decreases
only slightly even in a zero electric field. As for the
electrons, they are lost only in dissociative recombina-

Σu
+
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tion with simple molecular ions (mainly NO+), while
electron attachment to neutral particles is of negligible
importance.

It should be kept in mind that the numerical model
developed here is evaluative in character not only from
the standpoint of incorporating the kinetic reaction but
also for describing the energy balance in the channel.
This primarily concerns fast heating processes, whose
rates are governed by the fraction of energy that is
transferred from the electronically excited states of
molecules. Calculations carried out with allowance for
the essential variations in the parameters of the related
processes [20] showed that they markedly affect the
time scale on which a breakdown develops and rela-
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tively weakly (to within 10%) influence the breakdown
threshold. The same is true of the degree to which the
initial electric field is nonuniform, as well as of the
streamer channel radius, which serves as an input
parameter for simulating the streamer propagation.

4. REBREAKDOWN OF LONG GAPS

For the breakdown of a long air gap to occur under
normal conditions, it is necessary to apply extremely
strong and short voltage pulses. However, the condi-
tions for breakdown in gaps in which the gas is pre-
heated are not so restrictive. Such conditions are typical
of, e.g., spark rebreakdown. The rebreakdown of a
slowly cooled gas channel that remains after an electric
arc has come to an end plays an important role in the
operation of current switches and is even more impor-
tant for exploiting high-voltage electric power trans-
mission lines (in the case of automatic reclosing of the
line immediately after short-circuiting). It is well
known that the parameters of the rebreakdown differ
appreciably from those of a primary breakdown in an
unperturbed gas. In air, the threshold for rebreakdown
can be much lower than that for primary breakdown
[24, 25]; the same is true of SF6 [26].

The rebreakdown of the channel that is cooled after
an arc discharge has come to an end was numerically
modeled in our paper [27] for a long air-filled gap
between the sphere and the plane. In that study, we used
a 1.5D model with uniform radial profiles of all of the
air parameters. We neglected the hydrodynamic expan-
sion of the channel and assumed that the ionization
wave covers the entire cross section of the heated chan-
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Fig. 15. Time evolutions of the rate constants for ionization
in the channel at an applied electron field of 25 kV/cm. The
calculations were carried out for the processes involving the
electronically excited N2 molecules, electron impact ioniza-
tion of é2 molecules and O ions, electron impact ionization
of NO molecules, and associative ionization in collisions
between N and O atoms.
nel. (The cooling of the channel was not modeled;
instead, the initial temperature and initial composition
of the air in the channel at the time when high voltage
was applied for a second time were used as the input
parameters.) These fairly rough, approximate assump-
tions allowed us to study the main characteristic fea-
tures of the development of the rebreakdown, which
had not been clarified previously even at a qualitative
level. In particular, we showed that, in contrast to the
primary breakdown, which usually proceeds through
the leader process [1–3], the rebreakdown is, in
essence, a version of the streamer breakdown. Let us
analyze the results obtained for the rebreakdown in
more detail.

4.1. State of the Gas Medium in the Cooling Channel

When the current is not too high, the air temperature
in an arc channel ranges from 6000 to 10000 K. After
the current is switched off, the heated channel cools at
a slow rate. Consequently, we can assume that the air
composition in the channel is in a local thermodynamic
equilibrium and correspondingly changes as the air
temperature T decreases. The auxiliary numerical cal-
culations carried out in [27] in order to simulate the
relaxation of the composition of the heated air as its
temperature T decreases very rapidly showed that the
assumption of the equilibrium character of the compo-
sition is valid for electrons and O and N atoms but it
may fail to hold for NO molecules. The equilibrium
density of NO molecules is maximum at Tmax ≈ 3000–
3500 K at atmospheric pressure. As the air cools, the
NO density rapidly relaxes for T > Tmax; in contrast, for
T < Tmax, the NO molecules are decomposed at a far
lower rate, so that the NO density does not have enough
time to follow the decrease in the temperature. In fact,
in this case, NO molecules are lost in the reactions

(3)

(4)

whose rate is fast at high temperatures T and decreases
exponentially at T < Tmax, because the density of N atoms
is too low and the energy threshold for reaction (4) is
high (about 1.7 eV). In the cooling channel, the density
NNO of NO molecules decreases mainly because of the
diffusion on the same time scales on which the channel
cools by heat conduction. For this reason, the relation-
ship between NNO and T in the cooling channel at low
temperatures can be written in an approximate form:

(5)

In computations carried out in [27], the initial air
composition was assumed to be thermodynamically
equilibrium everywhere, except for NO molecules,
which were described by relationship (5) if the initial
temperature was in the range T < Tmax.

NO N O N2,++

NO O N O2,++

NNO T( ) NNO Tmax( )T /Tmax.=
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4.2. Ionization Wave in the Cooling Channel

After the primary breakdown, the dielectric proper-
ties of the air start reconstructing as the channel cools
in the temperature range T < 3000 K. In this situation,
the rebreakdown in a gap with a nonuniform electric
field begins from the formation of an ionization wave
near the electrode having a small radius (in the case at
hand, this is an anode) and its further propagation along
the channel. Qualitatively, this wave is analogous to a
streamer propagating in unperturbed air. However, its
quantitative parameters are highly sensitive to the ini-
tial air temperature T and the residual conductivity of
the channel.

In order to investigate the effect of the residual elec-
tron density ne0 on the propagation of the ionization
wave, the initial stage of the rebreakdown in the gap
between the sphere and the plane was modeled in [27]
for the gap length d = 30 cm and for different densities
ne0. The radii of the anode and the plasma channel were
chosen to be 2 and 0.5 cm, respectively. Figure 16
shows the time evolutions of the longitudinal electric
field in the channel at atmospheric pressure and at
T(t = 0) = 3000 K and ne0 = 109 and 1011 cm–3. (The lat-
ter density value corresponds to the thermodynamically
equilibrium density at T = 3000 K.) The figure also
shows the axial profiles of the electron density at the
time by which the ionization wave propagates a dis-
tance of 25.5 cm. Calculations show that the higher the
residual electron density ne0, the more hampered is the
wave propagation in the channel that remains after the
primary breakdown has come to an end. This conclu-
sion stems from the fact that the residual electrons drift-
ing in the external electric field induce a space charge
along the entire primary channel (in particular, in the
region ahead of the ionization front), thereby smooth-
ing out the longitudinal field nonuniformity and caus-
ing the ionization wave to damp. Consequently, at a suf-
ficiently high residual density ne0, the electron density
profile along the channel that remains behind the ion-
ization front is highly nonuniform.

That the electron density in the channel behind the
ionization wave is lower than that in a streamer plasma
in air under normal conditions is also attributed to the
lower air density N. In fact, according to [3, 17], the
electron density behind the ionization wave is about
ne ~ νi /µe, where νi and µe are the ionization rate and
the electron mobility at the ionization front. For a fixed
ratio E/N, we have νi ~ N and µe ≈ N–1, which yield
ne ~ N2, indicating that the electron density decreases
significantly as the air is heated at a constant pressure.

As is the case with a streamer in cold air, the ioniza-
tion wave in the cooling channel drives the return wave
of the elevated electric field when it reaches the oppo-
site electrode. The results of simulation of this return
wave are illustrated in Fig. 17. At a low applied voltage,
the electric field at the return wave front is weak, the
ionization rate is slow, and the ionization process
PLASMA PHYSICS REPORTS      Vol. 27      No. 12      2001
affects the propagation of the field along the channel
only slightly. The electric field is primarily, if at all,
redistributed via the electron–ion recombination, which
acts to enhance electron losses in the regions in which
the electron density ne is elevated and to hinder them in
the regions of depressed electron density. As a result,
the axial profiles of ne and E are equalized. The calcu-
lations carried out in [27] show that the electron density
relaxes to a longitudinally uniform profile at the level

, which usually lies between 1010 and 1012 cm–3, on a
time scale of about 1–10 µs. Since the current at such a
low electron density is weak, the channel temperature
on this time scale increases only slightly. As a result, as
is the case with the primary streamer breakdown, the
channel will evolve into a highly conducting hot arc
only in the next stage, in which it will be heated uni-
formly over its entire length.
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4.3. Evolution of a Quasi-Uniform Plasma Channel

The evolution of a quasi-uniform plasma channel,
which is the key stage of the development of the
rebreakdown in the cooling channel, is characterized by
uniform longitudinal profiles of the electric field and
the plasma parameters and, therefore, can be studied by
means of a zero-dimensional modeling. In order to
illustrate the mechanism by which the electron density
increases in the external electric field applied for a sec-
ond time, Fig. 18 shows the time evolutions of the mean
rate constant ki of the electron impact ionization, the
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Fig. 18. Time evolutions of the parameters ki , kr , T, and TV

at T(t = 0) = 2000 K, E = 1 kV/cm, and  = 1012 cm–3.ne*
rate constant kr of the electron–ion recombination, the
gas temperature T, and the vibrational temperature TV of
N2 molecules. The corresponding calculations were
carried out for T(t = 0) = 2000 K. The calculated results
show that the initial increase in ne (for t > 1.5 ms) is
associated with an increase in TV, which increases the
number of high-energy electrons and enhances the ion-
ization by superelastic collisions of electrons with the
vibrationally excited N2 molecules. Parenthetically, the
observed peak in the time evolution TV(t) reflects the
production of O atoms, which efficiently quench the
excited molecules, thereby lowering the vibrational
temperature TV over the time interval 0.7 < t < 1.5 ms,
over which the electron density is low. The evolution of
the rate constant kr is weakly sensitive to the air heating
to a temperature of 3000 K.

Figure 19 shows the electric field strength E and the
reduced electric field E/N, both corresponding to the
threshold for the rebreakdown and calculated in [27] as
functions of T(t = 0) at  = 1012 cm–3. In the range
600–3000 K, the field E decreases from 7.5 to
0.2 kV/cm. It is important to note that, in this range, the
reduced electric field E/N is not constant, but decreases
from 60 to 8 Td. This circumstance contradicts standard
approaches for determining the threshold for the
rebreakdown under an explicit or implicit assumption
that the reduced field is constant [24, 28].

At T(t = 0) = 3000 K, the calculated threshold elec-
tric field for the rebreakdown is of the same order of
magnitude as the intrinsic fields in arc channels. Conse-
quently, we can conclude that, for T(t = 0) > 3000 K, the
air in the cooling channel has not yet started to recon-
struct its dielectric properties.

As the air cools to temperatures of T(t = 0) < 3000 K,
the associative ionization reaction (2) terminates,
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resulting in a rapid enhancement of the threshold
reduced field E/N and, accordingly, in a high rate of
electron impact ionization of neutral particles. Recall
that, at T(t = 0) > 1000 K, this ionization process prima-
rily involves NO molecules, whose ionization energy
(9.27 eV) is relatively low.

From Fig. 19, we can see that, in the range T(t = 0) <
1000 K, the reduced electric field E/N experiences
another sharp increase, which is attributed to the
appearance of negative ions. At such low temperatures,
electron attachment to é2 molecules is no longer coun-
terbalanced by the reverse processes; as a result, the
electron losses are substantially enhanced and the
threshold for the rebreakdown increases. In turn, in
such strong electric fields, the ionization process is
dominated by collisions of electrons with é2 mole-
cules, while the role of NO molecules becomes insig-
nificant.

Figure 20 displays the time evolutions of the rates of
different ionization processes under the conditions pre-
vailing in the rebreakdown in the cooling channel. One
can see that, as the air cools, electron impact ionization
gives way to associative ionization, whose rate is deter-
mined by the air temperature and is independent of the
electric field. Consequently, a rapid decrease in the field
will not cause a rapid decrease in the plasma conductiv-
ity, and we may say that the process of the rebreakdown
has come to an end.

There is reason to believe that the threshold for the
rebreakdown depends weakly on the channel radius rc.
In fact, the main processes that govern the threshold
develop in a uniform electric field E = U/d (where U is
the applied voltage and d is the interelectrode distance),
which is independent of rc . Analogously, the specific
energy release during the rebreakdown is also indepen-
dent of rc. These considerations justify the use of a
zero-dimensional model.

The electric field E shown in Fig. 19 has the mean-
ing of the threshold field for the rebreakdown only
when it is below the threshold for breakdown of cold
air. In long air channels with a nonuniform electric
field, the breakdown of cold air usually occurs via the
leader mechanism. The mean threshold fields for leader
breakdown in air-filled gaps of lengths 1–5 m were
measured to be 4–5 kV/cm [29]. Consequently, accord-
ing to Fig. 19, the air in the cooling channel stops
reconstructing its dielectric properties when it cools to
temperatures 700–800 K. At lower temperatures T, the
breakdown can develop along a channel other than the
cooling channel.

Above, we analyzed the breakdown of air in a cool-
ing channel in which the density of NO molecules no
longer changes in the range T < Tmax , because it is this
range in which the reactions involving NO molecules
slow down very rapidly. It is also of interest to consider
the breakdown of slowly heated air, in which case the
density of NO molecules is thermodynamically uni-
PLASMA PHYSICS REPORTS      Vol. 27      No. 12      2001
form and, in the range T < Tmax, is appreciably lower
than the density typical of the cooling channel. This sit-
uation was investigated numerically in our paper [30].
The related numerical results are also shown in Fig. 19.
We can see that, in the range T(t = 0) = 800–2000 K, the
threshold for breakdown of heated air is far above that
of cooled air because of the lower density of NO mole-
cules. The difference in the thresholds is maximum
(35%) at T = 1200 K. The pronounced hysteresis effect
manifests itself in the fact that the threshold for break-
down of air at a fixed temperature depends on the way
in which this state of air was achieved (heating or
cooling).

5. NONTHERMAL MECHANISM
FOR BREAKDOWN IN NOBLE GASES

There is reason to believe that the streamer break-
down is much easier to initiate in noble gases. In this
case, the conductivity of the streamer channel is signif-
icantly higher and decreases more slowly with time
(because electrons are not attached to neutral particles),
and the electron–ion recombination rate is slower.
Additionally, a large fraction of the deposited energy
can be immediately converted into heat because of the
absence of the vibrational degrees of freedom, which
accumulate significant energy during the development
of a spark in air, thereby hindering the onset of break-
down. That this was in fact true was confirmed by the
experiments carried out in [31, 32]. It was found that a
streamer breakdown in gaps with lengths of tens of cen-
timeters develops over time intervals of several micro-
seconds and that the mean electric field during the
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breakdown in Ar is about 650 V/cm, which is weaker
than that for air by a factor of 30 to 40. It is surprising
that, in contrast to the breakdown in air, the energy
deposited in the discharge turns out to be too low to
attribute the observed increase in the electric current
during the breakdown in Ar to the gas heating. Hence,
it was clear that the streamer breakdown in noble gases
is nonthermal in nature. The nonthermal breakdown
mechanism was explained in [32].

1 2 t, ms0+U

25
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m

t2t1
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1
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2 ms
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(a)
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Return wave

Streamers

23
.5

 c
m

(b)

Fig. 21. Evolution of the streamer channel into an arc in Ar
in a 25-cm-long gap: (a) streak photograph of the discharge
and waveforms of the voltage and the charge carried along
the channel after bridging the gap; and (b) visualization of
the return wave with the help of a plane cathode equipped
with a 3-cm-long needle. The primary streamer (1) evolves
into an arc (2).
5.1. Experimental Results

The measurements were carried out in a transparent
cylindrical chamber filled with Ar at the temperature
T = 293 K at atmospheric pressure. A study was made
of rod–plane gaps, the length of the gap being up to
40 cm. In most of the experiments, the length of the gap
was 25 cm. A positive voltage from 10 to 60 kV was
applied to the rod electrode. The experiments were
aimed at measuring both the electric current through
the streamer channel after bridging the gap and the volt-
age drop across the gap; the streak photographs of dis-
charges were taken by an image converter.

The experiments showed that the streamers in Ar
and air differ in their properties. Thus, the mean electric
field required to initiate the breakdown of Ar in a long
gap was measured to be 400 V/cm, which is lower than
that for air by a factor of 12. Above, we have shown
that, under normal conditions, a streamer that slowly
(over a time interval of several microseconds) bridges a
long gap cannot drive the breakdown because the
streamer channel has already decayed when the
streamer propagates across the gap. Breakdowns in Ar
are free of this drawback, so that the phenomenon of
streamer breakdown driven by a slowly propagating
streamer is easy to observe in noble gases.

Figure 21a shows the streak photograph of the
developing breakdown and the corresponding wave-
forms of the voltage across the gap and the charge car-
ried along the channel of the streamer that has bridged
the gap. The discharge was recorded by opening the
electronic shutter at the instant when the voltage was
applied to the gap and the scanning of the discharge
began after a time delay, at the instant when the
streamer closely approached the cathode. As a result,
both the static image of the discharge and the streak
photograph of its final phase were displayed. We can
see that the state of the plasma channel did not change
radically after the streamer bridged the gap. Only 2 µs
after the bridging, the current in one of the streamer
channels between the electrodes started growing with-
out any evident cause (this channel can be readily dis-
tinguished by its peculiar bending) and the channel
itself became very bright. Figure 21b shows the streak
photograph of the breakdown process in the experiment
in which the cathode was equipped with a 3-cm-long
needle. With such a cathode, it was possible to clearly
visualize the return ionization wave. Starting from the
tip of the needle when the streamer bridged the gap, the
return wave approached the anode over a time interval
of 2.5–4.5 µs (under the breakdown voltage), without
causing any significant change in the conduction cur-
rent. The current was observed to increase very rapidly
only after the return wave had reached the anode.
Simultaneously, the voltage drop across the gap was
observed to decrease sharply, indicating that the chan-
nel had acquired a descending I–V characteristic and,
consequently, that the gap is bridged.
PLASMA PHYSICS REPORTS      Vol. 27      No. 12      2001
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The total energy deposition W was determined from
the measured charge Q carried along the streamer chan-
nel and the measured voltage across the gap. At the
breakdown voltage Ubr, the total energy deposited
before the rapid avalanche-type growth of the current
was equal to W = QUbr = (6–8) × 10–4 J. In a 25-cm-long
channel with a radius of 0.1 cm, the gas temperature
increased (at the expense of this energy deposition) by
no more than 2 K. It is precisely the insignificant role of
the thermal effects that makes the streamer breakdown
in Ar different from the spark breakdown in air, which
is always thermal in nature [1, 3].

5.2. Results of Numerical Modeling

In [32], the streamer breakdown in Ar was simulated
under the experimental conditions described in the pre-
vious section. The simulations were carried out based
on the above 1.5D model, in which the kinetic scheme
was adjusted for Ar. Specifically, the electron energy
distribution function and the ionization mechanisms in
Ar were calculated with allowance for Coulomb colli-
sions, elastic electron–atom collisions, the dissociation
of argon dimers, the excitation and ionization of atoms
in the ground and electronically excited states, and the
corresponding reverse processes. The rate constants of
the electron processes were calculated as functions of
the reduced electric field E/N, the degree to which Ar
atoms are excited, and the degree of ionization α = ne/N.

The computations were carried out for a 25-cm-long
Ar-filled gap between the sphere and the plane under
normal conditions. The radius of the spherical anode
was set equal to 0.5 cm, and the streamer radius was
varied from 0.1 to 0.25 cm.

Because of the absence of electron attachment to
argon atoms and the lower rate of dissociative recombi-
nation of positive ions with electrons (the dominant

ions being  ions), the plasma in the streamer chan-
nel in Ar decays at a much slower rate in comparison
with that in air. As a result, all of the streamer parame-
ters in argon and air are correspondingly different. In
particular, in argon, the electron density and electric
field evolve to nearly uniform profiles along the chan-
nel, except for a region near the streamer head (Fig. 22).

According to calculations, the gap is bridged at a
mean electric field of 500 V/cm, which agrees qualita-
tively with the measured result (400 V/cm). Calcula-
tions show that, as is the case in air, the streamer
reaches the cathode and excites the return wave of a
strong electric field (Fig. 23). In this case, the drift
motion of the electrons produced by the streamer sub-
stantially reduces the electric field amplitude in the
return wave already at distances of several centimeters
from the cathode. That is why, in experiments, the
return wave was usually observed only in a small cath-
ode region, and it was observed over the entire gap vol-

Ar3
+
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ume only when the cathode was equipped with a needle
(Fig. 21b).

The propagating return wave smoothes the axial
profile of the electric field in the channel. The rate of
this process becomes markedly higher when the
applied voltage is sufficiently high to ensure additional
ionization of the gas at the front of the return wave over
the entire length of the channel. The numerical model
used in simulations is capable of capturing not only the
return wave, which propagates from the cathode toward
the anode, but also the reflected return wave, which
propagates from the anode toward the cathode. The lon-
gitudinal profile of the electric field in this reflected
wave at the time 300 ns is shown in Fig. 23. Note that
the return wave may experience many reflections. From
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Fig. 23. Time evolutions of the electric field in the channel
during the propagation of the return wave. The conditions
are the same as in Fig. 22.
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the calculated results illustrated in Fig. 24a (which
shows the time evolutions of the electric field at differ-
ent cross sections of the channel), we can see that, at the
voltage U = 22 kV, the streamer breakdown evolves into
a stable regime over a time shorter than 0.5 µs, after the
return wave has already crossed the gap twice. As the
voltage is decreased to the breakdown threshold
(17 kV), the electric field is equalized over a longer
time interval (about several microseconds) and the
return wave crosses the gap many times before the
breakdown evolves into a stable regime (in Fig. 24b,
this effect is manifested by peculiar oscillations of the
calculated time evolution E(t)). The current in the chan-
nel oscillates to a lesser extent (Fig. 25), because the
electron drift velocity in Ar is weakly sensitive to the
electric field variations in the range under consider-
ation. Figure 25 also implies that the integral of the cur-
rent (or, equivalently, the charge carried along the chan-
nel) is already a monotonic function of time. This con-
clusion agrees with the results of the experiment that is
illustrated in Fig. 21a and in which the charge carried
along the channel increased over a time interval of sev-
eral microseconds after bridging the gap.

By the time when the current starts growing in an
avalanche fashion (for t > 3 µs in Fig. 25), the electric
field and electron density are equalized almost com-
pletely along the entire channel (Fig. 26), so that the
further evolution of the streamer plasma is strictly syn-
chronous. This is confirmed by the accompanying
increase in the channel brightness in the streak photo-
graphs shown in Fig. 21. The calculated breakdown
voltage (17 kV) also agrees with that measured experi-
mentally (16 kV). The energy deposited in this preb-
reakdown stage is extremely low. Calculations show
that, at the breakdown threshold, the deposited energy
is lower than 2–3 mJ (the measured energy deposition
was found to be approximately the same). In this case,
the gas temperature in the channel actually increases by
no more than several degrees, so that thermal effects are
insignificant. On the other hand, the calculation and
experiment both provide evidence for the very rapid
increase in the current, which may be restricted only by
the internal resistance of the high-voltage source.

An analysis of the numerical results shows that the
observed increase in the current is associated not with
the gas heating, which could enhance the reduced elec-
tric field E/N or give rise to thermal ionization, but
rather with the intensification of stepwise ionization
through the excitation of electronic states of Ar atoms,

e + Ar  e + Ar*; e + Ar*  2e + Ar+,

in a nearly constant reduced electric field. When the
electric field is not too strong, the electron-impact exci-
tation rate in Ar is usually much higher than that in
molecular gases, because, in atomic gases, there are no
vibrational and rotational degrees of freedom of neutral
particles, so the mean electron energy is higher.

Figure 27 shows the time evolutions of the electric
field and stepwise ionization rate in the channel during
PLASMA PHYSICS REPORTS      Vol. 27      No. 12      2001
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the final breakdown stage. At a low electron density ne,
the stepwise ionization rate in the channel synchro-
nously follows the field evolution. However, 0.4 µm
later, when the density ne becomes higher than (3–4) ×
1013 cm–3, the decrease in the electric field can no
longer counterbalance the continuing increase in the
stepwise ionization rate because the latter depends non-
linearity on ne . It is also important to note that, in the
final stage of breakdown in Ar, the rate constant of the
excitation of atoms also increases with ne because of the
effect of electron–electron collisions, which leads to a
partial Maxwellianization of the electron energy distri-
bution. In turn, under the combined action of stepwise
ionization and Coulomb collisions, the I–V characteris-
tic of the plasma channel becomes descending, indicat-
ing the onset of breakdown.

In air, the above effects of stepwise processes and
Coulomb collisions on the ionization rate are, as a rule,
insignificant. In fact, stepwise ionization is usually
almost insensitive to the metastable states of é2 mole-
cules because the excitation energy of these states is
low (1–2 eV). The stepwise ionization through the exci-
tation of the electronic states of N2 molecules also plays
a minor role, because these states are efficiently
quenched in collisions with é2 molecules. In addition,
electron–electron collisions have a pronounced influ-
ence on the electron energy distribution only when the
electron–electron collision frequency is comparable
with the electron energy relaxation rate. Since the elec-
tron energy relaxation rate in air is much higher than
that in Ar, the effect of Coulomb collisions in air is neg-
ligible during the development of breakdown and
becomes important only in the final phase, when the
local thermodynamic equilibrium is reached. As for the
breakdown threshold, it is governed by the processes
occurring in the earlier stage.

The calculated time delay of the breakdown (the
interval between the times at which the streamer
bridges the gap and the current starts growing rapidly)
increases from 10–7 to 10–6 s as the applied voltage is
decreased and becomes as long as several microsec-
onds at the threshold voltage. The experiments yielded
approximately the same results.

Model simulations show that, when the electron
density and current increase by a factor of 103, the gas
temperature in the channel is lower than 350 K. This
indicates that the breakdown mechanism is nonthermal
in character. Of course, due to the Joule heating at a
high current, the gas temperature in the channel will
inevitably increase to typical arc temperatures. How-
ever, this temperature level will in fact be reached after
the initiation of the arc discharge.

5.3. Effect of Small é2 Admixtures

In [31, 33], it was shown experimentally that, in
long gaps, even a small (1%) admixture of é2 to Ar
results in the evolution of the streamer breakdown into
PLASMA PHYSICS REPORTS      Vol. 27      No. 12      2001
a leader breakdown. It is natural to presume that such a
high sensitivity of the mechanism for arc breakdown in
Ar to small é2 admixtures is associated with electron
attachment to oxygen molecules. However, elementary
estimates show that the time scales on which the break-
down develops in argon with a small oxygen admixture
are short in comparison with those on which the elec-
trons are attached to é2 molecules. This effect was
explained in [33] based on the results of numerical sim-
ulations of the streamer properties in Ar : é2 mixtures.

Figure 28 presents the streak photograph of a spark
discharge in Ar with a 1% admixture of é2. The dis-
charge was photographed under the same conditions as
those in Fig. 21, which refers to pure Ar. The only
exception is the applied voltage, which was increased
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to 24 kV in an Ar : é2 mixture. Nevertheless, the
streamer breakdown was not observed, although the
threshold voltage for breakdown in pure Ar is lower by
a factor of approximately 1.5. The waveforms of the
charge carried along the channel of a streamer after the
bridging of the gap showed that small é2 admixtures
sharply decreased the lifetime of the streamer plasma:
the plasma lifetime in Ar : é2 mixtures was as short as
1 µs or less, while the plasma lifetime in pure Ar was
several tens of microseconds. Accordingly, the charge
carried along the channel is lower: in an Ar : é2 = 99 : 1
mixture, it is Q ≈ 1–2 nC, while, in pure argon, it is
Q ≈ 10–15 nC. In addition, the larger the amount of é2,
the stronger the mean electric field Eav required to
bridge the gap. In mixtures containing from 0 to 5% of
é2, the mean field Eav increases almost linearly from
400 to 1800 V/cm.

25
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1

Fig. 28. Streak photograph of a streamer discharge in an
Ar : O2 = 99 : 1 mixture at U = 24 kV.

Fig. 29. Streak photograph of the streamer and leader
phases of a discharge in an Ar : é2 = 99 : 1 mixture at U =
30 kV: (1) initial streamer phase, (2) leader head, (3) leader
channel, and (4) streamer zone of the leader.
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 In Ar : é2 mixtures, the decay of the streamer after

it bridges the gap is not accompanied by an increase in
the current, provided that the voltage U is not too high.
An increase in the applied voltage gives rise to a leader.
The streak photograph in Fig. 29 clearly demonstrates
all of the pronounced structural elements of the leader,
in particular, the leader head, which is much brighter
than both the leader channel and the streamers that start
from the head. Since the leader channel emits mainly
red and infrared lights, it is seen to be very dark,
because the sensitivity of the photocathode of the
image converter used in the experiments is maximum in
the blue part of the visible spectrum. From Fig. 29, we
can distinctly see that the breakdown occurs just after
the leader comes into contact with the cathode. Quali-
tatively, this process is analogous to that in long air-
filled gaps [3]. As the streamer breakdown evolves into
the leader breakdown, the breakdown voltage Ubr dou-
bles. For the leader mechanism in an Ar : é2 = 99 : 1
mixture, we have Ubr = 30 kV, whereas the breakdown
voltage for the streamer mechanism in a 25-cm-long
gap filled with pure Ar is 16 kV.

The influence of small é2 admixtures on the param-
eters of a long streamer in Ar was modeled in [33]. The
kinetic scheme applied in [33] was developed by prop-
erly adjusting the scheme used in [32] for Ar to incor-
porate the following processes involving é2 molecules:
first, the reactions that are responsible for the formation
of the electron energy distribution; second, the reac-
tions of dissociation, excitation, and electron impact
ionization of é2 molecules and electron attachment to
them; and, finally, the corresponding reverse reactions.

Numerical calculations with the model based on the
kinetic scheme adjusted in such a way made it possible
to reconstruct the main experimentally observed fea-
tures of the evolution of the parameters of a long
streamer in Ar with small é2 admixtures. Thus, the
mean electric field at the instant at which the streamer
bridges the gap was found to be stronger by a factor of
1.6 for a 1% admixture of é2 and by a factor of 2.2 for
a 2% oxygen admixture, the corresponding experimen-
tal findings being 1.5 and 2.33, respectively. The same
agreement was achieved in reconstructing the effect of
é2 admixtures on both the lifetime of the streamer
plasma and the charge carried along the streamer
channel.

A fairly high degree of confidence in the calculated
results made it possible to use the model to refine the
role of particular reactions associated with the produc-
tion and loss of electrons in the gas mixture with the
aim of establishing the primary cause of such signifi-
cant changes in the properties of streamers in Ar with
small é2 admixtures. The results of the corresponding
computations showed that é2 molecules manifest
themselves primarily in the efficient quenching of the
excited Ar atoms, thereby slowing down the stepwise
ionization processes in the streamer channel. Under the
PLASMA PHYSICS REPORTS      Vol. 27      No. 12      2001
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conditions in question, a small oxygen admixture
resulted in the decay of the channel and thus prevented
the streamer breakdown. As a result, the threshold for
the streamer breakdown became very high (higher than
the threshold for the leader breakdown).

6. CONCLUSION

Although streamer breakdown in long gas gaps with
a highly nonuniform electric field is very important for
practical applications, it has been studied very poorly
and still remains one of the most unclear phenomena in
the physics of spark discharges. Streamer breakdown
has been observed more or less systematically only in
experiments with noble gases (for air under normal
conditions, only some fragmentary results have been
obtained). Until recently, there has been essentially no
study of the mechanism for streamer breakdown. Here,
we have reviewed recent papers in which better insight
into the details of streamer breakdown was provided by
comparing the results of numerical modeling with the
exceedingly little experimental data. We have analyzed
the development of breakdown at the microscopic level
and described the main kinetic processes that are
responsible not only for the streamer propagation but
also for the evolution of the streamer channel into an
arc channel after the streamer bridges the gap.

We have shown that return ionization waves play an
insignificant role in the streamer evolution. The conclu-
sion about the possible analogy between the return
stroke in the main stage of a lightning discharge and the
return waves in the streamer channel has not been con-
firmed. Regardless of the length of the gap, the streamer
acquires a descending I–V characteristic only after the
damping of the wave processes that equalize the elec-
tric field along the streamer channel. The gas heating to
the threshold temperatures for associative ionization
reactions (which are not affected directly by the electric
field) is not the only cause of the evolution of the
streamer channel into a state with a descending I–V
characteristic. In noble gases, we have revealed the
phenomenon of nonthermal streamer breakdown,
which is associated with the onset of the ionization
instability driven by electron–electron collisions and
stepwise ionization.

To drive streamer breakdown in cold air requires
strong (about 20–30 kV/cm) electric fields and voltage
pulses having nanosecond rise times. Such stringent
requirements become far less restrictive when the air is
heated to temperatures of about 1000 K or higher.
When analyzing the streamer breakdown in hot air, we
predicted a possible hysteresis effect. The results of
numerical modeling show that the threshold voltage for
the streamer breakdown is lower if the air temperature
T < 3000 K before applying the high-voltage pulse to
the gap is achieved by cooling (rather than heating) the
air. This effect is associated with different amounts of
NO molecules in the cooling and heating air.
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We can also anticipate that processes analogous to
the streamer breakdown take place during the propaga-
tion of the so-called dart leader in multistroke lightning
flashes [4, 34]. The dart leader is an ionization wave
that is initiated when a new charged center (convective
cell) in a thundercloud comes into play and propagates
along the cooling plasma channel formed by the pre-
ceding return stroke of the subsequent components of
lightning. Although all of the scales characteristic of
lightning flashes and discharges under laboratory con-
ditions are very different, the phenomenon of the dart
leader is thought to have properties in common with the
rebreakdown along the channel that remains after an
arc discharge. The question about this analogy is very
interesting not only from a theoretical point of view but
also from the standpoint of practical applications and is
worthy of further investigation.
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Abstract—The electron energy distribution function in an afterglow molecular nitrogen plasma is studied both
experimentally and theoretically under the conditions of weak electric fields such that the electron gas is heated
by superelastic collisions of electrons with vibrationally excited molecules. Based on the mean electron energy
balance, it is established that, depending on the degree of plasma ionization and the vibrational temperature of
nitrogen molecules, an afterglow plasma may evolve into two states, differing in electron temperature. This kind
of bistability is found to stem from the difference in the main mechanisms for electron energy losses in the two
stable states. The prediction that the shape of the electron energy distribution function should change in a jum-
plike manner when a weak electric field is imposed has been confirmed experimentally. © 2001 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

A distinctive feature of molecular plasma is the
close relation between the distribution of free plasma
electrons and the distribution over the vibrational levels
of molecules in the ground state [1]. This relation is
especially pronounced in the presence of weak (or zero)
electric fields in which the plasma electrons are heated
mainly by collisions with vibrationally excited mole-
cules in the ground or electronically excited states.
Such a plasma is produced by a charged particle beam
or occurs in the afterglow of an electric discharge.

The electron energy distribution function (EEDF)
was calculated for the first time in [2–4] together with
the distribution over the vibrational levels of nitrogen

molecules in the ground state  and electronically

excited metastable state . It was found that, in an
afterglow plasma, the EEDF is nonmonotonic in shape,
because the cross sections for the excitation of the
vibrational levels of the ground state of nitrogen mole-
cules have a series of maxima in a narrow energy range
ε1 ≤ ε ≤ ε2, where ε1 ≈ 1.6 eV and ε2 ≈ 3.7 eV. This res-
onant dependence on energy is attributed to the fact that
the vibrational excitation proceeds through the forma-
tion of an unstable negative ion. It was shown that, over
a wide range of conditions, the electron temperature Te

defined as Te = 2〈ε〉 /3 (where 〈ε〉  is the mean electron
energy) is close to the vibrational temperature Tv corre-
sponding to the distribution of nitrogen molecules over
vibrational levels.

However, the EEDF measured in the first experi-
ments on an afterglow discharge plasma in nitrogen [5]
was found to differ greatly in shape from the previously
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calculated EEDFs. Thus, for ε ≤ ε1, the majority of elec-
trons obeyed a Maxwellian distribution with Te ≈
1000 K. This value of Te was three times lower than the
expected temperature Tv corresponding to the vibra-
tional distribution of nitrogen molecules in the ground
state. It was established that the amount by which the
EEDF decreases can be characterized by the tempera-
ture T* ≈ 3000 K, which corresponds to the vibrational
temperature Tv only in the range ε1 ≤ ε ≤ ε2 of the effi-
cient excitation and deexcitation of the vibrational lev-
els of nitrogen molecules. The shape of the high-energy
part of the EEDF was found to be governed by super-
elastic collisions of thermal electrons with nitrogen

molecules in the electronically excited states ,
B3Πg, etc.

Additional measurements carried out at different
times after the discharge-current pulse ended (t ≤
500 µs) showed that, at the pressure P = 0.3 torr, the
shape of the EEDF remains essentially unchanged dur-
ing different phases of the discharge afterglow [6]. A
model proposed in [6] was intended to approximately
calculate the EEDF under the basic assumption that it is
bi-Maxwellian. The Maxwellian shape of the EEDFs in
the thermal energy range was explained as being due to
the dominant role of electron–electron collisions. The
electron temperature was specified as the parameter
extracted from the measurement results. It was
assumed that, in the energy range ε1 ≤ ε ≤ ε2, a decrease
in the EEDF is determined by the vibrational tempera-
ture T* = Tv . The high-energy part of the EEDF was
calculated with allowance for superelastic collisions of
electrons with nitrogen molecules in the electronically
excited states, whose population served as a computa-
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tion parameter. The results obtained in [7, 8] in solving
the Boltzmann equation with allowance for electron–
electron collisions agree well with the experimental
results of [6].

Further experiments showed that, as the discharge
current grows and the pressure rises to 0.5 torr, the elec-
tron temperature Te increases and reaches a value of
about Te ~ Tv [9]. An interesting behavior of Te in nitro-
gen with a small (about 1%) argon admixture at the
pressure P = 1 torr was observed experimentally in [10,
11]. In the initial phase of the afterglow, the electron
temperature Te was close to Tv . Then, the temperature
Te was observed to experience a jumplike decrease at a
practically constant Tv . The time at which the electron
temperature Te started to deviate in a jumplike manner
from Tv depended on the discharge-pulse current,
which governed the initial electron density and initial
vibrational temperature. Numerical integration of the
Boltzmann equation [11] showed that, when the elec-
tron density ne is high, the electron temperature Te is
close to Tv . This circumstance was explained as being
due to electron–electron collisions. For certain values
of ne and Tv , the Boltzmann equation has two different
solutions with two different electron temperatures Te . It
is this bistability that causes the experimentally
observed jumplike changes of the electron temperature
Te in time. Calculations of the EEDF showed that, in
certain ranges of ne and Tv values, such bistability can
also manifest itself in pure nitrogen [12].

Up to now, the effect of weak electric fields on the
EEDF in electric discharges in nitrogen has been stud-
ied very little. Weak electric fields were taken into
account by Dyatko et al. [7], who calculated the EEDF
for discharges in nitrogen at Tv = 3000 K. On the one
hand, the effect of reduced electric fields with the same
strengths as those used in [7] (about E/N ~ 1 Td) can be
estimated from the mean energy balance equation for a
purely Maxwellian electron distribution. In this way,
the electron temperature Te can be expected to change
by ~10%. On the other hand, the calculations of the
EEDF from the kinetic equation showed that the mean
electron energy changes by several times. However, in
[7], this circumstance was not discussed in detail.

Numerical solution of the Boltzmann equation
makes it possible to determine either Te for a nonequi-
librium EEDF in terms of the mean electron energy or
the characteristic amount by which the EEDF decreases
in a certain energy range. In this way, however, it is dif-
ficult to examine the influence of various parameters on
the value of Te. In contrast, it is well known that a useful
way of describing the afterglow plasma in atomic gases
is by theoretically analyzing the Maxwellian part of the
EEDF on the basis of the mean electron energy balance
equation [13–15]. This approach provides a simple
analysis of the processes that affect the temperature of
the thermal electrons over a wide range of parameters.
The electron temperature Te obtained in this way agrees
with the results of numerical calculations of the EEDF
to an accuracy with which the actual cross sections for
various elementary processes can be determined exper-
imentally.

Our purpose here is to develop a method that is
aimed at determining the electron temperature Te in an
afterglow plasma in a molecular gas and that is based
on an analysis of the electron energy balance equation.
We use this method to qualitatively examine the condi-
tions for the formation of bistable states of the EEDF in
molecular nitrogen. We also analyze the effect of weak
electric fields on the discharge afterglow and compare
the theoretical results with the data of our experiments.

2. BOLTZMANN EQUATION
We study the formation of the EEDF in a nitrogen

plasma on the basis of the time-independent Boltzmann
equation in the local approximation, which is valid
when the electron energy relaxation length is λε ! Λ,
where Λ is the characteristic diffusion length [16]. The
corresponding criterion for molecular gases was dis-
cussed in detail in [17]. The criterion for the formation
of the local EEDF in nitrogen plasma is approximately
satisfied in the range PR ≥ 0.1 torr cm, where P is the
neutral gas pressure and R is the radius of the gas-dis-
charge tube. The experiments described here were car-
ried out under the conditions of the formation of a local
EEDF. Further analysis also refers to these conditions.

In the local approximation, the terms with spatial
gradients in the kinetic equation can be neglected. As a
result, the kinetic equation for the isotropic part of the
EEDF has the form

(1)

(2)

Here, the diffusion coefficient D(ε) = DeE + Del + Drot +
Dee in energy space accounts for the effect of the elec-
tric field (DeE), elastic electron–molecule collisions
(Del), electron-impact excitation and deexcitation of the
rotational levels of nitrogen molecules (Drot), and elec-
tron–electron collisions (Dee); the dynamic friction rate
V(ε) = Vel + Vrot + Vee in energy space is governed by the
processes just mentioned; and C(ε) is the integral of
inelastic collisions. For a molecular nitrogen plasma,
the expressions for D(ε), V(ε), and C(ε) are presented,
e.g., in [6].

In our calculations, the cross sections for elastic col-
lisions of electrons with nitrogen molecules and those
for the excitation of the rotational levels were taken
from [18] and [19], respectively. The electron–electron
collisions were described by the analytic expressions
taken from [20]. These expressions approximate the

d
dε
----- D ε( )df ε( )

dε
------------- V ε( ) f ε( )+ C ε( ),=

f ε( ) ε εd

0

∞

∫ 1.=
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electron–electron collision integral with an accuracy of
20%, which is comparable to the accuracy with which
the cross sections for electron–molecule collisions are
measured.

It is well known [21] that, in a discharge plasma in
molecular nitrogen, the electron energy loss is associ-
ated mainly with the excitation of the vibrational levels

of molecules in the ground state . In self-sus-
tained discharges, the excitation of the higher-lying

electronic states , B3Πg, etc., may influence the
energy balance only when the reduced electric field is
sufficiently strong, E/N > 40 Td [22, 23]. An analysis of
these conditions goes beyond the scope of our study,
because electron heating in such a strong electric field
is far more intense than in collisions with the excited
molecules [1].

The electron gas can be heated by collisions with

both the molecules (v ), v  ≥ 1, which are vibra-
tionally excited from the ground state, and the mole-

cules in the electronically excited states , B3Πg,
etc. In an electric discharge, the most populated excited

state is the metastable state . The threshold
energy for exciting this state from the ground molecular

state (v  = 0) is ε0 = 6.2 eV. The density of the
metastable molecules can be as high as about 1011 cm–3

[24]. However, this density is much lower than the den-
sity of molecules vibrationally excited from the ground
state. Consequently, when the temperature correspond-
ing to the vibrational distribution of the ground state
lies in the range Tv ≥ 1000 K, the heating of the major-
ity of electrons by collisions with molecules in the

 state can be neglected in comparison with that
associated with the deexcitation of the vibrational lev-

els (v ) of the ground state. This temperature
range is characteristic of an electric discharge or an
afterglow plasma.

The above considerations show that, for a wide
range of conditions in a non-self-sustained discharge
and an afterglow plasma, the governing role in the for-
mation of the EEDF is played by such inelastic pro-
cesses as the excitation and deexcitation of the vibra-
tional levels of the ground state of nitrogen molecules.
The problem at hand can be further simplified by repre-
senting the integral for inelastic collisions of electrons
with molecules in the Fokker–Planck (divergence)
form. This approach was used by Lyagushchenko and
Tendler [25] to construct an analytic solution for the
EEDF in a discharge plasma in molecular nitrogen. The
form of the solution that they obtained corresponds
qualitatively to the results of previous calculations.
More recently, this approach was applied to analyze the
nonlocal properties of the EEDF in a nitrogen plasma
[17] and an afterglow plasma in nitrogen [6] and to
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examine the conditions under which the differential
conductivity in gas mixtures becomes negative [26].
The use of the divergent form of the inelastic collision
integral to describe the excitation of the vibrational lev-
els is justified by the fact that the most probable inelas-
tic processes are those in which the vibrational quan-
tum number v  changes insignificantly. The cross sec-
tions σ0v (ε) for the excitation of the vibrational levels
from the ground state decrease sharply with v  [27]. As
a result, over the range ε1 ≤ ε ≤ ε2 of the efficient excita-
tion and deexcitation of the vibrational levels, the
change in the electron energy E0v due to inelastic colli-
sions is much smaller than the energy itself. An analo-
gous assertion is valid for transitions between the vibra-
tional levels of the excited molecules. An analysis of
the corresponding cross sections showed that they are
also resonant in character [28, 29]. The cross sections
are observed to be maximum for transitions in which
the amount Ekv = E0v – E0k by which the energy changes
is on the order of the vibrational quantum energy Ev =
0.29 eV of a nitrogen molecule. In terms of the small
parameter Ekv /ε ! 1, which characterizes the processes

of vibrational excitation and deexcitation, (k) +

e  (v ) + e, the inelastic collision integral
Cvibr(ε) can be written as

(3)

where

(4)

Here, νkv(ε) = σkv(ε)nk is the excitation rate
of the vibrational level with the number ν from the
lower lying level with the vibrational quantum number
k and density nk , and e and m are the charge and mass
of an electron. The matrix of the cross sections σkv(ε)
used in our calculations was taken from [29]. The
matrix elements σ01(ε), σ02(ε), and σ03(ε) in the near-
threshold energy range were determined from the
experimental data of [30]. The energies Ekv of the vibra-
tional levels corresponded to the data from [31].

We substitute expressions (3) and (4) into Eq. (1)
and integrate the resulting equation twice to obtain the
following expression for the EEDF:

(5)

Here, the normalizing constant Cn is determined by for-
mula (2) and the characteristic amount T(ε), by which
the EEDF decreases, has the form
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where E is the electric field strength, νel(ε) is the fre-
quency of elastic collisions between electrons and
nitrogen molecules, δel = 2m/M is the energy transfer
coefficient in elastic collisions, M is the mass of an N2
molecule, Tg is the gas temperature, δrot = 8B/ε is the
energy exchange rate constant for the excitation of the
rotational levels, B is the rotational constant of an N2
molecule, νrot(ε) is the excitation rate of the rotational
levels, νee(ε) is the electron–electron collision fre-
quency, A0(ε/Te) = 0.385ε/Te for ε/Te ≤ 2.6, and
A0(ε/Te) = 1 for ε/Te ≥ 2.6.

Expression (6) implies that T(ε) differs strongly
between different energy ranges. In an afterglow plasma
(E = 0) with the degree of ionization ξ = ne/[N2] > 10–6,
the thermal energy range ε < ε1 is dominated by elec-
tron–electron collisions, so that we have T(ε) ≈ Te. In
the energy range ε1 ≤ ε ≤ ε2 of the efficient excitation of
vibrational levels, we have T(ε) ≈ Tv , provided that ξ <
10–3. Consequently, in an afterglow plasma in nitrogen,
the EEDF in the range 10–6 ≤ ξ ≤ 10–3 can be bi-Max-
wellian in character. This conclusion is supported by
both the experimental data [5, 6, 9] and the numerical
results [7, 8]. In an afterglow plasma with a higher
degree of ionization (ξ >10–3), the entire energy range
under consideration is dominated by electron–electron
collisions, so that the EEDF decreases exponentially.
This is confirmed by the corresponding numerical com-
putations [23]. In order to calculate the EEDF from for-
mulas (5) and (6), it is necessary to determine the elec-
tron temperature, because the EEDF at hand satisfies
kinetic equation (1) regardless of the value of Te [32].
In turn, the electron temperature should be found from
the mean electron energy balance equation.

3. MEAN ELECTRON ENERGY BALANCE 
EQUATION

Under the assumptions of our model, the balance
equation for the mean electron energy 〈ε〉  can be written
in the form

(7)

where the change in the mean electron energy is gov-
erned by the effect of the electric field (HeE), elastic
electron–molecule collisions (Hel), quasi-elastic pro-
cesses of the excitation and deexcitation of the rota-
tional levels (Hrot), energy loss in the excitation of the

∂ ε〈 〉
∂t

----------- HeE Hel Hrot Hvibr
–

Hvibr
+

,+ + + +=
           

vibrational levels of nitrogen molecules ( ), and
energy gain in superelastic collisions with vibrationally

excited molecules ( ).

We consider the case in which the EEDF forms in a
quasisteady fashion as the electron density ne and vibra-
tional temperature Tv change. This process starts sev-
eral microseconds after the electric discharge has come
to an end [3, 4, 23]. In the case at hand, the electron
temperature Te is determined under the assumption that
the right-hand side of Eq. (7), H(Te) = HeE + Hel + Hrot +

 + , is equal to zero; i.e., H( ) = 0. The solu-
tion to the latter equation can have one or several roots.
By analyzing the behavior of the function H(Te) near

the resulting solutions , it is possible to examine
their stability properties in terms of the discharge
parameters [33]. In our model, these are Tg, Tv , ne, and E.

For ∂H( )/∂Te < 0, the root in question is stable. In the

opposite case ∂H( )/∂Te > 0, the root is unstable.

A small perturbation ∆  grows with time until the
system evolves into another stable state.

4. NUMERICAL RESULTS
The results of the calculation of H(Te) at E = 0 for

different vibrational temperatures and electron densi-
ties are illustrated in Fig. 1. In calculations, the nitrogen
density was taken to be the same as in experiments,
[N2] = 1016 cm–3. For Tv = 0.23 eV (Fig. 1a) and low
electron densities (ne < 1011 cm–3), the function H(Te)

has a single root at  ≈ 0.075 eV. Since ∂H( )/∂Te < 0,

this root is stable. The EEDF at Te =  and ne = 2 ×
1010 cm–3 is represented by curve 1 in Fig. 2. We can see
that the EEDF is characteristically bi-Maxwellian. The
majority of electrons, which are in the thermal energy
range ε < ε1, obey a Maxwellian distribution with tem-
perature Te. The electrons that are in the range ε1 ≤ ε ≤ ε2
obey a distribution characterized not only by the elec-
tron temperature but also by the vibrational temperature
Tv . A comparison between the terms in the energy bal-
ance equation shows that the primary mechanism by
which the electrons are cooled is associated with the
energy loss in the excitation of the rotational levels. The
electron heating is governed by the deexcitation of the
most populated lower vibrational levels with v  = 1, 2
(Fig. 1d). The primary heating mechanism is governed
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by the nonresonant parts (at ε < 1 eV) of the deexcita-
tion cross sections σ10(ε) and σ20(ε), because it is these
parts that are responsible for heating the majority of
electrons.

As the electron density increases, electron–electron
collisions become more frequent, leading to an increase
in the effective energy transferred from high-energy
(ε > ε1) electrons to thermal electrons [13]. The higher
the electron temperature Te, the more important is the
role of superelastic collisions with nitrogen molecules
that are vibrationally excited to the levels v  = 3–5
(Fig. 1d). This effect is associated with the large cross
sections for the resonance deexcitation of these levels at
energies of about ε ≈ 0.8–1.5 eV. The electron temper-
ature Te stops increasing when the electron energy
begins to be lost primarily in the excitation of the vibra-
tional levels.

The qualitative picture of the processes occurring in
an afterglow plasma is illustrated by the dependence
H(Te) at ne = 1011 cm–3 (Fig. 1a, curve 3). We can see
that, at a higher electron density ne, the solution to the
energy balance equation has additional roots. The solu-
tion at hand has three roots. The first root is almost the
same as that at lower densities. The second root at

 = 0.16 eV is unstable because it satisfies the condi-

tion ∂H( )/∂Te > 0. The third root at  = 0.19 eV is
again stable. For the second stable state, the EEDF is
represented by curve 2 in Fig. 2. The characteristic fea-
ture of this EEDF is that, over the energy range of the
efficient excitation and deexcitation of the vibrational
levels, the electron density increases sharply (by more
than three orders of magnitude).

At a higher vibrational temperature (Tv = 0.26 eV),
the states of an afterglow plasma can also be bistable at
low electron densities (Fig. 1b). The value of the first
root in the range of low Te values depends only slightly

on ne and is equal to  = 0.085 eV. For this state, we

have Hrot( ) > ( ). The second root is unsta-
ble. The value of the third root depends strongly on ne .
At high electron densities (ne ≥ 1011 cm–3), the temper-

ature  = 0.255 eV practically coincides with Tv . For
an EEDF with this value of Te, the dominant mecha-
nism for electron energy losses is the excitation of the

vibrational levels, so that we have ( ) >

Hrot( ). As may be seen, a transition to another stable
state indicates that a different mechanism for energy
losses has come into play.

The lower the electron density ne, the stronger is the
effect of the processes of the excitation of the rotational
levels on the shape of the EEDF in the thermal energy
range ε ≤ ε1. These processes act to form an EEDF with
its own characteristic temperature Tg . However, the
principle of energy balance, which is governed by the
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Fig. 1. Mean electron energy calculated from the balance
equation as a function of the electron temperature Te at dif-
ferent vibrational temperatures Tv = (a) 0.23, (b) 0.26, and

(c) 0.28 eV and different electron densities ne = (1) 5 × 109,

(2) 2 × 1010, and (3) 1011 cm–3 and (d) the rate of electron
heating associated with the excitation of the eight lowest
lying vibrational levels as a function of the electron temper-
ature Te at Tv  = 0.23 eV and ne = 2 × 1010 cm–3.
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processes of the excitation and deexcitation of the
vibrational levels, implies that the EEDF should be
close to a Maxwellian function with the temperature
T(ε) ≈ Tv . Consequently, as can be seen from curves 2
and 3 in Fig. 1b, a decrease in the electron density leads
to a displacement of the quantity  toward the high
energy range. As a result, an increase in Te compensates
for the progressively smaller effect of the electron–
electron collision rate on the shape of the EEDF in the
thermal energy range ε ≤ ε1. Hence, over the entire
energy range ε ≤ ε3, the EEDF is essentially an expo-
nential function with T(ε) ≈ Tv (Fig. 2, curves 3, 4).

At higher vibrational temperatures (up to Tv =
0.28 eV), there remains the only stable state in which
the EEDF in the electron density range under consider-
ation is characterized by the temperature  ≥ Tv . In
this case, over the entire energy range, the EEDF is

Te3
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Fig. 2. EEDF in the discharge afterglow in nitrogen at
(1) Tv  = 0.23 eV, ne = 2 × 1010 cm–3, and Te = 0.075 eV;

(2) Tv = 0.23 eV, ne = 1011 cm–3, and Te = 0.195 eV; (3) Tv =

0.26 eV, ne = 1011 cm–3, and Te = 0.255 eV; and (4) Tv  =

0.26 eV, ne = 5 × 109 cm–3, and Te = 0.375 eV.
close to Maxwellian in shape with T(ε) ≈ Tv . In the low

energy range  < 0.1 eV, there is no longer a root,
because, for Tv ≥ 0.27 eV, the energy loss in the excita-
tion of the rotational levels cannot compensate for elec-
tron heating by collisions with vibrationally excited
molecules.

Let us analyze how the electric field affects the
energy balance at Tv = 0.23 eV and ne = 2 × 1010 cm–3.
Recall that, for E = 0, there exists a single stable solu-
tion corresponding to the root at  = 0.075 eV
(Fig. 3a, curve 1), in which case the EEDF is bi-Max-
wellian in character (Fig. 2, curve 1). The energy bal-
ance is dominated by the losses associated with the
excitation of the rotational levels (Fig. 3b). We can see
that even a slight additional electron heating could lead
to the appearance of the second stable solution in the
range of high electron temperatures Te.

Imposing a weak electric field (E/N = 0.4 Td) is suf-
ficient for the solution to Eq. (7) to have a root in the
range of high electron temperatures, specifically, at

 = 0.21 eV (Fig. 3a, curve 2). This solution is seen
to be unique. It is of interest to note that, in the energy
balance equation, the field term HeE( ) is small in

comparison with the term ( ) and makes a con-
tribution of about 10% (Fig. 3b). Hence, the applied
weak electric field plays the role of a peculiar trigger
mechanism that gives rise to an avalanche-like electron
heating associated with the deexcitation of the vibra-
tionally excited molecules (Fig. 3b) and forces the
EEDF to evolve into another steady state with the tem-
perature Te ≈ Tv .

As the electric field is increased up to E/N = 1.7 Td,
the electron temperature continues to grow and, in the
energy balance equation, the above two terms again sat-

isfy the condition ( ) > HeE( ) (Fig. 3b). In

this case, however, the value  = 0.27 eV is larger
than Tv . In the thermal energy range ε ≤ ε1, the field
term DeE(ε) contributes insignificantly to expression (6)
in comparison with the term Dee(ε). In this energy
range, a decrease in the EEDF is determined by the
electron temperature T(ε) = .

In our study, we compared the EEDFs calculated for
Tv = 0.26 eV and ne = 2 × 1010 cm–3 from the analytic
model proposed here with the EEDFs obtained in [34]
by integrating the Boltzmann equation numerically.
When determining the EEDF, we calculated the cross
sections of the processes involving vibrationally
excited molecules in the same way as was done in [34]
for set II of the cross sections. The results of the com-
parison are illustrated in Fig. 4. In the absence of the
electric field, the two calculation methods give nearly
the same values of Te in the thermal energy range ε ≤ ε1,
in which the majority of electrons are concentrated. The
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EEDFs are seen to differ in shape only in the transi-
tional energy range (ε ≈ 1 eV), in which the electron–
electron collision rate is comparable to the rate of the
excitation of the vibrational levels of nitrogen mole-
cules. We attribute this discrepancy to the error intro-
duced into our model by the Fokker–Planck representa-
tion of the integral for inelastic collisions of electrons
with molecules. Because of the inelastic nature of elec-
tron–molecule collisions, the EEDF spreads out into
the lower energy range by an amount equal to the vibra-
tional quantum energy. Of course, this effect is captured
by numerical simulations but it cannot be described by
the analytic model used here. The EEDFs calculated
numerically and analytically for E/N = 1.7 Td are
almost the same. Imposing the electric field results in a
sharp increase in the electron temperature. In the
energy range ε1 ≤ ε ≤ ε2, the decrease in the EEDF is, as
before, determined by the vibrational temperature Tv .

Hence, even a weak electric field in which the elec-
tron temperature Te grows in avalanche fashion may be
responsible for a severalfold enhancement of the ambi-
polar diffusion in the plasma and a severalfold reduc-
tion of the recombination rate for charged particles. In
such a field, the number of electrons in the range ε1 ≤
ε ≤ ε2 increases sharply, resulting in a jumplike increase
in the rate at which the electrons excite the vibrational
levels of nitrogen molecules. Since the shape of the
EEDF changes, the rate of the excitation of the elec-
tronic terms of nitrogen molecules from the higher
lying vibrational levels of the ground state can increase
by several orders of magnitude [35]. The factors just
mentioned may have a strong influence on the entire
sequence of plasmochemical reactions occurring in an
afterglow plasma in nitrogen.

5. EXPERIMENTAL OBSERVATIONS
OF THE EEDF

Our calculations revealed several scenarios for the
relaxation of the EEDFs in the discharge afterglow.
Which of the scenarios will occur depends on the initial
conditions, which are governed by the values of ne and
Tv at the end of the discharge current pulse.

For Tv ≈ 0.23 eV and a sufficiently high electron
density in the discharge plasma (ne > 1011 cm–3), the
electron temperature Te in an afterglow plasma rapidly
relaxes to the value Te ≈ Tv and then remains unchanged
until the electron density decreases to ne ~ 5 × 1010 cm–3

due to diffusion and/or recombination processes. In this
case, the EEDF with this value of the electron temper-
ature Te becomes unstable. As a result, the electron tem-
perature Te decreases in a jumplike manner to Te =
0.08 eV and the shape of the EEDF changes. An analo-
gous behavior of Te was experimentally observed in
[10, 11].

If the initial electron density in the discharge plasma
is ne < 5 × 1010 cm–3 and the vibrational temperature is
PLASMA PHYSICS REPORTS      Vol. 27      No. 12      2001
about Tv ≈ 0.23 eV, then the electron temperature Te

rapidly relaxes to a small value (Te < 0.1 eV) after the
discharge current pulse has come to an end. Since the
value of the first stable root depends only slightly on ne,
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Fig. 3. (a) Mean electron energy balance and (b) distribu-
tion of the energy that is lost and gained by the electrons at
Tv  = 0.23 eV and ne = 2 × 1010 cm–3 for different electric
field strengths E/N = (1) 0, (2) 0.4, and (3) 1.7 Td. In
Fig. 3b, the letters in the curve legends refer to the terms in
the mean electron energy balance equation: (a) |Hel |,
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the temperature Te remains unchanged throughout the
entire afterglow stage. This behavior of the electron
temperature in an afterglow plasma was experimentally
observed in discharges in nitrogen at the pressure P =
0.3 torr [6]. In the experiments of [6], the electron tem-
perature was found to be unchanged (Te = 0.09 eV) over
a time interval of 100–500 µs.

At higher vibrational temperatures (Tv ≈ 0.26 eV),
the electron temperature rapidly relaxes to the value
Te ≈ Tv and then remains unchanged until Tv decreases
to Tv ≈ 0.23 eV. If the electron density at this time is
ne < 5 × 1010 cm–3, the electron temperature Te will
decrease in a jumplike fashion.

Here, we describe the first experimental measure-
ment of the EEDF in a nitrogen plasma in the presence
of a weak electric field. The measurements were carried
out during the discharge afterglow in pure nitrogen at
the pressure P = 0.3 torr in a discharge tube with the
radius R = 1.7 cm. The experimental device and the
technique for measuring the EEDF were described in
detail in [5, 6]. The current pulse duration was τ = 7 µs,
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Fig. 4. EEDFs calculated from our model (curves 1, 2) and
obtained in [34] (curves 3, 4) at Tv  = 0.26 eV and ne = 2 ×
1010 cm–3 for different electric field strengths E/N = (1, 3) 0
and (2, 4) 1.7 Td.
the repetition rate of the pulses was f = 1.25 kHz, and
the discharge current was Id = 250 mA. The duration of
the additional current pulse that governed the electric
field strength in the afterglow was 30 µs. The EEDF
was measured 80 µs after the electric discharge came to
an end, i.e., 20 µs after the beginning of the heating
pulse. The electric field strength was measured from the
potential difference between two probes.

The measured EEDFs (normalized to the electron
density) are shown in Fig. 5, in which curve 1 reflects
the EEDF measured in the absence of the field. The
majority of electrons are seen to obey a Maxwellian
distribution with the temperature Te = 0.09 ± 0.01 eV.
In the energy range of the efficient excitation and deex-
citation of the vibrational levels, the decrease in the
EEDF is determined by the effective temperature T(ε) =
0.25 ± 0.05 eV. The high-energy part of the EEDF is
governed by the deexcitation of the electronically
excited states of nitrogen molecules by thermal elec-
trons. The electron density measured from the plasma
conductivity when an electric current flowed through
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Fig. 5. EEDFs measured at different electric field strengths
E/N = (1) 0, (2) 0.4, and (3) 1.7 Td.
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the plasma was ne = 2 × 1010 cm–3. According to our cal-
culations of the EEDF, the experimentally measured
value of the electron temperature Te corresponds to the
range Tv  ≤ 0.25 eV.

Imposing an electric field with the strength E/N =
0.4 Td radically changes the shape of the EEDF (curve 2
in Fig. 5). In this case, the results from the probe mea-
surements of the EEDF in the low-energy range ε ≤ ε1
are distorted by instrumental effects. The distortions are
introduced by the smoothing influence of the electric
field along the probe (in the case at hand, over a dis-
tance of 15 mm), and, in the energy range 0 ≤ ε ≤ 3Te,
they are caused by the drain of electrons to the probe.
As a result, we failed to determine the electron temper-
ature Te in the energy range ε ≤ ε1 by probe measure-
ments. However, in the energy range ε1 ≤ ε ≤ ε2, the
EEDF in the presence of the electric field is seen to
increase by more than two orders of magnitude over
that in the absence of the field (E = 0).

Increasing the electric field up to E/N = 1.7 Td leads
to a further increase in the EEDF in the energy range
ε1 ≤ ε ≤ ε2. The amount by which the EEDF decreases
over this energy range remains the same as that in the
absence of the field and, accordingly, is again deter-
mined by the temperature Tv . On the whole, the results
of the calculation of the EEDF (Fig. 4) are in good qual-
itative agreement with the experimental data.

6. CONCLUSION

We have carried out experimental measurements
and theoretical analysis of the relaxation of the electron
temperature during the discharge afterglow in molecu-
lar nitrogen under the conditions of weak electric fields.
The EEDF is calculated with allowance for the electric
field, electron–electron collisions, elastic electron–
molecule collisions, and the processes of the excitation
and deexcitation of the rotational and vibrational levels
of the ground state of nitrogen molecules. The shape of
the EEDFs is calculated analytically by using the Fok-
ker–Planck representation of the integral for inelastic
collisions in which the vibrational levels are excited.
The electron temperature is determined from the mean
electron energy balance equation. This approach makes
it possible to qualitatively analyze the effect of both the
temperature corresponding to the vibrational distribu-
tion of nitrogen molecules and the degree of plasma
ionization on the electron temperature Te . We have
established that, depending on the values of ne and Tv ,
an afterglow plasma may evolve into two states differ-
ing in the electron temperature Te . When the electron
temperature is low, Te < 0.1 eV, the main cooling mech-
anism for electrons is associated with the energy loss in
the excitation of the rotational levels, whereas electron
heating is governed by the deexcitation of the most
populated lower vibrational levels with v  = 1, 2. The
second stable solution, for which Te ≈ Tv , is established
PLASMA PHYSICS REPORTS      Vol. 27      No. 12      2001
in the range Tv ≥ 0.25 eV. In this case, the electron
energy balance is governed by the processes of the exci-
tation and deexcitation of the vibrational levels. Hence,
we have shown that the existence of bistable states
stems from the fact that the primary mechanism for
electron energy losses changes with increasing the elec-
tron temperature. This change is associated with the
resonant nature of the cross sections for the excitation
of the vibrational levels of nitrogen molecules in the
ground state. A comparison between the results of our
analytic model for calculating the EEDF with the avail-
able numerical results shows that the model correctly
describes the evolution of the electron temperature Te.

The transition from one stable state to another (with
a lower value of Te) can manifest itself as a jumplike
change in time of the electron temperature in a decay-
ing nitrogen plasma. This jump may be associated with
a decrease in ne and/or Tv during the relaxation process.
As a result, the rate at which the thermal electrons are
heated by collisions with vibrationally excited mole-
cules decreases.

Our analysis shows that weak electric fields can
change the electron temperature Te at the expense of a
jumplike transition from one stable state to another.
However, the electric field has a minor direct effect on
electron heating in comparison with the deexcitation of
the vibrationally excited molecules. Hence, the electric
field plays the role of a peculiar trigger mechanism that
forces the EEDF to evolve into another steady state.
Our experimental investigations confirmed the predic-
tion that the imposition of a weak electric field causes
the EEDF to change in a jumplike manner.
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