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Abstract—We study the effects of possible deviations of fundamental physical constants on the yields of light
nuclides, 2D, 3He, 4He, 7Li, and others during primordial nucleosynthesis. The deviations of fundamental con-
stants from their current values are considered in the low-energy approximation of string theories; the latter pre-
dict the existence of a scalar field, which, apart from the tensor gravitational field, determines the space geom-
etry. A two-parameter (η, δ) model is constructed for primordial nucleosynthesis: η = nB/nγ is the baryon-to-
photon density ratio, and δ is the relative deviation of fundamental physical constants at the epoch of primordial
nucleosynthesis from their current values. A dependence of η on the deviation of coupling constants δ has been
derived on condition that the primordial helium abundance is Yp = f(η, δ) = const, where const corresponds to
experimental values. We thus showed that the relative baryonic density (and hence ΩB) could vary over a much
wider range than allowed by the standard nucleosynthesis model. Considering this result, we discuss the
recently found mismatch between ΩB obtained from an analysis of CMBR anisotropy and from the standard
primordial nucleosynthesis model. © 2001 MAIK “Nauka/Interperiodica”.
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INTRODUCTION

The recent announcement about the possible detec-
tion of a cosmological change in the fine-structure con-
stant α = e2/"c made after the spectra of distant quasars
had been analyzed (Webb et al. 1999; Murphy et al.
2000) has rekindled interest in theories with changing
constants. If the fundamental constants actually dif-
fered at the formation epoch of quasar spectra, then we
have good reason to expect their difference at earlier
epochs of the evolution of the Universe, in particular, at
the stage of primordial nucleosynthesis. The latter can
serve as a sensitive indicator of the conditions that
existed in the first minutes of the life of our Universe.
Here, our goal is to study the effects of changes in fun-
damental physical constants on the yields of light
nuclides during primordial nucleosynthesis.

The recently found mismatch between the baryonic
density inferred from CMBR anisotropy observations
(Jaffe et al. 2000) and its value obtained from the stan-
dard primordial nucleosynthesis theory can serve as an
additional argument for modifying the primordial
nucleosynthesis theory.

THE ROLE OF SCALAR FIELDS 
IN COSMOLOGY

Currently, the relationship between cosmology and
particle physics has been found to be increasingly inti-
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mate. The scalar fields that correspond to zero-spin par-
ticles such as Higgs particles, dilatons, axions, and
others necessarily arise in current unification theories
of fundamental interactions (SUSY GUT, Super-
strings/M-theory, and others). They can significantly
affect the expansion dynamics of the Universe during
certain periods of its evolution. This can occur at the
dilaton-dominated epoch (&10–43 s), at the inflationary
epoch (~10–38 s), and at the current evolutionary stage
of the Universe, which may correspond to the quasi-de-
Sitter expansion with acceleration. The physical mani-
festations of scalar fields apart from those mentioned
above can take various forms. For example, they can
manifest themselves in space–time variations of the
fundamental physical constants that characterize the
strengths of various interactions.

Temporal variations of the coupling constants can
be revealed by analyzing the dependence of the primor-
dial 4He mass fraction on gravitational constant G, on
fine-structure constant α, and on other constants (Kolb
et al. 1986; Barrow 1987). Based on astronomical
observational data for the primordial helium abundance
Yp, Kolb et al. (1986) imposed constraints (~2–3%) on
the possible deviations of fundamental physical con-
stants at the epoch of primordial nucleosynthesis from
their current values. However, they varied different
constants separately (with the remaining constants
being fixed) and assumed the parameter η = nB/nγ, the
baryon-to-photon density ratio, to also be fixed.
2001 MAIK “Nauka/Interperiodica”
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Subsequently, modifying the standard nucleosyn-
thesis theory, several authors imposed constraints on
the relative change in fundamental physical constants
by taking into account the possible simultaneous
change in various constants (see, e.g., Campbell and
Olive 1995; Santiago et al. 1997; Bergström et al.
1999). However, the calculations were performed for a
specific fixed η [as in the pioneering study by Kolb
et al. (1986)].

In this paper, we consider a two-parameter (η, δ)
model for primordial nucleosynthesis, in which η is a
free parameter and can depend (for a constant yield of
light elements) on the deviation of constant δ. The
parameter δ characterizes the relative deviation of fun-
damental physical constants at the epoch of primordial
nucleosynthesis from their current values. We propose
specific dependencies of the coupling constants on sca-
lar-field parameters.

The most comprehensive similar study has recently
been carried out by Damour and Pichon (1999). How-
ever, they represent the change in fundamental con-
stants by the change in the gravitational constant G alone,
which is not enough from the viewpoint of more gen-
eral current theories. Their justification of the change in
constant G is ambiguous (see, e.g., Magnano and
Sokolowski 1994; Damour and Polyakov 1994; see
below for more details).

Here, we consider a wider class of models and esti-
mate the effects of changes in various constants on the
nuclide yield during primordial nucleosynthesis.

BASIC POINTS OF THE STANDARD 
PRIMORDIAL NUCLEOSYNTHESIS THEORY

The classic studies of primordial nucleosynthesis
(Wagoner 1969, 1970) were carried out in terms of two
standard models: the standard cosmological model and
the standard model of particle physics.

The standard cosmological model (Big Bang) was
universally accepted after the discovery of cosmic
microwave background radiation (CMBR). The follow-
ing facts form its observational basis:

(i) Expansion of the Universe [with the current Hub-
ble constant H0 = 100h km s–1 Mpc–1 (h ≈ 0.7)];

(ii) CMBR (T = 2.73 K is the current blackbody
temperature of the photon spectrum);

(iii) The relative abundances of light nuclides
(2D, 3He, 4He, 7Li, and others).

Being in good agreement with observational data,
the standard cosmological model, nevertheless, has a
number of conceptual difficulties (unnatural initial con-
ditions, the horizon and flatness problem, baryonic
asymmetry, the problem of the cosmological constant,
and others). In any case, a modification of the standard
model that eliminates the above difficulties and that is
consistent with particle physics must contain as a zero
approximation the standard cosmological model, which
has stood the test of time, just as the Newtonian gravi-
tational theory is contained in the general theory of rel-
ativity.

Modern particle physics is based on the Standard
Model of fundamental interactions. The local gauge sym-
metry described by the group SUc(3) ⊗ SUL(2) ⊗ U(1),
where SUc(3) is the symmetry of the strong color inter-
action between quarks and gluons and SUL(2) ⊗ U(1)
describes the electroweak interaction, underlies this
model (Okun’ 1984). In the Standard Model, three of
the four fundamental interactions (strong, electromag-
netic, and weak) are described in a unified way. Pres-
ently, there are no experimental data that would be in
clear conflict with this model in the energy range acces-
sible for current experiments. However, all three inter-
actions are not actually unified in the Standard Model,
and there are still three different coupling constants (g1,
g2, g3), which are free model parameters. The true uni-
fication could be achieved based on a simple (nonre-
ducible) group (with a single coupling constant gGUT)
that would include a direct product of the gauge groups
of the three interactions:

(1)

At the same time, the gravitational interaction
remains outside this unification as before and is

described by its own coupling constant G ~ , where

MPl ≡  ≡ 2.2 × 10–5 g is the Planck mass.

EXTENSION OF THE STANDARD MODEL

The supersymmetry methods that unify bosons and
fermions, allow gravitation to be unified with other
gauge theories (quantum chromodynamics, Weinberg–
Salam–Glashow electroweak theory), and are outside
the scope of the local quantum field theory have been
developed with a generalization of the concept of
geometry and the dimensionality of an elementary
object. These methods have led to the development of
the superstring theory. The superstring theory and its
various generalizations and modifications (M-theory
and others) are presently the true claimants to the role
of a Grand Unification Theory for all interactions (see
Green et al. 1987; Polyakov 1987; Ketov 1990; Moro-
zov 1992; and references therein). However, the current
superstring theory is still a subject of pure mathematics
rather than of experimental physics, because most of its
predictions lie in the energy range inaccessible in current
experiments (E & EPl = MPlc2 . 1.2 × 1019 GeV). Never-
theless, there are elements in the low-energy behavior
of the theory whose presence or absence in an experi-
ment allows its various versions to be discussed. Thus,
for example, small but nonzero changes in the coupling
constants during cosmological evolution are an impor-
tant observational effect predicted by current theories.
In this paper, we discuss variations in the low-energy
limits of fundamental constants rather than their

& SUc 3( ) SUL 2( ) U 1( ).⊗ ⊗⊃

MPl
2–

"c/G
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changes with interaction energy (running coupling con-
stants; see, e.g., Okun’ 1998).

A SCALAR-TENSOR MANIFESTATION
OF GRAVITATION

In addition to the tensor field in general relativity
whose quanta are gravitons, all versions of the super-
string theory predict the existence of a fundamental
scalar field whose quanta are dilatons (Green et al.
1987). In these theories, gravitation is equally

described by the Riemann tensor  (convolution of

the Riemann tensor, the Ricci tensor Rµν ≡ , appears
in Einstein’s equations) and by the dilaton field Φ.

To determine the behavior of matter, let us write the
action of the superstring theory. In general, this action
is written for the motion of a string in D-dimensional
space (D > 4), where D – 1 is the number of spacelike
dimensions. Since we analyze the energies that are
much lower than EPl, the low-energy limit of the
reduced four-dimensional action is of interest (Love-
lace 1984; Fradkin and Tseytlin 1985; Callan et al.
1985, 1986)

(2)

where k2 = 8πG, gµν is the space metric with signature
(– + + +), g ≡ detgµν, R ≡ gµνRµν is the scalar curvature,
and +m is the Lagrangian density related to the non-
gravitational fields of the matter ψm (the fermion and
gauge fields are the interaction carriers). This form of
the action is called Jordan’s frame (Jordan 1949).

However, the problem of the theory based on action (2)
is that the gravitational part of Eq. (2) is equivalent to
the theory of Brans and Dicke (1961) with the parame-
ter ω = –1, which, in turn, is inconsistent with observa-
tional constraints on ω (|ω| @ 1; Will 1993). Initially,
the solution of this problem in terms of the string theory
was reduced to the artificial introduction of dilaton
mass mΦ [or to the introduction of a potential V(Φ)]
(Taylor and Veneziano 1988), which allowed the dila-
ton field to be stabilized near a constant value Φ0. The
theory with action (2), in which Φ = const = Φ0 , is
equivalent to the general theory of relativity. However,
this solution of the problem suggests the existence of as
yet unknown dynamical mechanisms for the assump-
tion of mass by the dilaton and cause several other dif-
ficulties. In particular, it is unclear at which evolution-
ary stage of the Universe the dilaton is stabilized.

Damour and Polyakov (1994) proposed a different
elegant method of solving this problem, which allows a
theory with changing constants and particle masses
consistent with currently available observational data to
be constructed for a massless (!) dilaton. The string
coupling parameter of gravitational fields with matter

Rµτν
λ

Rµλν
λ

S
1

2k
2

-------- d
4
x g– e

Φ–
R ∂µΦ∂µΦ+(∫=

+ 2k
2+m ψm gµν,[ ] ) ,
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e–Φ in action (2) was obtained only in the tree string
interaction approximation. Including all expansion
terms results in a modification of the string coupling
parameter e–Φ  W2(Φ). The action with this cou-
pling parameter is equivalent to the generalized scalar-
tensor theory (Wagoner 1970; Will 1993). The latter
necessarily approaches the general theory of relativity
as the Universe expands (the attractor mechanism;
Damour and Nordtvedt 1993), which corresponds to a
zero coupling constant of the dilaton field with matter.

The laws of motion for gravitational fields {Rµν, φ}
have the most simple and convenient form if action (2)
is written in Einstein frame, where the metric kinetic
term is represented in canonical form (i.e., simply R).
For this purpose, a conformal transformation of the
metric is made, gµν  W2(Φ)gµν . Subsequently, the
scalar field is redefined, Φ  φ(Φ), so that the kinetic
term of the new field φ has a standard form, and action (2)
can then be represented as

(3)

The action written in this way leads to usual Fried-
mann equations for the dynamics of the scaling factor
of the Universe a(t) in the gravitational sector. How-
ever, if the scalar field φ depends on spatial-temporal
coordinates, then the coupling constants that appear in
the Lagrangian of matter +m and that describe the inter-
action between various types of fields will necessarily
depend on cosmological time and, in general, on spa-
tial-temporal coordinates.

Thus, the low-energy limit of string theories yields:
(i) GTR + scalar field in gravitation;
(ii) standard SUc(3) ⊗ SUL(2) ⊗ U(1) physics with

the coupling constants and particle masses dependent
on the cosmological evolution of the dilaton field, gi =
gi[ f1(φ)] and mj = mj[ f2(φ)], respectively, in particle
physics.

It should be noted that the physical equivalency of
action (2) [Jordan Frame (JF)] and action (3) [Einstein
Frame (EF)] is treated differently by different authors.
According to the authors of the first group, JF is physi-
cal, while EF is considered as a convenient computa-
tional procedure; the authors of the second group con-
sider EF as physical; and the authors of the third group
consider the two frames to be physically equivalent
[this issue is discussed in detail in the review by Mag-
nano and Sokolowski (1994)]. Thus, we consider two
possible cases: (1) JF is physical and (2) EF is physical.

METHODS 
FOR STUDYING THE EARLY UNIVERSE

At present, we can observe few physical processes
that allow the conditions that existed in the early Uni-

S
1

2k
2

-------- d
4
x g– R 2∂µφ∂µφ–(∫=

+ 2k
2
W

2– φ( )+m ψm gµν φ( ),[ ] ) .
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verse to be studied. Thus, for example, by analyzing
quasar spectra, we can see the Universe up to z . 7,
where z is the redshift, 1 + z ≡ a(t0)/a(t), a(t) is the scal-
ing factor, and t0 is the current age of the Universe. The
CMBR makes it possible to look into the past of the
Universe up to z ≈ 103. Much earlier evolutionary stages
of the Universe (z ≈ 109) can be studied by observing
the relative abundances of the light elements produced
during primordial nucleosynthesis.

Standard nucleosynthesis in the Big Bang model
predicts the relative abundances of light nuclei that are
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Li
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(c)

10–10 10–9

Fig. 1. Light-nuclide yields versus relative baryonic density
η = nB/nγ: (a) Yp = m(4He)/(m(H) + m(4He)), (b) D =
[D]/[H], and (c) Li = [7Li]/[H]. The band widths character-
ize the uncertainties of theoretical calculations; the triangles
and hatched rectangles indicate the uncertainties of astro-
nomical observations.

 
Table 1. The abundances of light elements

Range Source

Yp 0.244 ± 0.002 Izotov and Thuan (1998)

0.234 ± 0.003 Olive et al. (1997)

D/H (2.0 ± 0.5) × 10–4 Webb et al. (1997)

(1.9 ± 0.5) × 10–4 Rugers and Hogan (1996)

(4.0 ± 0.7) × 10–5 Burles and Tytler (1998)

(3.4 ± 0.3) × 10–5 Kirkman et al. (1999)

(4.4 ± 0.9) × 10–5 Levshakov (1998)

*1.5 × 10–5 Molaro et al. (1999)

(2.5 ± 0.2) × 10–5 O’Meara et al. (2000)
7Li/H (1.7 ± 0.5) × 10–10 Bonifacio and Molaro (1997)

(1.4 ± 0.5) × 10–10 Ryan et al. (2000)
in satisfactory agreement with helium, deuterium, and
lithium observations.

The yield of light elements in the standard nucleo-
synthesis model depends on the only parameter η =
nB/nγ, which has been constant from the annihilation of
electrons and positrons up until now (Fig. 1). This
quantity can be expressed in terms of the contribution
of baryons to the matter density in the Universe at the
current epoch, ΩB ≡ ρB/ρcr:

(4)

where ρcr = 3 /8πG is the critical density and
η10 = 1010η.

Currently available observational data on the light-
element abundances in the standard primordial nucleo-
synthesis model provide the most stringent constraints
on the baryonic density of the Universe ΩB. Table 1
gives estimates for the relative abundances of primor-
dial helium, deuterium, and lithium. Note that the accu-
racy of determining the primordial helium abundance is
presently an order of magnitude higher than the accu-
racy of determining the deuterium and lithium abun-
dances. Besides, the assertions about the primordial
origin of these elements are model-dependent. Gnedin
and Ostriker (1992) showed that the gamma-ray fluxes
detected from several quasars could be enough to pro-
duce the observed amounts of D and 3He through 4He
photodisintegration.

Some processes in the interstellar medium can also
produce light elements, for example, spallation reac-
tions during the interaction of cosmic rays (nonthermal
particles) with interstellar matter (Bykov 1995). The
latter processes are most effective during starbursts,
which apparently took place at z > 7.

CONSTANTS IN THE FORMULAS 
FOR PRIMORDIAL NUCLEOSYNTHESIS

The primordial synthesis of nuclei was described in
detail, for example by Wagoner (1969), Weinberg
(1972), and Kolb and Turner (1990).

In the standard nucleosynthesis model at energies
E > 1 MeV (T > 1010 K), the particles that constituted
the primordial plasma (protons, neutrons, electrons,
positrons, neutrinos, and antineutrinos) at this time
were in thermodynamic equilibrium. The equilibrium
between protons and neutrons was maintained by the
weak reactions

(5)

The ratio of neutron number n to proton number p in
thermodynamic equilibrium was determined by the
Boltzmann factor:

η10 . 274ΩBh
2
,

H0
2

p e
–

n νe, n e
+

p νe,+ + + +

n p e
– νe.+ +
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(6)

where Q ≡ (mn – mp)c2 . 1.3 MeV. The equilibrium was
conserved as long as the characteristic weak reaction
rates ΓW exceeded the expansion rate of the Universe H.
At temperatures T = Tf & 1 MeV (f stands for freeze-
out), the rates of processes (5) became insufficient to
maintain the equilibrium, and the n/p ratio proved to be
frozen; i.e., it essentially ceased to depend on time. To
be more precise, the fraction of neutrons subsequently
slowly decreased, mainly through their β decay on a
time scale τn = 886.7 s (neutron lifetime) (see Fig. 2).

In the energy range 1 MeV to 0.01 MeV, the chain
of nuclear reactions leads to the burning of virtually all
neutrons to produce 4He and a small fraction (~10–4) of
2D and 3He. Thus, the mass fraction of primordial 4He
in the total mass of the Universe is Yp . 2(n/p)f /(1 +
(n/p)f ). Given the time ∆t elapsed from the time when
the n/p ratio was frozen until the peak of the main
nuclear reactions, the above value will be slightly
smaller because of the neutron free decay. The final for-
mula for Yp , which implicitly contains all the basic con-
stants (α, me , Q, τn , GF) that determine the process
under consideration, is

, (7)

where (n/p)f = (–Q/Tf). Therefore, a change in α, me , Q,
τn, or GF causes a change in Yp and, naturally, in the rel-
ative abundances of other nuclei.

THE TWO-PARAMETER (η, δ) MODEL 
FOR PRIMORDIAL NUCLEOSYNTHESIS

To solve the formulated problem, we developed a
numerical code for computing the relative abundances
of the light elements produced during primordial
nucleosynthesis (see, Orlov and Varshalovich 1998).
The basic elements of this code are the same as those in
the classic code of Wagoner (1969) [updated by
Kawano (1992) and Smith et al. (1993)]. However, we
completely reconsidered the integration procedures,
added new nuclear reactions, used currently available
cross-section data, and, most importantly, updated the
code in accordance with the problem under discussion
by treating the fundamental constants as variable
parameters of the numerical code.

The basic cosmological equations (here, we con-
sider a flat Universe; i.e., k = 0) in the presence of a sca-
lar field are derived in the standard way, i.e., by mini-
mizing action (3). They are as follows:1

1 Note that, for a constant scalar field, φ = const, the string action (2)
coincides with the Einstein action. Therefore, we obtain the stan-
dard general-relativity equations as the gravitation equations, and
Eqs. (8) and (9) coincide with Friedmann’s equations.

n
p
---  . 

Q
T
----– 

  ,exp

Y p . 
2 n/ p( )f

1 n/ p( )f+
------------------------ ∆t/τn–( )exp
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(8)

(9)

(10)

The latter equation describes the evolution of scalar
field φ and, hence, the evolution of all coupling con-
stants. Its solution depends on the form of function σ(φ),
which characterizes the coupling of matter with the
dilaton field, and on the equation of state for the matter
that fills the Universe, ptot = γρtot. The function σ(φ) is
given by the relation σ(φ) = ∂lnW(φ)/∂φ.

In Fig. 3, γ is plotted against ζ, which is given by the
relation dζ = H(t)dt. When the initial condition ζ(z = 0) = 0
is chosen, ζ will be related to the redshift by ζ = ln(a/a0) =
–ln(1 + z). At the radiation-dominated epoch, when
γ = 1/3, the scalar field is decoupled with matter, and

Eq. (10) is particularly simple:  + 3H  = 0 or, if writ-
ten in terms of ζ, φ'' + φ' = 0 (here, the prime denotes dif-

3
ȧ̇
a
---– 4πG ρ 3 p+( ) 2φ̇2

,+=

ȧ
a
--- 

 
2

H
2≡ 8πG

3
-----------ρ 1

3
---φ̇2

,+=

φ̇̇ 3Hφ̇+
4πG

3
-----------ρ 1/3 γ–( )σ φ( ).–=

φ̇̇ φ̇

0
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6Li

7Li
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4He

p

Fig. 2. Evolution of the relative light-nuclide abundances
during primordial nucleosynthesis as a function of temper-
ature (T9 = T × 10–9).
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ferentiation with respect to parameter ζ). Accordingly,
the solution of these equations is

(11)

Therefore, if the derivative  (and φ') was nonzero
at some initial time (long before primordial nucleosyn-

thesis), then  (and φ') will approach zero and the field
φ itself will tend to a constant value, which we denoted
by φR. This circumstance significantly facilitates the
solution of Eqs. (8)–(10) in the radiation-dominated
period. It also allows the numerical simulation of pri-
mordial nucleosynthesis to be greatly simplified by
assuming that φ changes only slightly over the entire
period of the nuclear reactions.

We see from Fig. 3 that the radiation-dominated
period (γ = 1/3) gives way to a phase dominated by non-
relativistic matter with γ = 0. The solid and dashed lines
correspond, respectively, to the cosmological model
with ρM = ρcr , ρV = 0 and to the model with a vacuum-
dominated phase, ρM = 0.3ρcr , ρV = 0.7ρcr . In both
cases, from the time when γ becomes much less than
1/3, the field φ, according to Eq. (10), must change; this
change depends on the specific model for the coupling
of the scalar field with matter, more specifically, on the
function σ(φ). Consequently, the current amplitude of
the scalar field φ0 can differ from φR .

Thus, the coupling constants at the epoch of primor-
dial nucleosynthesis can differ from their current val-
ues. However, they may be considered invariable dur-
ing nucleosynthesis, which significantly simplifies the
calculations of light-nuclide yields.

Note that a small (~10%) deviation of γ from 1/3
during the annihilation of electrons and positrons does
not qualitatively change our assumptions and the subse-
quent calculations.

φ t( ) φR

b1

t
-----, φ ζ( )+ φR b2 ζ–( ).exp+= =

φ̇

φ̇

0.4

0.2

0

–20 –10 0

γ 
=

 P
/ρ

1/3

ζ = –ln(1 + z)

Epoch of e+e–-annihilation

Epoch of primordial 

nucleosynthesis Epoch

of recombination
p + e– → H

Epoch of star
and galaxy formation

Fig. 3. Parameter γ = p/ρ versus ζ = ln(a/a0) = –ln(1 + z).
Let us introduce a coefficient δ ~ (φR – φ0), which
quantitatively characterizes the difference between the
conformal factors, as follows:

(12)

For the effect of δ on the yields of light elements to
be elucidated, we must determine the δ dependence of
the fundamental constants that play the key role in pri-
mordial nucleosynthesis. This dependence is different
in the Jordan (JF) and Einstein (EF) frames. Since there
is no consensus on which of these frames correspond to
physical measurements, we analyze both alternatives.

In JF, according to Damour and Pichon (1999), the
presence of a scalar field causes a change in the expan-
sion rate of the Universe, which may be treated as a
change in gravitational constant G, whereas the remain-
ing coupling constants are invariable.

In EF, all coupling constants (3) change (see, e.g.,
Damour and Polyakov 1994; Campbell and Olive
1995). All four main interactions manifest themselves
in full measure at different stages of primordial nucleo-
synthesis. Accordingly, we will consider the transfor-
mation laws for the coupling constants in EF.

Electromagnetic Interaction 

The Lagrangian of the electromagnetic interaction
that appears in action (2) is

(13)

This Lagrangian describes a fermion of mass mΨ
interacting with an electromagnetic field described by
tensor Fµν. After conformal transformation, the
Lagrangian (13) in action (3) takes the form

(14)

In view of Eq. (12), this Lagrangian describes a fermion

of mass mΨ = (1 + δ)1/2 and charge e = e0(1 + δ)1/2, i.e.,
for the fine-structure constant α = α0(1 + δ).

Weak Interaction 

Weak interaction is the most universal interaction
after gravitation: whereas gravitation covers all parti-
cles, weak interaction extends at least to all fermions. In
the low-energy limit, the weak reaction rates are propor-
tional to the Fermi constant GF = 1.436 × 10–49 erg cm3.
Actually, the Fermi constant is not a true coupling con-
stant, and its physical meaning is defined in the elec-
troweak theory [SUL(2) ⊗ U(1)]:

(15)

W
2 φ0( ) W

2 φR( ) 1 δ+( ).=

Ψ γµ
Dµ mΨ–( )Ψ 1

4
---FµνF

µν
.+

Ψ γµ
Dµ W

1– φ( )mΨ–( )Ψ W
2 φ( )
4

---------------FµνF
µν

.+

mΨ
0

GF
2g

2

8MW
2
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1

2v
2

-------------.= =
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Here, g is one of the two true coupling constants of elec-
troweak interaction; MW is the mass of the W-boson, the
carrier of electroweak interaction, which, in turn, is also
proportional to g: MW = gv /2; and v  is the vacuum
mean of the Higgs fundamental scalar field, which is
central to the electroweak theory (and is responsible for
the generation of fermion masses).

Since the structure of the electroweak Lagrangian
with respect to conformal transformation is similar to
the electromagnetic Lagrangian, the dependencies of
the coupling constants on the conformal factors are the
same; i.e., g = g0(1 + δ)1/2. The dependence of the vac-
uum mean v  on the dilaton field is determined by the
peculiarities of the vacuum symmetry breakdown
mechanisms (possibly the compactification mecha-
nisms). The latter have not been studied adequately at
present and depend on the specific superstring model.
We analyze the direct interaction of the dilaton field
with the fields of matter determined solely by the factor
W(φ) in action (3). The value of the function multiplied
by a factor then changes, while the position of the extre-
mum (which the value of v  is for the Higgs scalar field)
remains as before. In this approximation, GF does not
depend on the dilaton field.

Note, however, that the independence of the weak
interaction constant on field φ does not mean that the
weak reaction rates will not change. The key reactions (5),
which determine the n/p ratio, depend not only on GF
but also on electron mass me and on difference Q
between the neutron and proton masses (see, e.g., Lif-
shitz and Pitaevskii 1971). In turn, Q depends both on
the change in neutron and proton masses and on the
change in the intensity of electromagnetic interaction,
i.e., on α. Thus, by changing α, we recalculated Q using
the expression of Dixit and Sher (1988) and the neutron
lifetime τn , on which the yields of light nuclides depend
significantly.

Strong Interaction 

The relative helium abundance is determined mainly
by the neutron abundance at the time when the nuclear
reaction rates increase. Since most of the neutrons in
nuclear reaction transform to helium by combining
with protons, the helium abundance depends weakly on
changes in the strong interaction constant. This is
clearly seen from Figs. 1 and 2. Obviously, even if all
the deuterium is converted to helium at η * 2 × 10–10,
then the addition of Yp will be &10–4. The relative abun-
dances of deuterium, lithium, beryllium, and boron are
more sensitive to the nuclear reaction rates, but here we
may also disregard the effect of a change in the strong
interaction constant compared to the effect of the elec-
tromagnetic interaction constant. This is possible,
because the reactions for the radiative capture of neu-
trons by protons and deuterons are radiative processes
and because the cross sections for the nuclear reactions
involving charged particles are determined mainly by
ASTRONOMY LETTERS      Vol. 27      No. 10      2001
the Coulomb barrier. The temperature range at the
nucleosynthesis peak is such that the Gamow factor

exp(– ), which characterizes the subbarrier tun-
neling probability, is much smaller than unity (i.e., E ~
kT < EG). Therefore, the nuclear reaction rates are expo-
nentially sensitive to a change in the fine-structure con-
stant α [EG = (2παZiZj )2µc2/2, where Zi, Zj, and µ are
the charges and reduced mass of the nuclei involved in
the reaction].

Gravitational Interaction 

Gravitational interaction determines the expansion
rate of the Universe and, consequently, the times when
the balance is upset between the direct and reverse reac-
tions. If the action is written in Einstein form (3), then
G appearing in it is constant. However, this constant is
not a true coupling constant. The analog of the fine-
structure constant for gravitation is the relation

(16)

where the mass acts as the gravitational charge. Since
G always appears in combination Gm, the change in
mass can be effectively described by a change in G.

Table 2 gives the resulting dependencies of funda-
mental constants on δ. The superscript 0 denotes the
current values of the corresponding quantities. The δ
dependence of Q was taken by using the results of Dixit
and Sher (1988):

(17)

The constant qC determines the contribution of elec-
tromagnetic interaction to the difference Q between the
neutron and proton masses, qC ≈ 0.9 MeV. The neutron
lifetime was calculated from the standard formula (see,
e.g., Lifshitz and Pitaevskii 1971) by taking into
account the changes in Q and electron mass me .

RESULTS OF THE CALCULATIONS

Under our assumptions, we calculated the yields of
primordial elements as a function of two parameters
(η, δ) by using the dependencies from Table 2. The
results of our calculations are shown in Figs. 4–6.
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Table 2. The δ dependencies of constants 
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Fig. 4. Light-nuclide yields versus η for various δ indicated above the curves in JF and EF: Yp = m(4He)/(m(H) + m(4He)), D =
[D]/[H], and 7Li = [7Li]/[H].
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Fig. 5. Parameter η versus δ for various Yp indicated near the curves for JF and EF.
We see from Fig. 4 that an increase (decrease) in δ
at fixed Yp causes a decrease (increase) in η, i.e., a
change in the baryonic abundance ΩB of the Universe
[see formula (4)].
The equation Yp(η, δ) = const implicitly defines the
relation between η and δ for which the change in the
baryonic abundance of the Universe and the deviation
of fundamental constants at the epoch of primordial
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nucleosynthesis from their current values agree are in
agreement with observational data on the abundances
of light elements.

In Fig. 5, η is plotted against δ for various Yp = const
in the range 0.231 to 0.246. This range covers the obser-
vational primordial-helium data from Olive et al.
(1997) and Izotov and Thuan (1998) (Table 1). Varia-
tions in δ within 20% (JF) or 5% (EF) could, in princi-
ple, cause the baryonic abundance of the Universe to
change by two or three orders of magnitude without
coming into conflict with the helium data. However, the
experimental data on primordial deuterium and lithium
(Table 1) limit the range of η (i.e., ΩB) and, accord-
ingly, the range of δ. Therefore, the possible values
of  δ  lie in the range from –0.15 to +0.06 (JF) or from
–0.025 to 0.008 (EF).

In Fig. 6, Yp is plotted against η for various δ. Also
shown in this figure are the two experimental ranges
Yp = 0.244 ± 0.002 and Yp = 0.234 ± 0.003. The vertical
band correspond to η obtained by analyzing CMBR
anisotropy data (acoustic peaks; Jaffe et al. 2000). The
upper curve represents the standard primordial nucleo-
synthesis model (δ = 0); we see that this curve does not
allow the CMBR data to be reconciled with the helium
data. The hatched bands define the ranges of δ for
which the CMBR data can be reconciled with the data
of Izotov and Thuan (1998) or with those of Olive et al.
(1997); the corresponding values of δ are given in Table 3.

0.26

0.24

0.22

10–10
η 10–9

δ > 0

δ =
 0

δ < 0

C
M

B
R

Y p

Fig. 6. The values of δ that simultaneously satisfy the
CMBR anisotropy data and the 4He(Yp) data. The two
hatched bands define the ranges of δ corresponding to its
numerical values from Table 3.

Table 3. Admissible values of δ

JF EF

Yp = 0.244 ± 0.002 –0.10 < δ < –0.03 –0.015 < δ < –0.005

Yp = 0.234 ± 0.003 –0.20 < δ < –0.13 –0.032 < δ < –0.019
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Note that the CMBR data give η for which the pri-
mordial deuterium abundance &10–5. In this case, deu-
terium must be additionally produced after the comple-
tion of primordial nucleosynthesis but before the for-
mation of the quasar spectra in which deuterium is
observed, i.e., in the range from z ~ 109 to z ~ 3.

CONCLUSION

(1) We have constructed a two-parameter model for
primordial nucleosynthesis in which the first parameter
η is the current baryon-to-photon density ratio and the
second parameter δ characterizes the deviation of fun-
damental physical constants at the epoch of primordial
nucleosynthesis from their current values. To solve the
formulated problem, we developed a modified numeri-
cal code for computing the production of light nuclides,
2D, 3He, 4He, 7Li, and others during primordial nucleo-
synthesis.

(2) Using the equation Yp = f(η, δ) = const, which
implicitly relates η and δ, we constructed an explicit
function η = f(δ; Yp). This function allows the relative
baryonic density to be varied over a wide range (η ∈
10–10–10–8), which corresponds to the baryonic abun-
dance of the Universe from ΩB ~ 0.01 to ΩB ~ 1. Thus,
when the constants vary, different values of ΩB can cor-
respond to the same helium abundance, which allows
the primordial-helium data to be reconciled with the
CMBR data (see, e.g., Jaffe et al. 2000).

(3) If the primordial deuterium and lithium data are
also taken into account, then the admissible range of η
and δ significantly narrows [here, we used the most typ-
ical ranges for deuterium (3.8 ± 1.5) × 10–5 and for lith-
ium (1.5 ± 0.5) × 10–10], which corresponds to the rela-
tive baryonic density η = (4.4 ± 1.0) × 10–10:

(18)

(4) The range of δ derived in our model (the con-
stants change during the post-radiation expansion
period of the Universe; i.e., 0 < z < 104) agree with a
recent result on the possible change in fine-structure
constant, ∆α/α = (0.72 ± 0.18) × 10–5 for 0.5 < z < 3.5
(Murphy et al. 2000).

In conclusion, note that primordial nucleosynthesis
provides the most stringent constraints, ΩBh2 = 0.016 ±
0.004, and there have been no clear conflicts with the
available observational data until recently. However,
ΩBh2 = 0.032 ± 0.005 obtained by analyzing the CMBR
fluctuation spectrum can serve as an indication that the
standard primordial nucleosynthesis model must be
modified. New experiments (MAP, PLANCK, and oth-
ers) on more detailed CMBR anisotropy measurements
are planned in the immediate future. A large number of
cosmological parameters, including ΩB , with an accu-
racy higher than several percent, are scheduled to be
measured during these experiments. The baryonic
abundance of the Universe obtained in this way (inde-

JF-frame: 0.15– δ 0.06,< <
EF-frame: 0.25– δ 0.008.< <
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pendently of primordial nucleosynthesis estimates) will
become a powerful means for testing primordial
nucleosynthesis models for their consistency and self-
consistency.
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A Model of Particle Acceleration to High Energies
by Multiple Supernova Explosions in OB Associations
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Abstract—The possibility of cosmic-ray (CR) acceleration to energies above 109 GeV per nucleus in extended
Galactic OB associations is analyzed. A two-stage acceleration mechanism is justified: at the first stage, the
acceleration by separate shock fronts from spatially and temporally correlated supernovae explosions takes
place, and, at the second stage, the Fermi acceleration by supersonic turbulence in an extended, strongly per-
turbed region near the OB association takes place. We calculate the CR energy spectrum, the change in CR
chemical composition with energy, and the energy dependence of the mean logarithm of atomic mass, 〈lnA〉 ,
for the accelerated particles. The calculated values are compared with those observed near the break in the
energy spectrum. We estimate the turbulence parameters, which allow the observed features of the energy spec-
trum and the CR enrichment with heavy elements to be explained. © 2001 MAIK “Nauka/Interperiodica”.

Key words: cosmic rays, nonthermal radiation; supernovae and supernova remnants
OBSERVATIONAL DATA AND STATEMENT 
OF THE PROBLEM

In recent years, observational data on the spectra and
composition of high-energy cosmic rays (CRs) have
shown that the current particle acceleration theory is not
completely adequate and have necessitated the develop-
ment of new acceleration models. Below, we briefly list
the main observational data that were obtained in numer-
ous experimental studies and that require an explana-
tion (Khristiansen et al. 1995; Swordy 1994; Shibata
1996; Teshima 1994; Petrera 1996; Fomin et al. 1997;
Glasmacher et al. 1999; Fortson et al. 1999). The spec-
tra of CRs up to energies of 105 TeV were taken in bal-
loon measurements (Russian–Japanese RUNJOB col-
laboration) by Apanasenko et al. (2001); these are
power-law spectra without any features in this energy
range. The index γ of the differential proton energy
spectrum at energies E = 102–105 GeV per nucleon is
approximately constant and close to γ ≈ 2.75. The spec-
trum of heavy nuclei in the same energy range is flatter,
and its index appears to be closer to γ ≈ 2.65 (although
the scatter of experimental data points is significant).
These results were obtained both from observations of
extended air showers and by direct measurements. At
energies E = 105–107 GeV per nucleus, there is a feature
(apparently a kink or a knee) in the CR energy spectrum
summed over all nuclei. The shape of the feature has
not been studied adequately; there may be a plateau or

* E-mail address for contacts: INT@cosmos.hop.stu.neva.ru
1063-7737/01/2710- $21.00 © 20625
a nonmonotonic behavior. After the knee, the spectrum
is again close to a power law with γ ≈ 3.1–3.2 at ener-
gies E ≈ 107–109.5 GeV per nucleus (Fortson et al. 1999;
Teshima 1994; Bird et al. 1993; Bakatanov et al. 1992).
The spectrum breaks at energy E ≈ 109.5 GeV per nucleus,
and γ ≈ 2.71 ± 0.10 at E ≈ 109.5–1010.6 GeV per nucleus
(Bird et al. 1993).

The changes in spectral shape are apparently
accompanied by a change in the Galactic CR composi-
tion and by an increase in the fraction of heavy nuclei
with energy. This is suggested by the data in Table 1 and
by recent measurements of the logarithm of atomic
mass, 〈lnA〉 , averaged over the contributions from dif-
ferent groups of nuclei. According to the CASA–MIA
team (Glasmacher et al. 1999) that measured the muon
density of a shower as a function of its size from
electrons, 〈lnA〉  monotonically increases from about
1.2 at E = 105 GeV to 3.4 at E = 107 GeV. The
KASKADE measurements, which took into account
both muon and hadron shower characteristics, have
shown that a break takes place only for light CR nuclei
and that there is no evidence of a break in the heavy
component up to 1017 eV (Kampert et al. 2001; see
also Fig. 1, taken from this paper). According to the
CASA–BLANCA team (Fortson et al. 1999), which
used Cerenkov detectors, 〈lnA〉  exhibits a nonmono-
tonic behavior: a decrease in the energy range 5 × 105

to 5 × 106 GeV and an increase at higher energies. The
accuracy of determining the percentage abundances of
various elements at high energies should not be overes-
timated. As yet no agreement has been reached on
many issues between the various teams of researchers.
001 MAIK “Nauka/Interperiodica”
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Table 1. The nuclear composition of primary CRs at energies E ≤ 105 GeV

Nuclei p He CNO Ne–S Fe group Source

Z 1 2 6–8 10–16 ≥26

Energy, GeV per nucleus 105 105 105 105 105

Energy, GeV per nucleon 105 2.5 × 104 7.1 × 103 4.2 × 103 1.2 × 103

Percentage abundance, % 20 36 19 12 13 Swordy (1994)

Energy, GeV per nucleon >2.5 >2.5 >2.5 >2.5 >2.5

Percentage abundance, % 92 7 0.5 0.2 0.04 Syrovatskiœ (1976)
Thus, for example, the Cerenkov detectors of the
AIROBICC and HEGRA facilities, after applying cor-
rections for systematic errors, give a CR composition
consistent with the absence of any change in atomic
mass with energy in the range (0.3–10) × 1015 eV
(Argueros et al. 2000). The disagreement over the com-
position of primary CRs at extremely high energies is
particularly serious. According to Bird et al. (1993), the
composition dramatically changes at energies E ≈ 108–
1010 GeV per nucleus, from almost 100% of Fe to 100%
of protons. However, this result is not confirmed by
other investigators (Doi et al. 1995).

The above brief list of basic observational data on
the spectral shape and composition of CRs shows that
the situation at energies above 105 GeV is most difficult
to explain. The available information about changes in
the spectrum and chemical composition of high-energy
particles suggests that either new sources switch on at
high energies, which supply most of the particles of the
corresponding energies, or the operating conditions of
the same sources that generate lower energy particles
change. The particle propagation conditions may also
change with energy, causing the energy spectrum
observed far from the sources to change (Berezinskiœ
et al. 1990).

Presently, most investigators consider the shock
acceleration in a turbulent medium as the most likely
generation mechanism for the majority of Galactic
CRs. However, according to the most optimistic esti-
mates, the acceleration by single shock waves from
supernova explosions cannot account for the origin of
the particles above the knee in the energy spectrum.
Thus, for example, the analysis performed in Lagage
and Cesarsky (1983), Fedorenko (1990), and many
other papers (including models in which the turbulence
level was calculated by using a self-consistent scheme
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Fig. 1. The spectrum for all nuclei, as measured with various facilities, and the expected behavior of the proton and iron spectra
(Kampert et al. 2001). Here, dj/dE0 is the differential CR intensity related to the distribution function F(E0) used below by dj/dE0 =
cF(E0), where c is the speed of light.
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for the generation of MHD waves by the accelerated
particles) leads one to conclude that the maximum
energy of the accelerated protons does not exceed 105–
106 GeV. Volk and Biermann (1988) appear to give the
highest maximum energy of ~(106–107)Z GeV. How-
ever, they had to make the following very optimistic
assumptions: (1) at the presupernova stage, a strong
stellar wind with a spiral magnetic field enhanced by
many orders of magnitude compared to the mean inter-
stellar field flowed out of the star; and (2) the explosion
occurred in the stellar-wind region and the particle
transport mean free path had the smallest possible
(Bohm) value close to the gyroradius (see also
Berezhko et al. 1996).

Calculations and observations (Lozinskaya 1986)
show that the presupernova’s stellar wind has a shell
structure, which gives rise to several shock waves, for-
ward and backward, in a young supernova remnant.
Given that strong turbulence is quite possible in the pre-
supernova’s stellar-wind plasma, the model of particle
acceleration by multiple shock fronts developed previ-
ously (Bykov and Toptygin 1990, 1993) may prove to
be more adequate even for a single supernova explo-
sion. The effect of shock-front multiplicity becomes
particularly strong when we take into account the non-
uniform distribution of supernovae in the disk and the
temporal correlations of their explosions related to the
synchronous evolution of stars in stellar associations
(Bykov and Toptygin 1988).

Here, our goal is to further develop the model of CR
acceleration in extended OB associations, whose pre-
liminary analysis was performed previously (Bykov
and Toptygin 1997). In our view, it would be most nat-
ural to interpret the experimental data presented above
by assuming that the CRs are Galactic in origin up to
energies of 3 × 109 GeV per nucleus, with the heavy
nuclei prevailing at such energies. At the same time, the
protons of extremely high energies E > 3 × 109 GeV
observed near the Earth are generated outside the Galaxy.

We estimated the energy parameters of OB associa-
tions that were important for the problem of CR accel-
eration. Of greatest importance are the magnetic-field
strength, the intensity of turbulent pulsations, and their
distribution in spatial scales. We restore the shape of the
turbulence spectrum, which can account for the
observed features in the accelerated-particle energy
spectrum, and calculate the change in CR chemical
composition when passing through the knee. This
change is attributable to the change in the acceleration
mechanism. The second change in the spectral shape
and composition of CRs in our model takes place at
higher energies and is caused by a reduction in the time
of particle confinement in the acceleration region with
increasing energy. We also calculated the shape of the
particle spectrum near its cutoff, where the spectrum of
Galactic sources appears to be joined with the spectrum
of the particles accelerated outside the Galaxy. The
changes in energy spectrum in our model are deter-
ASTRONOMY LETTERS      Vol. 27      No. 10      2001
mined by the particle rigidity, which is in agreement
with the data of Glasmacher et al. (1999).

A MODEL OF SUPERSONIC TURBULENCE
IN OB ASSOCIATIONS

According to observational data (Lozinskaya 1986),
a typical OB association produces a perturbed region
102–103 pc in size, whose lifetime is ~107 years. The
perturbed state of the plasma inside the association and
in its vicinity is produced by the winds from early-type
stars at the presupernova stages and, in particular, by
supernova explosions of massive stars. The frequency
of explosions in a typical association is estimated to be
10–5–10–6 per year. Since each supernova explosion
takes place in the medium perturbed by the presuper-
nova’s stellar wind, we provide the basic parameters of
the plasma in these regions.

According to Weaver et al. (1977), a multishell cav-
ity with a radius Rc of ~30 pc filled with the stellar-wind
and interstellar matter emerges within ~106 years
after  the onset of the outflow of a moderately intense
(~1036 erg s–1) stellar wind in the circumstellar medium
(with a density of ~1 H atom cm–3). At the same time,
the pure stellar wind extends only to 6 pc; further out,
there is the medium produced by its interaction and
mixing with the surrounding matter. The mean particle
number density in the cavity is ~10–2 cm–3. At the cavity
boundary, the density rises to a value slightly higher
than 1 cm–3. Under these conditions, the mass of the
matter inside the cavity is ~15M(. The cavity expands
as a whole at a velocity of ~10 km s–1.

For a supernova explosion with energy ~1051 erg
and ejected mass ∆M > M(, the medium may be con-
sidered cold, although its temperature is ~106 K
(Weaver et al. 1977). Because of the nonuniform mass
distribution in the cavity, the primary shock front gen-
erates a series of secondary perturbations. As the pri-
mary shock approaches the cavity boundary, the evolu-
tion of the remnant reaches the Sedov stage, because
the mass of the matter swept up by the primary front
will be close to or exceed the mass of the ejected enve-
lope. Of considerable interest is the behavior of the
shock wave from a supernova explosion at the cavity
boundary, where the ambient density abruptly changes
by a factor of ~100. Two shock waves, one passed into
the interstellar medium and the other reflected deep into
the cavity, diverge from this boundary. The contact dis-
continuity that emerges at the cavity boundary moves
away from the star (Fig. 2). The parameters of the two
shock fronts and the distribution of energy fluxes
between them can be determined by using the conser-
vation laws (Table 2).

We performed our calculations for a polytropic gas
with a polytropic index γ = 5/3 by disregarding the
magnetic field and the accelerated relativistic particles.
The external shock wave (front I in Fig. 2) appears to be
strong in most cases (Mach number M1 @ 1), because
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the temperature of the interstellar medium does not
exceed 106 K. The internal shock wave (front II) exists
in the gas already heated by the primary shock, and its

Mach number M2 cannot exceed  (see Table 2). The
last column of the table gives the ratio of the energy flux
through the external shock front outside the cavity
boundary to the energy flux through the primary shock
front inside the cavity:

5
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ρ2

ρ0
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Fig. 2. The arrangement of discontinuities when the shock
interacts with the density discontinuity: (a) before and
(b) after the interaction. The velocities were determined in
the frame of references associated with the star.

Table 2. Interaction of the shock wave from a supernova explosion 
with the density discontinuity produced by stellar wind

ρ2/ρ0 p3/p1 M2 /ρ0 uc/u0 u2/u1 u3/u1 η

1 1.00 1.00 4.00 1.00 1.33 4.00

2 1.41 1.15 4.91 0.84 1.12 –0.14 1.19

5 2.08 1.37 6.14 0.65 0.86 0.02 1.34

10 2.65 1.52 6.98 0.52 0.69 0.14 1.37

20 3.23 1.67 7.70 0.40 0.54 0.24 1.30

50 3.95 1.83 8.45 0.28 0.37 0.37 1.11

100 4.41 1.93 8.87 0.21 0.28 0.44 0.93

1000 5.41 2.13 9.62 0.07 0.10 0.59 0.40

100 000 5.94 2.23 9.96 0.08 0.01 0.66 0.05

ρ3'
where v s = 4u1/3 is the front velocity of the strong pri-
mary shock in the cavity. It follows from Table 2 that,
for overdensities at the cavity boundary ρ2/ρ0 ≤ 100,
much of the wave energy passes into the ambient
medium.

When the linear dimensions of the OB association
are ~100 pc and when it contains 30 or 40 exploding
stars, the mean separation between them is ~30–50 pc.
This means that the cavities produced by stellar winds
can be in contact and partially overlap and that super-
nova explosions will occur mostly in the tenuous
medium of circumstellar cavities. Under these condi-
tions, the shock fronts will interact and intersect to pro-
duce a strongly perturbed plasma region inside and near
the stellar association. Assuming the mean density in a
region with a radius of 100–150 pc to be ~10–2 mH cm–3,
we find the total mass of the diffuse matter to be 103M(.
Such densities and total masses can apparently be taken
as the basic parameters for the active stage of the asso-
ciation (~107 years). According to Lozinskaya (1986),
the total mass transferred by the wind from a typical
association over its lifetime is of the same order of mag-
nitude. The matter swept up from the association is
replenished by stellar winds and envelope ejections.

Random motions of plasma with shock fronts and
with a wide range of spatial scales generate turbulent
magnetic fields of the same scales; no special condi-
tions like turbulence gyrotropy (Vaœnshtein et al. 1980)
are required for these fields to be generated. Let us esti-
mate the magnetic energy as a fraction of the energy of
turbulent motions:

where ξ (0 < ξ < 1) is the unknown conversion coeffi-
cient. Taking u ≈ (2–3) × 108 cm s–1 and ξ ≈ 0.05 for the
conversion coefficient, we obtain an estimate

Given the complex multishell structure of the cavi-
ties produced by stellar winds, their sizes, and addi-
tional perturbations introduced by the ejected stellar
matter, the most likely estimate for the scale sizes of
typical inhomogeneities in the distribution of plasma
velocities and magnetic fields is several parsecs, say,
L ≈ 3–10 pc.

PARTICLE ACCELERATION BY SUPERSONIC 
TURBULENCE IN OB ASSOCIATIONS

It follows from the above estimates and reasoning
that a cavity with an OB association is a strongly per-
turbed region on time scales of several Myr that con-
tains a random ensemble of shock fronts with various
strengths, turbulent motions, and magnetic fields with a
wide range of scales. We have developed the theory of
particle acceleration in such systems previously (Bykov
and Toptygin 1990, 1993).
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If vΛ/u ! L, where Λ is the local particle transport
mean free path, v  is the particle velocity, u is the char-
acteristic front velocity, and L is the mean separation
between the fronts, then the particles are accelerated,
mainly independently, by separate shock fronts. The
evolution of the accelerated-particle distribution func-
tion F(r, p, t) averaged over the shock fronts and turbu-
lent motions is described by the equation

(1)

Here, καβ is the spatial diffusion tensor; the constant

 = /L is determined by the jump in hydrody-
namic velocity at the shock fronts and by the mean sep-
aration between them; and A, B, and D are the kinetic
coefficients, which are expressed in terms of the corre-
lation functions of turbulent velocities. The operator

(2)

describes the particle acceleration by a separate front,
and Green’s function G(p, p') describes the spectrum
transformation of the particles that fall on the shock
front and are accelerated by it. In the test-particle
approximation, Green’s function is

(3)

where γ is the spectral index for a separate front, and
pm is the maximum momentum to which the particles
are accelerated by a single front. Expression (3)
describes the formation of a spectrum with a single γ in
the momentum range from p0 (injection momentum)
to pm . The spectral index is determined by the compres-
sion ratio at the shock front:

(4)

The effect of the relativistic accelerated particles on
the shock front causes the general plasma compression
at the shock transition to increase, but it is now distrib-
uted between the sharp thermal discontinuity and the
prefront, the region where the plasma flow incident on
the front smoothly decelerates. The prefront width is
v Λ/u, and the change in velocity at the prefront
depends on the shock strength and on the accelerated-
particle density. In this case, simple analytic expres-
sions cannot be derived for Green’s function (see, e.g.,
Toptygin 1997), but the nonlinear deformation of the
front profile in the system under consideration is appar-
ently negligible. This is because of the presumed mul-
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tiplicity of the shock fronts, which are produced by the
fragmentation of a small number of primary strong
shock fronts and, therefore, have moderate Mach num-
bers.

Our estimates given below show that the particle
acceleration time for the conditions under consider-
ation is two or three orders of magnitude shorter than
the lifetime of the stellar association itself at its active
evolutionary phase. Therefore, in the particle accelera-
tion problem, we may assume steady-state supersonic
turbulence in the association and in its vicinity and use
Eq. (1) in the steady-state form. An analysis of its solu-
tions (Bykov and Toptygin 1990) indicates that under
typical conditions and for relativistic particle energies,
the particle acceleration by shock fronts play, a major
role. The Fermi term with coefficient D can be very
important only at nonrelativistic energies (Bykov and
Fleœshman 1992). It also becomes significant at high
particle energies, when each particle simultaneously
interacts with several fronts during the acceleration (see
below).

Apart from isolated sharp shock fronts, there is
small-scale turbulence in the system, which forms the
local transport mean free path of the accelerated parti-
cles. This turbulence is produced by weak shock waves
and by linear MHD modes of various types, which can
be amplified at shock fronts (Bykov and Ushakov
1986). According to specific calculations and general
views of the MHD turbulence properties (Vaœnshtein
et al. 1993), one might expect a power-law spectrum
with index ν = 3/2–5/3 on relatively small scales. The
smaller and larger values from this range correspond,
respectively, to weak MHD turbulence and to Kolmog-
orov homogeneous, isotropic turbulence in the approx-
imation of an incompressible medium. The transport
mean free path formed by such turbulence increases
with energy and can be roughly estimated from the for-
mula (Toptygin 1985)

(5)

where l0 is the main (maximum) scale of small-scale

turbulence, B0 is the large-scale field,  is the turbu-
lent field on scale l0,

(6)

is the gyroradius of the accelerated ion, E is its energy,
v  ≈ c, and Zeff is the charge number of the accelerated ion.

When the equality

(7)

which determines a characteristic energy E∗ , is
reached, the particle acceleration mechanism changes
in our model. Isolated, moderately strong fronts play a
major role at E < E∗ . In the test-particle approximation,
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they generate a power-law spectrum with index γ, the
same for ions with any Z, in a medium with small-scale
turbulence. However, allowance for nonlinearity may
lead to slightly differing spectral indices for the nuclei
with different Z at the same energy per nucleon.

The particles with energies E > E∗  simultaneously
interact with several fronts and rarefaction regions
between them during the acceleration; i.e., the ordinary
Fermi acceleration by large-scale turbulence takes
place. Thus, in our model, the acceleration mechanism
changes near energy E∗ , and it would be natural to asso-
ciate the knee in the CR spectrum at E ≈ 106 GeV with
this peculiarity of the model. Note that the transport
mean free path is determined by the particle rigidity

Therefore, the acceleration mechanism will change
at the same rigidity but at different energies of the
nuclei with different Zeff , and the change in energy
spectrum will be accompanied by a change in the chem-
ical composition of the energetic particles with energy.

At high energies, E > E∗ , at which the purely Fermi
acceleration remains, the particle distribution function
satisfies the equation

(8)

where the diffusion coefficient in momentum space
D(p) must now include the total velocity field as well as
the shock fronts. Assuming the spatial diffusion to be
isotropic, we represent D(p) as (Bykov and Toptygin
1990)

(9)

where 〈u2〉  is the mean square velocity in the system and
κ is the coefficient of spatial diffusion (which does not
depend on momentum in the purely Fermi case). The
Fermi acceleration time scale is τa = 9κ/〈u2〉  = const.

The steady-state equation (8),

(10)

allows for the separation of variables under the assump-
tion of spherical symmetry and isotropy of the system:

(11)

The solutions are

(12)

where k and λ = κτak2 are constants and
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is the index of the particle energy spectrum at high
energies (p > p∗ ). The constant C can be determined
from the condition of joining this solution with the
solution of Eq. (1) at p < p∗ .

The possible values of k can be determined from the
conditions at the r = R boundary of the acceleration
region. If the external region (r > R) is assumed to differ
from the internal region (r < R) only by the absence of
significant velocity fluctuations, 〈u2〉  = 0, if the coeffi-
cients of spatial diffusion in the two regions are close in
magnitude, and if we join the distribution functions and
diffusive flows at r = R, then we obtain the condition

(14)

The particle spectral index is determined by the
smallest k = π/2R. Using equality (13) and specifying
an experimental value γ = 3.1–3.2, we find the values
of λ needed to explain the experiment:

(15)

We use the observationally confirmed velocity of
the shock fronts u ≈ 3 × 108 cm s–1 and the mean sepa-
ration between them in an OB association and in its
vicinity L ≈ 3 pc ≈ 1019 cm. The particle transport mean
free path for rg < L can then be roughly estimated as

(16)

which follows from the fact that the strong scatterers
(shock fronts) are separated, on average, by distance L.
At rg > L, the transport mean free path rapidly increases
with energy, Λ ∝  p2, and the acceleration efficiency
decreases. Thus, the condition rg ≈ L in this model
determines the energy above which a turnover of the
energy spectrum occurs:

(17)

We take a moderate estimate for the mean magnetic
field in the perturbed region with multiple shock waves,
B0 ≈ 3 × 10–5 G, when its energy is several times lower
than the equipartition energy. This gives Em ≈ 108 GeV
for protons if L ≈ 3 pc.

Using formula (16), we estimate the ratio of separa-
tion L between the fronts to system size R:

which gives R ≈ 150 pc for the strongly turbulized
region near the OB association. This estimate fits into
the range of observable linear dimensions of hot cavi-
ties and superbubbles. The Fermi acceleration time
scale is τa ≈ 106 years, which is of the order of or shorter
than the time it takes for an ensemble of shock waves to
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be formed in an association. The time of the preceding
acceleration stage (at separate shock fronts) is shorter
by two more orders of magnitude, because the local dif-
fusion coefficient is small. We may therefore assume
steady-state turbulence on acceleration time scales.

Let us now return to lower energies, at which the
knee is observed in the spectrum. An abrupt increase in
the particle transport mean free path from Λ∗  ≈

l0 /  at rg ≈ l0 [E = E∗ , see (6)] to L @ Λ∗  at E @ E∗
is required for the energy spectra with γ = 2.7 and
3.1–3.2 to be smoothly joined. Let us specify the begin-
ning of the knee in the spectrum for protons, Ep∗  = 3 ×
106 GeV, in accordance with observational data. Then,
l0 ≈ rg∗  = Ep∗ /eB0 ≈ 0.03 pc. We find from (7) that

which allows the ratio of the magnetic energy of small-
scale turbulence to the energy of the large-scale mag-

netic field to be determined: /  ≈ 1. However, in
order for small-scale turbulence to weakly affect the
high-energy particles, E > E∗ , and not distort their
energy spectrum with γ ≈ 3.1–3.2, a cutoff or an apprecia-
ble dip in the turbulence spectrum on scales l0 ≈ 10–2 pc is
required. As a result, we obtain the shape of the turbu-
lence spectrum in an association shown in Fig. 3. On
scales l > l0, either a field with broken-mirror structure
with linear dimensions of individual regions L (single-
scale spectrum) or a set of weak shock waves similar to
that considered previously (Bykov and Toptygin 1987)
can provide the required energy dependence of the par-
ticle transport mean free path. Such turbulence has a
spectrum proportional to k–2, which provides a constant
particle transport mean free path Λ ≈ L. There is small-
scale (l < l0) Kolmogorov (ν = 5/3), MHD (ν = 3/2), or
mixed turbulence against this large-scale background.

In the transition region, the change in the accelera-
tion mechanism causes the spectral index γ(E) to
change from γ1 ≈ 2.7 to γ2 ≈ 3.1–3.2, which can be
approximated by a smeared step:

(18)

Here, E∗  is the energy at which the spectrum bends, and
∆E is the width of the transition region (~E∗ ).

In this case, the transport mean free path of the
accelerated particles increases to Λ ≈ L (Fig. 4) and
remains constant up to energies Em; thereafter, it again
increases for E @ Em as Λ(E) = L(E/Em)2. At these ener-
gies, the particle momentum distribution function satis-
fies the equation
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(19)

where pm = Em/c. Its solution is

(20)

where Kν is the Macdonald function and A is the inte-
gration constant. Figure 5 (upper curve) shows the
spectrum that is formed in our acceleration model for
the nuclei with all Z. As the initial composition below
the knee (E ≈ 105 GeV), we took the composition from
Swordy (1994) enriched with heavy elements (see
Table 1). Because of the high photoionization probabil-
ity in the vicinity of early-type hot stars, all nuclei,
including iron, were assumed to be completely ionized;
i.e., Zeff = Z. The lower curve in Fig. 5 was constructed
for a purely proton CR composition. The spectral shape
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for the nuclei with all Z at energies above 108 GeV is
shown in Fig. 6.

CR ENRICHMENT WITH HEAVY ELEMENTS
AT HIGH ENERGIES

In our model, the particle acceleration regime
changes at some rigidities that depend on model param-
eters, ρ∗  = p∗ /eZ and ρm = pm/eZ. For the nuclei with
different charge numbers, the energies of the transition
from one regime to another are proportional to Z. Since
the steepening of the spectrum increases during each
change in regime, the relative contribution of heavy
nuclei will increase twice: at E∗  = eZρ∗  and at Em = eZρm.
Figure 7 illustrates the heavy-element enrichment of
the spectrum as it bends. The first feature in the curve
for protons is attributable to the change in the accelera-
tion regime, and the second feature is attributable to the
particle escape from the acceleration region. For iron,
the two effects manifest themselves at high energies.
The ratios of the spectra for the elements with charge
numbers Z1 < Z2 before and after the bend can be
expressed as

(21)

The largest energy Em at which the transport mean
free path Λ still retains a constant L belongs to iron. For
the above parameters of the system,

which roughly corresponds to the highest energy
Galactic particles (Bird et al. 1993). Since, according
to (20), the distribution function at E > Em decreases
exponentially, a 100% iron enrichment of CRs takes
place in our model at E > 3 × 109 GeV.
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Fig. 5. The shape of differential energy spectrum N(E) near
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(GeV) are along the vertical and horizontal axes, respec-
tively. The upper and lower curves represent the nuclei with
all Z and a purely proton spectrum, respectively. The spec-
tral index changes from γ = 2.7 to 3.1 when passing through
the knee.
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The general change in the percentage abundances of
various groups of nuclei in CRs with energy is given in
Table 3. A plot of 〈lnA〉 against energy is shown in Fig. 8.
The smooth part of the curve from 106 to 108 GeV
reflects the fact the composition becomes heavier after
the change in acceleration regime; the step energy
dependence at E > 108 GeV results from the sequential
losses of light elements from the CR composition
because of the predominant escape of light particles.
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Fig. 6. The energy spectrum for all particles at energies
E > 108 GeV.
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quantities as in Fig. 5 are along the axes.
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energy.
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CONCLUSION

We have presented a model of CR acceleration in
the Galaxy that can account for the generation of
extremely-high-energy particles in extended (~150 pc
in size) OB associations (Galactic superbubbles). The
model relies on the available observational data and
allows the spectral shape and chemical composition of
particles at energies above the knee in the spectrum to
be predicted from the measured values for energies
104–105 GeV per nucleus.
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Atmospheric Iron Abundance 
in the Primary Component of u Sgr
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Abstract—Based on the observed energy distribution and line spectrum of the primary component of the
binary υ Sgr, we computed blanketed model atmospheres. The atmospheric iron abundance in the primary com-
ponent of υ Sgr was derived from photographic and CCD spectra. Our analysis confirmed the previously
inferred Teff = 13500 ± 150 K and  = 2.0 ± 0.5. The microturbulent velocity was found from spectral lines
in different spectral ranges to be Vt = 8–12 km s–1. We refined the mass fractions of light elements: 10–4 for H,
0.91 for He, 0.013 for C, 0.049 for N, and 0.008 for O. The iron abundance was determined with a high
accuracy from Fe I, Fe II, and Fe III lines in the spectral range 4000–7000 Å: (Fe)/ΣNi) = –3.80 ± 0.20.
© 2001 MAIK “Nauka/Interperiodica”.

Key words: stars—variable and peculiar
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1. INTRODUCTION

Basic data on the chemical composition of stellar
atmospheres and conclusions about its evolution in
stars have been drawn from observed photographic
spectra. A detailed history of the chemical evolution of
the primary component in the eclipsing and spectro-
scopic binary υ Sgr (Leushin et al. 1997a) has also been
determined by analyzing its photographic spectra. At
the same time, some peculiarities of the processes
included in calculations of the nuclear evolution of mat-
ter at the center of the binary’s primary component are
based on observational effects determined with insuffi-
cient accuracy, because it is objectively impossible to
obtain accurate data from photographic observations.
The binary υ Sgr is at the evolutionary stage associated
with the formation and ejection of a helium envelope
from its primary component. The binary is difficult to
analyze because of its structure and current evolution-
ary status. It was established (Leushin et al. 1998) that
υ Sgr appeared on the main sequence 52 Myr ago and
consisted of 7M( and 4M( components. At that time,
the components’ chemical composition differed only
slightly from the solar one, if at all. By now, the primary
component with the initial mass of 7M( has evolved
from the main sequence to a helium giant. The 4M(

secondary component is still on the main sequence,
because the evolution time of 4M( main-sequence stars
is 200–300 Myr. Five million years ago, the primary
component had not yet lost its thick hydrogen envelope
(the mass of the latter was 4.5M() and had two nuclear

* E-mail address for contacts: leushin@sci.lebedev.ru
1063-7737/01/2710- $21.00 © 20634
burning zones: (1) helium-burning zone at the bound-
ary of a carbon-oxygen-neon core and (2) hydrogen-
burning zone at the upper boundary of the helium shell
above the core. The nuclear burning in these layers pro-
ceeded with weak mixing over the entire helium shell.
This nuclear process with the simultaneous loss of the
hydrogen envelope lasted about 10 000 years. As a
result, the system transformed into a binary composed
of a main-sequence (4M() star and a helium giant with
a mass of 2.5M( and radius of 40–50R( at the second
stage of Roche-lobe filling with the helium envelope. In
addition, the system also contains part of the mass
ejected by the primary component during the first
Roche-lobe filling. Thus, at least four components form
the spectrum of υ Sgr: the primary (Teff = 13500 ± 150 ä,

 = 2.0 ± 0.5), the secondary (Teff =15000–20000 K),
the interstellar medium produced by the first envelope
ejection, and the matter that is leaving the primary as a
result of the second Roche-lobe filling.

Nevertheless, if we restrict our analysis to a detailed
interpretation of the visible and near-infrared spectral
ranges, then the influence of the secondary component
may be disregarded. The latter contributes about 0.01 of
the flux in these spectral ranges, which shows up only
in the far ultraviolet. The radiation from the interstellar
medium in the binary system may also be ignored,
because it increases the far-infrared luminosity of υ Sgr.
The mass outflow through the Roche lobe gives rise to
line emission: the feature in Hα is completely in emis-
sion, and the absorption feature in Hβ is significantly
reduced by emission. For the same reason, several lines
with P Cyg profiles are also observed in the red spectral
range of υ Sgr. This distorts the spectral energy distri-
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Table 1.  Spectroscopic material for the analysis of υ Sgr

Date Spectrogram 
number Detector Spectral range  Resolution Signal/noise Dispersion

May 17, 1978 1, 2 Kodak103aO 3900–5000 10 000 ù40 8 Å mm–1

June 14, 1978 33–35 Kodak103aO 3900–5000 10 000 ù40 8 Å mm–1

Aug. 13, 1986 21 Kodak103aO 3900–5000 10 000 ù40 1.8 Å mm–1

June 15, 1996 c11 604s CCD 1242 × 1192 Wight Instr. (GB) 3400–10 000 40 000 ù200 0.18 Å pic–1

June 6, 1999 s23 712 CCD K585 530 × 580 Elektron 5050–6640 40 000 ù110 0.10 Å pic–1
bution of the primary component only slightly, and it
may be disregarded at the first stage.

A detailed study of υ Sgr based on high-dispersion
spectra taken with the 6-m (BTA) telescope allows the
binary’s evolution to be reliably determined. At the
same time, there are peculiarities in υ Sgr and in other
such stars that primarily refer to anomalies of elements
heavier than oxygen, whose analysis requires a higher
accuracy than photographic observations can provide.
CCD spectrographs can give such accuracies. These
circumstances necessitate an analysis of υ Sgr using
CCD spectra.

2. OBSERVATIONS

We have analyzed the atmosphere of the primary
component of υ Sgr by using spectrograms taken dur-
ing 1976–1986 with the main grating stellar spec-
trograph of the 6-m Special Astrophysical Observatory
(SAO) telescope on Kodak 103aO and Kodak OaO pho-
tographic emulsions with a dispersion of 2–8 Å mm–1 in
Hγ, as well as CCD spectra taken with an echelle spec-
trograph of the 1-m SAO telescope (Musaev 1993) and
with the PFES echelle spectrometer of the 6-m tele-
scope (Panchuk et al. 1998). The corresponding data on
the spectroscopic material are given in Table 1.

The absorption lines that we identified and mea-
sured in the spectrum of the bright component of υ Sgr
by using photographic spectra with measured equivalent
widths in the wavelength range 3800–4680 Å are listed
in Kravtsov and Leushin (1981). The results obtained
from CCD spectra are presented in Table 2 for the mea-
sured Fe I, Fe II, and Fe III lines in the wavelength
range 4000 to 8500 Å. We reduced the spectra with
the  Dech20 code (Galazutdinov 1992). Table 2 con-
tains the atomic parameters, equivalent widths, and

(Fe)/ΣNi)  deduced from the corresponding lines.
Since the spectrum for the primary component of υ Sgr
is very rich in spectral lines, difficulties in drawing the
continuum arise. Therefore, the accuracy of the equiva-
lent widths cannot be higher than 10%, even at a signal-
to-noise ratio of ≅ 200. We used  from the VALD
compilation of  data (Ryabchikova et al. 1999)
and from Leushin et al. 1997b) to analyze the spectral
lines in υ Sgr.

(Nlog
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3. MODEL ATMOSPHERES
FOR THE PRIMARY COMPONENT

OF υ Sgr

3.1. Model Parameters and Chemical Composition 

Based on the parameters of the continuum (Burna-
shev 1981) and line (Kravtsov and Leushin 1981) spec-
tra, we computed model atmospheres for the bright
component of the unique binary υ Sgr (Leushin and
Topil’skaya 1985). All spectral features of υ Sgr were
described within the observational error limits by two
models:

(1) Teff = 13500 ± 200,  = 1.5 ± 0.5, N(He)/ΣNi =
0.95, N(H)/ΣNi = 10–6, 

(2) Teff = 14000 ± 200,  = 2.0 ± 0.5, N(He)/ΣNi =
0.70, N(H)/ΣNi = 10–6.

The microturbulent velocities for various species
were determined by Kravtsov and Leushin (1981) from
the curves of growth for the line equivalent widths
derived from photographic spectra: Vt(V II) = 5.1 km s–1,
Vt(Cr II) = 6.6 km s–1, Vt(Fe II) = 7.6 km s–1, and
Vt(S II) = 8.1 km s–1. An analysis of these data leads us
to conclude that the accuracy of photographic observa-
tions is not high enough for a proper model atmosphere
to be uniquely chosen. In addition, the blanketing effect
was ignored in the above papers, and, although impor-
tant conclusions about the binary’s evolution and its
current state were drawn from an analysis of the chem-
ical composition and physical parameters of its compo-
nents (Leushin et al. 1998), recalculating a model
atmosphere with allowance for new opacity data and
for blanketing is of current interest. Using chemical-
composition data (Leushin and Topil’skaya 1987), we
computed a model with variations in abundances, effec-
tive temperature, and surface gravity. The model atmo-
sphere was computed with the SAM1 code (Wright
1975), which we modified for the KONTUR code
(Leushin and Topil’skaya 1986; Leushin 1995). We
chose the following initial model parameters: Teff =
13500,  = 2.0; the abundances of some elements
are given in Table 3 (the abundances of the remaining
elements were taken to be solar).

Iterations began with the models of Kurucz (1989)
for the corresponding effective temperature, surface
gravity, and solar chemical composition. We passed to
the chemical composition of υ Sgr by substituting the
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Table 2.  Parameters and equivalent widths of Fe I lines and iron abundances ([Fe] = logN(Fe)/ΣNi)

λ, Å εi , eV loggf Wλ, mÅ [Fe] λ, Å εi, eV loggf Wλ, mÅ [Fe] λ, Å εi, eV loggf Wλ, mÅ [Fe]

4181.75 2.83 –.37 7.0 –3.69 4227.42 3.33 .26 26.0 –3.52 4299.23 2.41 –.43 9.0 –3.70
4184.89 2.83 –.56 2.0 –3.82 4233.60 2.48 –.35 11.0 –3.67 4307.90 1.56 –.07 50.0 –3.55
4187.79 2.42 –.30 8.0 –3.80 4250.12 2.47 –.37 11.0 –3.66 4325.76 1.61 .00 35.0 –3.75
4198.30 2.40 –.42 11.0 –3.64 4250.78 1.56 –.69 10.0 –3.74 4337.04 1.56 –1.40 1.0 –3.82
4199.09 3.05 .14 25.0 –3.54 4260.47 2.40 .03 32.0 –3.57 4383.54 1.49 .04 46.0 –3.70
4202.02 1.49 –.71 20.0 –3.47 4271.15 2.45 –.05 21.0 –3.67 4404.75 1.55 –.25 30.0 –3.67
4219.35 3.57 .12 10.0 –3.71 4271.76 1.49 –.16 22.0 –3.83 4415.12 1.61 –.62 11.0 –3.75

Parameters and equivalent widths of Fe II lines and iron abundances ([Fe] = logN(Fe)/ΣNi)

λ, Å εi, eV loggf Wλ, mÅ [Fe] λ, Å εi, eV loggf Wλ, mÅ [Fe] λ, Å εi, eV loggf Wλ, mÅ [Fe]

4031.44 4.73 –3.27 81.0 –3.81 4122.67 2.58 –3.66 196.0 –3.54 4178.86 2.58 –2.50 320.0 –3.78
4061.78 5.95 –2.53 107.0 –3.81 4124.79 2.54 –4.00 96.0 –3.95 4180.98 4.74 –3.67 55.0 –3.72
4069.88 5.91 –3.08 100.0 –3.39 4128.74 2.58 –3.78 187.0 –3.49 4182.69 4.73 –3.70 30.0 –3.96
4070.03 2.54 –5.28 44.0 –3.26 4153.01 2.89 –5.39 10.0 –3.74 4202.52 6.81 –2.40 55.0 –4.10
4075.95 2.54 –4.94 50.0 –3.54 4171.37 7.71 –2.77 30.0 –3.71 4202.86 6.81 –2.73 55.0 –3.74
4085.73 7.49 –2.97 20.0 –3.78 4173.46 2.58 –2.59 330.0 –3.60 4211.80 2.64 –5.14 17.0 –3.80
4087.28 2.58 –4.93 41.0 –3.63 4175.10 7.94 –3.98 3.0 –3.51 4213.52 7.77 –2.55 25.0 –3.88
4088.76 2.84 –4.89 49.0 –3.48 4175.99 6.81 –3.84 9.0 –3.66 4221.40 6.14 –3.13 44.0 –3.77
4093.23 6.70 –3.03 46.0 –3.64 4176.45 4.74 –4.59 9.0 –3.76 4229.37 7.81 –2.87 46.0 –3.38
4097.50 7.65 –2.27 93.0 –3.48 4177.69 2.54 –3.85 201.0 –3.34 4233.17 2.58 –1.90 379.0 –3.93
4104.18 2.86 –5.42 10.0 –3.72 4178.44 5.96 –3.54 40.0 –3.58
4111.87 5.96 –2.41 125.0 –3.79 4178.63 7.49 –4.29 1.0 –3.74

6605.31 11.11 –1.45 17.0 –3.82 6665.59 11.17 –1.64 40.0 –3.28 6722.76 11.14 –.76 148.0 –3.28
6606.34 11.02 –2.78 1.2 –3.62 6668.51 11.05 –1.40 55.0 –3.42 6724.82 10.93 –.92 44.0 –3.90
6607.05 11.11 –1.76 2.0 –4.39 6672.83 11.09 –.65 50.0 –4.14 6728.44 11.08 –.53 90.0 –3.84
6612.04 7.28 –3.56 20.0 –3.39 6677.30 7.27 –1.89 165.0 –3.73 6730.12 11.24 –1.85 12.0 –3.60
6618.41 9.76 –1.32 35.0 –4.27 6679.75 10.91 –.47 67.0 –4.27 6732.09 11.25 –1.84 5.0 –3.79
6621.98 11.02 –.05 230.0 –3.55 6681.41 11.11 –1.22 10.0 –4.38 6735.62 9.07 –2.69 5.0 –3.85
6627.26 7.27 –1.91 165.0 –3.71 6684.18 10.91 –.65 90.0 –3.81 6741.40 11.22 –1.68 48.0 –3.03
6628.66 11.24 –1.90 9.0 –3.65 6685.47 10.93 –.72 80.0 –3.80 6743.68 11.21 –.82 62.0 –3.76
6632.59 11.24 –2.16 7.0 –3.54 6686.74 11.24 –2.57 4.0 –3.28 6744.85 11.05 –.86 34.0 –4.14
6632.64 7.71 –4.13 2.2 –3.52 6686.87 11.44 –1.29 5.0 –4.46 6747.98 9.90 –3.10 2.5 –3.57
6636.94 11.21 –1.93 25.0 –3.14 6689.08 11.35 –2.00 4.0 –3.76 6748.84 11.27 -.83 47.0 –3.84
6641.99 9.58 –2.51 13.0 –3.62 6689.66 11.15 –2.09 5.0 –3.71 6754.36 11.17 –.64 38.0 –4.31
6643.07 10.91 –.77 60.0 –3.89 6691.16 7.12 –3.97 6.5 –3.55 6755.08 9.90 –3.13 4.0 –3.30
6647.69 10.91 –.60 74.0 –3.99 6704.89 9.74 –3.15 5.0 –3.26 6767.57 9.85 –1.83 16.0 –3.91
6650.97 7.13 –2.59 50.0 –3.85 6708.88 10.91 –.52 150.0 –3.58 6770.90 11.20 –.18 168.0 –3.68
6658.58 7.99 –3.92 3.0 –3.52 6719.64 10.93 –.52 75.0 –4.09 6784.22 6.80 –3.17 53.0 –3.53
6662.83 11.11 –1.20 9.0 –4.45 6721.39 11.16 –1.90 20.0 –3.37

Parameters and equivalent widths of Fe III lines and iron abundances ([Fe] = logN(Fe)/ΣNi)

λ, Å εi, eV loggf Wλ, mÅ [Fe] λ, Å εi, eV loggf Wλ, mÅ [Fe] λ, Å εi, eV loggf Wλ, mÅ [Fe]

4053.11 20.61 .26 4.5 –4.21 4348.80 13.13 –2.10 20.0 –3.89 4395.76 8.26 –2.90 125.0 –4.02
4052.51 24.63 .21 1.0 –3.14 4352.58 8.25 –3.17 108.0 –3.85 4404.16 13.13 –2.38 13.0 –3.86
4059.44 11.22 –4.44 1.0 –3.75 4365.64 8.26 –3.40 59.0 –4.14 4419.59 8.24 –2.22 220.0 –3.92
4071.70 24.64 .37 1.0 –3.55 4371.34 8.24 –2.99 140.0 –3.80 4430.95 8.25 –2.56 270.0 –3.15
4323.78 11.22 –3.48 20.0 –3.50 4382.51 8.26 –3.02 110.0 –4.03

5086.70 8.66 –2.89 168.0 –3.76 5219.13 22.22 –.08 .1 –4.04 5284.83 22.31 .47 2.0 –3.78
5105.33 22.27 –.06 1.0 –3.64 5235.22 22.28 –.40 .1 –3.79 5295.03 22.30 –.53 .1 –3.70
5127.38 8.66 –2.52 250.0 –3.70 5235.66 18.27 –.11 36.0 –3.64 5298.11 22.31 .37 .5 –3.88
5127.63 8.66 –2.86 155.0 –3.86 5243.30 18.27 .40 97.0 –3.49 5299.93 18.26 –.17 18.0 –3.83
5156.11 8.64 –2.02 364.0 –3.59 5276.40 18.26 .00 14.0 –4.18 5306.70 18.26 –.34 34.0 –3.47
5193.91 8.66 –2.85 136.0 –4.00 5282.30 18.27 .09 59.0 –3.55
5194.16 8.66 –3.93 41.0 –3.72 5282.60 13.13 –3.65 2.0 –3.38
ASTRONOMY LETTERS      Vol. 27      No. 10      2001
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Table 3.  The abundances of elements in the model atmosphere of υ Sgr

Element H He C N O Ne Mg Al Si Ca Fe

logNk/ΣNi –3.30 –0.01 –2.32 –1.89 –2.76 –2.76 –3.67 –4.75 –3.60 –4.82 –3.90

Table 4.  Total absorption in a 25 Å band (W) and emission blocking coefficients (aλ)

λ, Å W, Å aλ λ, Å W, Å aλ λ, Å W, Å aλ λ, Å W, Å aλ

3500 3.20 1.14 4205 1.80 1.07 5680 1.93 1.08 6685 0.67 1.02
3525 2.80 1.12 4290 2.19 1.09 5705 1.07 1.04 6760 1.54 1.06
3665 2.84 1.12 4315 1.80 1.07 5800 1.76 1.08 6785 0.90 1.04
3690 2.96 1.13 4410 2.06 1.09 5825 1.73 1.08 6810 0.85 1.04
3725 3.49 1.16 4435 2.48 1.11 5950 2.98 1.13 7480 1.02 1.04
3750 4.57 1.22 4580 2.59 1.11 5975 1.92 1.08 7505 0.93 1.04
3780 3.32 1.15 4605 1.86 1.07 6180 0.78 1.03 7530 0.88 1.04
3805 3.30 1.15 4810 2.14 1.09 6205 0.71 1.03 7720 0.62 1.02
3840 3.41 1.16 4835 1.78 1.08 6230 2.26 1.10 7745 0.64 1.02
3865 2.76 1.12 5070 2.78 1.13 6350 1.91 1.08 8115 0.79 1.03
3940 2.42 1.11 5095 2.89 1.13 6375 2.12 1.09 8140 0.54 1.02
3965 3.37 1.15 5290 2.62 1.11 6400 2.45 1.11 8165 1.92 1.08
4070 2.96 1.13 5315 3.01 1.14 6610 0.84 1.04 8200 0.86 1.04
4095 2.48 1.11 5480 3.06 1.14 6635 0.97 1.04
4180 2.93 1.13 5505 2.17 1.09 6660 2.00 1.09 15000 1.00
mean absorption coefficient calculated as a Rosseland
mean (Mihalas 1982) and by subsequent iterations for
the nongray absorption coefficient determined by the
specified chemical composition.

3.2. Allowance for Blanketing 

The blanketing effect in the model atmosphere of
υ Sgr is difficult to take into account, because an accu-
rate theoretical allowance for line absorption cannot be
made due to the absence of a full list of lines in the
spectrum of υ Sgr. Many lines have not yet been iden-
tified. In addition, OPDF calculations require reliable
data on the abundances of elements with many spectral
lines in the atmospheric temperature range. At the same
time, the question regarding the abundances of some
elements in υ Sgr requires detailed analyses based on
high-resolution spectroscopic data (Leushin and
Topil’skaya 1988). On the other hand, blanketing can
be taken into account by directly measuring the spec-
trum for the primary component of υ Sgr. Table 4 gives
the total absorption (W) measured in ∆λ = 25 Å bands
from echelle spectra for the wavelength range 3500 to
8200 Å. Also given here are the emission blocking
coefficients

where kλ is the continuum absorption coefficient with

line absorption,  is the continuum absorption coef-

aλ kλ /kλ
con

kλ
lin

kλ
con

+( )/kλ
con

Hλ
con/Hλ ,≅= =

aλ 25/ 25 W–( ),=

kλ
con
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ficient without line absorption,  is the line absorp-

tion coefficient averaged over a 25-Å band,  is the
emergent continuum flux integrated over a 25-Å band,
and Hλ is the same flux with absorption lines.

In the spectral range under consideration, the block-
ing coefficients can be calculated from the total line
absorption, because the continuum location between
line blends for large wavelength regions is determined
with a satisfactory accuracy. Models are computed for
a grid of wavelengths with the largest value of 14 588 Å.
There are no measured W and, consequently, aλ in the
range 8000 to 15 000 Å; nevertheless, by extrapolating
the wavelength dependence of aλ, we may assume the
blocking coefficient in this range to be close to 1.0.

In the ultraviolet (at λ < 3000 Å), the blending is so
strong that the continuum location cannot be deter-
mined unambiguously. Therefore, to calculate the
blocking coefficient in this range, we compared the
observed energy distribution (Jamar et al. 1976; Trams
et al. 1991) with a theoretical one for the model with
T = 13500 K,  = 2.0, and N(H)/ΣNi = 5 × 10–4.

Table 5 gives blocking coefficients in the wave-
length range 1400–1500 Å for a grid of wavelengths of
the model atmosphere. The coefficients from Tables 4
and 5 were entered into the code for model computa-
tions as factors of the continuum absorption coeffi-
cients to allow for additional line absorption; we took
an interpolated value for the grid of model wavelengths
at λ > 3000 Å and an extrapolated value for 500 and
1000 Å. Since blanketing affects the atmospheric struc-
ture through the integral condition of radiative equilib-

kλ
lin

Hλ
con

glog
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rium, the line opacity can be introduced by using an
average absorption within the wavelength range chosen
(Sakhibullin 1997). When computing our models, we
assumed the blocking coefficients to be depth-indepen-
dent and to satisfy the following boundary conditions:

The assumption that aλ is constant with depth does
not introduce large errors in the model atmosphere
(Sakhibullin 1997; Gustafsson 1981).

3.3. Spectral Energy Distribution for υ Sgr

To test the adequacy of our computed model, we
compared the theoretically computed and observed
spectral energy distributions for υ Sgr. The energy
fluxes from υ Sgr ( ) for several wavelengths are
given in Table 6.

Burnashev (1981) found the flux from υ Sgr at the
boundary of the Earth’s atmosphere for 5500 Å to be
Hλ = 10–2.3 erg cm–2 s–1 cm–1 or 10–9.3 erg cm–2 s–1 nm–1.
Given the inverse square law for Rstar = (40–50)R(

aλ
Hλ

con/Hλ for τλ 1≤
0 for τλ 1.>




=

Hλlog

Table 5.  Far-ultraviolet emission blocking coefficients for the
spectrum of υ Sgr

λ, Å aλ λ, Å aλ

500 3.10 1817 1.86

1000 2.60 1874 2.18

1443 1.36 1934 1.80

1444 2.11 1978 1.48

1484 1.84 2077 1.48

1520 2.11 2078 1.49

1521 2.14 2141 1.25

1578 2.46 2221 1.10

1622 2.17 2306 1.04

1647 2.09 2398 1.13

1677 2.05 2514 1.30

1713 2.02

Table 6.  Energy fluxes from υ Sgr at the boundary of the Earth’s
atmosphere (columns 2 and 3) and per unit surface area of the stellar
atmosphere (columns 4 and 5)

λ, Å

logHλ, erg cm–2 s–1 nm–1

Burnashev 
(1981)

Trams
et al. (1991)

per unit stellar
surface area

model
calculation

2500 –9.41 8.52 8.61

3600 –9.00 –9.03 8.54 8.44

4400 –9.08 –9.02 8.47 8.29

5500 –9.30 –9.24 8.19 8.00
(Dadley and Jeffery 1993; Leushin et al. 1997a) and the
binary’s distance of 500 pc (Rao and Venugopal 1985),
the flux per unit stellar surface area is H5500 =
108.0 erg cm–2 s–1 nm–1, which closely agrees with the
model calculations. However, the interstellar extinction
and interstellar reddening should be considered here. At
a distance of 0.5 kpc, A(V) = –0 48 (Straizys 1977),
which gives ∆  = 0.19 (the flux per unit stellar
surface area corrected for interstellar extinction is

 = 8.19), while the flux at λ = 4400 Å is

 = 8.41. Applying a correction for the inter-
stellar reddening using EB–V = A(V)/R, where R = 3.2 ± 0.2

(Walker 1990), yields EB–V = –0 48/3 = –0.16m and
 = 0.06. In this case, the observed slope of

the Balmer continuum (B–V) is equal to that computed
for the model. A similar calculation for H3600 (EU–B =

0.8 EB–V = –0 13,  = 0.05) yields  =
8.54. The interstellar extinction law for the far ultravio-
let (Straizys 1977) leads to the flux  = 8.52

(Eλ–V = 6.8 EB–V = –1 1,  = 0.44).

A comparison of the observed and theoretical
energy distributions shows that the distribution curves
generally coincide, although the observed curve exhib-
its a far-ultraviolet deficit and visible and near-infrared
excesses. The discrepancy can be explained by the pres-
ence of a thick envelope in the binary. This envelope is
responsible for the absorption of far-ultraviolet radia-
tion and its visible and infrared reemission. Allowing
for this factor leads to an increase in flux at 1000–2500 Å
(  ≈ +0.1) and to a decrease in flux at 3600–
5500 Å (  ≈ –0.2). In Fig. 1, the observed
energy distribution corrected in this way is compared
with the theoretically computed one. The agreement
between the data is satisfactory. Consequently, the
model atmosphere may be assumed to faithfully repre-
sent the primary component of υ Sgr.

Other methods of reconciling the theoretical and
observed energy distributions seem less accurate. A
reduction in the model effective temperature results in a
lower flux in all spectral bands, which increases the dis-
agreement between theory and observations in the
ultraviolet further still. An increase in blanketing (an
increase in blanketing coefficients) at 1500–2600 Å
requires that the radiation be redistributed only in the
stellar atmosphere itself and that the envelope remain
transparent, which is in conflict with observations
(Dadley and Jeffery 1993; Rao and Venugopal 1985).

3.4. Hydrogen Lines 

For the atmospheres of normal stars, the most accu-
rate and sensitive indicator of the validity of the com-
puted model parameters (Teff and ) is a comparison
of the theoretical and observed hydrogen-line profiles

.
m

H5500log

H5500log

H4400log

.
m

∆ H4400log

.
m ∆ H3600log H3600log

H2500log

.
m ∆ H2500log

∆ Hλlog
∆ Hλlog

glog
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lo
g

H
λ
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7.5
1000 3000 5000 7000λ, Å

1

2

Fig. 1. Comparison of the observed spectral energy distribu-
tion for the primary component of υ Sgr (asterisks—Burna-
shev 1981; dashes—Jamar 1976) with those computed for
the model with Teff = 13 500 K and logg = 2.0. Curves 1 and
2 correspond to solar chemical composition and to the com-
position from Table 3, respectively.
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and equivalent widths. For υ Sgr, such a comparison is
ambiguous, because, on the one hand, its hydrogen
abundance is not known and, on the other, the envelope
affects the line profiles and equivalent widths by dis-
torting them.

In Fig. 2, the observed hydrogen-line profiles in the
spectrum of υ Sgr are compared with those theoreti-
cally computed for the model with Teff = 13 500 K,

 = 2.0, and N(H)/ΣNi = 0.0005. The coincidence is
close for the Hγ and Hδ profiles. For Hβ, the theoretical
profile gives a more intense line than observed. The dis-
crepancy is probably attributable to the influence of the
envelope emission, which reduces the intensity of the
Hβ absorption line and completely floods the Hα line
with emission. In the spectrum of υ Sgr, Hα is observed
only in emission. For Hγ and Hδ, the emission is so
weak that its effect is undetectable.

Table 7 gives the equivalent widths (Wλ) and central
depths (Rc) for Hβ, Hγ, and Hδ in the spectrum of υ Sgr.
Also given here are the theoretically calculated values
of these parameters for models with different Teff, ,
and N(H)/ΣNi .

A comparison of the Hγ and Hδ profiles and equiv-
alent widths in the spectrum of υ Sgr with the theoreti-

glog
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Fig. 2. Comparison of hydrogen line profiles. The asterisks and dashes represent the observations, and the solid lines represent the
theory for the model with Teff = 13 500 K,  = 2.0, and N(H)/ΣNi = 5 × 10–4.glog
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Table 7.  Hydrogen lines in the spectrum of υ Sgr

Model 
Teff , N(H)/ΣNi

Wλ, mÅ Rc

Hβ Hγ Hδ Hβ Hγ Hδ

υ Sgr 614.0 703.6 615.1 0.41 0.53 0.51

13500 0.0001 420.0 326.0 236.0 0.46 0.42 0.32

log g = 2.0 0.0005 672.0 600.0 537.0 0.53 0.52 0.50

0.0010 896.0 835.0 797.0 0.57 0.57 0.56

13500 0.0001 302.0 212.0 141.0 0.34 0.23 0.16

log g = 1.5 0.0005 486.0 416.0 351.0 0.49 0.49 0.46

0.0010 645.0 581.0 537.0 0.54 0.54 0.53

13000 0.0001 420.0 326.0 236.0 0.46 0.42 0.32

log g = 2.0 0.0005 672.0 600.0 537.0 0.53 0.52 0.50

0.0010 896.0 835.0 797.0 0.57 0.57 0.56
cally calculated ones indicates that the model atmo-
sphere with Teff = 13500 ä,  = 2.0, and N(H)/ΣNi =
0.0005 chosen from the spectral energy distribution
faithfully describes the hydrogen lines in the primary
component of υ Sgr.

4. ATMOSPHERIC IRON ABUNDANCE
IN THE PRIMARY COMPONENT OF υ Sgr

To determine the atmospheric iron abundance in the
primary component of υ Sgr, we measured the equiva-
lent widths of blue and red Fe I, Fe II, and Fe III lines.
Our measurements are given Table 2. This table lists
wavelengths (λ, Å), lower-level excitation potentials

glog

–3.5

2000 400
–4.5

–2.5

Wλ, mÅ

lo
g

N
(F

e)

Fig. 3. Elemental abundance versus Wλ for Fe II lines at
Vt = 8 km s–1 (asterisks) and Vt = 12 km s–1 (squares).
(εi , eV), oscillator strengths ( ), line equivalent
widths (Wλ, mA) measured from our spectra, and iron
abundances [ (Fe)/ΣNi)] for each line. The abun-
dances given in the tables were obtained for two micro-
turbulent velocities: Vt = 8 km s–1 and 12 km s–1 for
lines in the wavelength ranges 4000–4400 and 5500–
6800 Å, respectively. One of the most important fea-
tures of the υ Sgr spectrum is that iron lines in three
ionization stages (Fe I, Fe II, and Fe III) are reliably
identified in its spectrum. The multiplicity of iron lines
in the spectrum not only allows the iron abundances to
be determined for the three stages but also makes it pos-
sible to study in detail the behavior of the microturbu-
lent velocity in the stellar atmosphere. Table 8 gives the
coefficients of the dependencies of relative iron abun-
dance on line equivalent width for various microturbu-
lent velocities

The dependencies were constructed for groups of
lines in the three ionization stages and in different spec-
tral ranges.

Two of the dependencies under consideration (Vt = 8
and 12 km s–1) for Fe II lines in the wavelength range
6600–6800 Å are shown in Fig. 3.

An examination of the data in Table 8 and in Fig. 3
strongly suggests that the atmospheric microturbulent
velocity in the primary component of υ Sgr undoubtedly
changes with depth and depends on the place where the
group of lines used to determine this velocity is formed.
The microturbulent velocity derived from blue (4000–
4400 Å) lines for Fe II and Fe III is Vt = 8 km s–1.
For the same ions in the red, Vt = 12 km s–1. Fe I lines
were found and measured only in the blue. Their inten-
sities in the spectrum of υ Sgr are low and virtually

gflog

(Nlog

N Fe( )/ΣNi( )log N Fe( )/ΣNi( )0log kWλ .+=
ASTRONOMY LETTERS      Vol. 27      No. 10      2001



ATMOSPHERIC IRON ABUNDANCE IN THE PRIMARY COMPONENT 641
independent of the microturbulent velocity. Therefore,
it is inappropriate to use the dependence

and the coefficients in Table 8 to choose Vt. Variations
in Vt between 8 and 15 km s–1 for these lines change the
mean (Fe)/ΣNi) only slightly.

The inferred difference in the microturbulent veloc-
ities determined from iron lines in different spectral
ranges cannot be explained by measurement errors.
Consequently, this difference is attributable to actual
peculiarities of the atmospheric structure in the primary
component of υ Sgr. Figure 4 shows the plots of effec-
tive Fe II line formation depth against equivalent width
computed for our model atmosphere at λ = 4000 and
6500 Å. The effective line formation depth (τW) is
given by

where

gives the formation depth of the line flux.
We see from Fig. 4 that the red lines are formed

much higher than the blue lines. On a linear scale, the
difference in the formation heights for a line with Wλ =
70 mÅ (∆τ = 0.95) is 1.3 × 106 km; the entire atmo-
sphere is about 4 × 106 km thick. Such a behavior of the
microturbulent velocity is also noted for other super-
giants (Lyubimkov and Samedov 1990) and suggests
atmospheric instability, which is related to the Roche-
lobe filling for υ Sgr.

Table 9 gives the mean atmospheric iron abundances
for υ Sgr derived from Fe I, Fe II, and Fe III lines with
standard deviations from the mean. All values coincide
within the error limits. Thus, the mean iron abundance
determined from the equivalent widths of 138 lines in
three ionization stages is (Fe)/ΣNi) = –3.71 ±
0.20.

An analysis of the accuracy of determining the
abundance of an element from the line equivalent width
is primarily associated with the accuracy of drawing the
line profile and measuring the line intensity. For
strongly blended spectra, the task of identifying a line
of the element under study is nontrivial and, occasion-
ally, not accomplishable. An abundance analysis using
line profiles with computations of synthetic-spectrum
portions is largely free from the above factors. Here,
blending is taken into account by including all the lines
in a given spectral range in the synthetic profile. At the
same time, the computational procedure requires that
the parameters of all lines in the blend be known, which
is not always possible, particularly for weak lines. In

N Fe( )/ΣNi( )log N Fe( )/ΣNi( )0log kWλ ,+=

(Nlog

τW 1 rλ–( )τλ λ / 1 rλ–( ) λ ,d

0

∞

∫d

0

∞

∫=

τλ Sλ t( )E2 t( )t t/ Sλ t( )E2 t( ) td
0

∞

∫d
0

∞

∫=

(Nlog
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addition, the profiles of strong lines are affected by
dynamical atmospheric parameters (envelope expan-
sion and outflow, differential atmospheric rotation,
meridional flows, height variations in microturbulent

0.5

1000 200 300 400

1.0

1.5

2.0

Wλ, mÅ

τ

Fig. 4. Effective line formation depth versus equivalent
width for the blue (solid line) and red (dashed line) spectral
ranges.

Table 8.  Coefficients of the dependencies of relative iron abun-
dance on line equivalent width for various microturbulent velocities
and the corresponding mean [log (N(Fe)/ΣNi)] and rms errors of
these means [∆(log N)]

v t,
km s–1 k log (N(Fe)/ΣNi)0 log (N(Fe)/ΣNi) ±∆(log N)

Fe I 4180–4415 Å
15.0 +0.00101 –3.708 –3.689 0.020
10.0 +0.00256 –3.738 –3.688 0.021

8.0 +0.00348 –3.746 –3.681 0.022
5.0 +0.00624 –3.769 –3.651 0.028

Fe II 4030–4235 Å
15.0 –0.00266 –3.615 –3.842 0.057

8.5 –0.00038 –3.672 –3.700 0.042
8.0 +0.00003 –3.680 –3.677 0.033
7.7 +0.00028 –3.685 –3.661 0.049
7.5 +0.00040 –3.688 –3.650 0.058
5.0 +0.00308 –3.718 –3.455 0.062

Fe II 6600–6800 Å
15.0 –0.00050 –3.718 –3.744 0.050
13.0 –0.00035 –3.710 –3.722 0.042
12.5 –0.00003 –3.708 –3.714 0.033
12.0 –0.000001 –3.702 –3.702 0.030

8.0 +0.00186 –3.748 –3.661 0.061
Fe III 4050–4430 Å

15.0 – 0.00308 –3.639 –3.881 0.138
10.0 –0.00109 – 3.740 –3.824 0.102

8.0 +0.00043 –3.806 –3.773 0.088
5.0 +0.00419 –3.876 –3.548 0.129

Fe III 5080–5310 Å
15.0 – 0.00070 –3.704 –3.755 0.052
12.0 +0.00024 –3.754 –3.738 0.046

8.0 +0.00246 –3.826 –3.646 0.078
5.0 +0.00568 –3.882 –3.470 0.145
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Fig. 5. The observed spectrum of υ Sgr (asterisks) and its computed spectrum for the elemental abundances in Table 10 and for
those than are lower by –0.5 and –1.0 dex (solid lines).

4233
velocity, etc.). Nevertheless, the abundances are deter-
mined from line profiles more reliably than they are
from the total line intensity. In any case, comparing the
observed and theoretical profiles is an additional source
of increasing the accuracy of determining the elemental
abundance.

Table 9.  Atmospheric iron abundances for υ Sgr

Species Spectral range log (N(Fe)/ΣNi ∆log N

Fe I Blue –3.68 ±0.10

Fe II Blue –3.68 ±0.19

Red –3.70 ±0.21

Fe III Blue –3.77 ±0.30

Red –3.74 ±0.18
In Fig. 5, the theoretically calculated portions of
synthetic spectra are compared with the observed
ones for the model atmosphere with Teff = 13 500 K,

 = 2.0, and the elemental abundances from
Table 3. As was noted previously, varying the elemen-
tal abundances within 0.5 dex of the data in Table 3
changes the atmospheric structure only slightly; there-
fore, when computing line profiles, we varied the abun-
dances of each element whose lines were within the
computed wavelength range. Table 10 gives parameters
of the lines chosen for our calculations and the abun-
dances of the corresponding element at which the coin-
cidence of the theoretical and observed spectra was
closest. Figure 5 also shows the curves computed with
abundances that are lower by –0.5 and –1.0 dex.

glog
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Table 10.  Line parameters for synthetic-spectrum computations

λ, Å Spe-
cies loggf εi , eV log(Nr/ΣNi) λ, Å Spe-

cies loggf εi , eV log (Nr/ΣNi) λ, Å Spe-
cies loggf εi , eV log (Nr/ΣNi)

4170.30 Fe II –3.66 9.37 –3.90 4173.07 Ti II 1.32 2.60 –6.35 4233.17 Fe II –1.90 2.58 –4.20

4170.46 C I –3.40 7.95 –2.32 4174.14 S II 0.76 17.40 –4.64 4233.24 Cr II –1.94 3.86 –4.98

4170.61 Cr II –3.04 3.10 –5.68 4174.53 Fe II –5.29 2.58 –3.90 4233.60 Fe I –0.60 2.48 – 3.90

4170.65 C I –4.14 7.95 –2.32 4233.85 Ti I –2.65 3.13 –5.65

4170.84 Cr II –3.57 5.66 –4.68 4175.40 Fe II –2.31 11.15 –3.90 4234.26 V II –1.73 1.67 –6.93

4171.03 Mn II –2.36 6.13 –4.87 4175.67 N II –1.18 23.20 –1.89 4235.33 Fe II –1.74 11.11 –3.90

4171.37 Fe II –2.67 7.71 –3.90 4175.75 Fe II –2.80 6.81 –3.60 4235.39 Fe II –0.76 11.15 –3.70

4171.60 N II 0.28 23.20 –2.99 4176.16 N II 0.60 23.20 –2.98

4171.89 Fe I –1.70 3.30 –3.90 4176.68 Ti II –1.90 4.86 –5.35 6043.05 P II 0.38 10.80 –5.24

4171.90 Cr II –2.38 3.10 –5.68 4177.69 Fe II –3.75 2.54 –3.68 6044.54 Fe II –5.24 3.15 –3.90

4171.91 Ti II –0.27 2.60 –6.65 4178.44 Fe II –3.54 5.96 –3.90 6044.78 C I –2.07 9.00 –3.32

4178.46 P II –0.41 9.63 –6.24 6045.46 Fe II –2.61 6.21 –3.80

4172.57 Fe I –2.80 3.30 –3.90 4178.86 Fe II –2.50 2.58 –4.20 6045.82 Fe II –0.97 10.71 –3.70

4172.59 Cr II –2.36 3.10 –5.85 4189.42 Cr II –1.80 3.83 –5.68 6046.03 S I –1.03 7.87 –4.94

4173.28 Fe II –3.46 7.58 –3.90 6046.13 N I –2.32 18.61 –2.76

4173.46 Fe II –2.74 2.58 –4.20 4230.94 S II 0.56 17.45 –4.92 6046.44 O I –1.37 10.99 –3.76

4173.54 Ti II –1.82 1.08 –5.65 4232.04 V II –0.59 3.97 –6.63 6047.22 C I –2.88 9.00 –3.32

4174.00 S II –1.24 17.39 –4.64 4232.56 Ce II –0.74 0.72 –8.40 6047.43 Fe II –1.93 8.84 –3.80
Thus, our synthetic-spectrum computations show
that the iron abundance determined from line profiles is
within the same error limits as that for line equivalent
widths. Nevertheless, the mean value for line profiles is
approximately 0.2 dex lower than that inferred from
equivalent widths: (Fe)/ΣNi) = –3.90 ± 0.20.

5. CONCLUSION
Our analysis of the continuum and line spectra for

the binary υ Sgr shows that the atmosphere of its pri-
mary component, within the observational error limits,
is completely represented by the model with Teff =
13 500 K,  = 2.0 ± 0.5, and the following mass
fractions of light elements: 10–4 for H, 0.91 for He,
0.013 for C, 0.049 for N, and 0.008 for O. In the stellar
atmosphere, the microturbulent velocity varies within
no less than 8–12 km s–1.

The iron abundance in the atmosphere and, proba-
bly, in the entire star is (Fe)/ΣNi) = –3.80 ± 0.20,
as determined from lines of iron ions in three ionization
stages and virtually over the entire wavelength range.

The derived atmospheric elemental abundances in the
primary component of υ Sgr reflect the evolutionary
changes in chemical composition in the binary through the
nuclear transformations of hydrogen into helium. Whereas
the binary’s initial chemical composition was nearly solar
( (H)/ΣNi) = –0.04, (He)/ΣNi) = –1.04,

(Fe)/ΣNi) = –4.50), the total number of atoms
after the complete conversion of hydrogen into helium
decreased by a factor of 3.5, which also caused

(Nlog

glog

(Nlog

(Nlog (Nlog
(Nlog
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/ΣNi) to change by +0.6 dex for the elements
that are not involved in nuclear reactions. For iron, this
gives (Fe)/ΣNi) = –3.90.

Thus, our derived iron abundance matches its initial
value at the binary’s formation time. The small
enhancement (+0.1 dex) compared to the solar abun-
dance is probably attributable to a general increase in
Galactic heavy-element abundance.
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Why Do We See So Few Black Holes in Massive Binaries?
S. V. Karpov* and V. M. Lipunov
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Abstract—We offer a simple explanation for the small number of black holes observed in pairs with massive
stars. In detached massive binaries, spherically symmetric accretion takes place. This accretion could result in
effective energy release in the hard band only if the equipartition of the gravitational and magnetic energy of
plasma is established (Shvartsman’s theorem). However, we show that due to the magnetic exhaust effect this equi-
librium is virtually never established for the actual magnetic fields observed on massive stars: Shvartsman’s theo-
rem does not work. As a result, it is virtually impossible to detect black holes in detached massive binaries by cur-
rently available means (mainly, through X-ray observations). © 2001 MAIK “Nauka/Interperiodica”.

Key words: massive binaries, black holes
INTRODUCTION

Simple estimates based on the Salpeter function and
on the assumption that black holes are formed from
massive (~40–50M() stars predict the presence of
~50–100 million black holes in our Galaxy. Despite all
the uncertainties and the development of new exotic
scenarios for the formation of stellar-mass black holes,
the actual number of black holes in the entire Galaxy
cannot be fewer than 107. Much of them must form
pairs, for example, with massive stars. The expected
number of massive binaries with black holes can be
determined by multiplying the total number of black
holes by the small ratio of the lifetime of a massive star
to the Hubble time, i.e., 107 × 106/1010 = 1000. Here, we
took the lifetime of a massive star, assuming that the
optical companion (given the interchange of roles) is no
less massive than the black-hole progenitor. Thus, one
might expect ~1000 black-hole candidates in massive
binaries. This number is in conflict with experimental
data: we currently observe slightly more than ten can-
didates in binary systems. Remarkably, among these
candidates only three belong to massive binaries, where
they must be formed; moreover, some of them are not
in our Galaxy. It should be added that the black-hole
candidate Cygnus X-1 is a very close binary with an
optical component that almost fills its Roche lobe.
Clearly, there must be hundreds of times more detached
binaries composed of a massive OB star and a stellar-
wind accreting black hole. However, we do not see such
systems.

Here, we draw attention to the fact that accretion in
massive binary systems does not result in the effective
generation of a hard radiation component, whose detec-
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1063-7737/01/2710- $21.00 © 20645
tion alone can point to the presence of a black-hole
companion in the system. This is because the accretion
in most systems of interest is spherically symmetric.
This accretion can result in effective energy release in
the hard band only if the equipartition is established
between the magnetic and gravitational energies in the
accretion flow.

However, the regime of magnetic exhaust operates in
such systems (Lipunov 1987), which prevents the estab-
lishment of such equilibrium. As a result, most black
holes in pairs with massive stars are unobservable.

NO DISK IS FORMED IN DETACHED 
MASSIVE BINARIES WITH A BLACK HOLE

First, we note that an accretion disk is virtually
never formed in detached massive binaries with stellar
wind. The condition under which the matter captured
by the black hole does not form a disk is the smallness
of its mean momentum (see, e.g., Lipunov 1987)

where ηt < 1/4 and the radius of capture RG is deter-
mined from the equality of the wind kinetic and gravi-
tational energies

Accordingly, we constrain the velocity
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Since the stellar-wind velocity far from massive
stars is no less than 1500–2000 km s–1, an accretion
disk is clearly never formed in such systems.

Note that the situation in Cygnus X-1 is completely
different. The optical component virtually fills its
Roche lobe, and the wind has not yet gathered speed at
the distance of the black-hole orbit (about two stellar
radii); therefore, favorable conditions for the formation
of an accretion disk arise.

Thus, we emphasize the first important distinction
of detached massive pairs with a black hole: the accre-
tion in them is spherical.

WHAT CAN WE SEE IN BINARY SYSTEMS?

Because of the large optical luminosity of OB stars,
the only evidence for the presence of a black-hole com-
panion is hard X-ray radiation. The hard radiation from
a black hole depends significantly on the accretion
regime. Thus, for example, a classical accretion disk is
optically thick and sinks slowly enough for the free–
free radiation to become noticeable, which yields a
considerable X-ray luminosity, while the situation for
spherical accretion is much more complex.

In detached binaries, the rate of accretion from the
stellar wind is always lower than the Eddington rate;
i.e., the halo optical depth is very small. In the presence
of even a very small initial field, the main energy
release mechanism is electron synchrotron radiation.
However, at typical accretion-flow temperatures, the
synchrotron mechanism mainly produces optical radia-
tion (Shvartsman 1971), which we cannot distinguish
against the background of a normal star.

Which nonthermal mechanisms can produce a hard
radiation component? Bremsstrahlung is ineffective
(Shvartsman 1971); the inverse Compton effect would
be important at an appreciable efficiency of energy
release in the low-energy range and in the presence of a
large number of hot electrons. However, for magnetic
fields weaker than those for the equipartition, the effi-
ciency of synchrotron energy release is low, and the
hard Compton component is actually absent as well.

Note, however, that this situation radically differs
from the advective accretion flow (ADAF) model,
which has recently gained wide acceptance. Narayan’s
ADAF (Narayan and Yi 1995) is essentially a disk
model; the efficiency of energy release in it is low even
in the presence of a strong magnetic field because of the
weak energy exchange between the radiating electrons
and protons heated through viscous stresses.

In our case, however, the accreted matter has virtu-
ally no momentum, its motion is radial, the heating
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mechanism is compression (electrons and protons are
heated equally), and, in general, the efficiency of
energy release in the optical range does not need to be
very low: only the hard radiation component is absent.

In the absence of equipartition, the conceivable gen-
eration mechanisms for the high-energy particles that
could radiate in the hard band [turbulent acceleration,
see Gruzinov and Quataert (1999); acceleration in fast
reconnections, see Bisnovatyœ-Kogan and Lovelace
(2000)] do not work either.

Thus, we may say that the criterion for the absence
of a hard radiation component and, accordingly, for a
black hole being unobservable is whether an equiparti-
tion of the magnetic and gravitational energies has time
to be established in the accretion flow.

STELLAR-WIND MAGNETIC FIELD
The magnetic field frozen in the outflow of matter

from the star (stellar wind) must have a quasi-radial
structure (the tangential components are suppressed at
the wind acceleration stage); therefore, we can take the
following law of variations in magnetic-field strength

where B∗  is the stellar surface magnetic field. Note that
under this a priori assumption, the radial magnetic-field
distribution does not depend (to within a small tangential
component) on the stellar-wind acceleration law.

NO EQUIPARTITION IS ESTABLISHED
We cannot detect a black hole with spherically sym-

metric accretion when there is not enough time for an
equipartition between the magnetic and gravitational
energies to be established in the accretion flow.

The ratio of the magnetic- and gravitational-energy
densities in the accreted matter with a frozen-in field
increases with decreasing distance from the black hole as

Accordingly, in order for an equipartition not to
be established down to radius Req = req/r
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Accordingly, the criterion for an equipartition not to
be established in the accretion flow is

Normalizing the stellar radius to the solar radius, the
outflow rate to 10–6M(  year–1, the binary’s semimajor
axis 200R(, and the radius req at which an equipartition
is established to 3rg , we obtain

(1)

Rewriting (1) as a condition on the initial magnetic
field, we obtain

(2)

We know almost nothing about the magnetic fields
on OB stars. Until now, no strong magnetic field has
been detected in any OB star (Mathys 1998). However,
the low accuracy of such measurements (~200–300 G)
does not allow us to draw conclusions about the pres-
ence of a weak field, which is of interest here. Never-
theless, some theoretical considerations (the absence of
convection and, accordingly, of dynamo mechanisms
for field enhancement) also suggest that the magnetism
on these stars is weak. That may be why accreting black
holes are unobservable in such systems.

BLACK HOLES IN PAIRS 
WITH WOLF–RAYET STARS

As numerical simulations of the evolution of mas-
sive binaries show, a considerable fraction of binary
systems with black holes survive after the second mass
transfer, and pairs of helium stars (Wolf–Rayet stars)
with black holes must be formed in nature. Their num-
ber must be an order of magnitude smaller than the
number of such systems with OB stars, i.e., at least sev-
eral tens in the Galaxy. Nevertheless, here, there is a
conflict with observations as well. Apart from Cygnus
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X-3, no other black hole + Wolf–Rayet candidate sys-
tems are known at present.

Indeed, let us substitute the typical parameters of
helium stars in (1) and (2). First, we take into account
the fact that their radii are almost an order of magnitude
smaller than those of OB stars, and, in general, their
stellar-wind velocity (because of a higher escape veloc-
ity) is a factor of 2 or 3 higher, in some cases reaching
5000 km s–1! This all makes the formation of an accre-
tion disk in binary systems and the establishment of
energy equipartition for spherical accretion unlikely,
which may be responsible for the observed deficit of
such systems.

CONCLUSION

We have shown that for the typical parameters of a
wide massive star–black hole binary system, spherical
accretion takes place. Massive OB and WR stars do not
have strong magnetic fields; because of magnetic
exhaust, the field in the accretion flow is also weak
(weaker than for equipartition), and the matter cannot
produce hard radiation. Accordingly, we cannot see the
black hole. We actually see no hard radiation sources in
wide pairs with such stars.
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Observations of the X-ray Binaries 4U 1700-37
and GRO J1655-40 during the Grif Experiment 
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Abstract—Various areas of the sky, including the Galactic-center region and the region with the X-ray binaries
4U 1700-37 and GRO J1655-40, were observed in the hard (10–300 keV) energy range during the Grif exper-
iment onboard the Mir orbiting station. An epoch-folding analysis of the data has revealed periodicities with
periods of 82 and 62 h, which are equal to the orbital periods of 4U 1700-37 and GRO J1655-40. Previously,
these periodicities were observed during the Prognoz-9 X-ray experiment. Periodicities with periods in the
range of days, 98 and 152 h, which were also observed during the Prognoz-9 experiment, were not revealed by
the Grif data. We obtained upper limits on the intensities of these periodicities in various energy ranges. For the
62-h periodicity, we constructed an average 25–50-keV light curve and estimated the spectral flux density,
which characterizes the intensity of the periodic component at different energies in different observing intervals
during 1995–1997. The Prognoz-9 and Grif observations of GRO J1655-40 are compared with its CGRO,
RXTE, and BeppoSax observations. The orbital periodicity is shown to manifest itself in the hard emission from
the extremely bright X-ray transient GRO J1655-40, a likely black-hole candidate, even at the epochs between
its X-ray outbursts. © 2001 MAIK “Nauka/Interperiodica”.

Key words: space-borne observatories, X-ray binaries, periodicities, transients, X-ray novae
INTRODUCTION

The timing characteristics of hard emission from
X-ray binaries are an important channel for obtaining
information on the high-energy processes in them. Of
particular interest are observations of periodic X-ray
and gamma-ray flux variations.

The main classes of X-ray binaries known to date
are characterized by various types of periodic variabil-
ity. This variability can result from the orbital motion of
the binary’s components (eclipse- or dip-type periodic-
ities), from the rotation of the compact component (pul-
sations), and from the precession of an accretion disk
(long-period cycles) or the spin axis of the compact
object. Such periodic intensity variations were discov-
ered in the emission from Galactic X-ray binaries dur-
ing observations from UHURU, the first space-borne
X-ray observatory (Giacconi et al. 1971; Forman et al.
1978), and were subsequently analyzed in detail during
the flights of various spacecraft (see, e.g., Corbet 1986;
Nagase 1989; and Priedhorsky and Holt 1987). Thus,
hard X-ray and gamma-ray periodicities were studied
from the Granat space-borne observatory (SIGMA; see,
e.g., Sitdikov et al. 1993) during the BATSE/CGRO

* E-mail address for contacts: sis@srdlan.npi.msu.su
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(Fishman et al. 1989) and OSSE/CGRO (Johnson et al.
1993) experiments, as well as from the BeppoSAX sat-
ellite (Frontera et al. 1998) and other spacecraft. The
BATSE/CGRO long-term monitoring revealed period-
icities in the hard emission from many X-ray pulsars
(Bildsten et al. 1997). At present, the RXTE catalog
(Levine 1999; Wen et al. 1999) appears to be most com-
plete in terms of X-ray observations of orbital periods.

Periodicities in the hard (10–200 keV) emission
from Galactic sources were studied during the Prog-
noz-9 X-ray experiment (Kudryavtsev and Svertilov
1984). Based on this experiment, we compiled a cata-
log of periods in the ranges of hours and days
(Kudryavtsev et al. 1998). This catalog includes the
periodicities that were previously observed in the X-ray
emission from well-known astrophysical objects
(4U 1700-37, 82 h; Cen X-4, 8.2 h; and 4U 1755-33,
4.4 h) (Kudryavtsev and Svertilov 1991; Kudryavtsev
et al. 1995b) and new periodicities associated with
sources in the Galactic-center region (152, 98, 67, 62,
13, 9.4, 7.8, 3.4, 1.96, and 1.45 h) (Kudryavtsev et al.
1988, 1998; Kudryavtsev and Svertilov 1992). At least
two of the new periodicities in the range of days were
found to be associated with X-ray novae: the 152- and
62-h periods were identified with Nova Ophiuchi 1977
(H 1705-25) (Kudryavtsev et al. 1996b) and Nova Scor-
pii 1994 (GRO J1655-40) (Kudryavtsev et al. 1998).
001 MAIK “Nauka/Interperiodica”
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We also obtained evidence that the 13-h period could be
associated with the transient 4U 1543-47.

Analysis of the periodicities in the X-ray and
gamma-ray emission from astrophysical objects was
also one of the objectives of the Grif astrophysical pro-
gram, which was carried out during 1995–1997 onboard
the Mir space station (Pankov et al. 1990; Kudryavtsev
et al. 1995a). In this paper, we analyze the Grif data
regarding the search for and study of periodicities in the
range of days, 62, 82, 98, and 152 h, which were previ-
ously observed during the Prognoz-9 experiment.

EXPERIMENTAL CONDITIONS

The Grif experiment was carried out on the Spec-
trum module of the Mir station (mean height ~400 km,
orbital inclination 51°, orbital period ~90 min) from
October 1995 through June 1997. Its objectives covered
astrophysical observations (cosmic gamma-ray bursts,
X-ray binaries, and pulsars), analyses of spatial distri-
butions and variations of charged-particle and neutron
fluxes in near-Earth space (Kudryavtsev et al. 1996a;
Bogomolov et al. 1997), and methodological issues
related to the background in gamma-ray astronomical
experiments (Bogomolov et al. 1999, 2000).

The Grif experiment included four instruments:
(1) A PX-2 directional hard X-ray and gamma-ray

scintillation spectrometer (photon energy range ∆Eγ =
10–300 keV, effective area S ~ 300 cm2, field of view
Ω ~ 1 sr). This instrument was designed mainly for
astrophysical observations, including patrols of solar
flare activity.

(2) A NEGA-1 omnidirectional gamma-ray and neu-
tron spectrometer (∆Eγ = 0.15–50 MeV, En > 20 MeV,
Sγ ~ 250 cm2, Sn ~ 20 cm2). This instrument was designed
to study the characteristics of background gamma-ray
and neutron fluxes on Mir orbits.

(3) A FON-1 charged-particle spectrometer (∆Ee =
40–500 keV, ∆Ep = 1–3 MeV) with a large geometric
factor Γ ~ 80 cm2 sr. This instrument was designed to
measure low charged-particle fluxes outside the Earth’s
emission belts.

(4) A FON-2 charged-particle spectrometer FON-2
(∆Ee = 0.04–1.5 MeV, ∆Ep = 2–200 MeV) with a small
geometric factor Γ ~ 0.5 cm2 sr. This instrument was
designed to measure large charged-particle fluxes in the
emission belts.

The PX-2 data were used to search for and analyze
periodicities in the hard emission from astrophysical
objects (Pankov et al. 1989). The PX-2 instrument con-
sisted of seven identical detection units and an elec-
tronic system, which processed and transformed infor-
mation. The main detecting element in each detection
unit was a CsI(Na) crystal (0.35 cm in thickness, 8.0 cm
in diameter). Passive shielding was used to suppress
background X-ray and gamma-ray emission. This
shielding included an azimuthally symmetric lead col-
limator and lead (8 cm in diameter, 1.0 cm in thickness)
ASTRONOMY LETTERS      Vol. 27      No. 10      2001
and barium (8 cm in diameter, 0.5 cm in thickness)
glasses, which absorbed the local emission from the
spacecraft (the barium glass was intended to absorb the
characteristic X-ray emission from lead). The detecting
of charged particles by the PX-2 detection units was
prevented by the phoswich method: the main detector,
the passive shielding elements, and the collimator were
placed under an anticoincidence cap of a plastic scintil-
lator, which was viewed (from the lead glass) by the
same photomultiplier as the CsI(Na) crystal. The events
related to the detecting of charged particles in the plas-
tic scintillator were identified by analyzing the time
profile of the current pulse at the photomultiplier out-
put. If the photomultiplier output signal contained a
short (~5 ns in duration, corresponding to the character-
istic decay time of the plastic scintillator) component of
sufficient intensity, a special electronic circuit gener-
ated a logic inhibit signal, which was fed to the antico-
incidence circuits. The triggering threshold of this
phoswich circuit was chosen to ensure that no charged
particles would be detected in the entire PX-2 energy
range, 10 to 300 keV, with a 99% efficiency. The count
rate of inhibit signals was measured in a separate
charged-particle channel.

During the entire experiment, we measured the 5-s-
averaged count rates of X-ray photons in the 10–50,
25–50, 50–100, 100–200, and 200–300 keV energy
ranges and of the accompanying charged particles.

Each detection unit had a wide (~0.7 sr) field of
view. Its beam, which was formed by the azimuthally
symmetric collimator, was isotropic in azimuthal angle
and linearly fell from maximum (θ = 0°) to zero
(θ = 45°) in offset from the detector axis.

A major factor that determines the efficiency of X-
ray and gamma-ray astronomical observations is
known to be the acceptability of background conditions
in a space experiment. One of the main peculiarities of
the Grif experiment was the possibility of simulta-
neously monitoring all the principal components of
background-producing emissions in near-Earth space
on Mir orbits. Thus, for example, the NEGA-1 large-
volume scintillation detectors independently detected
the local gamma-ray photons and neutrons produced by
the interaction of cosmic rays with the spacecraft mate-
rial and the Earth’s atmosphere. A sensitive FON-1
electron detector was used to check the sporadic
increases in X-ray flux attributable to the detecting of
bremsstrahlung from precipitating energetic magneto-
spheric electrons, which could simulate astrophysical
phenomena (gamma-ray bursts, transients). Having a
large geometric factor, it could detect even relatively
small electron flux variations outside the zones of cap-
tured emission. The FON-2 charged-particle detector,
which was free from overloads in the emission zones
because of its small geometric factor, was used for
background measurements when the Mir station
crossed the Brazil anomaly region and spurs of the
outer emission belt.
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It should be noted that, despite the intense and
diverse background-emission variations, there were
long periods during which the background conditions
remained favorable for X-ray astronomical observa-
tions.

THE METHOD OF OBSERVING PERIODIC 
SOURCES DURING THE GRIF EXPERIMENT

The PX-2 detection units were positioned on the
external panel of the Mir module in such a way that six
units were arranged symmetrically around one central
(seventh) unit. The axes of all seven detectors were sep-
arated by 5°. This arrangement and the large field of
view of each detection unit, on the one hand, provided
an overlapping (within ~35° of the central-detector
axis) of the field of views of all units (in practice, this
made it possible to use the total working area of all
detectors when observing a given source) and, on the
other hand, allowed the angular coordinates of sources
to be estimated by a comparative analysis of the output
data from individual detectors.

The PX-2 instrument was rigidly fixed to the mod-
ule surface in such a way that the axis of its central
detector (which coincided with the axis of the entire
instrument) made 45° with the Spectrum axis (–Y axis
of the Mir station) and with the Mir principal axis
(+X axis). During the flight, there were two main orien-
tations: three-axes stabilization and orbital (gravita-
tional) orientation. In the former case, the Mir axes
(and, accordingly, the PX-2 axes) had a fixed direction
in space; i.e., the instrument was oriented to a specified
point in the sky. The angle between the PX-2 axis and
the nadir-zenith direction along the orbital turn varied
over the range 0° (the direction toward zenith, i.e.,
toward the sky) to 180° (the direction toward nadir, i.e.,
toward the Earth), and, accordingly, the PX-2 field of
view was regularly eclipsed by the Earth. In the latter
case, the PX-2 axis was always directed at 45° to the
zenith-nadir axis (i.e., the field of view of some of the
detectors was shadowed by the Earth’s atmosphere only
slightly), and it slowly rotated in space with the Mir sta-
tion in each turn during the flight. Thus, the sky was
slowly scanned (~4° min–1). During the entire experi-
ment, various regions of the sky, including the Galactic-
anticenter region, areas offset from the Galactic equa-
tor, and the Galactic-center region, could be observed.

Information was transmitted to the Earth in 16-h-
long sessions of continuous observations; the interval
between them typically ranged from several hours to
several days. A total of ~200 sessions were conducted
during the experiment, from which ~150 were chosen
for subsequent analysis (sessions with many telemetry
failures, incorrect times of output data writes, and the
like were filtered out).

The sky region observed during the experiment is
shown in Fig. 1 in equatorial coordinates. Different
shades of gray represent the exposure time throughout
the entire experiment that refers to the points with the
corresponding coordinates. When estimating the expo-
ASTRONOMY LETTERS      Vol. 27      No. 10      2001
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sure time, we assumed the angle between the source
direction and the PX-2 axis to be no larger than 30°. In
addition, we excluded the Mir residence time in the
regions of captured emission. As a condition for the
source being not shadowed by the Earth, we considered
the requirement of PX-2 orientation to the sky, i.e., the
angle between the PX-2 axis and the nadir-zenith direc-
tion must have been in the range 0°–90°. The figure also
shows the brightest X-ray sources and the Galactic
equator.

We can assess the capabilities of the Grif experi-
ment to study periodicities in hard emission from
Galactic sources. The typical exposure time can be
determined by using observing conditions for the
Galactic center as an example. Figure 1 shows a cir-
cumference with a radius of 30° whose center coincides
with the Galactic center. There are sources within the
region in the sky bounded by this circumference during
the observations of which the PX-2 effective area
accounted for no less than 50% of its geometric area. As
we see from the figure, the total observing time of the
Galactic center with ≥50% efficiency was ~200 h. The
exposure times of other Galactic sources (for example,
4U 1700-37) are similar. To separate periodicities, we
analyzed the initial time series of mean count rates in
the PX-2 X-ray channels by the epoch-folding tech-
nique (nonparametric regression; see, e.g., Terebizh
1992). Given the above mean exposure times and the
mean count rates in the PX-2 X-ray channels (~2.5 ×
10–1 pulses cm–2 s–1 in the 25–50 keV channel and
~1.2 × 10–1 pulses cm–2 s–1 in the 50–100 keV channel),
the minimum detectable fluxes (5σ) that correspond
to  the intensities of periodic components with peri-
ods in the ranges of hours and days (≥7 h) for a
purely statistical (Poisson) distribution of count rates
are then ~4 × 10–5 phot. cm–2 s–1 in the 25–50 keV range
(~10 mCrab)  and  ~10–5 phot. cm–2 s–1  in  the  50–
100 keV range (~5 mCrab).

Since the Mir orbit was peculiar (large orbital incli-
nation and periodic crossings of the zones of captured
emission), the PX-2 background count rates underwent
variations. However, the combination of active and pas-
sive shielding of the PX-2 main detectors greatly
reduced the background variations, in particular, the
latitudinal variations in the main X-ray channels, 25–50
and 50–100 keV. At the same time, to extend the sensi-
tivity range of the instrument using its readings in high-
energy photon channels, we used a method that
removed the count-rate variations attributable to latitu-
dinal variations. This method is based on a regression
analysis of readings in the PX-2 X-ray channels (Nx)
and in the NEGA-1 gamma-ray channels (Nγ).
Since  the NEGA-1 detectors were inside the orbiting
Mir module, they detected mainly the local gamma-ray
emission. The additional count rate in a given X-ray
channel attributable to the local emission may be
assumed to depend linearly on the count rate of gamma-
ray photons detected by NEGA-1. In this case, the ini-
ASTRONOMY LETTERS      Vol. 27      No. 10      2001
tial count rates in the analyzed time series Nx can be
represented as a superposition of the X-ray count rate

proper , which characterizes the photon flux under
study, and the additional count rate αNγ attributable to
the local gamma-ray emission:

(1)

The linear regression coefficients α were deter-
mined over the entire observing interval when there
were no bright sources of hard emission within the PX-
2 field of view. The coefficients α were used to obtain

the time series of count rates  = Nx – αNγ  for the
subsequent analysis.

The suppression of background variations by using
readings in the 150–500 keV gamma-ray channel
yielded the most significant result. After applying the
regression procedure, the residual variations in the X-
ray channels attributable to the latitudinal variations
accounted for no more than ~3% of the corresponding
means, which is several times less than the expected
amplitude of the variations attributable to the emission
from the most intense Galactic sources.

For the subsequent analysis, we singled out the time
series of 10-min-averaged X-ray count rates in various
energy ranges, which were “cleaned” of background
variations attributable to latitudinal variations. To sepa-
rate periodicities by the epoch-folding technique, these
time series were formed for intervals of observation of
a particular source chosen according to the above crite-
ria. We modified the epoch-folding technique by taking
into account the peculiarities of the Mir experimental
data. The analyzed observing intervals were broken
down into segments whose duration was equal to the
trial period under study. The sequences of count rates
that corresponded to these segments were added
together, and an average phase dependence of the count
rate was constructed for this trial period. The amplitude
of the process corresponding to the trial period (actual
periodic or randomly simulated) can be described by the
rms deviation (σ2) of the numbers Mi, which constitute
the average phase dependence:

(2)

Here,  is the mean count rate determined from the
entire analyzed time series, k = T/∆T, where ∆T is the
bin duration of the count rates constituting the average
phase profile and T is the trial period. Here, when con-
structing a periodogram for each trial period, we calcu-
lated the average phase profiles broken down into 40
independent bins. For example, at an exposure time of
~200 h for 10-min averaging of the count rates that con-
stituted the initial time series, there were, on the aver-
age, 30 independent count rates in each bin.
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If the process that refers to the period under study
simultaneously contains an actual periodicity and a
noise component, because the processes are indepen-
dent, σ2 can be represented as the superposition

(3)

where  and  characterize the amplitudes of the
corresponding components.

In general, the dependence σ2(T) (periodogram) can
be represented as a superposition of a noise continuum
(ideally, a smooth function of T) and discrete peaks cor-
responding to the fundamental period and its multiples
for the present periodicities.

RESULTS
Figure 2 shows the periodogram constructed by the

above method from the Grif experimental data for the
time series of the count rates in the 25–50 keV channel
selected for observing intervals in 1995–1997, when
the PX-2 axis was oriented to the sky region with the
well known sources of hard emission 4U 1700-37 and
GRO J1655-40. The condition for choosing these
observing intervals was the requirement that the offset of
the PX-2 axis from the direction of 4U 1700-37 be no
larger than 30° (since the angular positions of 4U 1700-37
and GRO J1655-40 are close in the sky, the time series
constructed for the latter under the same condition for
the PX-2 axis offset virtually coincided with the time
series for 4U 1700-37). The periodogram exhibits dis-
tinct discrete peaks that correspond to periods of 62 and
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Fig. 2. The periodogram constructed by an epoch-folding
analysis of the time series of 10-min-averaged photon count
rates in the PX-2 25–50 keV channel obtained for the total
exposure time when the instrument was oriented to the
region with 4U 1700-37 and GRO J1655-40 (the PX-2 axis
was offset from the point in the sky with α = 17h00m00s

and δ = –37 0 by no more than 30°). The peaks corre-
sponding to the 82-h (the orbital period of the X-ray binary
4U 1700-37) and 62-h (the orbital period of the X-ray
binary GRO J1655-40) periods, as well as to the period of a
day and its harmonic, are marked in the periodogram.

.°
82 h. A number of broad peaks corresponding to peri-
ods of 24, 48, and 72 h, which are attributable to the
diurnal variations of the instrumental background in the
PX-2 channels, are also seen on the periodogram. The
significance of the separated peaks is specified by the
dispersion σσ, which characterizes the scatter of points
on the noise portions of the continuum near the ana-
lyzed peak. The noise continuum on the periodogram is
determined by a set of various factors, including shot
noise, attributable to a finite number of detected pho-
tons with a Poisson distribution, nonperiodic variations
in the flux from the source within the PX-2 field of
view; and variations in the instrumental background.
The amplitudes of the peaks marked in Fig. 2 are 5.5σσ
(62 h) and 8σσ (82 h). Assuming a normal (Gaussian)
distribution of the noise values of σ2(T), this leads us to
conclude that the corresponding periodicities are statis-
tically significant [see Kudryavtsev et al. (1998) for
more details on the selection criterion for significant
peaks].

As was pointed out above, the 82- and 62-h period-
icities associated with these objects were previously
observed in the hard emission during the Prognoz-9
experiment. The 82-h period is the orbital period of the
eclipsing X-ray binary 4U 1700-37, which is known
from observations of several space experiments:
UHURU (Jones et al. 1973), OSO-8 (Dolan et al.
1980), EXOSAT (Doll and Brinkmann 1987), BATSE
CGRO (Rubin et al. 1996), SIGMA Granat (Sitdikov
et al. 1993), and others. The 62-h period is equal, within
the error limits, to the optical orbital period of the X-ray
binary GRO J1655-40 (Bailyn et al. 1995), which is
known as the X-ray Nova Scorpii 1994 (Zhang et al.
1994).

Average phase dependencies (light curves) were con-
structed for the most probable periods corresponding to
the periodicities in 4U 1700-37 and GRO J1655-40.

Figure 3 shows the average 25–50 keV light curves
obtained for the 82-h period during the Prognoz-9
(1983–1984) and Grif experiments. Also shown in the
figure is the average 20–120 keV light curve for
4U 1700-37 obtained from its long-term BATSE obser-
vations (Rubin et al. 1996). The curves constructed
from different experimental data were brought into
coincidence by the middles of the phases of intensity
minima. The curves shown in the figure have similar
eclipse-type shapes with a characteristic rapid rise and
fall in X-ray flux at orbital phases close to the eclipse
phase. As we see from the figure, the duration of the
eclipse phase, as inferred from the data of all three
experiments, is virtually the same, ~15% of the period.
The fluxes indicated for the Prognoz-9 and Grif curves
were determined by taking into account the actual off-
set of the source from the instrumental axis and charac-
terize its absolute observed luminosity. As follows from
the figure, the mean 25–50 keV intensities of the 82-h
periodicity in both experiments are equal, within the
error limits. Given such a peculiarity of 4U 1700-37 as
ASTRONOMY LETTERS      Vol. 27      No. 10      2001
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the quasi-stationarity of its hard emission, this equality
of the light-curve amplitudes may be considered an
additional energy calibration of the PX-2 X-ray chan-
nels and suggests that its energy thresholds are essen-
tially constant. A comparison of the light curves
obtained during the Prognoz-9 and Grif experiments,
on the one hand, and during the BATSE/CGRO experi-
ment, on the other, indicates that the measured fluxes,
which characterize the source’s observed luminosity in
various energy ranges, agree with one another.

The Prognoz-9 (1983–1984) and Grif average 25–
50 keV light curves for the 62-h period are shown in
Fig. 4. Also shown in this figure is the light curve
(Kudryavtsev et al. 1998) obtained by averaging the
OSSE/CGRO observational data (Kroeger et al. 1996)
for GRO J1655-40 over the 62-h period. The orbital
period for this system was found from optical observa-
tions to be 2.62 days = 62.9 hours (Bailyn et al. 1995),
which is equal to the 62-h period, within the error lim-
its. The Prognoz-9 and CGRO light curves were
brought in coincidence in phase based on the maximum
of the correlation coefficient between the 25–50 keV
(Prognoz-9) and 50–100 keV (OSSE/CGRO) light
curves, which is 0.76 (Kudryavtsev et al. 1998). The
Grif and Prognoz-9 curves were brought into coinci-
dence by the middles of the phases of intensity minima.
We see from the figure that the shapes of all time pro-
files agree with one another, although it should be noted
that the Grif profile is slightly asymmetric compared to
the Prognoz-9 profile. The durations of the minimum
phase, as inferred from the data of all three experi-
ments, are almost equal, ~10% of the period. Since the
X-ray nova GRO J1655-40 is known to be a highly vari-
able source, it would be unreasonable to expect the
amplitudes of the 62-h periodicity measured in its hard
emission to be equal at different epochs. At the same
time, as follows from Fig. 4, the intensities of the 62-h
periodicity measured during the Prognoz-9, Grif, and
OSSE/CGRO experiments may be considered to agree
with one another, at least to within an order of magni-
tude.

Based on the time series of count rates in the PX-2
10–50, 25–50, and 50–100 keV channels, we also con-
structed periodograms for the observing intervals when
the PX-2 axis was oriented to the Galactic center and to
the region with H1705-25 (Nova Ophiuchi 1977; Wat-
son et al. 1978) by the epoch-folding technique. As was
noted above, during the Prognoz-9 observations, the
98-h periodicity was separated in the hard emission
from the Galactic-center region and the 152-h periodic-
ity was identified with H1705-25. However, the Grif
periodograms for the above PX-2 orientation revealed
no significant peaks corresponding to the 98- and
152-h periods. We cannot rule out the possibility that
the corresponding exposure time (≤200 h) for the
152-h periodicity is not enough for its more or less reli-
able separation by the epoch-folding technique. The
estimated upper limits on the spectral flux densities
averaged over the 10–50, 25–50, and 50–100 keV
ASTRONOMY LETTERS      Vol. 27      No. 10      2001
energy ranges, which characterize the intensities of the
98- and 152-h periodicities, show that they cannot
exceed the values given in the table, within 1σ.

DISCUSSION

Thus, by comparing the results of the searches for
periodicities in Galactic sources of hard emission dur-
ing the Prognoz-9 and Grif experiments, we conclude
that among those processes with periods in the range of
days that were detected in 1983–1984, the 62- and
82-h periodicities continued to be observed in 1995–
1997. The fact that the 98- and 152-h periods were not
observed in 1995–1997 can be explained by the nature
of their sources. Since the 152-h periodicity was identi-
fied with an object belonging to the class of X-ray
novae, which are known to be highly variable on var-
ious time scales, we conclude that this object
(H1705-25) was not active in 1995–1997. A similar
conclusion can be reached with regard to the source of
the 98-h periodicity. Although this source has not been
identified, it appears to also be a highly variable tran-
sient-type object.

Of great interest is the activity of the source of the
62-h periodicity, the X-ray Nova Scorpii 1994
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(GRO J1655-40). The X-ray binary GRO J1655-40 is a
unique astrophysical object in all respects. Apart from
the fact that this source is considered among the main
black-hole candidates, it shows up during radio obser-
vations as the so-called microquasar, an object with
jets, i.e., plasma ejections moving in opposite direc-
tions at relativistic velocities (v /c = 0.92 ± 0.02) (Hjell-
ming and Rupen 1995; Tavani et al. 1996). The corre-
sponding peaks in periodograms were used to deter-
mine the amplitudes of the 62-h periodicity in various
energy ranges. Given the mean offset of the source from

Fig. 4. The average phase profiles of hard emission from the
bright X-ray transient GRO J1655-40, a black-hole candi-
date (T = 62 h), obtained through (a) the Prognoz-9 obser-
vations in November–December 1983 (Kudryavtsev et al.
1998), (b) the Grif/Mir observations in November 1995–
June 1997, and (c) the OSSE/CGRO observations in August
and December 1994 and March–April 1995 (Kroeger 1996;
Kudryavtsev et al. 1998).
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the instrumental axis, this made it possible to determine
the spectral flux density of the periodicity at various
energies for the specified spectral representation. The
power-law energy dependence of the spectral flux den-
sity, which characterizes the intensity of the 62-h peri-
odicity averaged over the observing period from
November 1995 until June 1997, is shown in Fig. 5.

It is of interest to compare the Prognoz-9 and Grif
observations of the GRO J1655-40 activity and other
observations (see Fig. 6). The activity of this object in
its hard emission, which has subsequently become
known as the X-ray Nova Sco 1994 (Zhang et al. 1994;
Harmon et al. 1995), was apparently first observed dur-
ing the Prognoz-9 experiment in 1983 (Kudryavtsev
et al. 1998). According to the CGRO data, this source
was most active in the hard energy range from July 1994
through August 1995 (Kroeger et al. 1996; Zhang et al.
1997). Subsequently, late in April 1996, an outburst
was again detected first in the soft X-ray (2–10 keV)
range with the All Sky Monitor (ASM) of the RXTE
Observatory and, about a month later, in the hard
energy range at the Compton Gamma-ray Observatory
(Hynes et al. 1998). The source continued to be more or
less active at least for 16 months (Remillard et al.
1999), and it was observed from various spacecraft,
including RXTE, CGRO, and BeppoSAX. To trace the
dynamics of its activity from the Grif data, we searched
for the 62-h period on three independent observing
intervals that corresponded to the following epochs:
November 16, 1995–January 6, 1996; October 23,
1996–January 9, 1997; and May 12–June 18, 1997. For
each of these intervals, we constructed time series of
the data selected according to the condition of the
instrumental axis being oriented toward GRO J1655-40.
These time series in various energy ranges (10–50, 25–
50, 50–100, and 100–200 keV) were then analyzed by
the epoch-folding technique. Although the fluxes that
characterize the amplitude of the 62-h periodicity can-
not be reliably determined because of the smaller
amount of data on individual time intervals (see Fig. 6),
it should be noted that the amplitude of the periodicity
was largest during November 16, 1995–January 6, 1996.
At this epoch, which occurred at the time between the
periods of the source’s highest activity, the RXTE and
BeppoSAX Observatories were not yet operational.
The BATSE/CGRO data (see Fig. 6) suggest that the
activity in the source’s hard emission between outbursts
is characterized by fluxes ~(3–5) × 10–2 phot. cm–2 s–1

in the 20–200 keV energy range. The intensity of the
62-h periodicity in the hard emission from GRO J1655-40
was estimated from the Grif data for the entire
observing period (1995–1997) to be ~(4.5 ± 1.85) ×
10–2 phot. cm–2 s–1 (25–200 keV), which agrees with
the BATSE/CGRO upper limit on the total flux, within
the error limits. The flux that characterizes the ampli-
tude of the 62-h periodicity for the observing interval
November 16, 1995–January 6, 1996, apparently
exceeds this limit insignificantly because of large mea-
surement errors.
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It is generally believed that GRO J1655-40 belongs
to the class of soft X-ray transients and, according to
theoretical models based on optical and X-ray observa-
tions, is a low-mass binary composed of an F3–F4 star
with a mass of 1.7–3.3M( and a black hole with a mass
of 5.5–7.9M( as the compact component (Bailyn et al.
1995; Orosz and Bailyn 1997; van der Hooft et al.
1998; Shanbaz et al. 1999). At the same time, it has a
number of atypical properties for X-ray binaries of this
type (Esin et al. 2000). As was pointed out above, the
62-h period observed in the hard energy range is equal
to the optically measured orbital period. According to
data from the PCA and ASM instruments onboard the
RXTE Observatory, narrow (~1 min in duration) dips
were traceable on the X-ray (2–12 keV) light curve dur-
ing the outbursts of GRO J1655-40 in April 1996–Octo-
ber 1997. These dips occurred at phases 0.72–0.86 of
the orbital cycle, which is known from optical measure-
ments; the dip occurrence period (62.9112 h) is virtu-
ally equal to the optical orbital period (Kuulkers et al.
1998). At this time (August–October 1996, March–
April, August, 1997), such dips were also observed in
the soft X-ray (2–8 keV) emission from GRO J1655-40
with the WFC instrument onboard the BeppoSAX
Observatory. According to the WFC data, dips occurred
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at orbital phases 0.68–0.89 (Kuulkers et al. 2000).
Because of the presence of dips at certain orbital
phases, the X-ray light curve proves to be modulated
with the orbital period; this periodicity is not eclipsing
in nature, because, despite the large modulation depth
(~92%), the flux did not drop to zero even at minima on
the light curve. The duration of the phases of reduced
intensity on the X-ray light curve attributable to dips
accounts for ~0.2 of the orbital period (Kuulkers et al.
1998). The duration of the phase of minimum on the
Prognoz-9, Grif, and OSSE/CGRO average phase pro-
files for the hard emission is similar (see Fig. 4). It
should be noted that the BATSE/CGRO data revealed
no manifestations of the periodicity in the hard emis-
sion from GRO J1655-40 (Zhang et al. 1996). This may
be because the amplitude of the 62-h periodicity in the
hard energy range depends weakly on the total flux. In
that case, the periodicity would show up most clearly
when the source’s activity is relatively low (to all
appearances, the Prognoz-9 and Mir observations
occurred precisely at such epochs). However, during
outbursts, the total flux can increase by more than an
order of magnitude. This severely hampers the observa-
tion of the periodicity, because it proves to be strongly
noised by fluctuations in the total flux.

Thus, the Prognoz-9 and Grif/Mir observations lead
us to conclude that there is a strict periodicity in the
hard emission from GRO J1655-40, which is traceable
during difference cycles of the source’s activity sepa-
rated by a long time interval (~12 years). This periodic-
ity is apparently attributable to the orbital motion of the
binary’s components. The energy spectrum of the 62-h
periodicity in the emission from GRO J1655-40 agrees
with various spectral measurements of the total hard
flux from this source and, thus, is consistent with the
model of a two-component spectrum typical of com-
pact binaries, black-hole candidates (Shakura and Sun-
yaev 1973). The observation of the 62-h periodicity in
the hard emission from GRO J1655-40 at different
epochs suggests that even between its X-ray outbursts,
the source was not completely quiescent in the hard
energy range. In particular, it was active between the
X-ray outbursts in August 1995 and February 1996.
This gives grounds to reduce the typical recurrence
time, which is important for estimating the mean rate
mass transfer from the binary’s optical companion to its

compact object  (Esin et al. 2000) by at least half.
The Grif data also suggest that, given the source’s dis-
tance of ~3.5 kpc (Hjellming and Rupen 1995), its lumi-
nosity between X-ray outbursts in the periodicity of hard
emission at energies E ≥ 25 keV is ~4 × 1035 erg s–1, which
is more than three orders of magnitude higher than the
luminosity that has been believed to be typical of the
quiescent state of such objects (Esin et al. 2000).

ṀT
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Abstract—Since the Moon’s outer shells are very inhomogeneous, a global, spherically symmetric model of
its interior structure is difficult to construct by using only seismic body-wave data. We study the diagnostic
capabilities of the free-oscillation method. The sources of the largest moonquakes are located in the outer 200-km
thick layer. Their seismic moments reach 1022 dyn. cm. Current seismometers are capable of detecting ground
accelerations of ~10–8 cm s–2. Taking M0 ≈ 1022 dyn. cm, we show that torsional modes nTl with l ≥ 7 and n = 0
(l is the degree of oscillation, and n is the overtone number) can be detected. These modes contain information
about the outer layers to a depth of ≈500 km and can allow a global model to be constructed for the outer, most inho-
mogeneous layers of the satellite. The largest moonquakes excite spheroidal modes nSl much worse, and it is unlikely
that they can be detected with current instruments. We provide detailed information on the excitation of free oscilla-
tions for various moonquake focal mechanisms and focal depths. © 2001 MAIK “Nauka/Interperiodica”.

Key words: seismology, planetary internal structure, free oscillations
INTRODUCTION

Besides the Earth, the Moon is the only cosmic body
in the Solar system for which seismic data have been
obtained. These data suggest that its internal structure
is very inhomogeneous. The outer (15–20 km) scatter-
ing layer is particularly inhomogeneous. The presence
of this layer results in long lunar seismograms and
makes it difficult to interpret the arrival of body waves.
The Moon has a crust, a mantle, and a core; the lower
part of the mantle possesses significant dissipative
properties and may be partially molten (Latham et al.
1973; Toksoz et al. 1974; Nakamura et al. 1974; Goins
et al. 1981; Nakamura 1983).

The seismic models of the lunar interiors (seismic
velocity profiles of longitudinal, VP, and transverse, VS,
waves) proposed by different authors (Bills and Ferrari
1977; Goins et al. 1981b; Nakamura 1983; Khan et al.
2000) based on analyses of lunar seismograms differ
markedly (Fig. 1a, Table 1). This difference can be
explained by the low quality of S-arrivals in the seismo-
grams due to the signal weakness and due to intense
scattering in the low velocity, high-Q upper crust
(Dainty et al. 1974). When seismic velocity profiles are
constructed, lateral inhomogeneities close to the seis-
mic stations also introduce significant systematic
errors. The method used by Khan et al. (2000) allowed
the possible error limits for the velocity profiles to be
determined (Fig. 1b).

* E-mail address for contacts: gudkova@uipe-ras.scgis.ru
1063-7737/01/2710- $21.00 © 20658
Until recently, the crust thickness has been taken to
be 60 km in virtually all models (Table 1). A reanalysis
of the lunar seismic data (Chenet et al. 2000; Khan
et al. 2000) has yielded a crust thickness of 45 km. The
crust thickness was determined near the seismic sta-
tions, and it was referred to the Moon’s near side. An
analysis of “Clementine” and “Lunar Prospector” data
on the gravitational field and topography (Smith et al.
1997; Lemoin et al. 1997; Konoplive et al. 1998) has
shown that the lunar crust thickness varies over a wide
range, ≈20–110 km (Hood and Zuber 2000), with its
average thickness for the Moon’s far side being appre-
ciably larger than for the near side.

Judgments on the lunar core radius are still preliminary.
The model by Nakamura et al. (1974) allows for the exist-
ence of a lunar core with a radius of 170–360 km. Based
on current gravitational-field data, Konoplive et al.
(1998) found the Moon’s core radius to be in the range
220–450 km. The radius of the Moon’s metallic core
(340 ± 90 km) was estimated by Hood et al. (1999), who
analyzed the data obtained when the Moon passed
through the Earth’s magnetospheric tail.

Thus, the core radius, the seismic velocity distribu-
tion, and the locations of possible density discontinui-
ties in the lunar mantle are still uncertain.

One of the central problems is to construct a spheri-
cally symmetric model of the Moon’s interior structure,
which, as in the case of the Earth, could serve as a zero
approximation, a reference model. Since the Moon’s
outer layers are very inhomogeneous, it is difficult to
use body waves to construct the interior structure model
in the zero approximation. For this purpose, data on the
free-oscillation spectrum and surface waves are more
001 MAIK “Nauka/Interperiodica”
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Fig. 1. (a) A composite plot of the velocity distributions for longitudinal VP and transverse VS waves in the Moon’s seismic models
by Khan et al. (2000) (dot-dashed lines), Nakamura (1983) (solid lines), Goins et al. (1981b) (dashed lines), and Bills and Ferrari
(1977) (dotted lines) and (b) the band of possible velocity distributions in the model by Khan et al. (2000) due to uncertainty in the data.
suitable. The second problem is to obtain information
on the lunar core by seismic methods. The Moon has a
small core surrounded by a low-Q layer. That may be
why the body P- and S-waves from far-side moon-
quakes that passed through the lunar core were not
recorded at the Moon’s seismic stations.

The free-oscillation spectra and dispersion curves
for surface waves for the various models of the Moon’s
interior structure available at that time were computed
by Takeuchi et al. (1961), Carr and Kovach (1962),
Derr (1969), Bolt and Derr (1969), and Zharkov et al.
(1969). A detailed review on the seismology of the
Moon was published by Lognonne and Mosser (1993).

Previously (Gudkova and Zharkov 2000), we stud-
ied the diagnostic capabilities of the torsional-oscilla-
tion method for sounding the Moon’s interior structure;
calculated the periods of torsional oscillations for the
n = 2–100 fundamental modes and four overtones for
several models with no core, with a liquid core, and
with a solid core and constructed the dispersion curves
for Love waves; calculated and tabulated the derivatives
of the dimensionless eigenfrequency with respect to the
dimensionless shear modulus and density, which can be
used to determine the corrections to the model density
and shear modulus distributions due to their small
changes; and considered the damping of torsional oscil-
lations.

To judge whether the free-oscillation method can be
used to study the lunar interiors, it is necessary to esti-
mate the amplitudes for various types of free oscilla-
tions during moonquakes and to determine how these
ASTRONOMY LETTERS      Vol. 27      No. 10      2001
amplitudes depend on focal depth and excitation pro-
cesses based on the available data for the Moon’s seis-
mic activity and the sensitivity of current instruments.

In this paper, we consider the free-oscillation
method for sounding the lunar interiors. We calculate
the amplitudes of torsional and spheroidal oscillations
for sources at different depths and with different focal
mechanisms using the velocity model by Nakamura
(1983) (MNlc model), which, as can be seen from
Fig. 1a, is a characteristic model.

PECULIARITIES OF THE LITHOSPHERIC 
MOONQUAKES

The Moon’s seismic activity was studied by Lam-
mlein et al. (1974), Toksoz (1975), Binder and Oberst
(1985), Oberst (1987), Lognonne and Mosser (1993),
and Lognonne et al. (1996).

More than twelve thousand seismic events were
recorded on the Moon. They were classified as meteor-
itic impacts, shallow moonquakes (or high-frequency
teleseismic moonquakes), and deep moonquakes.

We are primarily interested in the strongest shallow
moonquakes, which are summarized in Binder and
Oberst (1985) and Oberst (1987); parameters for some
of these moonquakes are listed in Table 2. Over five
years of the seismic station network operation, 28 such
events were recorded (Fig. 2). These events are not
repeated at the same place and do not correlate with the
characteristic lunar tidal periods. The sources of these
moonquakes are variously estimated (Nakamura et al.
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Table 1.  Seismic wave velocities in the models, x = r/1738

Region Radius, km VP, km s–1 VS, km s–1

MB model (Bills and Ferrari 1977)

Core 0–338 5.220 – 0.206x 0

Lower mantle 338–938 7.613 + 0.347x 2.219 + 1.243x

Transition region 938–1438 7.631 + 0.314x 0.068 + 5.227x

Upper mantle 1438–1668 6.522 + 1.654x 2.400 + 2.406x

Crust 1668–1718 20.23 – 14.29x 10.37 – 7.143x

1718–1738 5.22 3.02

MG model (Goins et al. 1981b)

Lower mantle ?–1258 7.6 ± 0.6 4.2 ± 0.1

Transition region 1258–1338 (6.813 + 1.087x) ± 0.15 (1.524 + 3.696x) ± 0.05

Upper mantle 1338–1678 (7.255 + 0.513x) ± 0.15 (3.580 + 1.026x) ± 0.05

Crust 1678–1718 6.8 3.9

1718–1738 5.1 2.96

MN model (Nakamura 1983)

Core 0–350 5.1(6.0) 0(2.8)

Lower mantle 350–1238 8.26 ± 0.40 4.65 ± 0.16

Transition region 1238–1468 7.46 ± 0.25 4.25 ± 0.10

Upper mantle 1468–1678 7.74 ± 0.12 4.49 ± 0.03

Crust 1678–1708 6.68 3.86

1708–1723 6.25 3.61

1723–1737 4.9 2.83

1737–1738 0.51 0.294

MK model (Khan et al. 2000)

Lower mantle ?–958 11.0 ± 2.1 6.0 ± 0.7

Transition region 958–1038 9.0 ± 1.9 5.5 ± 0.9

1038–1133 9.9 ± 1.9 5.9 ± 0.9

1133–1193 8.5 ± 1.5 4.8 ± 4.8

Upper mantle 1193–1693 8.0 ± 0.8 4.0 ± 0.4

Crust 1693–1718 6.7 3.61

1718–1738 4.9 2.83

Note: The data in parentheses are for a solid core.
1979; Goins 1978; Khan et al. 2000) to be located in
the  200-km cold part of the thick lunar lithosphere.
For  such events, the largest seismic moment M0 is
≈1022 dyn. cm. For some moonquakes, the stress drops
reach 2000 bar.

For the Earth, the stress drops are ~50 bar. The seis-
mic moment is known to be defined as the product of
the shear modulus, the fault area, and the average dis-
placement on the fault plane (M0 = µSb). The elastic
energy W is equal to the work of the average stress τ on
the fault plane (W = ). We see that for the same
energy, the larger is the stress drop, the smaller is the
fault area and, naturally, the smaller is the fault size;
that is why long waves are excited worse.

By terrestrial standards, the strongest moonquakes
are weak. However, since the background seismic noise

Sbτ
on the Moon is very low, seismometers that are many
orders of magnitude more sensitive than those
employed on the Earth can be used to record such
events (Lognonne et al. 1996).

The deep moonquakes that correlate with lunar tides
are much weaker than lithospheric moonquakes and are
not considered here.

As we will see below, mainly torsional oscillations
and Love waves are excited during lithospheric moon-
quakes. The kinetic energy released during the largest
meteoritic impacts detected by the Apollo lunar seismic
station network is estimated to be 1018–1019 erg (Goins
et al. 1981a). However, since the coefficient of seismic
efficiency is very small, ≈10–3–10–5 (Melosh 1989),
such impacts actually do not excite free oscillations. To
excite free oscillations requires the impacts of very
large meteorites with energies that are several orders of
ASTRONOMY LETTERS      Vol. 27      No. 10      2001
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Table 2.  Lithospheric moonquakes [the data from Binder and Oberst (1985), Oberst (1987), and Khan et al. (2000)]

Event, year, day Seismic moment, 
dyn. cm Energy release, J Stress drop ∆, bar Latitude, longitude Body-wave

magnitude Source depth, km

1971, 107 4.4 × 1021 > 9.2 × 1011 >1000 48° N, 35° E >5.5 75 ± 21

1971, 140 6.6 × 1020 >2.1 × 1010 >150 42° N, 24° W >4.8 48 ± 46

1972, 2 2.3 × 1021 >1.5 × 1011 >300 54° N, 101° E >5.1 173 ± 55

1973, 72 6.6 × 1021 >2.1 × 1012 >1500 84° S, 134° W >5.6 49 ± 35

1973, 171 1.3 × 1021 >8.0 × 1010 >300 1° S, 71° W >5 115 ± 23

1974, 192 2.5 × 1021 >3.0 × 1011 >550 21° N, 88° E >5.3 133 ± 41

1975, 3 1.6 × 1022 >6.9 × 1012 >2100 29° N, 98° W >5.8 75 ± 16

1975, 12 1.1 × 1021 >5.8 × 1010 >250 75° N, 40° E >5 102 ± 26

1976, 12 1.1 × 1021 >3.6 × 1010 >150 38° N, 44° E > 4.9

1976, 66 3.0 × 1021 >2.6 × 1011 >400 50° N, 20° W >5.3 74 ± 27
magnitude higher. Naturally, recording such events
would be of great scientific interest.

RESULTS
The Moon’s free-oscillation spectrum consists of

torsional and spheroidal modes.
In a spherical coordinate system r(r, θ, φ), where r is

the radius, θ is the polar distance, and φ is the longitude,
the components of displacement vector s(sr , sθ, sφ) are

(1)

for torsional oscillations
and

(2)

for spheroidal oscillations,
where

(3)

is the spherical function of degree l and order m and

(cosθ) are the associated Legendre polynomials.

Since the model is spherically symmetric, the eigen-
frequencies do not depend on m and depend only on l
and n, the radial number (overtone number), which is
equal to the number of nodes along the radius in the

sr 0,=

sθ imW r( ) θYl
m θ φ,( ),cosec=

sφ W r( )∂θYl
m θ φ,( )–=

sr U r( )Yl
m θ φ,( ),=

sθ V r( )∂θYl
m θ φ,( ),=

sφ imV r( )Yl
m θ φ,( )=

Xl
m θ( ) 1–( )m 2l 1+( ) l m–( )!

4π l m+( )!
--------------------------------------

1/2

Pl
m θcos( ),=

0 m l≤ ≤( )

Xl
m θ( ) Xl

m– θ( ),=

Yl
m θ φ,( ) Xl

m θ( ) imφ[ ]exp=

Pl
m
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functions W(r) and U(r) for torsional and spheroidal
oscillations, respectively. The oscillation modes
depend on all three indices. The free-oscillation prob-
lem for planets was described in detail by Alterman
et al. (1959) and, as applied to the case under consider-
ation, by Gudkova and Zharkov (1996a, 1996b). This
problem can be numerically solved by the finite-differ-
ence method.

For m = –l, –l + 1, …, l, eigenfunctions (x) cor-
respond to each eigenfrequency nωl = 2π/nTl. Denote
the torsional and spheroidal oscillations by nTl and nSl ,
respectively.

The kinetic energy for the torsional and spheroidal
modes is given by the formulas

(4)

sm
n l

Etors ω2 ρr
2
W

2
r,d∫=

N

S

60

30

15

1214
16

0 30 60

Fig. 2. The distribution of lithospheric moonquake epicen-
ters (Binder and Oberst 1985) and the locations of Apollo
seismic stations. The open circles refer to far-side events. 
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The radial functions 0Ul(r) and 0Wl(r) for the MN
model with a liquid core (MNlc) are shown in Fig. 3. In

Espher ω2 ρr
2

U
2

l l 1+( )V
2

+[ ] r.d∫=
 Figs. 3a and 3b, the amplitudes of these functions are
normalized to unity at the Moon’s surface. Qualita-
tively, the eigenmodes sound regions of the lunar inte-
rior with displacements ≥0.3 (Zharkov 1986). The crust
Table 3.  The periods of torsional oscillations for the MNlc model (min)

n/l 2 3 4 5 6 7 8 9 10

0 16.57 10.79 8.228 6.717 5.704 4.970 4.412 3.972 3.615
1 5.669 4.792 4.170 3.704 3.341 3.049 2.810 2.609 2.438
2 3.812 3.365 3.018 2.748 2.529 2.347 2.193 2.059 1.943
3 2.867 2.630 2.415 2.335 2.085 1.956 1.843 1.743 1.655
4 2.305 2.174 2.029 1.894 1.777 1.678 1.591 1.515 1.447
5 1.910 1.834 1.740 1.643 1.554 1.477 1.409 1.347 1.292
6 1.623 1.579 1.522 1.456 1.387 1.322 1.264 1.212 1.165
7 1.414 1.385 1.347 1.301 1.248 1.195 1.146 1.103 1.065
8 1.245 1.225 1.199 1.168 1.133 1.094 1.054 1.017 0.983
9 1.115 1.102 1.085 1.063 1.038 1.008 0.975 0.942 0.911

10 1.012 1.001 0.988 0.972 0.952 0.929 0.904 0.877 0.851
ASTRONOMY LETTERS      Vol. 27      No. 10      2001
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45° (a, c) and 90°, 90°, 0° (b, d) for the dip, strike, and slip angles at focal depths of 50 km (solid lines), 150 km (dot-dashed lines),
and 200 km (dashed lines). The epicenter coordinates are 29° N, 98° W; the seismometer coordinates are 0° N, 45° W; and the epi-
central distance is 58°.
and the upper mantle are sounded by torsional oscilla-
tions with l ≈ 60 and l ≈ 10–20, respectively; the sound-
ing of the middle mantle (transition zone) begins with l
≈ 7; the lower mantle is controlled by l ≈ 2–7; and only
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torsional oscillations with l = 2 and 3 penetrate the core.
As we see from Fig. 3, spheroidal oscillations with l < 3
penetrate the core and oscillations with l ≈ 3–80 and l > 80
sound the mantle and the crust, respectively. Figures 3c
Table 4.  The periods of spheroidal oscillations for the MNlc model (min.)

n/l 2 3 4 5 6 7 8 9 10

0 15.59 10.23 8.050 6.760 5.868 5.199 4.673 4.244 3.887

1 8.847 6.545 5.217 4.356 3.750 3.302 2.959 2.688 2.470

2 5.846 4.648 3.778 3.310 2.994 2.739 2.523 2.337 2.175

3 4.181 3.682 3.233 2.738 2.414 2.220 2.070 1.945 1.838

4 3.945 3.354 2.904 2.568 2.246 2.010 1.858 1.736 1.634

5 2.952 2.723 2.526 2.333 2.135 1.901 1.699 1.591 1.502

6 2.584 2.289 2.120 1.995 1.882 1.774 1.646 1.476 1.367

7 2.329 2.148 1.942 1.771 1.652 1.569 1.495 1.424 1.322

8 1.972 1.873 1.781 1.692 1.589 1.481 1.389 1.313 1.252

9 1.838 1.661 1.549 1.487 1.428 1.369 1.310 1.249 1.190

10 1.660 1.605 1.509 1.395 1.304 1.241 1.193 1.150 1.109
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2, 3, 5, 7, 10, 15, 20, and 25 overtones for two focal mechanisms versus frequency ω = 2π/T and overtone number n. See also the
caption to Fig. 4.
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y axis. The seismic moment is set equal to 1. The focal mechanism is 45°, 45°, 45° for the dip, strike, and slip angles at a focal depth
of 50 km. The epicenter coordinates are 29° N, 98° W; the seismometer coordinates are 0° N, 45° W; and the epicentral distance is 58°.
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Fig. 7. The amplitude distribution of horizontal motion displacements uN (a) and uE (b) for the l = 2 fundamental mode of torsional
oscillations. The longitude φ and polar distance θ are along the x and y axes, respectively. The seismic moment is set equal to 1. The focal
mechanism is 45°, 45°, and 45° for the dip, strike, and slip angles at a focal depth of 50 km. The epicenter coordinates are 29° N, 98° W.
and 3d) also show the energy distributions for the fun-
damental modes with l = 2, 3, 5, 10 (the areas under the
curves are normalized to unity).

The periods of torsional and spheroidal oscillations
with l = 2–10 and their first ten overtones for the MNlc
model are given in Tables 3 and 4.

The theory for the excitation of free oscillations was
presented by Dziewonski and Woodhouse (1983).
Based on their paper, it is easy to write out the corre-
sponding formulas, which were used for our calcula-
tions. These formulas are given in the Appendix.

Judging by the available data on the Moon’s seismic
activity, one might expect torsional oscillations to be
detected first. The horizontal displacement components
uN (northward) and uE (eastward) are proportional to
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the seismic moment M0 of the source. For the largest
lithospheric moonquakes, M0 ≈ (1–16) × 1021 dyn. cm
(see Table 2). Seismic events on the Moon have been
recorded for five years. The possibility that larger
moonquakes will also be detected in the future is not
ruled out.

Currently available broadband seismometers can
measure accelerations (Lognonne et al. 1996)

(6)

Thus, the problem is to find the modes that satisfy
condition (6) and to assess their diagnostic capabilities.

Figures 4 and 5 show the amplitudes of horizontal
displacements uN and uE for the fundamental tones and
overtones for two different focal mechanisms. We see

aN E, ω2
uN E,– 10

8–
 cm s

2–
.≈=
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Fig. 8. The amplitudes of displacements uN (a), uE (b), and uR (c) versus frequency ω = 2π/T and degree of oscillation l for the
fundamental modes of spheroidal oscillations with l = 2–20. M0 is set equal to 1. The focal mechanism is 45°, 45°, 45° for the dip,
strike, and slip angles at focal depths of 50 km (solid lines), 150 km (dot-dashed lines), and 200 km (dashed lines). The epicenter
coordinates are 29° N, 98° W; the seismometer coordinates are 0° N, 45° W; and the epicentral distance is 58°.
from Fig. 4 that the displacements of the torsional fun-
damental modes lie in the range 10–29–10–26 cm for a
unit seismic moment, which gives displacements of
~10–7–10–4 for a lithospheric moonquake with M0 =
1022 dyn. cm. A displacement of ~10–5 for ω ≈ 0.03 s–1

satisfies condition (6), and, consequently, the modes 0Tl
with l larger than 7–10 can be detected by currently
available instruments. Turning to Fig. 3a, we see that
ASTRONOMY LETTERS      Vol. 27      No. 10      2001
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Table 5.  The relative values of uN and uE normalized to the amplitude of mode 0T2, 1.4 × 10–29, for various focal depths. The focal mech-
anism is 45°, 45°, and 45° for the dip, strike and slip angles. The epicenter coordinates are 29° N, 98° W; the seismometer coordinates are 0° N,
45° W; and the epicentral distance is 58°

nTl T, min
50 km 150 km 200 km

uN uE uN uE uN uE

0T2 16.57 1.0 1.9 1.0 1.9 1.0 1.9

1T2 5.669 0.1 0.2 0.2 0.3 0.2 0.4

2T2 3.812 0.1 0.2 0.1 0.3 0.2 0.3

3T2 2.867 0.1 0.2 0.2 0.3 0.2 0.3

0T3 10.79 –1.2 0.6 –1.2 0.6 –1.2 0.6

1T3 4.792 –0.2 0.2 –0.1 0.2 –0.1 0.2

2T3 3.365 –0.02 0.04 0.003 0.05 0.02 0.05

3T3 2.63 –0.004 0.02 0.007 0.02 0.01 0.02

0T5 6.717 –2.1 –1.0 –2.1 –1.6 –2.0 –1.6

1T5 3.704 –3.8 –3.3 –2.7 –2.7 –1.9 –2.3

2T5 2.747 –1.4 –1.3 –0.6 –0.9 –0.1 –0.5

3T5 2.235 –0.7 –0.7 –0.2 –3.9 0.2 –1.2

0T7 4.970 45 26 41 24 39 23

1T7 3.049 2.9 1.8 1.6 1.1 0.7 0.7

2T7 2.347 3.5 2.4 0.7 0.9 –1.1 –0.05

3T7 1.956 2.3 1.6 –0.4 0.3 –1.8 –0.6

0T10 3.62 –79 –47 –69 –41 –64 –37

0T20 1.951 586 407 379 264 300 207

0T30 1.372 –1429 –1000 –621 –450 –407 –293

0T40 1.076 22 17 6.4 4.8 3.4 2.5

0T50 0.894 1571 1071 286 186 121 79
the torsional modes 0Tl with l ≥ 7 can sound the Moon’s
outer shells, including the transition zone.

As we see from Fig. 5, the displacement amplitude
for the overtones is smaller than that for the fundamen-
tal modes. Therefore, the overtones with l ≤ 7–10 do
not satisfy condition (6).

The amplitude spectrum for the fundamental modes
0Tl and their first overtones are shown in Fig. 6. We see
that when M0 increases to 1023 dyn. cm or when the seis-
mometer sensitivity increases to a ≈ 10–9 cm s–2 [see (6)],
the first overtones of torsional oscillations with l ≥ 5 can
be detected.

Figure 7 shows the pattern of ground displacements
for the mode 0T2. The distribution of oscillation ampli-
tudes is seen to depend on the relative positions of the
source and the receiver. For some epicentral distances,
the receiver can be located in the nodal zone.

Since the actual mechanism of lithospheric moon-
quakes is not known with certainty, we calculated the
oscillation amplitudes for various combinations of
strike, dip, and slip angles at 45° intervals. The calcu-
lations show that the amplitudes for different focal
mechanisms differ by several times. The minimum
and maximum displacements uN (in cm) at M0 = 1 dyn. cm
for several modes 0Tl are as follows: l = 2: 1 × 10–29–6 ×
10–29; l = 3: 1.5 × 10–29–6 × 10–29; l = 5: 1.2 × 10–29–4.5 ×
10–29; l = 7: 3 × 10–28–8 × 10–28; l = 10: 7 × 10–28–1 × 10–27;
and l = 20: 2 × 10–27–1 × 10–26.
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The displacements for the spheroidal modes 0Sl with
l = 2–20 are shown in Fig. 8. We see that a moonquake
with the seismic moment M0 = 1025 dyn. cm is required
for them to be detected.

The relative values of ground displacement compo-
nents uN and uE for a source at depths of 50, 150, and
200 km are given in Table 5. The focal mechanism is
45°, 45°, and 45° for the strike, dip, and slip angles. The
epicenter of the event has the coordinates of a strong
shallow moonquake, 29° N and 98° W; the seismometer
was placed at the point with coordinates 0° N, 45° W
near the Apollo seismic station network. The displace-
ments are normalized with respect to the component uN
of mode 0T2; the source is at a depth of 50 km. The
amplitude uN of oscillation mode 0T2 is 1.4 × 10–29 cm
at M0 = 1 dyn. cm. The amplitudes of components uN
and uE increase with l, and the displacements of the
overtones are smaller than those of the fundamental
modes. The amplitudes of the fundamental oscillation
modes decrease with increasing depth of the source,
which is noticeable for the modes with l larger than 5.

CONCLUSION

A spherically symmetric model of the Moon’s inte-
rior structure is difficult to construct using only body-
wave seismic data, because its outer shells are highly
inhomogeneous.
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Accordingly, it seemed reasonable to study the diag-
nostic capabilities of the free-oscillation method to
construct an averaged model of the Moon’s internal
structure. For this purpose, using the free-oscillation
excitation theory for the Earth (Dziewonski and Wood-
house 1983), we derived formulas for the ground dis-
placement components as functions of the moonquake
focal mechanism (see the Appendix). It turned out that
the strongest lithospheric moonquakes with a seismic
moment M0 ≈ 1022 dyn. cm are capable of exciting the
torsional modes 0Tl with l ≥ 7, which can be detected by
currently available high-sensitivity broadband instru-
ments. These modes are capable of sounding the
Moon’s outer layers to a depth of ≈500 km, given that
the Moon’s inhomogeneities extend approximately to
this depth (physically, this can be related to the depth of
the “magma ocean” that appeared during the lunar for-
mation, whose solidification led to this deep inhomoge-
neous layer of the satellite).

We have shown that the largest lithospheric moon-
quakes excite spheroidal modes nSl much worse. These
modes cannot be detected by available instruments
because of the Moon’s low seismic activity. Modes nSl
are excited by meteoritic impacts on the lunar surface
much more effectively. However, the impacts on the
lunar surface detected so far are too weak to excite free
oscillations that could be recorded.

Briefly, as our general conclusion, we can say that
recording the spectrum of torsional modes nTl would
allow noticeable progress to be made in constructing a
global model of the Moon’s interior structure.

ACKNOWLEDGMENTS

This study was supported by the Russian Founda-
tion for Basic Research, project no. 99-02-16013.
APPENDIX
Following Dziewonski and Woodhouse (1983), let

us derive the formulas that were used in our calcula-
tions. The source is assumed to be pointlike and instant.
The components of displacement vector si for torsional
and spheroidal oscillations are given by formulas (1)
and (2); the radial functions are normalized as follows:

(A.1)

(A.2)

An arbitrary mode k is defined by four numbers
(l, m, n, q), where q specifies the type of oscillation, tor-
sional or spheroidal.

In general form, the displacement on the satellite’s
surface for the kth mode is

(A.3)

where hk(t – ts) = 1 – exp[–αk(t – ts)]cosωk(t – ts); (ts, xs)
is the time of the source and its coordinates; Mij is the seis-
mic moment tensor, a force characteristic of the source;

(xs) is the strain tensor in the source; αk = ωk/2Qk are
the decay coefficients of the kth mode; and Qk are corre-
sponding dissipative functions. The summation is per-
formed over repeated indices the bar denotes conjugation.

To simplify the mathematics, we pass to the epicen-
tral coordinate system, in which the source is located at
the pole (θ = 0). Substituting expression (1) and (2) for
the displacement vector for torsional and spheroidal

oscillations, respectively, in the strain tensor  writ-
ten in spherical coordinates, we obtain
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where kn = , ET =  – r –1W, ES =

 – r–1(V – U), and F = r–1[2U – l(l + 1)V]; the dot
denotes differentiation with respect to the radius. The
values of U, V, and W are taken at r = xs .

A moonquake is modeled by a fault in a continuum
for which the fault edges b are displaced over area S.
The quantity M0 = µbS is called the seismic moment,
where µ is the shear modulus in the source region. In
general, the force model of a source is described by the
seismic moment tensor Mij . The notation of the Mij
components and their dependence on dip δ, strike φ,
and slip α angles are given by the formulas

(A.5)

The dip δ, strike φ, and slip α angles are shown in
Fig. A1.

We can get a general idea of the signal if we choose
these angles to be 45, 45, and 45 and set M0 equal to

unity. We then have f1 = /2, f2 = –(2 + )/4, f3 =

(2 – )/4, f4 = – /4, f5 = /4, f6 = – /4, and f1 +
f2 + f3 =0. A shift in the strike is characterized by δ = 90,
φ = 90, and α = 0. In that case, we have f1 = 0, f2 = 0,
f3 = 0, f4 = 0, f5 = 0, f6 = 1, and f1 + f2 + f3 = 0.

Substituting (1), (2), (3), (A.4), and (A.5) in (A.3)
and summing over repeated indices, we derive the fol-
lowing expressions for the displacement components
on the satellite’s surface in epicentral coordinates,
because the multiplets with m = 0, ±1, ±2 are degener-
ate (see A.4): 

(A.6)

1

2
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----- 2l 1+
4π
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----------------- 
 

1/2

Ẇ
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2
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f 4 Mrθ=

=  M0 – 2δ α φsinsincos α δ φcoscoscos–( ),

f 5 Mrφ=
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f 6 Mθφ=

=  M0 – δ α 2φcoscossin 1/2 α 2δ 2φsinsinsin–( ).
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uθ a θ φ t, , ,( )

=  2k1ET rs( )W a( ) θXl
1 θ( ) f 4 φcos f 5 φsin+( )cosec–(
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W rs( )W a( ) θXl
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(A.7)

for torsional oscillations and

(A.8)

(A.9)

(A.10)

for spheroidal oscillations.

The seismographs record the directions of upward,
northward, and eastward displacements. We pass to the
geographical coordinate system by using the formulas
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Fig. A1. The parameters that characterize the orientation of
the fault plane (strike φs, dip δ) and the slip direction. The
angle φs is measured clockwise from the northward direc-
tion, the dip of the fault plane is to the right from the strike
direction (0 ≤ φs < 2π), and δ is measured downward from
the horizontal plane (0 ≤ δ < π/2).
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(A.11)

where the subscripts N and E refer to the northward and
eastward components and ψ is the source’s azimuth
with respect to the receiver. The azimuth is the angle
between the arc of the great circle passing through the
pole and the source and the arc of the great circle con-
necting the receiver and the source.

(A.12)

where the source’s coordinates are (rs , θs , φs), the
receiver’s coordinates are (a, θr , φr), and θ is the epi-
central distance. Here, we estimated the displacements
uN and uE for different moonquake focal mechanisms.
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Abstract—Data on recently discovered outer satellites of Jupiter are used to analyze their long-period orbital
evolution. We determine the extreme eccentricities and inclinations, as well as the circulation periods of the
pericenter arguments and of the longitudes of the ascending nodes. The satellite orbital elements are plotted
against time. The methods of analysis are identical to those that we used to analyze the orbital evolution of Ura-
nus’s and Saturn’s new outer satellites. © 2001 MAIK “Nauka/Interperiodica”.
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1. INTRODUCTION. INPUT DATA

Reports on a new celestial object and on its identifi-
cation as an outer satellite of Jupiter appeared in the
middle of 2000 (Marsden 2000a, 2000b). It was discov-
ered through the joint efforts of many scientists:
J.V. Scotti, T.B. Spahr, R.S. McMillan, J.A. Larsen,
J. Montani, A.E. Gleason, T. Gehrels, B.G. Marsden,
G.V. Williams, and B. Gladman. The new satellite was
tentatively designated as S/1999 J1, because it was
identified with the object 1999 UX18 discovered in
1999.

In November 2000, S.S. Sheppard, D.C. Jevitt,
Y. Fernandez, and G. Magnier reported the discovery of
yet another satellite of Jupiter, which was tentatively
designated as S/2000 J1. However, based on
B.G. Marsden’s calculations and on M. Holman’s obser-
vations, it was identified with the well-known satellite
S/1975 J1, which was previously discovered by C.T. Koval
and E. Roemer. This identity was confirmed by G.V. Wil-
liams’s numerical calculations (Marsden 2000c). Sub-
sequently, he refined the orbits of S/1999 J1 and S/2000 J1
(Marsden 2000d).

The short period from late 1999 until early 2000 was
marked by the discovery of ten new satellites of Jupiter,
S/2000 J2, J3, …, J11. They were discovered by a group
of scientists: S.S. Sheppard, D.S. Jevitt, Y.R. Fernan-
dez, G. Magnier, S. Dahm, and A. Evans. The orbital
elements of all these satellites were obtained by Mars-
den (2001a, 2001b).

Table 1 gives the orbital elements of Jupiter’s new
outer satellites required to analyze the orbital evolution.
They were taken from the Internet source at http://cfa-
www.harvard.edu/iau/mpc.html with Circular numbers
MPEC 2001-A28 and A29. The semimajor axis a is

* E-mail address for contacts: vashkov@spp.keldysh.ru
1063-7737/01/2710- $21.00 © 20671
given in astronomical units, and the angular Keplerian
elements in the standard notation i, ω, and Ω (in
degrees) refer to the ecliptic and equinox 2000.0. For
all twelve satellites, the initial epoch t0 is the same,
2001 Apr. 1.0 TT = JDT 2 452 000.5.

Below, we also give numerical values of the con-
stant parameters that characterize the Sun–Jupiter sys-
tem and that we adopted in this paper:

µ = 126 712 840 km3 s–2 is Jupiter’s gravitational
constant;

a0 = 73 398 km is Jupiter’s mean equatorial radius;
c20 = –0.014736 is the coefficient of the second

zonal harmonic of its attractive potential;
µ' = 132 712 442 007 km3 s–2 is the solar gravita-

tional constant;
a' = 778357700 km is Jupiter’s orbital semimajor axis;

i ' = 1 3064 is Jupiter’s orbital inclination at initial
epoch t0;

Ω' = 99 865 is the longitude of the ascending node
of Jupiter’s orbit at initial epoch t0.

2. EVOLUTION 
OF THE NEW SATELLITE ORBITS

2.1. Peculiarities of Jupiter’s Satellite System

The discoveries in 1999 and 2000 have significantly
extended our knowledge of Jupiter’s satellite system
and its structure. The new satellites S/2000 J1 and
S/2000 J11 were included in group I of the outer satel-
lites with direct motions, while S/1999 J1 ; S/1975 J1,
S/2000 J2, J3, …, J10 were included in group II with
retrograde motions.

Peculiarities of the orbital dynamics for Jupiter’s
previously discovered satellites have been described in
many papers [see, e.g., the special monograph by Fer-
raz-Mello (1983) and the review by Ural’skaya (1991)].
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Table 1.  Orbital elements for Jupiter’s new outer satellites

Satellite a, AU e i, deg ω, deg Ω, deg

S/1999 J1 0.1570775 0.2061509 143.48974 56.96157 282.84304

S/2000 J1 0.0494535 0.2055437 45.37763 238.85643 202.12202

S/2000 J2 0.1613366 0.3177403 165.79188 230.49170 39.08737

S/2000 J3 0.1379890 0.2686209 149.90562 84.21828 270.98971

S/2000 J4 0.1461769 0.3464728 160.90878 354.28364 321.58017

S/2000 J5 0.1398263 0.2002700 149.28845 106.36579 36.29295

S/2000 J6 0.1524400 0.2809114 165.03895 139.97510 144.83367

S/2000 J7 0.1410321 0.1458198 146.35342 202.60056 284.99206

S/2000 J8 0.1566806 0.5277172 151.69961 303.66947 302.58327

S/2000 J9 0.1448674 0.2460425 163.54516 269.83625 314.16830

S/2000 J10 0.1356935 0.1553197 165.62039 172.52190 155.62290

S/2000 J11 0.0843796 0.2152076 28.55170 178.01785 290.87294
The main perturbations in the motion of Jupiter’s
inner satellites are attributable to its oblateness. In addi-
tion, the Galilean satellites are subjected to appreciable
mutual attraction, which is enhanced by the resonant
nature of their motion. For the outer satellites, the main
perturbing factor is solar attraction.

A convenient characteristic of the satellite system of
any planet, including Jupiter, is the dependence of the
following parameter on the satellite orbital semimajor
axis:

(1)

This parameter is the ratio of the perturbing acceler-
ations from planetary oblateness and from solar attrac-

γ
µa0

2
c20a'

3

µ'a
5

----------------------.–=

7

6

5

4

3

2

1

0

–1

–2

–3

–4

–5

–6
0 2 4 6 8 10 12 14 16 18 20 22 24

8 5 14

 Group I

 Group II

i < π/2

i > π/2

S/2000 J1

a × 106, km

Outer satellites

Inner
and Galilean

satellites
e << 1

Fig. 1. Logarithmic dependence of γ on a for Jupiter’s sat-
ellite system.

lo
g
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tion. For Jupiter’s satellite system, dependence (1) is
shown in Fig. 1 (solid curve) on a logarithmic scale.
The heavy segments on the horizontal axis correspond
to the ranges of orbital semimajor axes for the inner,
Galilean, and outer satellites. The number of satellites
within a given range (except for the large number of
particles that form Jupiter’s ring) is indicated above
each of these segments. A characteristic feature of Jupi-
ter’s satellite system is the existence of two “empty”
segments, which are free from satellites (except for
S/2000 J1):

2 × 106 km ≤ a ≤ 11 × 106 km,

12.6 × 106 km ≤ a ≤ 20 × 106 km.

The first of these segments separates the inner and
Galilean satellites from the outer satellites, while the
second segment separates the two groups of outer satel-
lites with direct and retrograde motions.

Small γ correspond to the satellite orbits that experi-
ence the dominant influence of solar perturbations. For
the outer satellites of group II, this parameter varies
over the range

0.5 × 10–5 ≤ γ ≤ 10–5.

For the outer satellites of group I, it takes on values
in the range 10–4 ≤ γ ≤ 2 × 10–4, except for the “interme-
diate” satellite S/2000 J1 with γ ≈ 1.5 × 10–3.

It is of interest to compare the orbital structures of
Jupiter’s, Saturn’s, and Uranus’s outer satellites.
Whereas the outer satellites in Jupiter’s system clearly
break up into two groups (by inclinations and semima-
jor axes), in Saturn’s system of outer satellites, there is
a large range of semimajor axes in which both direct
and retrograde orbits exist. In contrast, all the outer sat-
ellites in Uranus’s system discovered to date possess
retrograde motions.

In this paper, to analyze the long-period orbital evo-
lution, we disregard the influence of Jupiter’s oblate-
ness on the orbital evolution of its new outer satellites
and, setting γ = 0, use Hill’s double-averaged problem
ASTRONOMY LETTERS      Vol. 27      No. 10      2001
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Table 2.  Parameters of the evolving orbits for Jupiter’s outer satellites

Satellite c1 c2 emin emax , deg , deg , year , year

S/1999 J1 0.6393 0.0070 0.133 0.276 143.8 146.3 85 98

S/2000 J1 0.4677 0.0017 0.065 0.479 38.8 46.7 771 540

S/2000 J2 0.8397 0.0359 0.300 0.325 163.8 165.7 45 77

S/2000 J3 0.7124 0.0123 0.175 0.270 149.0 151.2 80 113

S/2000 J4 0.7947 0.0480 0.346 0.381 161.9 164.6 51 84

S/2000 J5 0.7006 0.0063 0.126 0.216 147.5 149.0 90 119

S/2000 J6 0.8519 0.0288 0.268 0.294 163.4 164.9 50 86

S/2000 J7 0.6986 0.0076 0.138 0.234 147.6 149.3 86 115

S/2000 J8 0.5718 0.0724 0.426 0.559 146.7 155.8 48 65

S/2000 J9 0.8733 0.0200 0.223 0.246 163.5 164.6 55 98

S/2000 J10 0.9092 0.0096 0.155 0.169 164.8 165.3 62 114

S/2000 J11 0.7176 0.0185 0.215 0.309 27.0 29.8 154 225

ĩmin ĩmax Tω̃ TΩ̃
(Lidov 1961, 1963). This problem has already been
used to analyze the orbital evolution of Uranus’s and
Saturn’s new satellites (Vashkov’yak 1999, 2001).

The perturbing function of this integrable problem
includes only the terms ~(a/a')2 averaged over the mean
anomalies of the satellite and the perturbing body
(Sun). In addition, Jupiter’s orbital eccentricity e' (the
actual value is ~0.05) and orbital inclination to the
ecliptic plane i ' (the actual value is ~1 3) are assumed
to be zero.

To check and refine the analytic solution of the aver-
aged problem, we numerically integrate the fuller evo-
lutional system that includes both secular terms
~(a/a' )2sini ', ~(a/a' )3e' and the time variability of Jupi-
ter’s orbital elements, according to the Lagrange–
Brower–Wurkom theory.

2.2. Quantitative Evolution Characteristics 

The pattern of the evolution of a satellite orbit in
Hill’s double-averaged problem is determined by
numerical values of its first integrals (Lidov 1961):

(2)

In contrast to i and ω, the angular variables  and 
are related to the orbital plane of a perturbing body
whose position relative to the ecliptic is defined by the
elements i ' and Ω'.

Table 2 gives the constants c1 and c2, the ranges of e

and , as well as the circulation periods of  and .
Our calculations show that c2 > 0 for all the above sat-
ellites; i.e., the pericenter arguments of their orbits exe-
cute circulation motion. The longitudes of the ascend-
ing nodes also monotonically change with time. How-
ever, whereas  monotonically increases for all

.°
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satellite orbits,  increases only for the satellites of

group II with retrograde motions (cos  < 0). For two
satellites of group I, the node longitude decreases.

The data in Table 2 indicate that S/2000 J1 differs
markedly from the remaining satellites in the parame-
ters of its orbital evolution. First, note that c1 and c2 are
at a minimum for its orbit, with c1 being 0.4677 < 0.6.
This determines the existence of two qualitatively dif-
ferent regions ( , circulation at c2 > 0 and  libration
at c2 < 0) and their separatrix, which corresponds to
c2 = 0 in the ( , e) plane. Although this constant is pos-
itive, c2 = 0.0017 > 0, it is nearly zero. As a result, the
amplitude of the eccentricity oscillations (emax – emin ≈ 0.4)
is large, the largest among all the above orbits, and
emax ≈ 0.479 is close to

which corresponds to the maximum of e on the separa-
trix.

Notes: (1) Numerical integration of the fuller aver-
aged system (see the Introduction) shows that, although
c2 is nearly zero, the  variation for the S/2000 J1 orbit
also remains circulation on a long time scale of
50 000 years (the evolution period of Jupiter’s orbital
elements).

(2) In general, the possible refinement of the orbital
elements for S/2000 J1 in the future can change c2 only
slightly by making it negative. In that case, the  vari-
ation for this orbit will be libration.

The oscillation amplitude of the orbital inclination
for S/2000 J1 is also close to the maximum among all
the above orbits, ~8°. However, this particular orbit is
distinguished from the remaining orbits by its relatively

large circulation periods of  and , about 800 years

Ω̃
ĩ

ω̃ ω̃

ω̃

es 1
5c1

3
--------– 0.470,= =
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ω̃

ω̃ Ω̃



674 VASHKOV’YAK
and more than 500 years, respectively. This is because
this orbit is closest to Jupiter [its maximum apocenter
distance is Qmax = a(1 + emax) ≈ 11 × 106 km] and
because the influence of solar attraction is weakest here.

In contrast, Qmax for the orbits of S/2000 J2 and
S/2000 J8 are about 32 and 36 × 106 km, respectively,
and exceed these parameters for the remaining satel-

lites. As a result, the circulation periods of  and  areω̃ Ω̃

Fig. 2. Orbital evolution of S/2000 J1.

Fig. 4. Orbital evolution of S/1999 J1.
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at a minimum, only a few tens of years; i.e., the Sun
rapidly “spins” these orbits with periods that are only
several times longer than Jupiter’s orbital period.

For convenience, plots of the evolving orbital ele-
ments for Jupiter’s new outer satellites against time are
shown in the Appendix (Figs. 2–13).

Figures 2 and 3 show plots of eccentricity Â and
angular ecliptic elements i, ω, and Ω (in degrees) for
the orbits of two satellites from group I. Figures 4–13
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Fig. 3. Orbital evolution of S/2000 J11.

Fig. 5. Orbital evolution of S/2000 J2.
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show similar plots for the satellite orbits of group II. In
all figures, the dots mark the elements calculated from
analytic formulas of the general solution for Hill’s dou-
ble-averaged problem. Since the periods of Â, i libration
and ω, Ω circulation are much less than 50 000 years,
the change from ecliptic angular elements to orbital
ones and back, which is required in the solution, was
made at constant initial values of i ' and Ω'. The solid
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Fig. 6. Orbital evolution of S/2000 J3.

Fig. 8. Orbital evolution of S/2000 J5.
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lines in all figures represent the results of a check
numerical integration of the fuller evolutional system.
The discrepancies between the analytic and numerical
results in the variation of eccentricities seen in Figs. 5,
7, 9, 12, and 13 are relatively small, ~0.002. In the
remaining figures, the analytic dependencies e(t) coin-
cide with the numerical ones, to within the graphical
accuracy. This is also true for the dependencies i(t),
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Fig. 7. Orbital evolution of S/2000 J4.

Fig. 9. Orbital evolution of S/2000 J6.
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ω(t), and Ω(t) for the orbits of all satellites, S/1999 J1
and S/2000 J1–J11.

The orbital eccentricities of all satellites oscillate
with twice the frequency of the variations in pericenter
arguments. The inclination oscillations also contain a
harmonic with the frequency of variations in node lon-
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Fig. 10. Orbital evolution of S/2000 J7.

Fig. 12. Orbital evolution of S/2000 J9.
gitudes; when sini is close enough to zero, this har-
monic becomes dominant. This is particularly notice-
able for the orbit of S/2000 J10 (Fig. 13), for which
emax ≈ 0.17 is at a minimum and, consequently, the
amplitude of the oscillations with twice the frequency
of the variations in  is also at a minimum.ω̃
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Fig. 13. Orbital evolution of S/2000 J10.
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3. CONCLUSION

The recently discovered satellites of giant planets
will undoubtedly attract the attention of researchers due
to their physical properties and orbital dynamics. Hav-
ing analyzed the orbital evolution of Jupiter’s new outer
satellites, we revealed its main qualitative features and
obtained approximate quantitative characteristics. Our
method of analysis allowed us to describe the time vari-
ations in satellite orbital elements with longest periods
of the order of tens and hundreds of years. Among the
perturbations that were not included in our averaged
model, the perturbations associated with Jupiter’s
orbital motion, particularly for the outer satellites of
group II, can be appreciable. To construct comprehen-
sive theories for the motion of the new satellites, it is
necessary to take into consideration the secular pertur-
bations from Jupiter’s oblateness (in particular, for
S/2000 J1) and from the attraction by its Galilean satel-
lites and Saturn, as well as the short-period perturba-
tions associated with the satellite orbital motions (with
periods no larger than approximately two years).

Qualitatively, it is of interest to explain the different
orbital structures of Jupiter’s, Saturn’s, and Uranus’s
outer satellites.
ASTRONOMY LETTERS      Vol. 27      No. 10      2001
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Abstract—We analyze flyby-type triple approaches in the plane isosceles equal-mass three-body problem and
in its vicinity. At the initial time, the central body lies on a straight line between the other two bodies. Triple

approaches are described by two parameters: virial coefficient k and parameter µ = / , where  is the

relative velocity of the extreme bodies and  is the velocity of the central body relative to the center of mass
of the extreme bodies. The evolution of the triple system is traceable until the first turn or escape of the central
body. The ejection length increases with closeness of the triple approach (parameter k). The longest ejections
and escapes occur when the extreme bodies move apart with a low velocity at the time of triple approach. We
determined the domain of escapes; it corresponds to close triple approaches (k > 0.8) and to µ in the range
–0.2 < µ < 0.7. For small deviations from the isosceles problem, the evolution does not differ qualitatively from
the isosceles case. The domain of escapes decreases with increasing deviations. In general, the ejection length
increases for wide approaches and decreases for close approaches. © 2001 MAIK “Nauka/Interperiodica”.

Key words: celestial mechanics

ṙ ṙ
2

Ṙ
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Ṙ

INTRODUCTION

The three-body problem is one of the classical prob-
lems in analytical dynamics and celestial mechanics.
Considerable progress in understanding the qualitative
behavior of the solutions of this problem has been made
through numerical experiments. Szebehely (1971) sug-
gested the following classification of the types of
motions in the general three-body problem with a negative
energy (E < 0): (1) simple interaction, (2) ejection with
return, (3) escape, (4) stable revolution, (5) Lagrangian
equilibrium solutions, and (6) collisions and periodic
orbits.

Agekyan and Martynova (1973) supplemented this
classification with yet another type: (0) close triple
approach. A close triple approach can result in the
escape of one of the bodies from the system (see, e.g.,
Anosova and Zavalov 1981).

Anosova and Zavalov (1981) proposed to divide tri-
ple approaches into two types:

(1) Flybys, when one of the components passes near
the center of inertia of a temporary binary formed by
the other two bodies;

* E-mail address for contacts: vor@astro.spbu.ru
1063-7737/01/2710- $21.00 © 0678
(2) Exchanges, when this component replaces one
of the components of the temporary binary after a series
of double approaches.

In triple systems with equal-mass components,
escapes more commonly occur after triple approaches
of the first type (Anosova and Zavalov 1981).

Agekyan and Anosova (1991) considered flyby-type
triple approaches by introducing several approach
parameters: closeness, the minimum distance of the
passing body from the center of mass of the triple sys-
tem, and two component velocity ratios. They outlined
the domain in the space of these parameters that corre-
sponded to the escape of a passing body after a triple
approach. They also formulated the necessary condi-
tions for such an escape: (1) the approach must be suf-
ficiently close (virial coefficient k ≥ 0.86); (2) at the
time of the closest approach of the passing body to the
center of mass of the triple system, the other two bodies
must recede from each other; and (3) the velocity direc-
tions of all bodies must be nearly orthogonal to the
straight line that connects the bodies.

The domain of parameters for the triple approaches
that result in escapes outlined by Agekyan and Anosova
(1991) lies in the vicinity of the isosceles three-body
problem. It is therefore of interest to analyze the isosce-
les case in more detail.
2001 MAIK “Nauka/Interperiodica”
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TECHNIQUE

Let us consider the plane isosceles equal-mass
three-body problem. Denote the distance between the
extreme bodies by r and the distance between the cen-
tral body and the center of mass of the other two bodies
by R. Choose the system of units in such a way that the
body masses and the gravitational constant are equal to
unity and the total energy of the triple system is E = –1.
The equations of motion are then

(1)

(2)

The energy integral for the system is

(3)

At the initial time, in the state of a triple approach,
the central body lies on the straight line that connects
the extreme bodies (R0 = 0) and moves along the per-

pendicular to this straight line upward (  > 0). The
initial conditions can then be specified by using only
two parameters. As the first parameter, we take the vir-
ial coefficient, the ratio of the kinetic and potential
energies of the triple system:

(4)

As the second parameter, we take the ratio

(5)

The virial coefficient k ∈  (0,1) characterizes the
closeness of triple approaches; the approaches become
closer with increasing k. The parameter µ ∈  (–1,1)
characterizes the relation between the body velocities:
the extreme bodies approach each other at µ < 0 and
move apart at µ > 0. We do not consider the boundary
conditions k = 0, k = 1, and µ = ±1, because they result
in triple collisions.

The initial coordinates and velocities can be
expressed in terms of k and µ as

(6)

(7)

(8)

(9)
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Consider the following values of k and µ:

(10)

(11)

For each set of initial conditions, we traced the evo-
lution of the triple system either until the “turn” of the

central body, when  changed sign, or until the escape
criterion was satisfied (Yoshida 1972; Marchal 1974):

(12)

In this paper, we consider only the effect of a triple
approach on the subsequent ejection or escape of the
central body. In the case of the turn, we estimate the
ejection length R. In the case of breakup, we determine
the energy of hyperbolic motion

(13)

RESULTS

The domain of initial conditions defined by the
parameters (k, µ) breaks up into two continuous
domains:

(1) the domain of escapes (Eex > 0);
(2) the domain of ejections (Eex < 0).
The domain of escapes is hatched in Fig. 1. Its

boundary is well approximated by a cubic curve:

(14)

Note that all escapes result from close triple
approaches with k > 0.82. Figure 1 also shows R = const
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0

Fig. 1. The domain of (k, µ) parameters corresponding to
escapes (hatched region) and R = const isolines on the (k, µ)
plane.
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isolines. These isolines enclose the domain of escapes
and recede from it as the ejection length decreases.

Consider the dependence of ejection length R(k, µ)
on initial conditions in more detail. Let us fix the virial
coefficient k (the closeness of approaches) and vary the
velocity ratio µ. Figure 2 shows the dependencies R(µ)
for several k. All these functions are unimodal; they
reach a maximum at µ from 0.2 to 0.5 (the extreme bod-
ies slowly recede from each other). The skewness of the
functions R(µ) slightly increases with approach close-
ness. At k < 0.5, the turns are not ejections in the termi-
nology of Agekyan and Martynova (1973) because they
do not reach the radius of the ejection sphere:

(15)

For close triple approaches with k > 0.5, the ejection
length increases with k for µ ∈  (–0.3, 1), whereas for
µ ∈  (–1, –0.3), the ejection length decreases with increas-
ing approach closeness. Figure 3 shows a general three-

R
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2.5
R

R

Fig. 2. Ejection length R versus µ for various virial coeffi-
cients k = 0.1, 0.3, 0.5 (a) and k = 0.6, 0.7, and 0.8 (b).
dimensional pattern of variations in R(k, µ) with a dis-
tinct sharp rise at k > 0.5 and µ ∈  (0, 0.7).

Below, we give a physical interpretation of the pecu-
liar features in the behavior of the function R(k, µ) that
we established.

(1) If the extreme bodies recede from each other at
the time of a triple approach, then the force exerted by
them on the passing body will decrease after the
approach and the central body can escape from the tri-
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Fig. 3. Function R(k, µ).

Fig. 4. Dependencies Eex(µ) for escapes.
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ple system. If the two extreme bodies approach each
other, then the passing body will greatly decelerate
after the approach and the store of its kinetic energy
may not be enough for the escape; the faster the
extreme bodies approach each other, the faster the
deceleration force increases and the more efficient is
the deceleration process.

(2) At µ ≈ ±1, the bulk of the kinetic energy of the
triple system is contained in the relative motion of the
extreme bodies, while the velocity of the central body
is very low; consequently, the store of its kinetic energy
is negligible and the turn occurs at a very small distance
from the center of mass of the triple system.

(3) There is an optimum value of µ (it depends
weakly on the closeness of the triple approach) at which

0.9

0–0.5 0.5
0.8

1.0 q = 0.2

q = 0

q = 0.4
(b)

1.0µ

k

0.9

0.8
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δ = 0.3

(a)
k

δ = 0.2

δ = 0.1

δ = 0

Fig. 5. Deformation of the domain of (k, µ) parameters cor-
responding to escapes as δ varies for q = 0 (a) and q varies
for δ = 0 (b).
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the ejection is longest; this value of µ lies near 1/3. The
existence of an optimum range for µ is a natural result
of the patterns of behavior noted above, because this
range must lie at µ > 0, but not too close to µ = 1.

Consider now the domain of parameters (k, µ) that
corresponds to the triple approaches that result in the
escape of the central body (the hatched region in Fig. 1).
Figure 4 shows the dependencies Eex(µ) for three fixed
values of k. These functions are qualitatively similar in
behavior to R(k, µ) in the vicinity of their maxima (see
Fig. 2b). They are almost symmetric with a maximum
near µ = 1/3. The Eex(µ) curves do not intersect: the
closer the triple approach is, the higher the correspond-
ing curve lies and the higher is the energy carried away
by the escaping body.

DEVIATIONS FROM THE ISOSCELES PROBLEM

Let us now analyze the deviations from the isosceles
problem. These deviations can result both from the dis-
placement of the central body along the segment con-
necting the extreme bodies and from the deviation of
the velocity vector of the central body from the perpen-
dicular to this segment.

The following quantity is considered the displace-
ment parameter:

(16)

where ∆ is the distance from the central body to the cen-
ter of mass of the triple system. We use the following
quantity as the parameter of deviation of the velocity
vector of the central body from the perpendicular:

(17)

where φ is the angle between the velocity vector of the
central body and the segment connecting the two
extreme bodies. The case δ = 0 and q = 0 corresponds
to the isosceles problem.

Consider the initial conditions that differ only
slightly from the isosceles case:

(18)

Figure 5 shows the deformation of the domain of
initial conditions that correspond to the escapes of the
central body as δ and q vary. The area of this domain
slightly decreases with increasing δ and q. Deviations
from the isosceles case cause the velocity of the central
body to decrease. For significant deviations from the
isosceles problem, the domain of escapes breaks up
into two parts. No other domains of escapes have been
found in the vicinity of the isosceles problem.

Let us consider the effects of deviations from the
isosceles case on the ejection length R. The results are

δ 2∆
r0
-------,=

q φ,cos=

0 δ 0.4, 0 q 0.4.≤<≤<
shown in Fig. 6. The function R(µ) becomes flatter with
increasing distance δ. Therefore, the larger δ is, the
smaller is the increase in maximum R with increasing
closeness of the triple approach. The effect of q varia-
tion is much weaker than the effect of δ variation. When
the direction of motion of the central body deviates
from the normal, the behavior of the R(µ) curves does
not change qualitatively. However, there are quantita-
tive discrepancies; in particular, the maximum value of
R is slightly smaller at large k. In general, the ejection
length increases with increasing deviations from the
isosceles problem for wide triple approaches and
decreases for close triple approaches.

CONCLUSION
In conclusion, we note a well-defined relation

between the parameters of flyby-type triple approaches
and the length of the subsequent ejection of the passing
body. If the extreme bodies at the approach time move
apart or approach each other at a low velocity, then
closer approaches result in longer ejections or escapes.
If, alternatively, the extreme bodies approach each
other or recede from each other at a high velocity, then
such approaches end up with short ejections; closer
approaches can often result in shorter ejections. Such a
behavior is attributable to the interaction between the
central body with the binary formed by the extreme
bodies before and after the triple approach. If the accel-
erating force before the approach significantly exceeds
the deceleration effect after the approach, then a long
ejection or escape takes place. Otherwise, a short ejec-
tion with return takes place.

Deviations from the isosceles problem cause the
ejection length to increase for wide triple approaches
and to decrease for close triple approaches (except the
cases where the extreme bodies approach each other or
move apart very fast). As the deviations from the isos-
celes case increase, the domain of initial conditions that
correspond to the escapes of the central body is also
deformed and reduced.
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