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Abstract—An electroluminescent structure of the P-Ga0.92In0.08P0.05As0.08Sb0.87/p-InAs/n-InAs type contain-
ing a broken-gap P–p isotype heterojunction and a p–n junction in the substrate volume is obtained and is
shown to exhibit emission peaks at λ = 1.9 and 3.1 µm at 77 K and 2.1 and 3.6 µm at 300 K. The longwave
luminescence band is due to radiative recombination in the p-region of the p–n junction. The shortwave lumi-
nescence band is due to recombination in the P-GaInPAsSb wide-bandgap solid solution layer to which non-
equilibrium electrons are supplied from the p–n junction in the substrate volume. © 2002 MAIK “Nauka/Inter-
periodica”.
Introduction. Previously [1], we reported the syn-
thesis of a five-component solid solution of composi-
tion Ga0.92In0.08P0.05As0.08Sb0.87 which is isoperiodic
with InAs and possesses a bandgap width of 695 meV
at 77 K and 640 meV at 300 K. It was demonstrated that
the InAs/Ga0.92In0.08P0.05As0.08Sb0.87 interface repre-
sents a broken-gap heterojunction of type II and that the
P-GaInPAsSb/p-InAs isotype junction possesses recti-
fying properties. The obtained solid solution was
implemented in prototypes of a light-emitting diode
and a photodiode characterized by the maximum emis-
sion intensity and photosensitivity, respectively, in the
region of 1.9 µm [1].

Here, we report on the two-wave emission at λ =
2.1 and 3.6 µm observed in a structure comprising a
P-Ga0.92In0.08P0.05As0.08Sb0.87/p-InAs broken-gap iso-
type heterojunction and a p–n junction in the substrate
volume.

Sample preparation and characterization. The
films of a five-component solid solution of composition
Ga0.92In0.08P0.05As0.08Sb0.87 were grown by liquid-phase
epitaxy on n-InAs(111) substrates using a method
described previously [1]. The total epilayer thickness
was 5 µm. The p–n junction, obtained by doping the
substrate with zinc to a concentration of 5 × 1017 cm–3,
was created in the substrate volume at a distance of
2 µm from the GaInPAsSb/InAs interface.

The sample heterostructures were studied by mea-
suring the photo- (PL) and electroluminescence (EL)
spectra. The PL spectra were excited by a GaAs laser
(LPI-14) and measured at 77 K in the reflection mode
on the epilayer side. The EL spectra were measured
1063-7850/02/2812- $22.00 © 1001
using 0.5 × 0.5 mm plates with a point contact made on
the epilayer and a continuous electrode layer deposited
onto the InAs substrate.

Results and discussion. Figure 1 presents a PL
spectrum of the heterostructure measured at 77 K. This
spectrum displays (i) a shortwave emission band with a
peak at 655 meV and a full width at half-maximum
(FWHM) of 45 meV (in agreement with the data
reported previously for an analogous epilayer of zinc-
doped Ga0.92In0.08P0.05As0.08Sb0.87 [1]) and (ii) a long-
wave band of emission from the substrate with a peak
near 380 meV.
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Fig. 1. The typical PL spectrum of a GaInPAsSb/InAs het-
erostructure measured at 77 K.
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Figure 2 shows the direct branches of the current–
voltage (I–U) characteristics of the samples and the
energy band diagrams of these heterostructures for zero
and nonzero direct bias (with positive potential on the
wide-bandgap P-type layer and negative potential on
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Fig. 2. The direct-bias branches of the current–voltage
(I−U) characteristics measured at 77 and 300 K and the
energy band diagrams of a GaInPAsSb/InAs heterostructure
for zero and nonzero direct bias voltage.
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Fig. 3. The EL spectra measured at 77 K (a) and 300 K
(b) in a directly biased structure with I = 3 A. The inset to
Fig. 3a shows the plots of emission intensity versus current
passed through the sample structure for both emission
bands.
TE
the substrate). The I–U curve exhibits a typical diode
character with a cutoff voltage of 0.95 and 0.75 V at
77 and 300 K, respectively. These cutoff voltage values
indicate that the applied voltage is sufficient to provide
for the complete rectification of bands in the structure:
0.4 V for the p–n junction and 0.2 V for the P–p isotype
junction. The serial resistance of the sample is deter-
mined by the bulk of the structure, as confirmed by an
increase in this resistance from 0.25 to 0.4 Ω (due to a
decrease in the carrier mobility) in response to a tem-
perature increase from 77 to 300 K.

Figure 3 presents the EL spectra measured at 77 K (a)
and 300 K (b) with a direct bias. The low-temperature
EL spectrum displays two emission bands with peaks at
398 meV (FWHM ≈ 20 meV) and 660 meV (FWHM ≈
35 meV). Here, the longwave emission band is due to
the radiative recombination in the p-region of the p–n
junction. The shortwave luminescence band whose
peak position coincides with that of the PL band of the
wide-bandgap layer is apparently due to recombination
in the bulk of the five-component solid solution layer.
The inset to Fig. 3a shows the plots of emission inten-
sity versus current passed through the sample structure
for both emission bands. The room-temperature EL
spectrum also contains two emission bands with peaks
at 350 and 580 meV (Fig. 3b). As the temperature
increases from 77 to 300 K, the intensity of both peaks
drops by a factor of approximately 50. The temperature
coefficient of the emission-band shift amounts to –3 ×
10–4 eV/K for both peaks, which corresponds to the
temperature coefficient of variation of the bandgap
width for InAs. Negatively biased structures (with a
positive potential on the substrate) produced no EL
signal.

In order to interpret the obtained results, let us con-
sider the energy band diagrams of the heterostructure
studied (Fig. 2). The GaInPAsSb/InAs interface repre-
sents a single broken-gap isotype P–p heterojunction
with a band discontinuity on the order of 60 meV [1, 2].
In thermodynamic equilibrium, the heterojunction con-
tains a quantum well for electrons from the substrate
side that is related to the electron transition from the
valence band of the five-component solid solution to
the conduction band of p-InAs. For a doping level of
5 × 1017 cm–3, the quantum well width does not exceed
400 Å [3]. In a directly biased heterostructure, the band
bending at the heterojunction increases, the depth of the
quantum well increases, and the electron density in this
well grows. In addition, the valence band top of the
five-component solid solution decreases and the con-
duction band bottom decreases, thus reducing the
potential barrier for electrons from the side of the sub-
strate. In the structure studied, the p–n junction is situ-
ated inside the narrow-bandgap substrate. Evidently,
the longwave emission is due to recombination in the
p-region of the p–n junction. The p-region thickness
does not exceed 2 µm, whereas the diffusion length of
electrons reaches 10 µm. Therefore, a certain fraction
CHNICAL PHYSICS LETTERS      Vol. 28      No. 12      2002
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of nonequilibrium electrons readily reach the P–p het-
erojunction, fill the quantum well, and pass to the solid
solution to form a shortwave emission band with a peak
at 680 meV.

Thus, we obtained heterostructures of the
P-Ga0.92In0.08P0.05As0.08Sb0.87/p-InAs/n-InAs type con-
taining a P–p broken-gap isotype heterojunction and a
p–n junction in the substrate volume which exhibit
emission at λ = 1.9 and 3.1 µm at 77 K and 2.1 and
3.6 µm at 300 K. Such structures can be used for the
creation of two-wavelength light-emitting diodes for
gas sensors with working and reference channels.
TECHNICAL PHYSICS LETTERS      Vol. 28      No. 12      200
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Abstract—Elastic and inelastic moduli of the superconducting yttrium–barium oxide ceramics YBa2Cu3O7 – δ
(YBCO) were studied using the ultrasonic resonance technique. In the range from room temperature up to the
temperature of the ortho–tetra phase transition, the elastic and inelastic moduli of YBCO samples exhibit a
number of anomalies. It is shown that these features are related to the behavior of active oxygen in the ceramics,
the phase inhomogeneity of the material, and the phase transitions. © 2002 MAIK “Nauka/Interperiodica”.
As is known, the measurement of internal friction is
among the most structure-sensitive methods used for
studying the mechanical properties of materials [1]. For
this reason, this method can be applied to the investiga-
tion of phase states, phase transitions, and the related
mechanical properties of superconducting yttrium–
barium oxide ceramics in the high-temperature range.
Investigations in the temperature range from 0 to 800°C
revealed maxima of internal friction in YBa2Cu3O7 – δ
(YBCO) at about 100, 250, and 600°C [2]. The peak at
250°C was attributed to the absorption of atmospheric
oxygen by the samples, the anomaly at 600°C was
assigned to a phase transition, and the nature of the
peak at 100°C (the intensity of which depends on the
sample heating rate) still remains unclear. Varyukhin
et al. [3, 4] studied YBCO ceramics in the same temper-
ature range using a combination of methods including
the internal friction, DTA, and X-ray diffraction tech-
niques. The peaks of internal friction were observed at
about 70, 250, 380, 430, and 680°C and were related to
an anomalous behavior of the shear modulus (except
for the low-temperature peak at 70°C).

Lemanov et al. [5] studied the effect of temperature
on the attenuation of ultrasound in YBCO in the mega-
hertz frequency range (6.2 ≤ x ≤ 6.8) and observed a
peak of absorption at a certain temperature (in the
region of 120–180°C) depending on the signal fre-
quency. The frequency dependence of this absorption
peak was indicative of a relaxation character of this fea-
ture. However, the appearance of this peak was attrib-
uted to the properties of structural defects in the sam-
ples because a significant contribution to the absorption
at high frequencies is due to the mechanism of ultra-
sound scattering on structural inhomogeneities [6]. At
the same time, Tallon et al. [7] reported on the absence
of anomalies in the mechanical properties of YBCO
ceramics (internal friction, elastic modulus, shear mod-
ulus) in the temperature range below the ortho–tetra
phase transition. Thus, the existence of anomalies in the
1063-7850/02/2812- $22.00 © 21004
internal friction and elastic and shear moduli in the
region of the ortho–tetra phase transition can be consid-
ered to be reliably established; moreover, there is com-
mon agreement as to the mechanism of these anomalies
[2–5, 7]. At the same time, the physical nature of anom-
alies in the mechanical properties of YBCO observed in
the low-temperature region is still far from being clear.

In order to fill this gap, we also studied the behavior
of the internal friction (Q–1) and the Young modulus (E)
of YBCO in the temperature interval from 300 to
1000 K using the ultrasonic resonance technique based
on measurement of the bending oscillations of a disk-
shaped sample with a thickness of t = 2.78 mm and a
diameter of d = 14.02 mm. The measurements were
performed in the frequency range from 20 to 40 kHz
using an experimental setup described in detail in [1].
The values of the internal friction and elastic modulus
were determined using a method also described in [1],
based on experimentally measured fundamental fre-
quencies of disk samples. The calculation was per-
formed using the formulas Q–1 = 2[∆f1(n, p)]/f1(n, p)
and E = ρ{[fi(n, p)d]/Ki(n, p)}2, where fi(n, p) is the fun-
damental frequency of a sample corresponding to the
ith oscillation mode, n is the number of nodal rings in
the oscillation shape, p is the number of nodal diame-
ters, and Ki(n, p) is the dimensionless frequency param-
eter dependent on the thickness (t), diameter (d), den-
sity (ρ), and the Poisson ratio (ν) of the sample. The
oxygen index of the YBCO samples studied was 6.80–
6.89 (δ = 0.20–0.11), as determined from the X-ray dif-
fraction measurements performed on a DRON-UM1
diffractometer using CuKα radiation (  = 1.542 Å).
The superconducting transition temperature was Tc =
87–89 K with a transition width of about 1.5 K; the den-
sity of samples was about ~4.9 g/cm3. The samples
were heated and cooled at a rate of 0.3–2 K/min. The
error of determination of the internal friction (Q–1) was
about 6%.

λCuKα
002 MAIK “Nauka/Interperiodica”
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Curves illustrating the temperature-induced varia-
tion of the Young modulus (E) and the internal friction
(Q–1), measured at a frequency of 39 kHz using a single
heating–cooling cycle in the range of temperatures
from 300 to 950 K, are presented in the figure. The tem-
perature dependence of the internal friction measured
in the heating mode reveals clear maxima at 343, 413,
523, 663, 723, and 833 K. In the cooling mode, the
high-temperature peaks are well reproduced, while the
low-temperature ones (523 K and below) are not
observed. Moreover, the low-temperature peaks of
internal friction are not reproduced during the second
cycle (either in the heating or in the cooling regime).

The temperature dependence of the Young modulus
also has a rather complicated character. In the sample
heating mode, the E value sharply drops as the temper-
ature is increased to 390 K, then exhibits a small pla-
teau, and continues to decrease until reaching a mini-
mum at 473 K. In the temperature interval from 473 to
723 K, the modulus exhibits a sharp (more than seven-
fold) increase with a small feature (“shelf”) at 553 K.
Above 723 K, the increase changes to a decrease and
the E value exhibits a second minimum at 833 K, after
which the growth with temperature is restored. In the
cooling mode, no new features are observed in the high-
temperature region, while the behavior in the low-tem-
perature region changes dramatically and the room-
temperature modulus amounts to only 6– 7% of the ini-
tial value. A similar temperature variation of the Q–1

and E values was observed when the measurements
were performed at a frequency of 26 kHz. An increase
in the amount of lattice oxygen in the YBCO ceramics
led to a small high-temperature shift of the Q–1 and E
maxima situated above 500 K.

A comparison of these results to the structural data
for the same samples studied at various temperatures
shows that the anomalies in the internal friction and the
Young modulus take place at temperatures approxi-
mately corresponding to the various phase states of
YBCO ceramics. Therefore, we may suggest that
anomalies in the mechanical properties of the samples
observed in the temperature interval studied are deter-
mined by the corresponding structural changes accom-
panying heating and cooling of the samples. For exam-
ple, the maximum in Q–1(T) and the corresponding min-
imum in E(T) and T = 833 K reflect the well-known
phase transition from the orthorhombic to tetragonal
phase: in a narrow temperature interval, the Q–1 value
grows, to peak at 833 K; the background level under the
peak also increases severalfold as compared to the aver-
age level observed at low temperatures. The positions
of the peaks are virtually independent of the frequency.
Analogous effects in the region of the phase transitions
have been reported by other researchers [2–5, 7].

The peaks of internal friction observed in the
regions of 663 and 723 K frequently appear as doublets
and strongly depend on the concentration of lattice oxy-
gen in the ceramics [2, 4, 9]. The latter circumstance
TECHNICAL PHYSICS LETTERS      Vol. 28      No. 12      20
allows us to suggest that these peaks are due to diffu-
sion processes involving the incorporation of oxygen
atoms into the lattice of ceramics or their escape from
this lattice. The dependence of the peak height on the
oxygen content also confirms this hypothesis. Indeed,
the heights of the aforementioned Q–1 peaks in the sam-
ple with a lower oxygen content increase in the course
of each subsequent measurement. This implies that the
sample absorbs oxygen from the environment, which
accounts for the growth in the peak height. The increase
in the oxygen content was also confirmed by the results
obtained from a structural analysis: after two heating–
cooling cycles, the content of oxygen in the lattice
increased from 6.80 to 6.83. In the samples with
smaller (but still nonzero) δ values, the peak heights are
virtually not subject to change, which implies that the
oxygen sorption and desorption processes are in
dynamic equilibrium. The anomalous behavior of oxy-
gen, as manifested by the temperature dependences of
Q–1 and E, is characteristic of many perovskite-like
materials [8], in particular, of the YBCO ceramics [9].

Being related to the sorption and desorption of oxy-
gen, the diffusion processes taking place in the region
of 663 and 723 K render the YBCO ceramics inhomo-
geneous with respect to the phase state: various orthor-
hombic phases differing only slightly in the oxygen
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index δ may coexist in the ceramics at these tempera-
tures. These phases may account for the complicated
shape of the internal friction profile. Incorporation of
an additional amount of oxygen into the lattice
increases the chemical binding of structural elements of
the ceramics. This leads to a significant increase in the
Young modulus in the temperatures interval from 663
to 723 K. A large width of the E(T) peak at T = 723 K
is also indicative of the phase inhomogeneity of the
YBCO ceramics studied. It should be noted that the
interval of temperatures between 663 and 723 K is usu-
ally employed by technologists for saturating supercon-
ducting YBCO ceramics with oxygen when 7 – δ < 7.

The peak of internal friction at 343 K was observed
in all the studied samples. Therefore, this peak is not
influenced by the content of lattice oxygen in the
ceramics. However, the dependence of the peak height
on the sample heating rate suggests that this feature is
related to the behavior of active oxygen in the near-sur-
face and/or intergranular layers of the ceramics [10].
Since the saturation with active oxygen leads to defor-
mation of these layers, the peak of internal friction
observed at 343 can be considered to be of deformation
nature [11].

As is known, the deformation of a material can be
relieved by annealing. Previously [10], we demon-
strated that active oxygen can be easily removed from
intergranular layers of ceramics by heating the samples
to 500 K. Therefore, the removal of active oxygen
relieves deformation of the aforementioned layers, after
which the related internal friction peak must vanish;
this is actually observed in experiment. Apparently,
almost all active oxygen can desorb from the intergran-
ular layers of a slowly (0.3 K/min) heated ceramic,
which results in a relief in deformation and leads to
vanishing of the internal friction peaks. In the case of a
relatively rapid (2 K/min) heating, the oxygen is only
partly desorbed, the deformation is incompletely
relieved, and the internal friction peak is retained. The
loss of any amount of active oxygen from the aforemen-
tioned layers leads to weakening of the chemical bonds
between granules. This leads to a sharp drop in the
Young modulus within the temperature interval from
room temperature to ~500 K during the first heating.
The absence of the Q–1 peak at 343 K in the second
heating, as well as the anomalies in the low-tempera-
TE
ture behavior of E, are also explained by the oxygen
being desorbed from the intergranular layers of ceram-
ics during the preceding heating. Indeed, the Q–1 peak
height and the anomalies of E can be restored by keep-
ing the samples under normal conditions (T = 300 K;
RH = 50%) for 7–8 days after heating.

Thus, the elastic and inelastic moduli of YBCO sam-
ples exhibit a number of anomalies in the range from
room temperature to the temperature of the ortho–tetra
phase transition. These anomalies are related to the
behavior of active oxygen in the ceramics, the phase
inhomogeneity of the material, and the phase transi-
tions.
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Abstract—The influence of ellipticity of a dielectric resonator on the whispering gallery (WG) oscillation
modes induced by a lumped radiation source was studied. Dependence of the spectral characteristics of reso-
nators and the spatial distributions of oscillation fields on the WG mode propagation direction is experimentally
determined. © 2002 MAIK “Nauka/Interperiodica”.
Spherical and hemispherical dielectric resonators
featuring whispering gallery (WG) oscillation modes
possess unique properties in the millimetric wave
range, the most important property high intrinsic Q val-
ues [1]. This makes such resonators advantageous for
the development of highly stable oscillators and power
summators operating in the millimetric wave range [2].
High electrodynamic characteristics of the spherical
dielectric resonators featuring WG modes are deter-
mined by the absence of sharp interfaces and by narrow
regions of localization of the oscillation fields at the
resonator surface [3].

The central symmetry of a dielectric resonator is
violated by its ellipticity, which can lead to a number of
interesting effects involving a change in the spectral
characteristics and in the spatial distribution of the
induced oscillation fields [4]. From the standpoint of
geometric optics, variation of the minor and major axes
of the ellipsoid may result in the appearance of a pre-
ferred direction of the radiation beam propagation in
the resonator and in the formation of surface regions
closed to the oscillation fields [5].

Investigation of the self-oscillations of ellipsoids of
revolution can provide a basis for studying the charac-
teristics of induced oscillations of the WG-mode type
in dielectric resonators with ellipticity. A convenient
object for this type of investigation is a dielectric ellip-
soid possessing insignificant differences in the lengths
of geometric axes as compared to the oscillation wave-
length. By moving the radiation source along one of the
curvilinear coordinates, one can change the direction of
wave propagation in a resonator with a small curvature
gradient and follow the dynamics of variation of the
spectral and energy characteristics of the induced oscil-
lations. In this way, it is possible to pass from the spec-
trum of a resonator with electrodynamic properties
close to those of a dielectric sphere to the spectrum of
1063-7850/02/2812- $22.00 © 21007
oscillations characteristic of an ellipsoidal resonator
and perform a comparative analysis of their properties.
The curvature gradient means the difference in the sur-
face curvature of the ellipsoid in various regions. Evi-
dently, the aim of such an analysis can be reached pro-
vided that the angle of deviation of the waves propagat-
ing along the ellipsoidal dielectric resonator surface are
sufficiently small.

Figure 1 shows a schematic diagram of the object
used in the experiments. A dielectric elongated biaxial
ellipsoid (1) and a radiation source (2) were mounted in
a special holder (not depicted in Fig. 1). The ellipsoid
(made of Teflon) has the minor semiaxes |OA| = |OB| =
19 mm and the major semiaxis |OC| = 20 mm. The radi-
ation source was the open end of a metallic
waveguide with a rectangular (7.2 × 3.4 mm) cross
section. The problem of matching the metallic
waveguide to the environment (including the dielec-
tric resonator) was solved by filling the waveguide
with a dielectric material (Teflon). The open waveguide
end was spaced at 1–1.5 mm from the resonator sur-
face. The resonator holder was made of a material
(porous foamed plastic) with a permittivity close to
that of vacuum.

The experiments were performed in the 27–36 GHz
frequency interval. The resonance frequencies were
determined with the aid of a panoramic standing wave
ratio (SWR) meter. The SWR data were used to adjust
the level of coupling between the primary radiation
source and the induced oscillation fields in the resona-
tor studied and to determine the resonance response
amplitudes. The oscillation modes were identified and
the mode field distributions on the ellipsoid surface
were determined using the probe technique [6]. The
spectra of induced oscillations were measured in the
course of variation of the azimuthal coordinate ϕi of the
radiation source in the resonator cross-sectional plane
002 MAIK “Nauka/Interperiodica”
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XOY determined by the intersection of the minor and
major axes (Fig. 1). The radiation source position is
characterized by the coordinate ϕi counted from the
plane formed by the intersection of the minor semiaxes
(this plane coincides with the waveguide E-plane).

For an arbitrary coordinate ϕi of the radiation
source, the spectrum of induced oscillations of the WG-
mode type in the dielectric resonator studied simulta-
neously contains TMnml(Er ≠ 0) and TEnml(Er = 0)
modes. Here, Er is the radial component of the electric
field strength and (n, m, l) are the indices showing the
number of field variations in the polar (θ), azimuthal
(ϕ), and radial (r) coordinates, respectively. The effi-
ciency of excitation of the oscillation modes with TE
polarization is small as compared to that for the TM
modes; for this reason, the former modes were not con-
sidered in this study. The resonance TM oscillation
response exhibits an almost periodic variation on the

B

Z

A

X

Y
C

2

1

ϕ

0

Fig. 1. Schematic diagram of the experimental system (see
text for explanations).

Y

X
(a) (b)

Y

X

Fig. 2. Schematic diagrams showing the regions of localiza-
tion of the WG mode fields on the surface of an ellipsoidal
dielectric resonator.
TE
frequency scale, with the distance between the neigh-
boring resonances being close to 1.4 GHz.

For ϕi = 0, the fields of TM oscillations on the reso-
nator surface are localized in the regions having the
shape of nonuniform belts (cross-hatched area in
Fig. 2a). The arrangement of the radiation source rela-
tive to the ellipsoid axes is indicated in Fig. 2 by a black
rectangle. The field belts exhibit narrowing in the
regions of the source and its image. Between these, the
belt expands, to reach a maximum width of 31 mm at a
resonance frequency of f = 33.864 GHz. The minimum
belt width is close to the length of the wide waveguide
wall (7.2 mm). The minor axes of the ellipsoid lie in the
central cross section of the oscillation field belt. The
oscillation field intensity maximum for a mode with a
single variation of the field in the transverse cross sec-
tion occurs at the center of the belt width. In the exper-
iment, this point is detected from the maximum change
in the resonance amplitude in response to a small
absorbing inhomogeneity being introduced into the
oscillation field. The oscillation field intensity distribu-
tion is qualitatively depicted by the dashed profile in
Fig. 2a. Note that, for the given dimensions of the sys-
tem, no higher azimuthal modes with m > 1 are excited
in the dielectric resonator studied.

Even an insignificant change in the source coordi-
nate ϕi relative to zero leads to a decrease in the reso-
nance response frequency, and the oscillation field belt
exhibits deformation. The resonance response
increases in width, representing a set of smaller reso-
nances. The results of identification of the correspond-
ing oscillations showed that they correspond to a single
mode with the same indices n, m, l and differ only in
frequency. These oscillations represent waves propa-
gating along the dielectric resonator surface by various
trajectories differing in shape and length.

The simultaneous appearance of a series of curvilin-
ear dielectric waveguide channels was confirmed by the
results of investigation of the spatial distribution of
oscillation fields at the ellipsoid surface (Fig. 2b). Each
of these oscillations corresponds to a nonuniform field
belt. These belts exhibit common regions of narrowing
(in the vicinity of the source and its image) and are spa-
tially separated at the periphery of the expanded part.
Accordingly, the maxima of the field intensities are dis-
placed relative to each other. In the region of maximum
expansion of the field belt, the oscillation fields partly
overlap and the entire combination represents a field
spot having the shape of a nonuniform belt with pro-
nounced narrowings and intermediate expansion. The
dimensions of the total belt of these oscillation fields
depend on the number of partial oscillations and are
determined by the coordinate ϕi of the radiation source.

Figure 3 illustrates the dependence of the relative
resonance response amplitude A/Am (normalized to
maximum) on the ϕi value. From this profile, it is pos-
sible to judge the number of oscillations corresponding
CHNICAL PHYSICS LETTERS      Vol. 28      No. 12      2002
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to the same mode that are simultaneously excited in the
dielectric resonator studied and the relative efficiency
of excitation of these oscillations. As can be seen, the
maximum number of resonance oscillations (N = 7) is
observed in the interval of ϕi from 30° to 70° (f ≈
33,86 GHz). As the ϕi value increases further to 90°, the
number of excited oscillations decreases to reach N = 3
in the limiting case of ϕi = 90°.

The resonance response of oscillations induced
upon increasing the coordinate ϕi of the radiation
source coordinate in the entire interval from 0° to 90°
occupies the low-frequency region of the spectral curve
corresponding to their common mode, since the com-
ponent waves propagate in the resonator along the tra-
jectories possessing long lengths. The efficiency of the
excitation of such oscillations decreases with increas-
ing ϕi. It can be suggested that a lower efficiency of
excitation is determined by higher radiation energy
losses related to the curvature gradient on the dielectric
resonator surface. It should be noted that each oscilla-
tion corresponds to a point of maximum excitation effi-
ciency on the A/Am(ϕi) profile. For various oscillations,
corresponding to the same mode and differing only in
the frequency, the maximum efficiencies of excitation
are observed at different coordinates ϕi.

More complete information about the energy losses
of oscillations in a given dielectric resonator is pro-
vided by the intrinsic Q value. However, under the
experimental conditions studied, determination of this
characteristic was hindered by the smeared character of
the resonance curve, which was related to the simulta-
neous excitation of several oscillations with close fre-
quencies.

The results of determination of the field belt widths
for oscillations of the WG-mode type on the surface of
the dielectric resonator studied showed that this width
can vary from one to a few wavelengths. In accordance
with this, we may conclude that the size of the WG-
mode beam propagating along the resonator surface
changes as well. Previously, analogous regularities in
the distribution of oscillation fields formed by a WG-
mode beam were observed in quasioptical hemispheri-
cal dielectric resonators and interpreted in terms of geo-
metric optics [3]. In connection with this, the results of
the electrodynamic investigations conducted in this
work can also be explained within the framework of
geometric optics (ray approximation). When the
waveguide H-plane is perpendicular to the plane deter-
mined by the intersection of the minor axes in the biax-
ial ellipsoid, the extreme rays originate from the source
at equal angles and are incident onto the resonator sur-
face also at equal angles because the surface curvature
at the incidence points is the same. Propagating along
the surface along nearly conical trajectories, the
extreme rays travel the same distances and arrive at the
TECHNICAL PHYSICS LETTERS      Vol. 28      No. 12      20
source image. This corresponds to focusing of the WG-
mode waves, which was previously observed for a
dielectric hemisphere situated on a flat metal mirror [3].
Otherwise, a difference in the curvature of the resonator
surface at the points of incidence of the extreme ray
leads to dissimilar ray trajectories in the ellipsoid; they
differ in shape, pathlength, and configuration with
respect to the geometric axes of the resonator. The
shapes on the oscillation field belts are determined by
the direction of ray propagation along the resonator sur-
face with a curvature gradient.

The efficiency of excitation of various oscillations is
determined by the positions of the component field
intensity maximum relative to the trajectory of the cen-
tral ray originating from the radiation source. Obvi-
ously, a maximum excitation efficiency corresponds to
the case when the central ray passes through the point
of maximum field intensity. This circumstance
accounts for the dynamics of variation of the excitation
efficiency depending on the coordinate ϕi observed for
oscillations corresponding to the same mode of the res-
onator studied.

Thus, it was demonstrated that the spectral charac-
teristics of an ellipsoidal dielectric resonator with
respect to induced oscillations of the WG-mode type
and the corresponding spatial distributions of the oscil-
lation fields depend on the position of the wave source
relative to the geometric axes of the resonator and are
determined by the resonator parameters and the radia-
tion source characteristics. The oscillation excitation
efficiency in such a resonator depends on the propaga-
tion direction of the corresponding WG-mode waves
and is determined by the curvature gradient of the ellip-
soidal resonator surface.

A/Am

1.0

0.5

0
10 30 50 70 90

ϕi, deg

f = 33.864 GHz
33.816 GHz

33.763 GHz
33.708 GHz

33.649 GHz

33.588 GHz

33.541 GHz

Fig. 3. Plots of the resonance oscillation response amplitude
A (normalized to the maximum value Am) versus the radia-
tion source coordinate ϕi.
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Abstract—A heterostructure of the p–-3C-SiC/n+-6H-SiC type with modulated doping was synthesized by sub-
limation epitaxy in vacuum. Features of the current–voltage characteristics and the electroluminescence spectra
show evidence of quantum confinement effects in a triangular quantum well at the heterojunction. The results
indicate that the proposed technology employing sublimation epitaxy in vacuum can be used to obtain quantum-
confined structures based on silicon carbide. © 2002 MAIK “Nauka/Interperiodica”.
Introduction. Silicon carbide (SiC), a compound
that possesses a large variety of polytypes, is a highly
promising material for creating various heterostruc-
tures. In recent years, a number of investigations have
been reported on the synthesis of epitaxial heterostruc-
tures of the 6H-SiC–3C-SiC and 4H-SiC–3C-SiC types
using various techniques [1–4]. Recently [1], we stud-
ied, for the first time, the electrical characteristics of
p−n junctions of the p-3C-SiC/n-6H-SiC type and con-
structed an energy band diagram that has proved to be
close to the theoretically predicted one [5]. The
obtained diagram confirmed, in particular, the principal
possibility of obtaining a structure featuring a two-
dimensional electron gas (2DEG) at the boundary
between the two component semiconductor layers.

However, realization of the system with 2DEG
requires the use of heterostructures with a modulated
doping profile [6], since the system must comprise a
wide-bandgap n-type semiconductor doped to a high
level and a narrow-bandgap semiconductor with an
almost intrinsic conductivity. Then, the quantum well
bottom in this system is situated below the Fermi level,
which makes electron transitions from the wide-band-
gap semiconductor to the quantum well with the forma-
tion of 2DEG possible.

This study aimed to synthesize such p–-3C-SiC/n+-
6H-SiC heterostructures and characterize their electri-
cal properties.

Sample preparation. The heteropolytype p–n
structures were grown by sublimation epitaxy in vac-
uum (SEV) [7] on the (0001)Si face of 6H-SiC sub-
strates (Fig. 1). The process was conducted under the
conditions of excess silicon content in the growth zone,
which is known to favor the formation of an epitaxial
3C-SiC layer on the hexagonal substrate [8]. The struc-
tural perfection of the epitaxial layers was evaluated
1063-7850/02/2812- $22.00 © 201011
from X-ray topographs measured in the X-ray back-
scattering mode using the CuKα radiation.

As can be seen from an analysis of the X-ray topo-
graphs of these deposits (Fig. 1), the epitaxial layer was
composed of several twins, each with a total area above
5 mm2. In order to reduce the ohmic resistance at the
contact to p-type regions, a p+-3C-SiC layer was grown
on the p-3C-SiC surface. The ohmic contacts on the n-
and p-type layers were prepared through magnetron

1 mm

Fig. 1. Typical X-ray topograph of a 3C-SiC–6H-SiC het-
erostructure (CuKα radiation; 101.14 reflection).
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Fig. 2. Experimental current–voltage characteristics of two
samples of the p–-3C-SiC/n+-6H-SiC heterojunction,
N1 (1) and N2 (2), and the J = J0exp[qU/(nkT)] curves cal-
culated using a model [9] with n = 2 for the homopolytype
p–n structures (3) 3C-SiC (J0 = 2.3 × 10–18 A/cm2) [10] and

(4) 6H-SiC (J0 = 6 × 10–23 A/cm2) [11]. The inset shows the
I–U curves of samples N1 (1) and N2 (2) measured in the
region of high currents.
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Fig. 3. Capacitance–voltage characteristics of the het-
erodiodes measured in various regions of a p–-3C-SiC/n+-
6H-SiC structure (circles present the data for sample N2).
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sputter deposition of Ni and Al+Ti films, followed by
fusion in vacuum at 900 and 1500°C, respectively.
Diode structures with a working area diameter of
~500 µm were obtained by ion plasma etching in SF6.

Results. Figure 2 presents the current–voltage (J–U)
characteristics of the heterostructures studied. It should
be noted that, in the region of small current densities,
the dependence is close to the exponential law J =
J0exp[qU/(nkT)] (Fig. 2) with an ideality factor of
n > 2. In the best samples (N1), the n value appro-
aches 2 and (as was also reported in [1]) the J–U curve
is close to that of the 6H-SiC based homopolytype p–n
structures.

Figure 3 shows typical capacitance–voltage (C–U)
characteristics measured in various regions of the sam-
ples. As can be seen, the plots consist of two parts rec-
tified in the C– 2 versus U coordinates, which serves as
evidence of a sharp p–n junction. Is is also seen that the
Na–Nd values exhibit scatter in both parts of the C–2 versus
U plots for various diodes. The lower part of the C–U
characteristics corresponds to a slightly doped p+-3C-
SiC layer with Na–Nd ~ 4–5 × 1016 cm–3. The Na–Nd val-
ues determined from the slope of the C–2 versus U plots
were close to those determined using the mercury probe
on the initial surface prior to growing the p+-3C-SiC
layer. The thickness of the slightly doped layer was
about 0.7 µm. The upper part of the C–U characteristics
corresponds to a strongly doped p+-3C-SiC under con-
tact layer with Na–Nd ~ (0.4–1) × 1018 cm–3. The contact
potential difference (Ud) determined by extrapolating
the C– 2 versus U plots to zero was ~2.43 V, which is
close to the values reported in [1].

When a direct current was passed through the sam-
ple structures, the samples exhibited inhomogeneous
electroluminescence (EL) at the periphery of the diode
mesastructures (light of different colors was emitted
from various regions of the diode). An additional con-
tribution was found to proceed from an emission from
a region below the contact, which was reflected and
scattered from the rear crystal surface. The EL spectra
of the diode structures exhibit three emission bands,
belonging to the red (1.8–2.1 eV), green (about
2.36 eV), and violet (about 2.9 eV) spectral regions. In
addition to these, the spectra of various structures con-
tain one of two peaks (at 2.6 or 2.73 eV) from the blue
spectral region. The relative intensities of the EL bands
varied from one sample to another.

Figure 4 shows the EL spectrum of a sample struc-
ture with a maximum emission (2.357 eV) in the green
spectral region. No correlation was observed between
the positions of the emission peaks and the direct cur-
rent density. Also presented in Fig. 4 are the EL spectra
of the 3C/3C- and 3C/6H-SiC structures studied previ-
ously [1, 12]. The green (hνmax = 2.296 eV) and violet
emission bands were attributed to the annihilation of
free excitons in the bulk of 3C-SiC (according to [13],
hνmax = 2.296 eV; note that no correlation between the
HNICAL PHYSICS LETTERS      Vol. 28      No. 12      2002
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position of this EL band and the current density was
observed in [1, 13]) and in the bulk of 6H-SiC, respec-
tively. The red and both blue EL bands can be due to the
radiative recombination of charge carriers in 3C-SiC
(red emission) and 6H-SiC (blue emission) [14] with
the participation of a level related to the presence of Al
in the epilayer. We believe that the violet and green
emission bands in the EL spectra of the structures stud-
ied (as well as in those reported in [1, 2]) are due to the
annihilation of a free exciton in 6H- and 3C-SiC. Note
that the green peak (2.357 eV) is shifted approximately
by 60 meV toward shorter waves relative to that
(2.296 eV) reported in [1] (Fig. 4).

Discussion of results. As is known, quantum con-
finement leads to the formation of local levels in a
quantum well, provided that all the necessary techno-
logical conditions are satisfied. The local levels are sit-
uated above the conduction band bottom of the narrow-
bandgap semiconductor (Fig. 5). As a result, the EL
bands of a given material may exhibit a shift toward the
shortwave region.

Let us estimate the shift that can be expected for the
3C-SiC–6H- SiC heterojunction studied. According to
the well-known formula for the energies of quantum
levels in a triangular quantum well [15],

(1)

where N = 0, 1, 2, …; AN is a coefficient determined by
the constants (A0 = 4.56 × 10–7, A1 = 8.01 × 10–7, A3 =
1.09 × 10–6), E [V/m] is the electric field strength in the
quantum well, Q is the electron charge, and m*/m0 = 0.3
[2] is the ratio of the effective electron mass in 3C-SiC
to the free electron mass. The E value can be estimated
as the maximum field strength in the p–n junction:

where Ud is the contact potential difference in the p–n
structure and W0 is the thickness of the space charge
region at a zero external voltage. Substituting the A, E,
and m*/m0 values into formula (1), we obtain an esti-
mate for the energy position of the ground state in the
quantum well: ε0 = 0.050 eV. The experimentally deter-
mined shift of the peak due to the exciton EL somewhat
exceeds the theoretical estimate:

where δ ~ 0.01 eV. It is possible that a nonzero δ can be
related to a decrease in the energy of exciton binding in
the Coulomb field of the quantum well.

In the structures studied, it is unlikely that the holes
can be injected from p–-3C-SiC to n+-6H-SiC. There-
fore, the EL bands characteristic of 6H-SiC are most

εN "
2/2m*( )1/3

2/3πqE( )2/3 N 3/4+( )=

=  AN E2/m*/m0( )1/3
,

E Ud/W0 2 107 V/m,×∼=

∆hν ε0 δ,+=
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probably related to the formation of p-6H-SiC inclu-
sions in the early stages of epitaxial growth of the
p-3C-SiC layer [16].

Conclusion. The quantum confinement effect in a
triangular quantum well at the p–-3C-SiC/n+-6H-SiC
heterojunction was observed for the first time. Such a
structure can serve as a basis for an SiC-based high
electron mobility transistor (HEMT). Although a high-
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Fig. 4. Room-temperature electroluminescence spectra
of heterostructures of (1) the p–-3C-SiC/n+-6H-SiC sam-
ple N2 studied in this work (J = 23 A/cm2) and the sam-
ples of (2) the p+-3C-SiC/n+-3C-SiC (J = 50 A/cm2) and
(3) p+-3C-SiC/n+-6H-SiC (J = 3000 A/cm2) structures (data
from [1]).
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Fig. 5. Energy band diagram of the p–-3C-SiC/n+-6H-SiC
structure studied.
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quality heterojunction was obtained only on a part of
the epitaxial layer, the results show that the SEV tech-
nology can be used for quantum-confined structures
based on silicon carbide.
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Scattered from Interphase Boundaries in Porous Media
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Abstract—The method of wavelet analysis is used to study fluctuations in the intensity of laser radiation scat-
tered from interphase boundaries in the layer of a porous medium (paper) during evaporation of a volatile liquid
with which the layer was impregnated. The analysis was performed using the Morlet wavelet as the base trans-
formation function. The obtained wavelet spectra reflect characteristic features in the development of the evap-
oration front that correspond to various stages of the process of nonstationary mass transfer in the porous layer–
volatile liquid system studied. © 2002 MAIK “Nauka/Interperiodica”.
Nonstationary mass transfer processes in het-
erophase systems, such as the process of liquid phase
evaporation from a porous medium, can be studied
using various methods, in particular, spectral analysis
of fluctuations in the intensity of coherent radiation
scattered from the system. The role of dynamic scatter-
ers in this case is played by the moving local bound-
aries between the liquid and gaseous phases in the
pores. A “global” interphase boundary formed in the
course of evaporation exhibits a fractal character [1–3].
The fractal properties determine the main characteris-
tics of the nonstationary scattering system (represent-
ing an ensemble of local interphase boundaries), such
as the effective concentration of dynamic scatterers in
the analyzed volume [4]. The development of an evap-
oration front in the layer of a porous medium impreg-
nated with a readily evaporating liquid is followed by
degradation of this front as a result of breakage of the
system of liquid-saturated pores into separate clusters,
which is accompanied by significant changes in the sta-
tistical and spectral characteristics of the dynamic scat-
tering signal [4].

An analysis of such nonstationary signals can be
performed, for example, by calculating the Fourier
spectra of the fragments of signal patterns separated by
a sliding window of a certain size. In order to provide
for an acceptable time resolution, the width of this win-
dow has to be smaller than the characteristic time of
variation of the statistical and spectral characteristics
studied. However, this method can lead to significant
distortions (related to the so-called “leakage” effect) in
the shape of the “instantaneous” spectrum of the signal
calculated for the values selected inside the sliding win-
dow [5]. An alternative approach to the analysis of such
essentially nonstationary signals is offered by the study
of instantaneous values of the signal amplitude and
phase based on the Gilbert transformation [6] or the
1063-7850/02/2812- $22.00 © 21015
wavelet transformation [7–11] of the signal using a
properly selected base wavelet function.

We have studied the possibility of applying wavelet
transformation to an analysis of the signal of dynamic
light scattering monitored in the course of the evapora-
tion of a volatile liquid from a porous medium layer.
Figure 1a shows a schematic diagram of the experimen-
tal setup used to measure the fluctuations of the signal
intensity related to the scattering of coherent radiation
from the moving local interphase boundaries inside the
porous layer. Coherent radiation of a He–Ne laser was
focused onto the sample surface by a long-focus lens
such that a maximum laser spot size did not exceed
200 µm. The probing radiation power did not exceed
0.5 mW, which excluded the possibility of additional
heating of the sample during the experiment.

The scattered light transmitted through the porous
layer was detected by a monochrome CCD camera
(EDC-1000L, Electrim Corp., USA), without an objec-
tive lens, placed behind the sample. The distance from
the porous layer to the camera during the experiment
was 600 mm. The samples were sheets of paper of var-
ious thickness (0.07–0.14 mm) and porosity (0.50–
0.85) impregnated with ethyl alcohol or acetone. In the
course of the experiment, the CCD camera registered a
sequence of patterns corresponding to various realiza-
tions of the observed speckle fields. The time interval
between shots was significantly smaller than the corre-
lation time of the intensity fluctuations in the speckle
pattern studied.

Figure 1b presents typical patterns of the scattered
light intensity at arbitrarily chosen points within the
detection zone varying with the time of evaporation of
the liquid phase from the sample. The time patterns
were obtained by preliminary processing of the
sequence of images.
002 MAIK “Nauka/Interperiodica”
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Subsequent processing of the time series of the sig-
nal intensity In = I(nτ) (n = 0, 1, …, N) was performed
by calculating the wavelet coefficients:

(1)

Here, Wψ(f, t0) is the wavelet coefficient for a frequency
f [Hz] at a time instant t0 [s], τ is the period of discreti-
zation of the speckle field intensity values, N is the
number of elements in the time series, ψ is the base
wavelet function (symbol * indicates complex conjuga-
tion), and a( f ) = k0/f is the scaling parameter determin-
ing the frequency dependence (k0 is the coefficient
determining the relation between time and frequency
scales).

The base wavelet function ψ was selected in the
form of the Morlet wavelet ψ(ξ) = exp(jk0ξ)exp(–ξ2/2),
which possesses the following properties:

(i) The wavelet transformation with a base function
of the Morlet type is closely related to the Fourier trans-
form of the signal studied [7].

Wψ f t,( ) a f( ) 1/2– τ Inψ*
nτ t0–
a f( )

--------------- .
n 0=
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∑=
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Fig. 1. (a) Schematic diagram of the experimental setup
used to study the dynamic light scattering in the course of
nonstationary mass transfer: (1) monomode He–Ne laser;
(2) deflecting prism; (3) focusing lens; (4) sample; (5) dia-
phragm; (6) monochrome CCD camera; (7) computer.
(b) Typical time patterns of the scattered light intensity at
various points in the observation plane.

(a)

(b)
TEC
(ii) Use of the Gaussian envelope ensures a high
degree of localization of the sliding window used for
the analysis of a nonstationary signal in both time and
frequency domains and minimizes the frequency–time
uncertainty according to Gabor [6].

(iii) Owing to the Gaussian envelope, the Fourier
spectrum of the base wavelet function contains no side
maxima, which excludes ambiguities in the interpreta-
tion of wavelet spectra [10].

The value of k0 = 6 was selected in the preliminary
processing stage, proceeding from the condition of
maximum resolution in the frequency domain at a min-
imum acceptable level of noise fluctuations (an
increase in k0 improves resolution at the expense of
growing noise).

Using the complex wavelet coefficients, it is possi-
ble to calculate a local energy spectrum [10],
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Fig. 2. Typical local spectra of the energy of fluctuations
E(f, t0) in the scattered light intensity for two different sam-
ples of paper saturated with acetone: (I) thickness, 88 µm;
porosity, 0.56; (II) thickness, 135 µm; porosity, 0.84.
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(2)

characterizing the distribution of the process energy
over frequencies at various time instants. By analyzing
the time variation of E(f, t0), it is possible to study the
dynamics of redistribution of the process energy
between various frequency regions.

In this study, the local spectra of fluctuations of the
scattered signal intensity Ei obtained for each cell of the
CCD matrix were averaged over the whole ensemble
(i = 0, 1, …, 753). Figure 2 shows the typical local spec-
tra of E(f, t0) calculated for the signal intensity fluctua-
tions in the course of the liquid phase evaporation from
a porous material layer. The spectra are presented for
two samples with significantly different values of mate-
rial porosity and layer thickness. Sample I represents a
medium-quality paper for printers, with a relatively
smooth surface and a density of 80 g/m3; sample I is a
filter paper characterized by a much greater surface
roughness and a higher porosity.

The characteristic frequency band ∆f0.5 of the fluctu-
ations of the scattered light intensity was estimated by
determining the frequency interval corresponding to
half of the total power of fluctuations. An analysis of
this frequency band as a function of the evaporation
time t shows that ∆f0.5 exhibits a sharp drop in the initial
evaporation stage (0 < t < 5 s). This can probably be
explained by a transition from the surface to bulk
regime of the liquid phase evaporation as a result of
degradation of the liquid film on the porous layer sur-
face and the formation of an evaporation front in the
volume of the porous medium. The wider frequency
band of fluctuations of the scattered light intensity
observed in the initial stage for sample II can be
explained by the surface front of evaporation being
more developed on the rough paper surface.

In the next stage, the evaporation front becomes
more developed as it propagates in depth of the porous
layer. This is accompanied by spreading of the front
and, as a result, by an increase in the number of
dynamic scatterers (local boundaries between liquid
and gaseous phases in the pores) per unit of effective
area of the evaporation front [4]. Under the conditions
of multiple scattering of the probing radiation in a
porous medium, an increase in the width of the spec-
trum of fluctuations of the scattered light intensity
occurs. Accordingly, the spectral density exhibits an
increase in ∆f0.5 up to a maximum value corresponding
to the most developed evaporation front (at tmax ≈ 34
and 53 s for samples I and II, respectively).

In the final stage, the evaporation front exhibits deg-
radation as a result of breakage of the system of liquid-
saturated pores into separate clusters. The total number
of dynamic scatterers in the region of probing beam

E f t0,( ) W f t0,( ) 2=

=  Re2 W f t0,( )[ ] Im
2

W f t0,( )[ ] ,+
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scattering sharply drops, which is accompanied by a
rapid decrease in the ∆f0.5 value (Fig. 2).

Thus, by the wavelet analysis of fluctuations in the
intensity of laser radiation scattered from a porous
medium containing liquid and gaseous phases, it is pos-
sible to study the evolution of the “global” interphase
boundary in the course of nonstationary mass transfer.
For quantitative evaluation of the parameters of the
scattering system (evaporation front width in various
stages of the process, density of local interphase bound-
aries in the evaporation zone, etc.), one can use a com-
parison of the results of the wavelet analysis of the sig-
nal intensity fluctuations with the results of a statistical
modeling of the process of irreversible growth of disor-
dered networks using models analogous to the Eden
model [12].
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Abstract—Potential advantages of using relaxed porous InGaAs/GaAs superlattices as buffer layers are con-
sidered. The X-ray diffraction patterns and the photoluminescence spectra of multilayer epitaxial InGaAs/GaAs
heterostructures upon electrochemical etching are indicative of a partial relaxation of elastic stresses in the com-
ponent epilayers. The stress relaxation in porous superlattices, used as buffer layers on both porous GaAs and
periodic single crystal heterostructures, provides for a small but still significant positive effect related to a
decrease in elastic energy accumulated in the growing structure. © 2002 MAIK “Nauka/Interperiodica”.
In recent years, considerable effort has been spent in
developing methods for obtaining low-defect elasti-
cally strained single crystal heterostructures with layer
thicknesses and composition parameters exceeding
critical values for pseudomorphous growth. In order to
solve this problem, it was suggested to use various
buffer layers so as to reduce, at least partly, the level of
elastic stresses accumulated in heterostructures during
the growth process. Under usual conditions, the buffer
layer of a solid solution with homogeneous composi-
tion allows part of the accumulated elastic energy to be
converted into plastic strain energy. This strain is man-
ifested by a network of misfit dislocations with a den-
sity of NDN > 105 cm–1 formed at the buffer–substrate
interface [1–3], while the buffer layer proper retains a
rather high crystal structure perfection: the density of
dislocations passing through this layer does not exceed
NTD ~ 105 cm–2.

In most of the known cases, however, this matching
procedure is limited by objective factors with respect to
the solid solution composition: the content of a variable
component in the heterojunction usually cannot exceed
~20% (e.g., for Si in the Ge/GeSi junction [1] or Ge in
the Si/SiGe junction [2, 3]). For this reason, the best
results are usually obtained using either relaxed layers
of variable composition, with the content of one com-
ponent changing from 0 to 30 at. % [4], or multilayer
periodic structures [5]. This allows, in addition to the
main effect, the through dislocations to transform, at
least partly, into edge dislocations emerging at the crys-
tal side faces.

A less frequently encountered in practice, but still
rather promising approach is based on forming a porous
layer on the substrate surface and using this layer as a
buffer for the subsequent growth of pseudomorphous
layers or complex epitaxial heterostructures. Prelimi-
1063-7850/02/2812- $22.00 © 21018
nary experiments with the layers of a SiGe solid solu-
tion grown on a porous Si substrate [6] and the layers of
an InGaAs ternary compound grown on a porous GaAs
substrate [7] gave promising results, showing the best
structural and electrical characteristics of the obtained
heterostructures. The improved crystal structure of the
epitaxially grown system of pseudomorphous layers is
probably due to decreased elastic action of the sub-
strate. This decrease is related to a reduced area of con-
tact (by edges of the pore spacers) between the growing
heterocomposition and the porous buffer layer formed
on the substrate surface. Another favorable circum-
stance is the facilitated sink of misfit dislocations,
unavoidably appearing in the growing structure, to the
well-developed surface of the porous layer.

Apparently, a new qualitative level in the epitaxial
growth of strained heterostructures—with the layer
thicknesses and component ratios significantly exceed-
ing the values reached previously—can be provided by
combining the advantages of all the buffer layer types
mentioned above. To check for this, it is only necessary
to show that the creation of a porous surface layer in the
preliminarily grown pseudomorphous or partly relaxed
heterocomposition can relieve at least partly the elastic
energy accumulated in the strained lattice of a single
crystal layer. This study was aimed at practical verifica-
tion of this proposal.

The initial structure, which served as the buffer
for growing a more complicated heterocomposition,
was a multilayer pseudomorphous periodic
In0.2Ga0.8As/GaAs(100) structure. Grown on a gallium
arsenide substrate, the buffer structure comprised
10 periods, each consisting of a 10- to 15-nm-thick
InGaAs layer and a ~70-nm-thick GaAs layer. This
structure was characterized by dislocations propagating
toward the surface, the total density of which (esti-
002 MAIK “Nauka/Interperiodica”
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mated by etching pits) did not exceed 104–105 cm–2. A
porous superlattice was formed using the conventional
method of electrochemical etching in an ethanol–HF
mixture under illumination. The level of elastic stresses
in the sample structure before and after etching was
estimated from the X-ray diffraction data and from the
shift of peaks in the photoluminescence spectra.

The X-ray diffraction measurements in the vicinity
of a GaAs(400) reflection were performed on a
DRON-4 diffractometer using Ge(400) monochro-
mated CuKα1 radiation. Figure 1 (curve 1) shows a typ-
ical θ/2θ X-ray diffractogram of the initial periodic
structure. An analysis of this spectrum shows the pres-
ence of a long-period superlattice (manifested by small
oscillations of the envelope) and gives evidence of a
complicated composition profile of the In0.17Ga0.83As
layers in the heterostructure, which is not a significant
factor in the case under consideration. The X-ray dif-
fraction pattern observed for a porous superlattice
(curve 2) differs only slightly from the initial diffracto-
gram. This fact indicates that even a rather long etching
of the sample did not lead to degradation of the crystal
structure of the layers. The fitting of a calculated dif-
fractogram to the experimental pattern using recurrent
formulas of the dynamic approximation of the X-ray
scattering theory leads to R = 20% (which corresponds
to a residual elastic strain value of RES = 80%). This
result, even despite the relatively small magnitude of
relaxation, is essential, especially in view of the fact
that the creation of a buffer layer based on pure porous
GaAs leads to a decrease in the lattice parameter as
compared to that of single crystal GaAs [7], which even
increases the elastic energy accumulated in the InGaAs
layer grown on this buffer.

The fact of elastic stress relaxation in a porous
buffer superlattice is even better illustrated by a com-
parative analysis of the photoluminescence (PL) spec-
tra of single crystal and porous samples. Figure 2 shows
the emission peaks due to the radiative recombination
in quantum-confined InGaAs layers measured at the
liquid nitrogen temperature. A comparison of the posi-
tions of peaks 1 (single crystal) and 2 (porous structure)
reveals a small shift of the PL maximum within 0.005–
0.008 eV (depending on the etching conditions) toward
longer wavelengths, which is indicative of a decrease in
the level of elastic stresses accumulated in the initial
sample structure. The PL peak position is determined
(with neglect of the effect of quantum confinement in
the potential wells) by the composition of the InGaAs
ternary solid solution and by the strain (contraction) in
the plane of the structure. In the case under consider-
ation, an additional shift of the PL peak could appear on
the passage from single crystal to porous InGaAs struc-
ture as a result of the spatial confinement in the planes
of the superlattice [8]; however, t this effect was
excluded by using a low etching rate.

Let us estimate the PL shift toward shorter wave-
length caused by elastic straining of the In0.2Ga0.8As lat-
TECHNICAL PHYSICS LETTERS      Vol. 28      No. 12      20
tice structure. A total shift of the PL peak is related to a
change in the bandgap width of the ternary semicon-
ductor compound due to three-dimensional compres-
sion (this factor increases the bandgap) and uniaxial
tensile stress in the growth direction (this leads to split-
ting of the degenerate valence subbands, thus decreas-
ing the bandgap). In a single crystal structure, the
former bulk effect dominates, whereby the bandgap
width in the In0.2Ga0.8As layer increases from Eg =
1.18 eV [9] (at T = 77 K) for the unstrained bulk mate-
rial to Eg = 1.24 eV for an elastically strained pseudo-
morphous layer grown on a GaAs substrate [10]. The
decrease in the bandgap width, related to the release of
accumulated elastic energy in the porous layers,
amounts to 0.005–0.008 eV (Fig. 3). A small (0.005–
0.008 eV) longwave shift of the PL peak observed for
the porous superlattice is evidence of a small (within
10%) but still significant relaxation of the stain accu-
mulated in the superlattice structure, which agrees (to
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Fig. 1. X-ray diffraction patterns of an InGaAs/GaAs super-
lattice measured (1) before and (2) after a 40-min electro-
chemical etching.
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chemical etching.
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within the experimental error) with the X-ray diffrac-
tion data.

Thus, both the X-ray diffraction pattern and the PL
peak shift observed for the electrochemically etched
multilayer epitaxial InGaAs/GaAs heterostructures are
indicative of elastic stress relaxation in this system.
This fact shows that, by using porous superlattices as
buffer layers, it is possible to obtain a small but still sig-
nificant positive effect related to a decrease in accumu-
lated elastic energy for the porous layers of both GaAs
and periodic single crystal heterostructures.
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Abstract—The effect of a constant electric field on the polarization and structural parameters of ferroelectric
lead scandium niobate (PbSc0.5Nb0.5O3) crystals was studied using X-ray diffraction. Application of a constant
electric field leads to splitting of the Bragg diffraction peaks. It is shown that this behavior is most probably
explained by the formation of a new phase. © 2002 MAIK “Nauka/Interperiodica”.
Numerous investigations of lead scandium niobate
PbSc0.5Nb0.5O3 (PSN) have shown that the physical
properties of PSN crystals depend on the sample pre-
history. Variations in the properties of PSN crystals
upon high-temperature annealing were previously
explained by changes in the order of Sc and Nb atoms
occupying positions B of perovskite structure (see,
e.g., [1–3]). However, we recently demonstrated [4, 5]
that the effects of annealing are more likely due to
structural changes on macroscopic (crystal and domain
structure) and mesoscopic (block structure) levels.

It is also known that application of a constant elec-
tric field to perovskite ferroelectrics leads to modifica-
tion of the domain structure [6], induces the formation
of a new phase [7], and produces a strong piezoelectric
deformation of the surface layer [8–10].

We studied by X-ray diffraction the process of
polarization switching and determined changes in the
structural parameters of PSN crystals under the action
of a constant electric field at room temperature.

The PSN crystals were grown by method of bulk
crystallization of a solution melt in a temperature range
from 1200 to 1117°C. The samples had the shape of
rectangular parallelepipeds with linear dimensions
from 10 µm to 2.5 mm and the facet orientations (100),
(010), and (001). As is known, PSN crystals under nor-
mal conditions belong to a rhombohedral system (space
group R3m) and exhibit spontaneous polarization Ps in
the [111] direction of the perovskite unit crystal cell
(Px = Py = Pz).

The X-ray diffraction measurements were per-
formed on an HZG-4B diffractometer equipped with a
special sample holder, which allowed the electric field
to be applied to the sample and the crystal to be
adjusted in the course of measurements. The profiles of
the (400) diffraction reflection were measured by θ/2θ
scanning with a step of 0.005° and a data acquisition
1063-7850/02/2812- $22.00 © 21021
time of 2 s at each point. The error of determination of
the lattice parameters was ±0.0001 Å. The diffractome-
ter operation and data processing regimes were con-
trolled by a computer. The polarization switching was
characterized by changes in the parameters of diffrac-
tion profiles under the action of a constant electric field
applied in the [100], [010], and [111] directions. 

Application of a constant electric field in the [100]
direction of a PSN single crystal led to a shift of the
(400) Bragg diffraction peak toward smaller angles,
which corresponds to an increase in the lattice parame-
ter ∆. As can be seen from the data presented in Fig. 1,
the lattice parameter exhibits a nonmonotonic variation
depending on the applied field strength E. This is
explained by crystal straining as a result of electro-
striction. The diffraction profile retains a symmetric
shape, while both the halfwidth β and the intensity of
the peak (I) exhibit nonmonotonic changes in the inter-
val of E values studied. All five PSN crystals in the
series studied showed analogous results.
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Fig. 1. Plots of the (a) lattice parameter, (b) peak intensity,
and (c) peak halfwidth of the (400) diffraction reflection
versus the strength of an electric field applied in the [100]
direction of a PSN crystal.
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According to the results of polarization-optical mea-
surements, the application of a constant electric field
with a strength of 1–4 kV/cm leads to the formation of
71° and 180° domains, with the boundaries represent-
ing (100) and (110) twin planes, respectively. A field
with E < 1 kV/cm gives rise to the formation of 180°
domains; as the field strength increases, these domains
grow through the crystal in the direction parallel to the
field. A change in the field direction to opposite does
not significantly change the above pattern. Subsequent
etching of the PSN crystals in orthophosphoric acid
showed that the domain structure was not the same in
various regions of the samples. Neither the interval of
field strengths indicated above nor the range of varia-
tion of the structural parameters was strictly the same
for different PSN crystals and exhibited variations
depending on the density of defects, degree of homoge-
neity, and the temperature interval of crystallization of
the samples.

The study of variation of the (400) diffraction reflec-
tion profile for the electric field applied in the [010] and
[111] directions of the PSN crystals showed analogous
behavior. For this reason, the results presented below
refer to the samples polarized in the [010] axis.

Figure 2a shows the (400) diffraction reflection pro-
file of a PSN crystal not subjected previously to the
field action. Upon the application of a constant electric
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Fig. 2. X-ray diffraction profiles in the region of the (400)
reflection for a PSN crystal (a) before and (b) after applica-
tion of a constant electric field in the [010] direction.
TE
field, the reflection profile changes neither in shape nor
in angular position as the field strength is increased to
1000 V/cm. In such a weak field, the behavior of the
PSN crystal is analogous to that of a usual dielectric
characterized by a linear dependence of polarization on
the field strength. As a rule, exposure to such fields
leads to the nucleation of new domains in the samples.

As the applied field strength increases in the interval
from 1000 to 5000 V/cm, there appears an anomaly on
the (400) diffraction reflection profile from the side of
large angles, which makes the diffraction profile asym-
metric. In this range of field strengths, the dependence
of Ps on E is nonlinear and the number of domains
involved in the polarization switching increases with
the E value.

When the applied field strength exceeds 5000 V/cm,
the shape of the (400) diffraction reflection profile
changes from the side of both large and small angles:
there appears an additional maximum corresponding to
a greater lattice parameter a (Fig. 2b). A further
increase in the field strength does not significantly
change the polarization. Here, the field action is mostly
manifested in increasing deformation of the crystal lat-
tice: depending on the orientation of Ps components
(parallel or antiparallel to the field) in the adjacent 180°
domains, the field produces either extension or contrac-
tion of these domains. This is one of the possible rea-
sons for splitting of the (400) diffraction reflection
(Fig. 2b). In the PSN crystals studied, the mutual dis-
orientation of the adjacent 180° domains varied
depending on the applied field strength and reached
about 5 minutes of arc for the maximum E values.

Another, more probable reason for the observed
splitting of the (400) diffraction reflection was that the
PSN crystals studied were heterophase, possessing
coexisting regions of different phases with close values
of the free energy. In such crystals, the growth of one or
another phase can be initiated by various external fac-
tors, such as electric field, temperature, pressure, etc.
The results of preliminary investigations of the phase
transitions in PSN crystals with and without an applied
electric field showed that the crystals grown in the indi-
cated temperature range are inhomogeneous and con-
tain regions occupied by different phases. In some of
the samples, the X-ray diffraction measurements
revealed the presence of two different phases existing at
room temperature even in the absence of external fac-
tors. This accounts for a difference in the lattice param-
eters reported previously [4].

As can be seen from the data presented in Fig. 3, the
(400) diffraction reflection intensity exponentially
depends on the applied field strength. This is explained
by the fact that, for the field strength exceeding
1000 V/cm, small domains exhibit lateral motion and
growth. An increase in the linear dimensions of
domains above 1–2 µm gives rise to the primary extinc-
CHNICAL PHYSICS LETTERS      Vol. 28      No. 12      2002
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tion. As a result, the reflection ability decreases as
described by the kinematic theory [11]:

where ρ is the crystal density, µ is the bulk absorption
coefficient, t is the crystal thickness, and Q is the inte-
gral reflection ability per cm3.

Thus, the results of our experiments are indicative of
the presence of inhomogeneous regions in the PSN
crystals with the corresponding values of the free
energy, coercive field, and relaxation time. The
observed jumplike variations in the structural parame-
ters are due to the inhomogeneity of polarization over
the crystal volume. Attempts at interpreting this behav-
ior in terms of the crystallochemical order–disorder in
the arrangement of cations in the oxygen octahedra
seem to be incorrect without thorough characterization
of the real crystal structure prior to the action of exter-
nal factors.
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2
+( )cottanh

2t Q θ/λ 1 θcos
2
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Fig. 3. Plot of the integral peak intensity of the (400) dif-
fraction reflection versus strength of an electric field applied
to a PSN crystal.
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In concluding, it should be noted that the splitting of
diffraction profiles in the region of the Bragg maxima
is neither a near-electrode nor a unipolar effect. An
analogous effect has to be observed on the electrode
side as well. Probably, the splitting effect in our case is
screened by strong electric fields in the near-electrode
region.
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A Model of Liquid Flow in a Channel with Elastic Walls
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Abstract—It is suggested to describe a liquid flow in a cylindrical round channel with elastic walls in terms of
a two-fluid model used to describe the flow of He II in narrow capillaries near absolute zero. The idea is based
on a similar (phonon-like) shape of the spectrum of elementary excitations at small wavenumbers k. The calcu-
lations show that the density ρn of a normal (i.e., viscous) liquid component (water in a steel tube) at 300 K is
about 50 times smaller than the total density. This explains the paradox related to flow in a round tube for which
anomalously large Reynolds numbers (Re ~ 105) are observed. Since Re ~ ρn , real Reynolds numbers must also
be about 50 times as small, that is, on the same order of magnitude as those for a flow between planes under
otherwise equal conditions. A physical reason for the appearance of superfluidity at high (~300 K) temperatures
is a decrease in repulsion between small density fluctuations in the liquid, which is related to their interaction
being screened by elastic waves in the channel walls. © 2002 MAIK “Nauka/Interperiodica”.
Recently [1], a generalized variant of the local reac-
tion model [2] was developed, which described a flow
of ideal liquid in a narrow cylindrical channel of round
cross section having walls resistant only to extension
(via additional resistance to bending). The initial sys-
tem of equations can be written as [1]

(1)

where A = S/πa2, S = πr2 is the cross section of the chan-
nel with radius r, a is the equilibrium value of r, v  is the
longitudinal velocity component (directed in the x

axis), p is the pressure, R = ρ2/[3(1 – µ2) ] is the
dimensionless cylindrical rigidity, ρ is the liquid den-
sity, ρ0 is the channel wall material density, µ is the
Poisson coefficient [3], t is dimensionless time, and
subscripts denote partial derivatives. Equations (1)
were rendered dimensionless by using the following
quantities as the time, length, and pressure units,
respectively:

(2)

where d is the wall thickness and E is the Young modu-
lus of the wall; all variables (A, v, and p) are considered
as functions of the time t and longitudinal coordinate x.

An analysis of the pattern of linear waves propagat-
ing in the system described by Eqs. (1) and their stabil-
ity for supersonic flows with constant velocity compo-
nents v 0 > 1 was performed previously [1]. The disper-
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sion curves of frequency versus wavenumber, ω = ω(k),
for the interval of velocities v 0 ≤ 1 are presented in the
figure. A characteristic feature of these curves is the
phonon-like portion ω = k(v 0 ± 1) ~ k for k ! 1 (the
branch corresponding to the minus sign in parentheses
is not depicted) and the local (roton-like) minimum at
k = km for the velocity of sound (v 0 ≈ 1). At this mini-
mum, the elementary excitation energy varies as ε(q) =
"ω ≈ ∆ + (q – qm)2/2µ, where q = "k is the momentum
and " is the Planck constant. For illustration, consider
the values qm = "km, ∆ = "ωm, and µ = (d2ε/dq2)–1 for a
flow of water in a steel tube with radius a = 1 m and
wall thickness d = 5 × 10–3 m (curve 1 in the figure):

4.23.52.82.11.40.7

1.5

1.0

0.5

ω

k

km

ωm

1

2

The spectra of excitations ω = ω(k) calculated for water
flowing in a steel tube with rigidity R = 5.8 × 10–3: (1) at
velocity of sound v0 = 1 (km = 2.145, ωm = ω(km) = 0.88,

ω''(km) = 0.376); (2) at subsonic velocity v0 = 1 × 10–3.
002 MAIK “Nauka/Interperiodica”
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∆ ≈ 0.94 × 10–29 J ≈ 0.68 × 10–6 K, qm ≈ 0.72 ×
10−32 kg m/s ≈ 0.68 × 102 "/m, and µ ≈ 0.28 × 10–35 kg ≈
0.93 × 10–10 m H2O. For these values, the characteristic
time and length units (2) are T = 0.987 × 10–5 s and L =
3.12 × 10–2 m, which corresponds to the velocity of
sound c = L/T = 3.16 × 103 m/s.

The aforementioned features of the ω(k) spectrum
give sufficient ground to describe the liquid flow in a
tube with elastic walls in terms of the so-called
two-fluid model [4] developed for the description of
helium II flowing in narrow capillaries at temperatures
close to absolute zero. In this model, the total density
ρ = ρn + ρs was considered as the sum of densities of the
normal (ρn) and superfluid (ρs) components. In turn, the
density of the normal component was presented as ρn =

 + , where  and  are the phonon and roton
parts related to the corresponding excitations and
described by the corresponding parts of the ω = ω(k)
spectrum. 

In order to calculate the latter parts, let us use an
expression for the number of elementary excitations in
a Bose fluid [4]:

(3)

where Θ is the absolute temperature (here and below,
the Boltzmann constant is taken equal to unity).

For the phonon part of the density, we obtain

(4)

where N0 is the concentration of molecules, ν is the
number of atoms in a molecule, Eph is the energy per
unit volume of the phonon gas at high temperatures [4],
ρ is the liquid density, and m is the molecular mass. In

the above example at Θ = 300 K,  ≈ 0.0046ρ (for

v 0 = 1) and  ≈ 0.018ρ (for v 0 ! 1).

The roton part (v0 = 1) is as follows [4]:

(5)

which corresponds to  ~ 0.94 × 10–23 kg/m3 in the
above example. For the density of rotons defined as N =
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/µ, we obtain

In the above example, this yields N ≈ 3.36 × 1012 m–3,
which corresponds to an average roton spacing of r0 =

(N)–1/3 ≈ 0.67 × 10–4 m. Thus, in this example,  ! 

 

ρ

 

and 
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 (the concentration of mole-
cules in water). Therefore, we can use the ideal gas
approximation. Expression (3) for 

 

n

 

(

 

q

 

) obtained in the
3D case is also applicable (at least, for phonons), since
the velocity of sound in the system under consideration
is sufficiently isotropic: the transverse velocity 
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 m/s coincides in order of magnitude with
the longitudinal velocity used above.

Formally speaking (with neglect of the wave decay
and merge processes), we have to take into account the
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From the standpoint of physics, the appearance of
superfluidity at high (~300 K) temperatures is related to
the following circumstance. The mechanism of energy
transfer [1] from liquid flow to elastic waves in the wall
leads to a decrease in repulsion between like density
fluctuations in the liquid. This can be demonstrated by
writing the second equation in system (1) as 
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. The result is obtained using a dispersion relation
following from (1): (1 – 
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v0 – ω)2 = 0 [1].
A comparison of the modified equation of motion to
that written with neglect of the wall mass and rigidity,
dv /dt = –Ax (it should be recalled that Ax plays the role
of density in this model), leads to the conclusion that
the interaction of density waves in the flow with the
elastic waves in the wall leads to the aforementioned
decrease in the repulsion of fluctuations, provided that
v 0 < v 0s = min{ω(k)/k} (violation of the latter condition
leads to a loss of the system stability). As a result, a cer-
tain fraction of the liquid acquires superfluid properties,
which implies the ability to flow via channels without
losing energy to friction (viscosity) at a velocity satis-
fying the above condition [4]. In the case corresponding
to curve 1 in the figure, this corresponds to v 0s =
3.373 × 10–1. Another manifestation of a decrease in the
repulsion of fluctuations is the possibility of soliton
propagation in the system studied [2].

Within the framework of the two-fluid model, the
second equation in system (1) describes the velocity
v  ≡ v s and the pressure p ≡ ps of the superfluid compo-
nent. An equation for the normal component u can be
derived by assuming this component (as well as the
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superfluid one) to be incompressible, ignoring dissipa-
tion (entropy S = const), and retaining a single term,
reflecting the normal component viscosity η, in the
momentum flux density tensor. In the dimensionless
units adopted, we obtain [3]

(6)

where pn is the pressure of the normal component (p =
ps + pn). In the particular case under consideration,
ρn/ρs ~ 10–2 and ν ~10–8, which implies that pn ! ps and
allows the pn term to be omitted in the last equation of
system (1).

The results obtained above solve the paradox related
to flow in a round tube for which anomalously large

ρn

ρs
----- ut uux+[ ] pnx– νuxx; ρs ρ,≡+=

ν 2η
d Eρ0
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TE
              

Reynolds numbers (Reexp ~ 105) are observed [3]. Since
Re = v 0aρ/η, real Reynolds numbers are also about two
orders of magnitude lower: Re/Reexp = ρn/ρ ~ 10–2.
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Abstract—The possibility of a negative differential resistance (NDR) region appearing in the reverse branch
of the current–voltage characteristic of a semiconductor diode with a wide-bandgap layer in the base is theoret-
ically predicted. The NDR formation is related to the fact that increasing reverse bias leads to a decrease in the
thermal production of charge carriers in the narrow-bandgap part of the base (with a thickness on the order of
the Debye screening length). It is shown that the NDR region appears, provided that the carrier lifetime in the
diode base is determined by the Auger processes. © 2002 MAIK “Nauka/Interperiodica”.
Previously [1], an analytical model of a semicon-
ductor diode with a wide-bandgap layer in the base was
developed. By significantly decreasing the reverse dif-
fusion current, this wide-bandgap layer increases the
efficiency of various devices employing p–n junctions,
in particular, detectors of weak electromagnetic radia-
tion fluxes. It is theoretically proved below that, in
cases when the distance between the wide-bandgap
layer and the space charge region is on the order of the
Debye screening length, a negative differential resis-
tance (NDR) region can appear in the reverse branch of
the current–voltage characteristic of the semiconductor
diode.

Consider an asymmetric n+–p junction, the p-type
base of which (with an acceptor concentration of Na)
contains a wide-bandgap layer adjacent to the ohmic
contact. Let the distance dps from this layer to the space
charge region be much smaller than the electron diffu-
sion length Ln and assume that the bandgap difference
between the wide- and narrow-bandgap parts of the
base is sufficiently large, so that the diffusion current in
the p-type base is determined only by the charge carrier
production rate Gps (more precisely, Gps is the differ-
ence between the carrier production and recombination
rates) in the narrow-bandgap part of the base. For dps !
Ln , the densities of nonequilibrium electrons (n) and
holes (p) in the narrow-bandgap part of the base are vir-
tually constant:

(1)

where nis is the intrinsic carrier density in the narrow-
bandgap part of the base and U is the reverse bias volt-
age applied to the p–n junction. Taking this into
account, the reverse diffusion current related to the car-
rier production in the p-type base can be expressed

n
nis

2
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kT

----------– 
  , p Na,≅exp≅
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through the reduced carrier production rate gps in the
narrow-bandgap part of the base:

(2)

A special feature of the current–voltage characteris-
tic determined by the diffusion current transfer mecha-
nism is the appearance of an NDR region on the reverse
branch of this characteristic. The appearance of the
NDR is related to a decrease in the total density of
charge carriers produced in the narrow-bandgap part of
the p-type base. The decrease is caused by a reduction
in the thickness of the narrow-bandgap part of the base.
For the n+–p junction under consideration, with virtu-
ally the whole space charge region occurring in the p-
type base, the narrow-bandgap region thickness dps in
the approximation of a fully depleted layer is [2]

(3)

where  is the thickness of a quasilinear narrow-
bandgap part of the p-type region in the equilibrium

state, w0 ≅   = LD  is the equi-
librium space charge region thickness, LD is the Debye
screening length in the narrow-bandgap part of the

p-type region, and Uc = (kT/e)ln(NaNd/ ) is the con-
tact potential difference of the p–n junction. According
to relation (3), significant modulation of the thickness
of the narrow-bandgap part of the p-type region is pos-

sible provided that  is comparable with w0.
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Small values of the reverse diffusion current in the
p-type base of the structures under consideration make
it necessary to take into account the current related to
the charge carrier production in the space charge
region, as well as the diffusion current in a strongly
doped n-type layer, the thickness of which is assumed
to be much greater than the hole diffusion length Lp .
Using Eqs. (2) and (3), the total reverse current can be
expressed as

(4)

where gns = /(Ndτp) is the reduced carrier production
rate in the strongly doped n-type region with the donor
concentration Nd and the hole lifetime τp  is the aver-
age value of the reduced carrier production rate in the
space charge region [2, 3].

According to Eq. (4), a necessary condition for the
appearance of NDR is

, (5)

the possibility of which strongly depends on the charge
carrier production and recombination mechanisms both
in the space charge region and in the base. In the case
of the Shockley–Reed mechanism, whereby the recom-
bination process takes place on simple doubly charged
centers, the carrier production rate in the space charge
region is [2, 3]

(6)

where τn0 = (αnNt)–1 and τp0 = (αpNt)–1; αn and αp are
the rates of electron and hole trapping on the recombi-
nation centers, respectively; Nt is the density of recom-
bination centers; and n1 and p1 are the densities of elec-
trons and holes in the case when the Fermi level coin-
cides with a recombination level.

Assuming that the Shockley–Reed mechanism also
determines the lifetime of carriers in the base and tak-
ing into account deviation of the electron concentration
from the equilibrium value, we obtain

(7)

For |U | @ kT/e, Eqs. (6) and (7) imply that  ≥ gps (with
the equality for Na ! p1), which indicates that NDR
does not appear in the case of carrier recombination on
simple doubly charged centers.
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Now let us consider the case when a considerable
role in the carrier production and recombination is

played by the Auger processes. The average rate  of
carrier production by the Auger mechanism in the space
charge region can be expressed through the average
densities of nonequilibrium electrons ( ) and holes
( ) [4, 5]:

(8)

where  and  are the carrier lifetimes in the intrin-
sic semiconductor related to the h–h and e–e processes.
According to (8), the rate of the Auger recombination
process in the space charge region exponentially
decreases with increasing reverse bias voltage, rather
than tends to saturate (as in the case of the Shockley–
Reed mechanism). At the same time, the Auger recom-
bination rate in the narrow-bandgap part of the p-type
base is

(9)

Taking into account Eqs. (6)–(9), the condition (5)
necessary for the appearance of NDR reduces (for
|U | @ kT/e) to the following inequality:

(10)

Under the assumption of τn0 = τp0 and n1 = p1 = nis, this
simplifies to

(11)

Since the lifetime of nonequilibrium carriers τAp

determined by the Auger recombination process in the

p-type base for Na @ nis is 2 /  [5], relation (11)
implies that, for τn0 @ τAp, the NDR will appear pro-
vided that the Auger recombination dominates over the
Shockley–Reed mechanism. This situation typically
takes place in narrow-bandgap semiconductors, such as
CdxHgx – 1Te [6]. For the numerical estimate, consider
CdxHgx – 1Te with x = 0.21 and Na = 1017 cm–3 at T =

77 K, for which nis ≈ 2 × 1014 cm–3 and  ≈ 1.2 × 10−3 s
[6, 7]. According to (11), the NDR in the p–n structures
based on this material will appear provided that the
Shockley–Reed lifetime τn0 exceeds 2.4 × 10–6 s, which
is usually the case in practice.
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Thus, the most favorable materials for the realization
of NDR, according to the proposed mechanism, are nar-
row-bandgap semiconductors in which the carrier life-
time is determined by the Auger recombination process.
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Abstract—A parameter characterizing the dependence of the velocity of electron tunneling through an oxide
layer on the layer thickness is introduced. This parameter can be used to study the operation speed of multi-
channel field-effect transistors with control and floating gates. Estimates of the proposed characteristic quantity
for the most typical experimental situations are obtained. © 2002 MAIK “Nauka/Interperiodica”.
Introduction. The use of metal–oxide-semiconduc-
tor field-effect transistors (MOSFETs) in memory ele-
ments of low-current microcontrollers provides for a
number of significant advantages. Since the operation
of these devices is based on the passage of a tunneling
current through an oxide layer, the oxide thickness tox is
an important parameter determining the performance of
the transistor in various aspects. For example, Ku and
Chao [1] considered a relation between this parameter
and the useful product yield. 

Here, we report on the results of investigating the
MOSFET operation speed in terms of a special param-
eter characterizing the effect of the oxide layer thick-
ness on the velocity v  of electron tunneling through this
oxide. It is established that this quantity, reflecting the
sensitivity with respect to tox, is identical to a parameter
(introduced in a mathematically analogous form)
describing a dependence of the tunneling current den-
sity on the oxide thickness. 

Theory. The expression for the tunneling current
through an oxide layer is well known [1–5]. As applied
to a multichannel MOSFET based on the Al/SiO2/Si
structure, the theory yields

(1)

where e is the elementary charge, E is the electric field
strength in the oxide layer, m0 is the free electron mass,

 is the effective mass of a tunneling electron, " =
h/2π is Planck’s constant, and Eb is the tunneling barrier
height from the cathode side. Taking into account the
relations E = voxtox and j = env, where v  is the effective

j
e3m0E2

16π2
"mn*Eb

-----------------------------
4 2mn*Eb
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3e"E
------------------------------– ,exp=

mn*
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electron velocity and n is their density in the barrier
(see, e.g., [1, 3, 4]), Eq. (1) can be rewritten as

(2)

Formula (2) is applicable for the voltage drop across the
oxide vox > Eb/e.

We introduce a parameter characterizing the relative
change in the carrier velocity caused by the oxide thick-
ness variation:

(3)

This quantity can be used, for example, as a criterion
when it is necessary to determine the interval of tox in
which the carrier velocity v  (and, hence, the MOSFET
operation speed) is most sensitive with respect to the
oxide layer thickness. By substituting formula (2) into
(3) we obtain

(4)

where  ≈ m0 and Eb ≈ 3.2 eV. Note that the charac-
teristic parameter s is defined as the absolute value of an
expression acquiring only negative values.

In order to obtain a numerical estimate of s, let us
consider the case of vox = 4 V corresponding to a real
device situation. Indeed, for vox = 4 V and tox ~ 100 Å,
the tunneling current is quite significant [1, 3, 4], while
at vox ≈ 3.2 V (which is close to the limit of applicability
of Eq. (1)), this current is still negligibly small. The
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above value of Eb (3.2 eV) can be calculated proceeding
from the known energy difference between the conduc-
tion band bottom of SiO2 and the valence band top of
Si, which is 4.3 eV at room temperature (see, e.g.,
[6−8]). Then, Eb =  – Ec(Si) = 4.3–1.1 = 3.2 eV
(Fig. 1). Thus, for vox = 4 V and Eb = 3.2 eV, we obtain

(5)

where tox is expressed in Å and s, in Å–1.

Discussion. Previously [7], we introduced a parame-

ter sµn = | (dµn/dtox)| characterizing the dependence of
the differential mobility of electrons µn = (en)–1(dj/dE)
on the SiO2 layer thickness (for the mobility defined as
µn = dv /dE, this corresponds simply to j = enν). For sµn ,
it is also possible to derive an expression of the type
of (5) [7] (naturally, with a constant term different from
that obtained above for s). The plots of sµn(tox) and s(tox)
exhibit similar shapes. This is an important circum-
stance, because the properties of relation (5) turn out to
be the same as the behavior of sµn(tox), the physical
meaning and the possible application of which have
been studied in detail [7].

In particular, formula (5) is useful for practical char-
acterization of the operation speed of MOSFETs. The
most interesting range of oxide thicknesses is tox = 100–
400 Å [1, 3]. In this very interval, the useful product
yield was studied with sufficiently large statistics [1]. 

There is another circumstance that is important for
memory elements of microcontrollers operating at low
voltages. It was suggested in [1] that a decrease in the
transistor source voltage from 5 to 3 V leads to a corre-
sponding drop in the charge pumping voltage, gate con-
trol voltage, and voltage across the tunneling layer. The
resulting decrease in the current of electrons tunneling
to the floating gate (formula (1)) may slow down the
readout rate and lead to malfunction of the memory ele-
ment [1, 3, 4]. An analysis of expression (4) shows that
a decrease in vox leads to an increase in s for a constant
tox value.

Figure 2 shows a curve corresponding to formula (5)
in the aforementioned most important interval of the
oxide thickness variation, including the region of tox ≈
100 Å [1, 3, 4]. Expression (5) offers a tool for studying
the electron tunneling velocity ν as a function of the
oxide thickness tox [7] representing the sum of a con-
stant and a term inversely proportional to tox.

The characteristic parameter s can be determined in
a somewhat different way, namely, as s = | j–1(dj/dtox)|.
Taking into account that j = enν, this is equivalent to
s = |v –1(dv /dtox)|, as introduced above. By determining
s through the current derivative, it is possible to bypass
certain difficulties related to a discrepancy between the

Ec SiO2( )

s 0.98
2

tox
------,+≈

µn
1–
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electron velocity entering into the relation j = enν and
that obtained according to quantum-mechanical
description with wave functions within the framework
of the Fowler–Nordheim model (1). Note also that the
electron density n (proportional to the probability den-
sity determined in terms of the wave functions) does
not enter into the expression for s.

Conclusion. Thus, we have introduced a parameter
s characterizing the sensitivity of the velocity of tunnel-
ing carriers with respect to the oxide layer thickness.
According to the obtained expression (5), this parame-
ter is s ≈ 1 Å–1 at tox ≈ 100 Å and is almost independent
of the oxide thickness for tox > 100 Å. At tox ! 100 Å, s
significantly increases with decreasing oxide thickness
(Fig. 2). This behavior is related to a strong dependence
of the tunneling current density j on the field strength E.
The analysis was performed for an effective electron
mass in the oxide  = m0, which agrees with  =
0.84m0 reported in [8]. The theoretical part of this study
is closely related to [9–12].
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on the Wave Packet Dynamics in an Optical Waveguide 

with Kerr Nonlinearity
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Abstract—The influence of a dispersion of the linear mode coupling coefficient of an optical waveguide
(OWG) with Kerr nonlinearity on the dispersion parameters and dynamics of an optical pulse propagating in
such a system is studied. In OWGs with a strong linear mode coupling, the presence of a dispersion of the mode
coupling may lead to a significant decrease in the energy threshold for nonlinear self-compression of pulses as
compared to the case of a single-mode OWG. © 2002 MAIK “Nauka/Interperiodica”.
1. In recent years, special attention has been drawn
to the analysis of cases in which radiation transmitted
through an optical waveguide (OWG) can be repre-
sented as a sum of two interacting waves. This situation
is most typical of tunneling-coupled optical wave-
guides (TCOWGs), periodic structures, and some
anisotropic and gyrotropic media [1]. The effective
characteristics of dispersion in such systems usually
depend on the mode coupling parameter [2].

However, the previous analyses did not take into
account dispersion of the coupling coefficient proper
and the possible influence of this factor on the dynam-
ics of an optical pulse propagating in a system of distri-
bution-coupled waves. The need for such an analysis is
obvious because short pulses are characterized by a
broad frequency spectra with extensive mode coupling
between various components. This is especially impor-
tant for TCOWGs for which the coupling coefficient
strongly depends on the frequency. Strip TCOWGs
based on GaAs crystals may prove of most interest in
practical applications [3–5].

Below, we study the effect of a dispersion of the lin-
ear mode coupling coefficient on the dynamics of a
two-mode wave packet in an TCOWG exhibiting a
strong linear coupling of unidirectional waves and pos-
sessing a nonlinearity of the Kerr type.

2. The propagation of a two-mode wave packet, with
allowance for the linear mode coupling dispersion,
mode detuning, group velocity dispersion, and a
waveguide medium nonlinearity of the Kerr type, is
described by a system of equations for the time enve-
lopes of two (j = 1, 2) interacting modes [6, 7]:

(1)

∂A j

∂z
--------

ξ j

v
----

∂A j

∂τ
-------- i

d j

2
----

∂2A j

∂τ2
-----------–+

+ i γc A j
2 γk A3 j–

2+( )A j iσA3 j– .–=
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Here, τ = t – z/u is the current time, 2u = (u1 + u2) is the

group velocity of the wave packet, uj = (∂βj/∂ω  is
the group velocity and βj  is the propagation constant of
the jth mode, ω0 is the carrier frequency of the wave
packet, dj = (∂2βj/∂ω2  are the group velocity disper-

sion parameters, v –1 = (u1 – u2)/2u2 is the detuning of
the group velocities of modes, γc and γk are the param-
eters of nonlinearity determining the phase self- and
cross-modulation of the interacting waves, and ξj =
(−1) j. The dispersion of the mode coupling is taken into
account by replacing the parameter σ (determined by
overlap of the waveguide mode profiles) with an ope-
rator,

(2)

where µ is a parameter described by an approximate
formula [8],

(3)

In writing expression (2), we took into account (unlike
in [8]) that the operators  of the coupled modes
must be complex-conjugated quantities.

The system of equations (1) has to be solved
together with a set of initial conditions for the time
envelopes Aj determined by the TCOWG excitation
conditions. The general form of the initial conditions is
given by the relation A2(τ, 0) = ψA1(τ, 0), where ψ is a
parameter determining the TCOWG excitation type.
For ψ = ±1, the two-mode waveguide excitation is sym-
metric or antisymmetric, while ψ–1 = 0 implies a single-
mode excitation. A solution to Eqs. (1) can be obtained
in a strong mode coupling approximation, whereby the
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mode interaction length Lσ = |σ|–1 is much smaller than

the dispersion length Ld = /|d|, the nonlinearity length
Ln = (γI0)–1, and the intermode recession length Lv = vτ0

(here, τ0 and I0 = |A10|2 + |A20|2 are the duration and
intensity of a pulse entering the waveguide, respec-
tively; 2d = d1 + d2 and 2γ = γc + γk). For TCOWGs
based on GaAs crystals, the linear coupling and nonlin-
earity parameters can be as large as |σ| ≅  103 m–1 and γ ≅
10–9 m/W [3]. This indicates that the given approxima-
tion is valid for an initial radiation intensity of I0 ≤
1012 W/m2 (at an OWG cross section area of S ≅
10−7 cm2). Since the material dispersion parameter falls
within |dj | ≅  10–26–10–27 s2/m, the given approximation
is valid for a pulse duration of τ0 ≅  10–14 s. Therefore,
there is virtually no limitations with respect to the pulse
duration.

In the adopted approximation, the time envelope of
the corresponding mode can be represented as a sum of
two partial pulses:

(4)

where af are partial pulse amplitudes that slowly vary
with the coordinate z. The partial amplitudes obey the
equations

(5)

where s = γc/γk and Df is the effective dispersion given
by the formula

(6)

This quantity, determining the dispersion of the
waveguide medium with respect to the partial pulses,
includes both material and intermode dispersion com-
ponents. Taking into account expressions (4), we obtain
the initial conditions for the partial pulse amplitudes,

(7)

which have to be used in solving Eqs. (5).
3. It follows from Eqs. (5) that, for both symmetric

and antisymmetric two-mode excitation (A20 = ±A10),
the amplitude of one of the partial pulses is zero (a1 = 0
for the symmetric and a2 = 0 for the antisymmetric
excitation). In this case, Eqs. (5) degenerate into a com-
mon nonlinear Schrödinger equation [7]:

(8)

τ0
2

A j 1–( ) j 1+ a1 τ z,( ) i σ z( )exp=

+ a2 τ z,( ) i σ z–( ),exp

∂a f

∂z
--------

iD f

2
--------

∂2a f

∂τ2
---------- 2γ a f

2 s a3 f–
2+( )a f+– 0,=

f 1 2,,=

D f d 1–( ) f 1 v σµ( )2+( )/v 2 σ .+=

a f τ ; 0( ) 1
2
--- 1 1–( ) f ψ+[ ] A10 τ 0,( ),=

∂a f

∂z
--------

iD f

2
--------

∂2a f

∂τ2
---------- 2iγ a f

2a f+– 0,=
TE
where subscript f = 1 and 2 for the antisymmetric and
symmetric excitation, respectively. Equation (8)
describes the dynamics of a pulse propagating in a cubi-
cally nonlinear medium with nonlinearity parameter γ
and effective dispersion Df . 

A characteristic feature of the wave packet propaga-
tion in this case is self-action leading to both expansion
and compression of the packet. The self-action also
leads to the formation of stable wave packets
(Schrödinger solitons), the appearance of which is
related to a balance between the medium nonlinearity
and dispersion [6, 7]. The self-compression takes place
in the case of an anomalous effective dispersion (Df < 0)

under the condition that Ln < LD = /|Df |. If dispersive
expansion of the pulse is fully compensated by the self-
compression (which takes place for Ln = LD), we
observe the formation of a solitonlike pulse with a dura-
tion of τp and an energy density of Ws = |Df |/γτp. Note
that the wave packet propagating in the waveguide is
not a soliton in the strict sense because the system of
equations (1) cannot be integrated in the general case.
This wave packet is essentially a pulse with a periodi-
cally varying duration (oscillating about τp), rather than
a soliton as such. 

It is important to note that the self-compressed wave
packet can travel, retaining its average duration, over
distances significantly exceeding the mode interaction
length (for the TCOWG studied, this length is Lσ ≅
1 mm). If the energy density W0 = I0τ0 introduced into
the waveguide is smaller than Ws , the pulse exhibits
expansion, while for W0 > Ws , the pulse is self-com-
pressed. In the latter case, which is of practical interest
in applications, the degree of self-compression can be
estimated as

(9)

4. For an arbitrary initial excitation of the system
studied, an expression for the pulse duration can be
obtained with the aid of the variation method used in
[9–11] to analyze like systems of equations of type
analogous to Eqs. (5). Not dwelling on the details of
this method, we present the final expression for the
duration of a solitonlike pulse: τs ≅  Def /γefI0τ0, where
Def and γef are the effective dispersion and nonlinearity
parameters given by the formulas

(10)

In this case, a nonlinear self-compression regime takes

place under the condition that Def(γefI0 + 2Def/ ) < 0.
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Taking into account that Def < 0, the energy threshold

for nonlinear self-compression is I0 = 2Def/γef . A
numerical estimate for µ can be obtained from the rela-
tion |µ| ≅  2π/ω0, where ω0 is the central frequency of the
pulse entering into the TCOWG [8]. Since the working
frequency range is ω0 ≅  (1–4) × 1015 s–1 and σ = 102–
104 m–1, the contribution to the dispersion parameter
related to the dispersion of the mode coupling coeffi-
cient falls within µ2|σ| ≅  (10–28–10–25)2ψ/(1 + ψ2) s2/m. 

These estimates are indicative of a rather strong
influence of dispersion of the coupling coefficient on
the effective dispersion of wave packets in the
TCOWG. Therefore, this factor plays an important role
in determining the pulse dynamics in such OWGs. In
particular, by selecting the central frequency ω0 and the
waveguide excitation conditions, it is possible to
decrease the effective dispersion to a level of |Def | ≅
10−29–10–28 s2/m. This, in turn, allows the initial pulse
intensity necessary for the self-compression to be
decreased to I0 ≅  105 W/m2 (which is one to three orders
of magnitude lower as compared to the threshold inten-
sity typical of single-mode quartz waveguides [6]).

The properties of TCOWGs described above show
good prospects for the creation of miniature optical
compressors. Indeed, upon introducing a pulse with a
duration of τ0 = 10–13 s and an intensity of I0 =
1011 W/m2 into such a waveguide with the parameters
γef ≅  10–9 m/W and Def ≅  –10–26 s2/m, we obtain a com-
pressed pulse of extremely short width τs ≅  10–15 s after

a distance as small as ls ≅   ≅  0.1 m.

τ0
2

τ0
2/ Def γef I0
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Even more impressive results can be expected from
TCOWGs based on InSb crystals, as they possess a
nonlinearity parameter four times greater than that of
GaAs. This factor, together with effective control of the
OWG dispersion, allow the energy threshold for non-
linear self-compression of pulses to be reduced to an
extremely low level, I0 ≅  10 W/m2.
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Abstract—The stability of the Townsend discharge with respect to transverse perturbations on the right-hand
branch of the Paschen curve is studied. An expression for the instability increment is obtained which allows the
characteristic pinching time of a subnormal discharge under various conditions to be determined. © 2002 MAIK
“Nauka/Interperiodica”.
The Townsend (spatially homogeneous) discharge
at small overvoltages can be realized for large values of
the parameter pL, where p is the pressure and L is the
interelectrode distance [1]. This allows a homogeneous
glow discharge to be obtained at pressures up to atmo-
spheric, which is of importance for various applica-
tions. The most promising field of such applications is
related to the dc barrier discharge (DBD) between elec-
trodes one or both of which are coated with insulators.
At present, extensive research is being aimed at estab-
lishing the optimum conditions for obtaining homoge-
neous DBDs in various gases and various discharge gap
geometries (see, e.g., [2–4]). From this standpoint, a
most unfavorable factor is the development of instabil-
ities leading to a loss of discharge homogeneity in the
transverse direction (across the current).

The passage of the discharge current involves the
formation of a space charge and the distortion of a
potential distribution. As a result, the current–voltage
characteristic of such a subnormal discharge on the
right-hand branch of the Paschen curve decays, because
the discharge operation requires a lower voltage as
compared to that necessary for the discharge initiation
(breakdown) [1,10]. Under these conditions, transverse
instabilities can develop even at very low discharge cur-
rent densities (see, e.g., [5–8]). Experiments show that,
depending on the discharge conditions, the develop-
ment of transverse instabilities can lead both to a spa-
tially inhomogeneous stationary discharge and to an
oscillatory regime accompanied by relaxation or almost
sinusoidal oscillations of the whole discharge [5, 7, 9].

We obtained an expression for the instability incre-
ment of a subnormal Townsend discharge with respect
to transverse perturbations, which allows the character-
istic pinching time of this discharge to be estimated
under various conditions.
1063-7850/02/2812- $22.00 © 21036
For the ion-induced electron emission mechanism,
the time of development of the transverse instabilities is
determined by the drift of ions from anode to cathode,
τi = L/Vi [11], while the corresponding electron flight
time L/Ve ! τi can be considered negligibly small.
Then, the ion current density on the cathode at a time
instant t is

ji(z = 0, t) = (z)je(z, t – z/Vi)dz.

Using the standard Townsend condition on the cath-
ode, we obtain an equation for this quantity,

(1)

where α and γ are the first and second Townsend coef-
ficients. For γ ! 1, we have αL @ 1 and, hence, the
majority of ions form at the anode. Therefore, the term
ji(z = 0, t – τi) can be factored out of integral (1). After
some transformations, we obtain the following condi-
tion for a stationary discharge:

(2)

In order to take into account the space charge, which
appears even at a small discharge current, let us con-
sider a small field perturbation δE induced by this fac-

α
0

L∫

ji z 0= t,( ) α z( )γ ji z 0= t z/Vi–,( )
0

L

∫=

× α E z'( )( ) z'd

0

z

∫ 
 
 

dz,exp

ji z 0= t τ i+,( ) γ ji z 0= t,( )=

× α E( ) zd

0

L

∫ 
 
 

exp 1– .
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tor. This perturbation will primarily influence the ion-
ization coefficient α(E/p): on the right-hand branch of
the Paschen curve, this coefficient sharply depends on
the field strength and can be conveniently represented as

(3)

where E0 = Ubr/L is the breakdown field strength and
Ubr is the breakdown (discharge initiation) voltage.

Under the conditions studied, the ion density ni =
ji/(eVi) = ji/(ebiE) can be considered homogeneous
(everywhere except for in a small region ~1/α near the
anode) and significantly greater than the electron den-
sity (the latter can be ignored). Then, the Poisson equa-
tion takes the form d(δE)/dz = 4πeni and leads to the
following linear field profile:

(4)

Using Eq. (4) and taking into account condition (2), we
obtain an equation determining the unperturbed value
of δE0 = δU/L:

(5)

Since the condition of self-sustained discharge upon
breakdown is α0L = ln(1 + 1/γ), we can use Eq. (4) to
determine a decrease in the working discharge voltage as
compared to the breakdown value, that is, to describe the
current–voltage characteristic of the Townsend discharge
with allowance for a small field perturbation [12]:

(6)

For the relation j = ebiEni, this expression yields a par-
abolic current–voltage characteristic originally pre-
sented in [13]:

(7)

Using the usual approximation

(8)

we obtain α' = αBp/E2 and α'' = α'(Bp/E – 2)/E. For the
right-hand branch of the Paschen curve (Bp/E > 2),
Eqs. (6) and (7) yield a descending current–voltage
characteristic known to be unstable with respect to fluc-
tuations.

α E( ) α0 α' E0( )δE α'' E0( ) δE( )2/2,+ +=

δE z( ) δU/L 4πeni z L/2–( )–=

=  δU/L 4πe ji z L/2–( ) biE0( ).–

α E( ) zd

0

L

∫ α0L α'δU 2α''L πeniL( )2/3+ +=

=  1 1/γ+( ).ln

δU 2α''L πeniL( )2
/3α'.=

δU Ubr U– 2π2α'' j2L3/3α'.= =

α pA Bp/E–( ),exp=
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Let us study condition (2) with respect to two-
dimensional perturbations of the type

(9)

where δE0 is determined according to Eq. (4) and ni =

/ebiE0. Taking into account that the voltage variation
δU is independent of the transverse coordinate and
using Eq. (4), we obtain

(10)

The number of multiplications can be described as

(11)

For small δE0, we can use the expansion

(12)

The integral in the right-hand part of this expansion can
be calculated, using Eqs. (4) and (10), as

(13)

Substituting (t + τi) – (t) ≈ τi(d /dt), we eventu-
ally obtain the following relation from Eq. (1):

(14)

According to Eq. (14), the characteristic time of insta-
bility development

(15)

is determined by the ion drift time and increases with
decreasing interelectrode distance L. Formula (15) can
be rewritten using conventional variables pL, j/p2, and
α/p. Using the approximation (8), the relation α'' =

ji t y,( ) ji
0 j̃i z( ) Ωt iky+( ),exp+=

δE δE0 δẼ z( ) Ωt iky+( ),exp+=

ji
0

δẼ z( ) 4πe j̃i z( ) L/2 z–( )/ebiE0.=

α E( ) zd

0

L

∫ α0L α'δU+=

+ α'' δE0
2 z( )/2 δE0 z( )δẼ z( )+( ) z.d

0

L

∫

α'' δE0δẼ zd

0

L

∫ 
 
 

exp 1 α'' δE0δẼ z.d

0

L

∫+≈

δE0δẼ zd

0

L

∫ L3

12
------ 4π( )2

biE0( )2
----------------- ji

0 j̃i.=

j̃i j̃i j̃i

d j̃i

dt
------- α''

L3

12
------

4πe ji
0( )2

τ i biE0( )2
--------------------- j̃ Ωi j̃i.= =

τ sn 1/Ωi
12

4πeni( )2α''L3
---------------------------------τ i

3biE0

4α'' πL ji
0( )2

----------------------------= = =
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α(Bp)2/E4, and the self-sustained discharge condition in
the form of αL ≈ ln(1 + 1/γ), we obtain a relationship
between the discharge parameters in the form of a scal-
ing relation:

(16)

Thus, even a small inhomogeneity of the field
related to the space charge leads to a decaying current–
voltage characteristic (Eq. (7)) and, hence, to instability
of the Townsend discharge. The farther the working
value of pL on the right-hand branch of the Paschen
curve, the smaller the field distortion by the space
charge (and the smaller the discharge current) sufficient
for the onset of instability development. The detailed
scenario of instability development depends on the
external circuit characteristics, discharge gap geometry,
and the cathode material. The instability development
leads to pinching of the discharge and the establishment
of a normal current density at which the discharge
occupies only part of the cathode surface [10]. Eventu-
ally, a discharge with an average current density of
j < jn separates into columns, in which the current den-
sity is close to jn (which can be several time greater
than j) and current-free regions. Besides pinching, a
discharge can also feature the development of instabil-
ities leading to oscillations of the total discharge cur-
rent and voltage [5, 7]. It was shown in [5] that this
takes place provided at least one of the following con-
ditions holds: R < Rd , Ωi > 1/(RC), where R and C are
the resistance and capacitance of the discharge–exter-
nal circuit system and Rd is the differential resistance of
the discharge.

Development of the aforementioned instability is
hindered by the electron avalanche spreading in the
transverse direction. Since this process is determined
by the free diffusion of electrons, it might seem that
the corresponding large damping factor could sup-
press the instability development. However, it was
demonstrated in [7] that the effective damping is small.
During a short time of about L/(beE), the avalanche
propagating from cathode to anode spreads over a dis-

tance of ∆y ≈ . This process is repeated
after a relatively long period of time τi = L/Vi required
for ions generated by the avalanche (mostly at the
anode) to drift back to the cathode. In other words,
although the multiplication period is τi + L/(beE), the
diffusion (smearing) takes place only within a small
(“electron”) part of this process. Since random walk
corresponds to adding of the squared displacements,
the resulting smearing for the time period t @ τi is y2 =

τ sn

3 bi p( )
4π2

----------------
E0/ pB( )2

α / p( )
----------------------

E0/ p( )3

ji
0/ p2( )2

------------------- 1

pL( )2 p
-----------------=

≈ 3

4π2
--------

Ubr/ pBL( )2

1/γ 1+( )ln
----------------------------

Ubr/ pL( )3

ji
0/ p

2( )
2

------------------------
bi p( )
pL( )p

---------------.

TeL( )/ eE( )
TE
(∆y)2t/τi = biTet. This corresponds to diffusion with an
effective coefficient Da = biTe on the order of the ambi-
polar diffusion coefficient, although plasma is still not
formed in the bulk. The corresponding decrement is
Dak2. Since the increment Ωi in Eqs. (14)–(16) is inde-
pendent of the wavenumber, the most dangerous are
perturbations with minimum k values determined by
the cathode size R. These perturbations correspond to a
decrement on the order of Da/R2, which is usually
smaller than the increment Ωi of the instability develop-
ment. This result reflects the well-known fact (see,
e.g. [11]) that a homogeneous development of the
Townsend discharge on the right-hand branch of the
Paschen curve can be realized only provided the break-
down voltage is applied to the gap for a period of time
shorter than τsn given by formulas (15) and (16). This is
usually achieved with the aid of a pulsed (sinusoidal)
voltage source and electrodes of a special design made
of selected materials. It is also believed (see, e.g. [2–4])
that insulator-coated electrodes charged by incident
electrons favor improved discharge operation charac-
teristics and facilitate the formation of self-sustained
homogeneous high-pressure discharge.

Thus, the duration of operation of a homogeneous
Townsend discharge in a subnormal regime is limited
by the development of transverse instabilities leading to
the formation of a cathode layer and a normal current
density. The appearance of the cathode layer formally
corresponds to a transition to the point of minimum on
the Paschen curve and to “switching off” the exponen-
tial dependence of α(E/p) [10]. Under these conditions,
nonlocal ionization in the weak field region becomes
significant and the Townsend ionization coefficient
α(E/p) determined by the local field strength is no
longer applicable.

As demonstrated in [14], a necessary condition for
stable streamer propagation is that the maximum field
strength at the front be on the order of the value at the
bending point of the α(E/p) function, which implies
that the field at the streamer head must also correspond
to the condition of a transition to nonlocal ionization.
This circumstance gives us ground to believe that the
instability considered above is directly related to the
conditions of a transition from avalanche to streamer.
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Abstract—The problem of restoration of the thickness, dielectric permittivity, and surface density of an
adsorption layer on the surface of a channel optical waveguide is analytically solved. All properties of the
waveguide in the solution are described by a single coefficient, which can be readily determined in experiment.
© 2002 MAIK “Nauka/Interperiodica”.
Measurement of the concentrations of impurities in
gaseous or liquid media with the aid of integral optical
sensors of the interference type and adjustment of the
working points of directional couplers, modulators, and
other spectral elements frequently encounter the prob-
lem of restoring the parameters (dielectric permittivity
εf , thickness df , and surface density Γf [1]) of a submi-
cron adsorption layer (adlayer) existing on the surface of
a channeled optical waveguide (OWG) [2–5]. However,
this problem has not yet been solved on a satisfactory
level. At the same time, the results of analogous investi-
gations performed for planar waveguides [1, 5–8] sug-
gest that the data on εf , df , and Γf for the aforemen-
tioned channel waveguides can be restored from exper-
imentally measured dependences of the type β = β(df ),
where β is a waveguide mode propagation constant.

Here, we report on an investigation of the asymp-
totic behavior of the mode characteristics of a
waveguide structure comprising a channel optical
waveguide (OWG) possessing an arbitrary permittivity
profile and an adsorption layer on the waveguide sur-
face. It will be demonstrated that the εf , df , and Γf val-
ues can be restored via experimentally measurable
increments ∆β = β(df ) – β(0) for quasi-TE and quasi-
TM modes. All properties of the waveguide in the solu-
tion are described by a single coefficient, which can be
readily determined in preliminary experiments.

Consider the structure schematically depicted in the
figure. The dielectric permittivity of this structure can
be represented as

(1)

where f(ξ, η) is a function describing the channel OWG
profile, ξ = xw–1, η = yw–1, w is a scaling factor charac-
terizing the transverse waveguide dimensions, and εs,

ε εs ∆εf ξ η,( ) y 0<( ),+=

ε ε f 0 y d f< <( ), ε εc y d f>( ),= =
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εc , εf , and ∆ε are real constants. The channel OWGs
usually belong to weakly directing ones [9], which
implies that

(2)

Using conditions (2), it is possible to construct solu-
tions for the Maxwell equations in the form of asymp-
totic expansions of the Poincaré type:

(3)

(4)

where Hj ( j = x, y) are the transverse magnetic field

components of a given mode, δ = (k0w)–1, b = ( β2 –
εs)(∆ε)–1, and k0 is the wavenumber of vacuum.

Realization of the corresponding procedure for V =
δ−1(∆ε)0.5 = const in the zero approximation leads to a

εs εc, ∆εεs
1–

 ! 1, ∆ε εs εc–( ) 1–
 ! 1.>

H j δmH j
m( ),

m 0=

∞

∑=

b δmbm,
m 0=

∞

∑=

k0
2–

df

d

w

y

x εf

εc

εs1

2

0

A schematic diagram of the structure studied: (1) wave-
guide; (2) adlayer.
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scalar waveguide problem [10]:

(5)

where u =  or . By considering a higher approx-
imation (see [10]), it is possible to separate all modes

into two types, Hx (  ≡ 0) and Hy (  ≡ 0), for
which

(6)

(7)

where kc = , kf = ,  = k0df . Taking

into account the condition  ! 1 (usually valid for
real adlayers) and using Eqs (4), (6), and (7), we obtain

(8)

Here, ∆βx and ∆βy are readily measurable (see [3])
increments of ∆β for the Hx and Hy modes, respectively;
R = (∆ε)1.5U; dεc/dc is the value known for many gases
and liquids; and c is the adlayer concentration [1].

Expressions (8) present an analytical solution to the
inverse problem under consideration. This solution is
much simpler than those reported previously [3, 8]
(obtained within the framework of a planar waveguide).
An important feature of our solution is that the depen-
dence of the restored quantities εf , df , and Γf on the
channel waveguide parameters is described by a single
coefficient R. In principle, the R value can be calculated
even after solving problem (5). However, this solution
implies knowledge of the waveguide permittivity pro-
file. Since experimental determination of the parame-
ters of a real channel waveguide is a separate, and rather
difficult, problem [11], it would be expedient to mea-
sure the R value rather than calculate this coefficient.
The measurement can be taken based on our recent
results [10], according to which this quantity for a

∂2u

∂ξ2
-------- ∂2u

∂η2
--------- V2 f b0–( )u+ + 0, u( )η 0= 0,≡=

u
ξ2 η2+ ∞→

lim 0,=

Hx
0 Hy

0

Hy
0( ) Hx

0( )

b1 ε f εs
1– k f

1–=

×
k f d f( )cosh kck f

1– ε f εc
1–( ) k f d f( )sinh+

k f d f( )sinh kck f
1– ε f εc

1–( ) k f d f( )cosh+
------------------------------------------------------------------------------------------VU

Hy
0( ) 0≡( ),

b1 = k f
1– k f d f( )cosh kck f

1– k f d f( )sinh+

k f d f( )sinh kck f
1– k f d f( )cosh+

-----------------------------------------------------------------------VU Hx
0( ) 0≡( ),

U V 3– ∂u
∂η
------ 

 
η 0–=

2

ξ u2 ξd ηd

∞–

0

∫
∞–

∞

∫ 
 
 

1–

,d

∞–

∞

∫=

εs εc– εs ε f– d f

d f

ε f

εcεs∆βy

εs∆βx kc
2∆βy–

----------------------------------, d f

2kc
2 εs∆βy

k0
2 ε f εc–( )R

-----------------------------,= =

Γ f

2kc
2 εs∆βy

k0
2R

---------------------------
dεc

dc
-------- 

 
1–
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channel waveguide without an adsorption layer can be
expressed as

(9)

The right-hand part in Eq. (9) can be estimated by mea-

suring the difference  = βy(εc + ∆εc) – βy(εc) at a
sufficiently small increment of ∆εc and by approxi-

mately taking ∂βy/∂εc = /∆εc. Such measurements
can be readily performed with the aid of immersion liq-
uids with known εc values [12]. Thus, the parameters of
an adlayer on the surface of a channel OWG can be
restored, based on Eqs. (8), from measurements of the
increments of the propagation constants for the quasi-
TE and quasi-TM modes provided the coefficient R is
preliminarily determined.

Now, we will verify the above restoration scheme by
determining the parameters of an adlayer of protein
deposited onto the surface of a single-mode ion-
exchange channel OWG in glass. For this purpose, we
will use a computational experiment aimed at calculat-
ing the mode propagation constants βj(0) (j = x, y) and
βj(df ) characterizing the channel OWG without and
with an adlayer, respectively. The calculation was con-
ducted using a more accurate (as compared to the
asymptotic procedure) method of variational separation
of variables [13].

Consider a waveguide structure with the parameters
εs = 2.296, ∆ε = 0.024 [14], and εc = 1.777 at λ0 =
632.8 nm. For the permittivity profile of the ion-
exchange channel OWG in glass, we use the model [14]

(10)

where F = wd–1 and d is the parameter characterizing
the waveguide thickness (see figure). Taking F = 1, V =
5.8 (for which the channel waveguide is single-mode),
and dεc/dc = 0.501 ml/g, εf = 2.062, df = 6 nm, and Γf =
341 ng/cm2 (the latter values correspond to an adlayer
of human immunoglobulin [1]). Using the restoration
procedures described above, we obtain R = 4.47 × 10–4

(for ∆εc = 0.1), df = 5.83 nm, εf = 2.067, and Γf =
336.78 ng/cm2. These values of the adlayer parameters
correspond to the relative errors

which are related to the linear approximations
employed in the dependences of b(δ) and b1( ) and

the finite differences ∆  and ∆εc used in determining
R by formula (9). These values of uncertainty indicate
that the proposed approach is acceptable.

R 4 εskc
3k0

1– ∂βy/∂εc.=

∆βy

∆βy

f ξ η,( ) ξ2–( )erfc ηF( ),exp=

δε f ε f εc– 1– 0.016, δd f d f
1– 0.028,= =

δΓ f Γ f
1– 0.012,=

d f

βy
02



1042 PRIMAK, SOTSKAYA
REFERENCES

1. Ph. M. Nellen and W. Lukosz, Biosens. Bioelectron. 6,
517 (1991).

2. M. Tabib-Azar and G. Behelm, Opt. Eng. 36 (5), 1307
(1997).

3. B. J. Luff, S. Wilkinson, J. Pichler, et al., J. Lightwave
Technol. 16 (4), 583 (1998).

4. H. Haga and S. Yamamoto, J. Lightwave Technol. 6 (6),
1024 (1988).

5. R. B. Charters, S. E. Staines, and R. P. Tatam, Opt. Lett.
19 (23), 2036 (1994).

6. K. Tiefenthaler and W. Kukosz, J. Opt. Soc. Am. B 6 (2),
209 (1989).

7. W. Lukosz, Sens. Actuators B 29, 37 (1995).
TE
8. I. U. Primak and A. B. Sotskiœ, Dokl. Akad. Nauk
Belarusi 42 (2), 69 (1998).

9. L. D. Hutcheson, Integrated Optical Circuits and Com-
ponents (Marcel Dekker, New York, 1987).

10. A. B. Sotskiœ, I. U. Primak, and L. I. Sotskaya, Zh. Prikl.
Spektrosk. 67 (3), 390 (2000).

11. S. J. Hosain, J. P. Meunier, E. Bourillot, et al., Fiber
Integr. Opt. 14 (1), 89 (1995).

12. V. I. Borisov and A. I. Voitenkov, Zh. Tekh. Fiz. 51 (8),
1668 (1981) [Sov. Phys. Tech. Phys. 26, 958 (1981)].

13. A. B. Sotskiœ, L. I. Sotskaya, and Yu. D. Stolyarov, Izv.
Vyssh. Uchebn. Zaved., Radiofiz. 30, 1470 (1987).

14. M. N. Weiss and R. Srivastava, Appl. Opt. 34 (3), 455
(1995).

Translated by P. Pozdeev
CHNICAL PHYSICS LETTERS      Vol. 28      No. 12      2002



  

Technical Physics Letters, Vol. 28, No. 12, 2002, pp. 1043–1045. Translated from Pis’ma v Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 28, No. 24, 2002, pp. 48–52.
Original Russian Text Copyright © 2002 by Korepanov, Lisitsyn, Oleshko, Tsypilev.

                                         
Pulsed Cathodoluminescence of Heavy Metal Azides
V. I. Korepanov, V. M. Lisitsyn, 
V. I. Oleshko, and V. P. Tsypilev

Tomsk Polytechnical University, Tomsk, Russia
e-mail: korepan@iit.b10.tpu.edu.ru

Received May 14, 2002; in final form, July 15, 2002

Abstract—The first results of an investigation into the spectral and kinetic characteristics of a pulsed cathod-
oluminescence from polycrystalline heavy metal azides at an excitation level below the explosion initiation
threshold are presented. It is established that the emission from AgN3, PbN6, and TlN3 at 300 K measured in
the interval of quantum energies from 1.5 to 3.5 eV represents weakly structured broad bands limited by the
fundamental absorption edge of each material, with a characteristic decay time of τ < 20 ns. At 30 K, TlN3
exhibits luminescence in the interval from 1.5 to 2.5 eV with a maximum at 1.85 eV decaying on a micro-
second time scale. The temperature dependence of the spectral and kinetic parameters of emission was studied.
© 2002 MAIK “Nauka/Interperiodica”.
Heavy metal azides (HMAs) represent explosive
initiators and serve as model objects for investigating
the mechanisms of the explosion decomposition of
such substances. With respect to the electron structure,
HMAs belong to semiconductors with a bandgap width
of about 3.5 eV and, hence, admit the excitation of vis-
ible luminescence. To date, considerable experimental
material has been gained on the so-called explosion
emission from HMAs. The explosion emission takes
place at a level of electron or laser excitation above the
explosion initiation (detonation) threshold and is
detected with a certain delay relative to the excitation
pulse [1, 2]. Information available on the stationary
photo- and thermostimulated luminescence of HMAs
excited below the detonation threshold is rather
restricted [3, 4].

Evidently, development of the models of initiation
of the explosion decomposition process requires eluci-
dating the primary processes occurring in HMAs under
electron or laser excitation conditions. A valuable
source of data about these processes is offered by the
luminescence excited by nanosecond electron pulses
with an energy per pulse below the explosion initiation
threshold. Despite the obvious need for these data, no
such investigations have been reported to the best of our
knowledge.

In this context, the aim of our experiments was to
detect and study the pulsed cathodoluminescence from
heavy metal azides excited by a high-current electron
beam with an energy density below the explosion initi-
ation threshold. The objects for investigation were pow-
dered azides of silver (AgN3), lead (PbN6), and thal-
lium (TlN3). The compounds were synthesized by
1063-7850/02/2812- $22.00 © 21043
method of double stream crystallization [5]. The sam-
ples were prepared by pressing powders into disks at a
pressure of 106 Pa with a diameter of 5 mm and a thick-
ness of 200–300 µm.

The spectra were excited by a pulsed high-current
electron accelerator operating at an average electron
energy of 300 keV, a pulse duration of ~20 ns, and an
energy density per pulse of 0.01–0.03 J/cm2. The lumi-
nescence was analyzed using an MDR-23 monochro-
mator and detected by a FEU-118 photoelectron mul-
tiplier connected to a C8-14 storage oscillograph. The
time resolution of the setup was ~10 ns, and the spec-
tral resolution was ~0.02 and ~0.01 eV in the short-
wave and longwave range, respectively. The emission
spectra were normalized taking into account the spec-
tral sensitivity of the optical channel of the spectrome-
ter. The pulsed spectrometer is described in more detail
elsewhere [6]. The samples were mounted in a crystal
holder of a vacuum cryostat with a residual gas pres-
sure of about 10−3 Pa.

Figure 1 shows typical room-temperature cathod-
oluminescence spectra of AgN3, PbN6, and TlN3 mea-
sured at a maximum of the emission pulse. In the spec-
tral range studied, the pulsed emission from all the
studied azides represents wide weakly structured
bands limited by a fundamental absorption edge on the
shortwave side (see the data for HMAs in [7]). It was
established that the luminescence decay time for all
samples in the temperature range from 30 to 300 K
does not exceed the excitation pulse duration (≤20 ns).
According to the preliminary estimates, the energy
yield of luminescence from all HMAs is relatively low.
Under otherwise equal excitation conditions, a maxi-
002 MAIK “Nauka/Interperiodica”
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mum emission intensity was observed for thallium
azide.

The samples of thallium azide measured at temper-
atures below 60 K exhibited an additional slowly
decaying emission in the form of two overlapping
bands with a common maximum at E = 1.85 eV (Fig. 2,
curve 2), the amplitude of which (but not the integral
energy emitted) was about ten times lower as compared
to that of the fast pulsed cathodoluminescence
response. The emission decay kinetics at the maximum
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Fig. 1. Typical pulsed cathodoluminescence spectra of
heavy metal azides measured at 300 K.
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Fig. 2. The spectra of pulsed cathodoluminescence of TlN3
measured at 30 K, showing the components decaying on the
(1) nanosecond and (2) microsecond scale.
TE
of this band measured at 30 K could be described by a
sum of two exponents with characteristic decay times
of τ1 = 5 µs and τ2 = 50 µs. The shape of the band mea-
sured at 30 K does not change with time in the course
of the emission intensity decay. As can be seen from a
comparison of the spectra of TlN3 depicted in Figs. 1
and 2, the shape of the fast cathodoluminescence com-
ponent depends on the excited sample temperature.
While the intensity of this component (peaking at
2.7 eV) remains virtually unchanged over the broad
temperature range (30–300 K) studied, the intensity of
emission in the interval from 1.5 to 2.5 eV is signifi-
cantly depressed when the temperature decreases
from 60 to 30 K. For the same change in the tempera-
ture, the intensity of the slow emission component
(peaking at 1.85 eV) in the spectrum of TlN3 increases
by a factor of about ten.

Thus, the samples of HMAs studied exhibit the
cathodoluminescence properties typical of solids with
sufficiently large bandgaps. For electron beam excita-
tion at energies below the detonation threshold, these
compounds behave much like the representatives of
semiconducting and insulating materials, in which
irradiation leads to the effective production of elec-
tron–hole pairs, followed by their partial radiative
recombination. Many of these materials also exhibit a
wideband fast pulsed cathodoluminescence with a
relatively low energy yield [8]. This emission is usu-
ally attributed to interband transitions. The spectrum
is limited only by the fundamental absorption edge of
a crystal, the emission characteristics are independent
of the sample temperature, and the luminescence
decay time is on the order of several picoseconds.

Since the spectrum of the fast emission component
observed for a pulsed electron beam excitation of TlN3

clearly depends on the temperature (Figs. 1, 2), it would
be expedient to interpret this emission as a lumines-
cence of some other kind. In this case, the excitation
can lead to the creation of short-lived radiolysis prod-
ucts, followed by recombination of the geminate elec-
tron–hole pairs in the course of recharge of the radia-
tion-induced radicals of both intrinsic and impurity (or
near-impurity) types. A high initial defect density in
HMAs makes the formation of a large number of vari-
ous electron excitations possible, which accounts for
the wideband emission. Indirect evidence is provided
by the results of the investigation of photoconductivity
in AgN3 performed in [3], the spectral dependence of
which shows a clear correlation with the luminescence
spectrum observed in our experiments. However, eluci-
dation of the nature of both fast and slow (low-temper-
ature) luminescence components requires additional
investigation.
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Effect of Film Thickness in the Submicron Range
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Abstract—The thermal stability of polymer films with thicknesses in the submicron range was studied for a
composition of polystyrene (PS) chemically bound (grafted) to fullerene C60. It is shown that the thermal sta-
bility of PS–fullerene (PSF) films depends on their thickness δ. For δ > 10 nm, there appears an additional low-
temperature thermal degradation stage, in which the rate of polymer decomposition increases proportionally to
the film thickness. The energy parameters of both stages in the thermal degradation kinetics are determined. A
decrease in the thermal stability of PSF films is explained by the chemical activity of radicals formed in the
initial stage of thermal decomposition of the PSF macromolecules. It is concluded that this effect is indicative
of an excessive film thickness and can serve as a probe for the critical film thickness and its inhomogeneity in
a submicron range. © 2002 MAIK “Nauka/Interperiodica”.
Films with dimensions on a nanometer scale attract
special attention and are widely employed in modern
and advanced technologies. Quasi-two-dimensional
polymer films possess special properties not inherent in
bulk polymers [1, 2]. This study continues our investi-
gations into the effect of fullerene C60 on the thermal
stability of polymer–fullerene compositions.

Previously [3–5], we demonstrated that the thermal
stability of a polystyrene grafted onto fullerene (PSF)
significantly decreases as compared to that of pure
polystyrene (PS), which is manifested by the thermal
degradation temperature in the former case being
~100 K lower than that in the latter case. However, the
rates of the low-temperature degradation of PSF (the
process responsible for a decreased thermal stability of
the polymer) reported by various researchers exhibit a
considerable scatter [4, 5]. At the same time, analysis of
the available data indicates that there is ongoing exten-
sive investigation into the polymer–fullerene systems
[6, 7], including PSF [6].

Our subsequent investigations of the properties of
ultrathin films of various polymer–fullerene composi-
tions showed, first for an amylacrylate–amylmethacry-
late copolymer [8] and now for PSF, that a factor deter-
mining variations in the thermal stability of nanodi-
mensional (10–1000 nm) polymer films is the material
thickness. It was suggested [8] that the effect of the film
thickness is related to the chemical activity of radicals
formed in the initial stage of thermal degradation of the
polymer. The results of investigations of the PSF films
have allowed us, on the one hand, to understand the rea-
1063-7850/02/2812- $22.00 © 21046
sons for the aforementioned discrepancies [4, 5] and,
on the other hand, to find certain common features in
the thermal stability of fullerene-containing polymer
films in the range of submicron thicknesses.

This study was performed with the same PSF com-
position as that used previously [3–5], the structure of
which comprises six arms of low-molecular-weight PS
macromolecules chemically grafted onto C60 ((PS)6–
C60) [5]. Thin PSF films of a required thickness were
prepared using a dilute solution of this composition in
toluene. A certain amount of this solution was applied
to an oxidized tantalum substrate provided with a
heater and a thermocouple. The substrate with the
applied sample was placed into the vacuum chamber of
a mass spectrometer (of the MX-1320 type) and heated
at a rate of 3 K/s. The average thickness δ of a dry film
was calculated using the known values of the volume,
area, and concentration of a solution applied to a sub-
strate.

The thermal degradation kinetics in PSF films was
studied by measuring the temperature dependence of
the intensity of selected peaks (104 D, styrene mono-
mer; 720 D, fullerene) in the mass spectra of samples.
The peak height in the mass spectrum is proportional to
the rate of production of styrene monomers (dNSt/dt)
and fullerene molecules (dNC60/dt).

Figure 1 (curves a–c) shows the temperature depen-
dence of dNSt/dt for PSF films of various thicknesses
(δ = 2.3, 23, 46 nm). As can be seen, the rate of material
degradation in the low-temperature stage increases in
proportion to the film thickness. Indeed, only a weak
“shoulder” is observed on the low- temperature branch
002 MAIK “Nauka/Interperiodica”
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of the main degradation profile (Fig. 1, curve a), with a
peak at Tmax = 410 ± 5°C, for the film with δ = 2.3 nm.
In the curves for δ = 23 and 46 nm, the shoulder evolves

into an intense, well-resolved kinetic peak at  =
325 ± 5°C, which can even exceed the main peak height
(Fig. 1, curve c). The activation energy of the PSF deg-
radation process, as determined from the temperature
dependence of dNSt/dt in the initial stage (below 300°C)
amounts to 123 kJ/mol.

Figure 1 (curve d) also shows the temperature vari-
ation of dNC60/dt for the 46-nm-thick PSF film. As can
be seen, C60 is liberated from the film predominantly in

the initial stage of thermal degradation (  ≅  350°C).
The activation energy of this process (120 kJ/mol) is
close to that determined for styrene monomers.

Figure 2 presents the dNSt/dt profile for a two-layer
PSF–PS system. This film, representing a model object,
was prepared by depositing first a 2.3-nm-thick PSF
film and then (after drying the film) a layer of pure PS
with the same molecular weight (Mn ~ 1400) and a
thickness of 23 nm. As is known [1, 3], pure PS in both
thin and thick films with thicknesses up to 100 nm
exhibits a single-mode character of thermal degrada-
tion with Tmax ≥ 420°C. However, measurements of the
two-layer film revealed a clear intense low-temperature
process with the same Tmax ~ 325°C as above. We
believe that this result is direct evidence of the leading
role of the chemically active products of decomposition
of PSF molecules formed in the initial degradation
stage. Although the nature of the observed radicals has
still not been established, we may suggest that these
products represent free radical species of the C60• or
C60–R• type, since other types of free radicals are
usually present among the degradation products of nor-
mal PS. 

Other interesting results to be noted are (i) the
almost equal and (ii) low activation energies deter-
mined for both styrene and fullerene (123 and
120 kJ/mol) in comparison to the activation energy of
degradation of the bulk PS (230 kJ/mol) [3]. Attributing
the decrease in the activation energy (by ≅ 110 kJ/mol)
to the energy of initiation Ei of the bond breakage event
(without a change in the activation energy of the other
elementary degradation stages—kinetic chain transfer
and termination), we can estimate (by analogy with [9])
the Ei value for the primary broken bonds in PSF. This
yields 130 kJ/mol against Ei ~ 300 kJ/mol for C–C
bonds in the PS backbone.

Thus, a change in the thermal stability of the nanodi-
mensional fullerene-containing polymer films studied
is related to a weak chemical binding of PS to C60. The
formation of free radical species upon decomposition
of (PS)60–C60 macromolecules in the low-temperature
region and their retention in thick films can activate the

T1
max

TC60

max
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degradation of PS molecules in the course of the inter-
molecular kinetic chain transfer reaction. For very thin
(in the limiting case, monomacromolecular) films, the
active radicals leave the film without entering into
intermolecular contacts and, hence, without causing
any decrease in the thermal stability.

Proportionality of the layer thickness to the rate of
the low-temperature thermal degradation allows this
process to be used as a probe for the critical film thick-
ness in other analogous polymer–fullerene composi-
tions. This probe can be used to characterize the degree
of inhomogeneity of the film thickness in the submi-
cron range.
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Abstract—A method for determining the concentration and electron-impact excitation cross section of acti-
vated emission centers in the phosphor layer of a thin-film electroluminescent capacitor structure, based on
measurements of the brightness as a function of the applied alternating voltage amplitude and frequency, is ana-
lyzed. The error of determination of the parameters of electroluminescence excited by alternating-sign ramp
voltage is evaluated. The parameters of electroluminescent structures based on the ZnS:Mn, ZnS:TbF3, and
ZnS:SmF3 films are presented. © 2002 MAIK “Nauka/Interperiodica”.
Both basic investigations of the electrolumines-
cence in thin-film structures and the production of elec-
troluminescent (EL) display elements and devices
requires the development of methods for monitoring
the parameters of emission-active layers in EL thin film
structures. The principal functional characteristics of
such light-emitting devices pumped with an alternating
voltage are given by the dependences of brightness on
the applied voltage amplitude and frequency.

Based on the model of tunneling electron emission
from traps at the phosphor–dielectric interface and
direct impact excitation of the activated emission cen-
ters in a phosphor layer [1], we have obtained the fol-
lowing expression for the brightness B of a thin-film EL
structure as a function of the applied voltage amplitude
VA and frequency f [2]:

(1)

Here, B0 and η0 are the maximum brightness and light

efficiency; k = 4CCD Vth; C, CD, and CL are the
capacitances of the whole EL structure and the dielec-
tric and phosphor layers, respectively; Vth is the thresh-
old voltage of the EL capacitor structure; and W is a
coefficient describing the features of electrolumines-
cence excitation in a given structure. According to this
relationship, by plotting the experimental data in the
1/B versus 1/f or 1/(V – Vth) coordinates, we can deter-
mine the maximum brightness B0 and the maximum
light efficiency η0. These effective characteristics are
determined by the properties of the materials employed
and the design features, while being independent of the
excitation conditions [3].

B
W
B0
----- π

η0kf V V th–( )
---------------------------------+

1–

.=

CL
1–
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In contrast, the quantity W is determined by the fea-
tures of electroluminescence excitation, namely, by the
interaction of accelerated electrons with excited emis-
sion centers [2]:

where j(t) is the current through the phosphor and QT is
the charge carried by this current over the period T of
voltage variation. The value of W, determined by
numerical methods for sufficiently high frequencies, is
W ≈ 1 [2–4].

In order to estimate the accuracy of the approxima-
tion employed, which characterizes a methodological
uncertainty in the electrical measurements involved, we
analytically calculated the coefficient W for electrolu-
minescence excited by an symmetric alternating-sign
ramp signal. In this case, the quasistationary self-
screening in the phosphor upon emission excitation is
characterized by a constant current determined by the
ramp slope: jD = CDdV/dt [4]. Taking into account the
Talbot law, we obtain

where BB and BC are the average values of brightness
for the time periods corresponding to emission buildup
(∆tB) and decay (∆tC), respectively. However, experi-
mental determination of these parameters is extremely
difficult. Taking into account linear variation of the
applied voltage with time and assuming that there are a

W
1

BQT

----------- j t( )B t( ) t,d

0

T

∫=

W
T

2∆tB

-----------
BC∆tC

BB∆tB

--------------- 1+ 
  1–

,=
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linear buildup and exponential decay of the brightness,
the above expression can be transformed to

where τ is the time constant of relaxation of the acti-
vated emission centers.

Figure 1 plots W versus the relative amplitude of
ramp voltage of various frequencies for EL layers of
zinc sulfide doped with manganese (τ = 1.3 ms [5]). As
can be seen, the coefficient W decreases with increasing
frequency. For f ≥ 1.2 kHz, the methodological uncer-
tainty does not exceed 1% for any voltage amplitude.
For the EL layers of ZnS:TbF3 (τ = 0.64 ms) and
ZnS:SmF3 (τ = 0.27 ms) [5], the corresponding mini-
mum frequencies are 2 and 5 kHZ, respectively. Addi-
tional methodological uncertainties can be related to
leaks in the dielectric (in the case of EL excited in
strong electric fields) and to variations in the active cur-
rent level (in the case of EL excited slightly above the
threshold).

W 1
V th

V
------- 4 fτ V

V th
------- 1

4 fτ
--------

V th

V
------- 

 tanh 1– 
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Fig. 1. Plots of the parameter W versus the VA/Vth ratio calcu-
lated for ZnS:Mn phosphor operating at various ramp fre-
quencies f = 1.5 (1), 1 (2), 0.75 (3), 0.5 (4), and 0.25 kHz (5).
TEC
We have experimentally studied the properties of
thin-film EL capacitors using multilayer metal–dielec-
tric–phosphor–dielectric–transparent electrode sys-
tems prepared by vacuum deposition on glass sub-
strates. For the phosphor layer, we used films of zinc
sulfide doped with manganese (0.5 at.%), terbium fluo-
ride (5 at.%), or samarium fluoride (3 at.%) with a
thickness of 1.0–1.5 µm. The dielectric layers were
obtained by depositing solid solutions of zirconium and
yttrium oxides with a thickness of 0.2–0.3 µm [5]. The
sample structures were characterized by measuring
their voltage–brightness characteristics and the fre-
quency dependences of integral brightness for EL
structures excited by a symmetric alternating-sign ramp
signal.

Figure 2 shows typical experimental plots of the
brightness versus excitation voltage amplitude plotted
for various frequencies in the 1/B versus 1/(V – Vth)
coordinates. As seen from these data, the experimental
plots are well approximated by straight lines intersect-
ing at the same point on the ordinate axis. Using these
plots, it is possible to determine the B0 and η0 values.
The uncertainty was determined by the error in the
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2015105
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1/(V–Vth), 10–31/V

2

1

34

Fig. 2. Plots of the inverse brightness 1/B versus inverse
voltage amplitude 1/(V–Vth) for various excitation voltage
frequencies f = 1.5 (1), 1 (2), 0.75 (3), and 0.5 kHz (4).
Parameters of thin-film EL structures based on doped zinc sulfides

Phosphor
Maximum brightness

B0, cd/m2
Maximum light

efficiency η0, lm/W
Concentration of

emission centers N, cm–3
Excitation cross
section σ, cm2

ZnS:Mn 10246 7.6 3.3 × 1018 1.4 × 10–16

ZnS:TbF3 6718 1.4 5.6 × 1017 1.0 × 10–16

ZnS:SmF3 825 0.3 3.6 × 1015 5.4 × 10–16
HNICAL PHYSICS LETTERS      Vol. 28      No. 12      2002



DETERMINATION OF THE PARAMETERS OF PHOSPHOR ACTIVATORS 1051
brightness measurements: for a semiconductor pho-
tometer of the FPCh type employed, this error reached
up to 10%.

Using the maximum brightness and light efficiency
values determined in this way, we calculated the values
of concentration N and the electron-impact excitation
cross section σ of the activated emission centers in the
EL films studied [3]. The results of experimental inves-
tigation of the thin-film EL structures are listed in the
table. Our results agree with the values reported by
other researchers [1] and with the experimental data
determined for analogous structures studied using dif-
ferent methods [5]. 

These experimental data can be used for the investi-
gation of electroluminescence in thin films and for
monitoring the parameters of phosphors and thin-film
EL display devices.
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Abstract—A refined scheme of operation of a system capable of separating a quasineutral mixed ion flux into
components with equal masses of particles is proposed. © 2002 MAIK “Nauka/Interperiodica”.
Introduction. Modern plasma technologies require
the development of methods for the creation of electric
fields of various configurations and orientations in a
plasma. One direction in this research is related to the
wake field acceleration process (involving small times
and giant field strengths); the other direction is plasma
optics dealing with stationary electric fields of rela-
tively small strengths (~100–1000 V/cm). The problem
considered below pertains to a plasma-optical system
(POS). 

The principles of POS operation were formulated by
Morozov in [1] and then developed both theoretically
and experimentally [2, 3]. This research led to the cre-
ation of plasma-optical lenses, recuperators, and
plasma accelerators, including plasma thrusters for
space vehicles [4]. 

The main advantage of plasma-optical systems is
their ability to control high-current quasineutral beams
with the aid of both magnetic and electric fields. In
order to provide for this possibility, it is necessary that
the electric and magnetic fields in the system be every-
where mutually orthogonal (for Te  0); that is [1, 3],

(1)

where γ is the magnetic field line index. Condition (1)
is usually inconsistent with the Laplace equation
(∆Φ = 0) for fields in vacuum. However, there are cases
in which Φ(x) satisfies both condition (1) and the
Laplace equation (∆Φ = 0). Such systems, called tran-
sitive, can be strictly realized when the magnetic field
lines are straight (in axisymmetric systems, these lines
have to be oriented in radial directions). Systems with
planar fields can also be transitive. 

Mass-separating POS. Of special interest among
POSs are the mass separating systems in which a
quasineutral mixed ion flux is separated into compo-
nents with equal masses of particles (provided that all
ions are singly charged). A detailed scheme of such a
device, referred to below as a plasma-optical mass sep-
arator (POMS), was originally given in [2]. This POMS
exhibits three important features (see figure).

Φ Φ γ( ),=
1063-7850/02/2812- $22.00 © 21052
(i) The system is axisymmetric: the fields (E and H)
form a poloidal configuration, electrons drift by closed
azimuthal trajectories, and the ion source is ring-
shaped.

(ii) An azimutator—which is a device with a suffi-
ciently strong radial magnetic field—is placed at the
entrance to the focusing space region. As a result, the
velocity of a particle changes from v0 = (v or, 0, v oz) in
front of this device (where v or ! v oz ≈ v 0) to v1 =

(v or, vθ, v z) where  +  = . Owing to the law of

conservation of momentum rvθ = – ,

(2)

The azimuthal velocity component acquired by a
particle past the azimutator depends (for vθ0 ≈ 0) only
on the mass of the particle.

(iii) Passing the azimutator, the particles enter the
focusing space confined between the two coaxial cylin-
ders to which different potentials are applied. The
resulting electric field, while not influencing the motion
of particles along the Z axis, affects the v z and vθ com-
ponents and is capable of focusing particles in the (r, θ)

plane (over the azimuthal interval of δθ = π/ , as in
the Hughes–Rozhanski energy analyzer). Obviously,
focusing will also take place in the (r, z) coordinates.

In order to create an electric field in the focusing
space in the presence of a quasineutral particle beam, it
is necessary to generate a homogeneous longitudinal
magnetic field that will provide for the validity of condi-
tion (1), that is, to magnetize electrons. For this pur-
pose, it is sufficient to generate a field with a strength
on the order of several dozens of oersteds, which will
virtually not influence the ion flux dynamics. The ring
focus will be situated at a distance

from the azimutator.
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A schematic diagram of the axisymmetric mass separator.
POMS operation refined. Denoting by R0 the azi-
mutator slit radius, we can calculate the electric field at
this radius such that a certain “central” mass M0 will
obey the equilibrium condition

Being displaced in azimuth by π/ , the particles pos-
sessing a “central” mass will exhibit focusing at the
same r = R0. However, the particles with M > M0 and
M < M0 will be focused at r < R0 and r > R0, respec-
tively. For the masses close to M0, the focus shift is

Calculations show that a POMS with properly selected
parameters can provide for a panoramic mass separa-
tion in the range from M ~ 50 to 200 amu in the same
setup. It should be noted that the requirements to the ion
beam at the source output are rather easy to meet.

Estimates. Experiments performed with plasma
accelerators of the plasma thruster type showed that the
ion bean density at the output can be up to ≤1 A/cm2

for M ~ 100 amu and a particle energy of within ~100–
1000 eV. For R ~ 1 m and a beam width of ~1 cm, the

M0v θ0
2

R0
---------------- eE0.=

2

δr R0
δM–( )
M0

----------------, M M0 δM.+= =
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total ion current is ~700 A. With these beam parame-
ters, the total mass (M ~ 100 amu) processed by one
POMS per year will be about 10–15 ton (provided that
the working process is not be adversely influenced by
instabilities).
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Abstract—The effect of fractal-matrix resonators of AIRES type, situated outside the discharge zone, on the
properties of thin (submicron) copper films obtained using magnetron ion sputtering is studied. Using the pro-
posed technique, it is possible to obtain copper films of submicron thickness with local regions representing
self-organized fractal structures. © 2002 MAIK “Nauka/Interperiodica”.
Development of submicron and nanodimensional
technology provides for a permanent decrease in the
dimensions of the elements of electronic devices and
related structural elements. The ideal, which already
seems possible, is the direct atomic assembly of devices
on a substrate by means of a tunneling-probe transfer of
separate atoms or atomic clusters. However, practical
use of the atomic assembly techniques, such as tunnel-
ing-probe transfer, requires prolonged (on the order of
102 h) continuous deposition of about 100 atoms per
second from a point of the tunneling probe device in
order to provide for a compact coverage of an area on
the order of 1 µm2. Therefore, it seems more realistic to
employ “collective” methods capable of processing the
whole substrate (or a considerable part of it).

Of considerable interest in this respect is the obtain-
ing of thin films possessing an ordered structure arising
primarily as a result of initiation of self-organization
processes in the course of layer growth. Using such
ordered structures, it will be possible to obtain elements
of microelectronic devices possessing ultrasmall
dimensions without recourse to the methods of atomic
assembly. There are known methods for obtaining bulk
self-organized structures under the action of external
factors. According to these methods, it is necessary to
provide for a certain intensity of external action to
ensure a transition of the system into a special nonlinear
region called the state far from equilibrium [1]. In this
state, local changes spread over the whole system, thus
initiating the development of long-range correlations.
As a result, the system response to external action
becomes collective and also spreads over the entire vol-
ume [2].

The aforementioned external action can take the
form of a hard energetic factor, such as ion or laser
beams used for the modification of metal surfaces and
1063-7850/02/2812- $22.00 © 21054
the creation of spatially-organized structures [2]. Alter-
natively, the structuring agent can be represented by
microwave [3] or X-ray [4] radiation. The question as
to how a processed system accumulates the required
energy and passes to a coherent behavior requires spe-
cial investigations and can be considered within the
framework of the BIP theory [5].

With a view to provide for the obtainment of self-
organized thin-film structures, we studied the magne-
tron ion deposition of thin (submicron) copper films
onto silicon substrates with the aid of fractal-matrix
resonators of the AIRES type. These devices are based
on a specially synthesized line hologram, with a line
thickness presently on the order of 1.0 µm [6].

The method of magnetron ion sputtering in the stan-
dard regime provides for the obtainment of thin films
that virtually completely cover a substrate and repro-
duce its shape [7]. The experiments were performed on
a magnetron sputtering setup based on a commercial
vacuum stage of the VUP-4 type as modified at the
Department of Electronic and Vacuum Technology of
the St. Petersburg State Electrotechnical University. A
special magnetron sputtering device with a cathode
diameter of 40 mm was mounted on the vacuum cham-
ber lid. A power source provided a voltage of up to 1 kV
and a discharge current of up to 2.5 A. The distance
from the cathode to the substrate was 80 mm. It was
also possible to apply a constant potential to the sub-
strate holder ranging from 0 to ±300 V. The magnetron
device was based on a barium magnet and allowed easy
replacement of the cathode.

The films were deposited onto substrates represent-
ing 〈100〉  oriented single crystal silicon wafers of
76 KDB-7.5 grade. The cathodes were made of electro-
lytic copper. The samples of thin-film structures were
studied with a MII-4 optical interferometer and an SM-
002 MAIK “Nauka/Interperiodica”
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10 µm

Fig. 1. A microphotograph of the fractal structures formed in the peripheral region of a substrate.
LUX HL optical microscope. The images were
recorded with a digital camera of VNC-702 type. The
copper film thicknesses ranged from 0.4 to 0.9 µm.

The experimental procedure was as follows. In the
beginning of each experimental cycle, a copper film
was deposited onto control substrates in the absence of
AIRES resonators. The resulting films virtually repeat
the substrate structure and exhibit no elements of order-
ing and self-organization. Then, the films were depos-
ited onto silicon substrates in the presence of AIRES
resonators arranged inside the vacuum chamber in a
certain manner. The experiments were performed either
with or without direct contact between substrates and
resonators. In the case of such contact, a resonator or a
system of resonators was mounted on the substrate out-
side the region of discharge operation. In the absence of
contact, the resonators were arranged according to a
certain scheme outside the discharge region at a certain
distance from the substrates. 

The results of the experiments are as follows.
Microscopic examination showed that the copper films
deposited in the presence of AIRES resonators exhibit
certain but quite variable structures possessing a fractal
character. The phase composition of the deposit was
monitored using X-ray diffraction. Figure 1 shows a
microphotograph demonstrating the formation of suffi-
ciently ordered structures of a circular or spherical
shape. On passage from the periphery to the center of
the plate, the size of the ring-shaped elements exhibits
a tendency to increase. The elements exhibit a certain
distribution of dimensions from small to large. At the
center of the plate, there are large ring-shaped elements
 PHYSICS LETTERS      Vol. 28      No. 12      20
with a height roughly estimated as reaching up to sev-
eral microns.

It should be noted that the elements formed in this
central region possess a much more complicated mor-
phology (Fig. 2) as compared to that of the element sit-
uated at the periphery. The inner space of the large ele-
ments found in the central region contains nuclei
arranged in a regular manner. Found outside the large
ring-shaped elements are analogous elements of
smaller size, both separate and forming complicated
interpenetrating structures. On the whole, the pattern
reveals a complicated fractal structure possessing,
according to our analysis, several levels of self-organi-
zation and self-similarity. On the passage from the
periphery to the center of the substrate (according to the
experimental conditions, this corresponds to increasing
action of the resonators on the film growth process), the
structures acquire an increasing degree of self-organi-
zation: each cluster is characterized by several fractal
levels.

As the time of deposition (and, hence, the copper
film thickness) increases, even the peripheral region
exhibits a fractal pattern of large and small ring-shaped
elements. The large rings are surrounded by smaller
ones, which, in turn, form a kind of circular structure
and so on.

The passage from the periphery to the center of a
thicker deposit reveals a certain hierarchy of fractal lev-
els related to a large film thickness. All elements
exhibit, besides the above described planar geometry, a
certain dome-shaped structure. Some elements appear
in the form of truncated trigonal, tetragonal, and hexag-
onal quasipyramids (Fig. 3) surrounded by analogous
02
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Fig. 2. A microphotograph of the fractal structures formed in the central region of a substrate.

10 µm

Fig. 3. A microphotograph of the fractal structures formed in the region of maximum resonator action.
smaller elements. Some of these quasipyramids possess
a central depression resembling a crater. Some elements
appear in the form of dome-shaped helical formations
with a fractal structure.

The character of the film structure can be generally
described as follows. The peripheral regions, showing
evidence of an edge effect, contain coarse ring-shaped
fractal formations with evidence of the “cloning” pro-
cess inside each element. All these coarse formations
possess a pronounced vertical component and appear as
TE
dome-shaped formations, some of which contain inter-
nal craters. The density of the elements significantly
increases in the central regions of the substrates. This is
accompanied by an increase in the maximum size of
ring-shaped and dome-shaped elements with an internal
hierarchy of levels. Thus, the films represent fractal
objects with a complicated hierarchy of structural levels.

It was established that when the passage from one
sample to another proceeds under identical conditions
of deposition and process parameters, the film structure
CHNICAL PHYSICS LETTERS      Vol. 28      No. 12      2002
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exhibits evolution toward a more pronounced fractal
pattern and increasing size of elements. This fact indi-
cates that the film is a certain kind of replica of resona-
tor structure (by analogy with the films deposited onto
structural elements). This leads to the shape memory
effect, as confirmed by the results of experiments using
highly fractal copper films as quasi-resonators. In the
subsequent experiments, it will be possible to select a
configuration, structure, and arrangement of resonators
so as to provide for a controlled growth of self-orga-
nized ordered structures on a submicron film. This
approach corresponds to the aforementioned principles
of “collective” methods and can be used to obtain sub-
micron electronic devices.
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Abstract—A new method of silicon processing, based on the selective electrochemical etching of p+-type
regions formed in an n-type matrix by thermal migration of aluminum, is proposed. A special advantage offered
by this technique is the possibility of obtaining through channels with a cross section of arbitrary shape and a
characteristic transverse size ranging from 20 to 200 µm. © 2002 MAIK “Nauka/Interperiodica”.
The possessing unique electronic properties and
high mechanical characteristics, single crystal silicon
finds increasing application in various micromechani-
cal devices. Designing such devices frequently entails
the forming of holes in silicon wafers. This task can be
solved using a number of methods, including laser drill-
ing, etching in a high-density plasma, alkaline anisotro-
pic etching of (110)-oriented silicon crystals, and
anodic etching in hydrofluoric acid based acid electro-
lytes. The advantages and drawbacks of these tech-
niques are well known.

Below, we propose a new method of silicon process-
ing based on liquid-phase etching of the p+-type regions
formed in an n-type silicon matrix by thermal migration
of an aluminum zone.

The process of thermal migration or zone melting
under temperature gradient conditions, which is used in
the first stage of the proposed procedure for the through
local doping of silicon, possesses a large technological
potential [1]. Figure 1a schematically illustrates this
process by showing the migration of a liquid zone rep-
resenting an eutectic Al–Si melt in an n-type silicon
substrate. The liquid zone migrates, whereby silicon is
dissolved on the hot side, transferred by diffusion
through the melt, and allowed to crystallize on the cold
side of the migrating zone. The concentration of alumi-
num in the recrystallized layer is determined by the lim-
iting solubility of the metal in silicon (~2 × 1019 cm–3 at
1100–1200°C). The liquid zone travels in the direction
of the temperature gradient and emerges at the opposite
surface of the substrate. The thermal migration velocity
is higher by 3–5 orders of magnitude as compared to
the velocity of atomic transport in the course of tradi-
tional diffusion in solids. As a result, an extended p+-
type region is formed in the n-type silicon matrix along
the liquid zone trajectory. The shape of the cross section
(circle, square, triangle) of this region is determined by
the shape of a deposited aluminum spot, while the
depth of penetration is determined by the time of pro-
1063-7850/02/2812- $22.00 © 21058
cessing at a given temperature gradient ∇ T and by a
particular substrate material.

The second stage of the process under consideration
consists in selective removal of the p+-type region, with
the formation of through channels with a desired shape
of the transverse cross section. This can be effected by
chemical or electrochemical liquid-phase etching of the

Al

n-Si

p+ p+

1

2

∇ T

50 µm

Fig. 1. Thermal migration of a liquid aluminum eutectic
zone from the (1) cooled to (2) IR-heated side of an n-type
silicon plate: (a) schematic diagram of the initial and final
stages of the process; (b) microphotograph showing the
through doped p+-type channels in the transverse cleavage
of a silicon plate upon the thermal migration of aluminum
and additional chemical decoration of the p–n junction.

(a)

(b)
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modified silicon regions. For a selective removal of the
p+-type region from an n-type silicon matrix by chemi-
cal etching, it is recommended to use highly dilute solu-
tions of the HNO3–HF–H2O or HNO3–HF–CH3COOH
systems [2]. However, this process is characterized by
a relatively low etching rate (several tenths of a micron
per minute). For an electrochemical process (silicon
anodizing in HF-based electrolytes), this rate can be
about ten times higher. As is known, a necessary condi-
tion for silicon dissolution in this process is the pres-
ence of a certain density of holes on the semiconductor
surface in contact with the electrolyte. In silicon of the
p type, holes are the majority carriers, whereas their
density in the n-type material is small. By choosing the
etching process conditions so as to suppress the mech-
anisms of additional charge carrier production (photo-
generation, avalanche multiplication at high applied
voltages, etc.), it is possible to ensure selective etching
of only the p+-type regions in the substrate material.
However, the process of silicon anodizing conducted at
low applied voltages and current densities favors pore
formation. The resulting porous region has to be subse-
quently removed, for example, by dissolving this mate-
rial in a strongly diluted alkaline solution [3].

Our experiments were performed with (100)-ori-
ented silicon wafers of KEF-4.5 grade with a diameter
of 100 mm and a thickness of 460 µm. The thermal
migration process was effected in a thermal gradient
setup employing IR heating [4]. The initial wafer with
electron-beam deposited, 3-µm-thick 60 × 40 µm rect-
angular aluminum spots was heated from rear side up to
a temperature of 1100°C. The temperature of the front
side, on which the melted zone entered the substrate,
was 8–10°C lower due to conduction heat exchange
with the water-cooled copper holder. The thermal
migration time was about 25 min, the process termina-
tion being detected with the aid of a pyrometer. Then,
the substrate was cooled, extracted from the working
chamber, and cut into 40 × 40 mm plates. Figure 1b
shows a microphotograph of a through doped channel
observed in the transverse cleavage of a silicon plate
upon the thermal migration of aluminum and additional
chemical decoration of the p–n junction.

We performed selective anodic etching of the sam-
ples in a vertical Teflon electrochemical cell with a plat-
inum counterelectrode. The electrolyte represented a
mixture of hydrofluoric acid with isopropyl alcohol
(1 : 1, v/v). The etching process was conducted in the
dark in a galvanostatic regime, with a local current den-
sity in the p-type region of 60 mA/cm2 at a voltage of
5–7 V. The etching rate reached 5 µm/min. For the
obtaining of through channels, the etching process was
terminated at a distance of 10–15 µm from the rear side
of the sample plate. Then, the sample was rinsed in dis-
tilled water, dried in an air flow, and ground so as to
remove a 20-µm-thick layer from the rear side. A porous
silicon layer was removed from the channels by etching
with a 1% potassium hydroxide solution. Figure 2 shows
TECHNICAL PHYSICS LETTERS      Vol. 28      No. 12      20
the image of a plate with through holes of a nearly rectan-
gular shape. If necessary, the inner channel walls can be
rendered more smooth by additional chemical polishing.

The proposed method is cheaper as compared to the
plasmachemical etching techniques and more universal
than all other methods of through channel formation
mentioned above. However, this technique also has cer-
tain limitations related to the process of thermal migra-
tion. First, the shape of the final channel cross section
is somewhat more rounded than that of the initial alumi-
num spot. Second, the size of the channel cross section is
restricted to a range of 20–200 µm. Thermal migration of
the liquid zone of a smaller size is accompanied by insta-
bility of the trajectory (which results in random devia-
tions of the doped channel), while the melting zone of a
greater size can split into smaller fragments.
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Fig. 2. Through channels in a silicon plate: (a) microphoto-
graph; (b) electron-microscopic image of the transverse
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Abstract—The problem of stability of an equilibrium circular configuration of N helical vortices is analytically
studied for the first time. A solution is obtained that provides for an effective analysis of the cases of stable vor-
tex systems (pair, triplet, etc.) observed in practice. The algebraic representation for the angular rotation veloc-
ity of a system of N helical vortices, obtained as an additional intermediate result, is simpler as compared to the
other known asymptotic expressions and allows calculations to be performed with high precision over the entire
range of helix pitch variation. © 2002 MAIK “Nauka/Interperiodica”.
Stable pairs of helical vortices have been repeatedly
observed in various vortex flows, for example, in tor-
nado eyes, in wake streams behind propellers, upon
vorticity breakdown above delta-shaped wings and in
tubes, in technological vortex chambers of various con-
figurations, in turbulent flows featuring pairs of coher-
ent vortex structures, and in other systems. A triplet of
helical vortices is much less frequently observed in real
flows, and a configuration of four vortices is an even
less stable object. In the course of the preliminary
experiments with a rectangular vortex chamber
described in [1], quadruple vortex structures were
observed only for a very short period of time and rap-
idly decayed.

The problem of the stability of an equilibrium circu-
lar configuration comprising N vortex structures has
been theoretically studied only for a polygonal system
of N point vortices or straight vortex filaments (the lim-
iting case of a helical vortex with infinite pitch).
According to the results of investigations performed by
Kelvin, Thomson, and Havelock [2], such a system can
loss stability only when the number of point vortices is
N ≥ 7. This result, obtained in the simplest particular
case, is obviously at variance with the aforementioned
observations.

In this context, the study aimed, for the first time, at
finding analytically the conditions of stability for an
equilibrium configuration comprising N identical thin
helical vortices with intensity Γ, pitch h (below, the
pitch is expressed as l = h/2π), and axes determined by
the screw lines Xn = (acos(θ + nδ), asin(θ + nδ),
aτ(θ + nδ)) lying on a cylinder of radius a (coaxial with
the z axis) with an equal shift δ = 2π/N by the angle θ
and with a common dimensionless step τ = l/a. The vor-
tex cores are assumed to possess a relative radius ε ! 1
(with respect to the cylinder radius a). The unperturbed
1063-7850/02/2812- $22.00 © 21060
vortex system rotates about and uniformly moves along
the cylinder axis.

In order to study instabilities in the above system, it
is necessary to develop a simple and exact procedure
for calculating the velocity field induced by helical vor-
tex filaments. However, in this case (unlike that of
straight filaments with a simple polelike solution), the
Biot–Savart law cannot be integrated in an analytical
form. Because of the presence of a singularity in the
core, it is also difficult to use this law for direct numer-
ical calculation of the velocity field. Known asymptotic
solutions (see, e.g., [3]) cannot provide a sufficient
accuracy in determining the velocity necessary to solve
the problem of stability in the entire range of helical
vortex pitch variation.

A different form of solution for a helical vortex fila-
ment in infinite space (see Eqs. (8), (9), (12), and (13)
in [4]) and in a tube (see Eqs. (19) and (24) in [5]) has
been written in terms of a Kapteyn series of the type

(1)

where x and y are the radial distances divided by the

step l (x ≤ y) and χ = θ – z/l; (mx), (my) are the

modified Bessel functions and (mx), (my) are
the corresponding derivatives. The series (1) converges
slowly, especially at the singular point (x  y). In
order to bypass this difficulty (for x  y; M = 1; I, J =
0, 1 or 1, 0), Boersma and Wood [6] separated singular-
ities with respect to the spatial variables from (1) and
described the main twist effect (vortex pitch) using an
integral residue W (see Eq. (4.1) in [6]). However, the
residue W (as well as the Biot–Savart law) cannot be
expressed in the form of finite integrals. Eventually, the

HM
I J, mMIm

I〈 〉 mx( )Km
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∞
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Im
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Im
1( ) Km

1( )
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rotation velocity of a configuration comprising one,
two, three, or four helical vortices was numerically cal-
culated [6, 7] up to the seventh decimal digit using 20
values of the step, the asymptotic expressions [3, 8] for
the cases of small and large steps were refined, and the
results were generalized to the case of N vortices.

According to an alternative method [5], the velocity
and current function are determined upon directly sep-
arating from (1) the singularities written in distorted
spatial variables explicitly taking into account the vor-
tex twist. In contrast to the above approach, this method
allows problems involving various numbers of helical
vortices in the space to be solved and the flow charac-
teristics to be calculated at any point with the required
precision.

For studying the stability of an equilibrium circular
configuration of N helical vortices, we will generalize
the latter method for all types (I, J = 0 or 1) of series (1)
appearing in the definitions of current function (M = 0),
velocity field (M = 1), and its spatial derivatives
(M = 2). To this end, let us formally replace the cylin-
drical functions in series (1) by their uniform high-
order expansions (see Eqs. (9.7.7–10) in [9]). Upon
convolution of the resulting series, the principal part

 of series (1) acquires the following form:

where α(i, j), β(i, j), γ(i, j), and δ(i, j) are the polynomials of
power 1 to 4 in functions un and v n (see Eqs. (9.3.9–10)
and (9.3.13–14) in [9]), which result from the multipli-
cation of uniform expansions and depend on l. Thus,
the singularities and their coefficients contain explicit
information about the vortex twist. Note that the differ-

ence between  and  is very small (less than one
per cent). Therefore, the problem under consideration is
more effectively solved by representing series (1)
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through  than by using the aforementioned asymp-
totic expressions, the best of which fail to work in an
important interval of variation of the dimensionless
helix pitch, 

 

τ

 

 = 0.8–2 [6, 7].

In order to illustrate this statement, we will use the

 representation and determine the velocity of
motion of the helical vortex system under consider-
ation. This velocity consists of the self-induced velocity
of a fixed vortex and the velocity induced by other vor-
tices. The first component can be determined by using
a representation through series (1) (see Section 4.1.1
in [3]), while the second component will be obtained as
a sum of solutions from [4] expressed through series (1),
shifted from a selected vortex with respect to the angu-
lar coordinate by 

 

n

 

δ

 

 (

 

n

 

 = 1, …, 

 

N 

 

– 1). Replacing
series (1) in the resulting expression by their principal

parts  and accomplishing time-consuming calcula-
tions involving the summation of singularities and
polylogarithms uniformly arranged over the circle, we
obtain the following formula for the angular velocity of
a system of 

 

N 

 

helical vortices:

(2)

where 

 

ζ

 

(·) is the Riemann zeta function. The angular
velocities 

 

Ω

 

' calculated using formula (2) without the

last term and the values of  calculated using the

 

 W

 

integral tabulated in [7] are presented for comparison in
the table. It should be noted that the maximum differ-
ence does not exceed 0.2% in the entire range of the
dimensionless step 

 

τ

 

 and that

 

 

 

formula (2) is in fact sim-
pler than the asymptotic expressions derived in [7].

The velocity of translational motion of the vortex
system along the 

 

z

 

 axis can be determined from the
relation 
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 between the tangential and
axial components of the velocity induced by helical
vortices in infinite space [1, 5]. According to this, the
circular configuration of helical vortices in the equilib-
rium state moves along the axis at a velocity of

 

U

 

 = (
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 – 

 

a
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)/

 

τ

 

 and rotates with an angular velocity
of 

 

Ω

 

 as given be formula (2). In the limiting case of
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∞

 

, the system of straight vortices simply rotates
with the velocity 

 

Ω

 

 = 

 

Γ

 

(

 

N

 

 – 1)/4

 

π
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2

 

 coinciding with the
rotation velocity of a system of point vortices [2].
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A comparison of the angular rotation velocities of a system of vortices calculated according to [7] and using formula (2)

τ
N = 2 N = 3 N = 4

2πa2Ω'/Γ 2πa2Ω'/Γ 2πa2Ω'/Γ

0.01 1.02149 1.02149 1.52352 1.52352 2.02495 2.02495

0.05 1.06700 1.06699 1.57710 1.57710 2.08427 2.08426

0.1 1.09850 1.09850 1.61850 1.61850 2.13268 2.13268

0.2 1.12433 1.12433 1.66271 1.66271 2.18988 2.18988

0.3 1.12316 1.12311 1.67674 1.67673 2.21472 2.21471

0.4 1.10818 1.10798 1.67271 1.67267 2.21866 2.21864

0.5 1.08673 1.08641 1.65782 1.65774 2.20881 2.20879

0.6 1.06258 1.06241 1.63656 1.63650 2.19003 2.19001

0.7 1.03742 1.03773 1.61164 1.61168 2.16561 2.16562

0.8 1.01199 1.01292 1.58472 1.58491 2.13780 2.13786

0.9 0.98668 0.98816 1.55686 1.55719 2.10818 2.10829

1 0.96178 0.96357 1.52883 1.52925 2.07786 2.07801

2 0.76622 0.76495 1.30363 1.30331 1.82988 1.82977

3 0.66451 0.66328 1.18667 1.18639 1.70148 1.70139

4 0.61110 0.61059 1.12549 1.12540 1.63476 1.63474

5 0.58025 0.58015 1.09026 1.09026 1.59655 1.59655

6 0.56088 0.56097 1.06822 1.06826 1.57274 1.57275

7 0.54791 0.54809 1.05351 1.05356 1.55690 1.55692

8 0.53878 0.53899 1.04319 1.04324 1.54582 1.54584

9 0.53210 0.53231 1.03566 1.03571 1.53777 1.53778

10 0.52706 0.52726 1.02999 1.03003 1.53171 1.53172

2πa2ΩWB' /Γ 2πa2ΩWB' /Γ 2πa2ΩWB' /Γ
      
Upon going to the screw variables (r, χ) and the cor-
responding velocity projections (wr, wχ = wθ – wz/τ) [1,
5], the problem of the stability of the vortex configura-
tion studied reduces to a two-dimensional case. Let the
kth vortex shift from the equilibrium position to a point
(a + rk, 2πn/N + (Ω – U/l)t + χk). Then, in the linear
approximation, the perturbed equations of motion of
the kth vortex are as follows:

(3)
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In system (3), the Kapteyn series (1) in expressions
for the field derivatives were replaced by their principal

parts . Following [2], we can seek solutions to the
system in the form of rk = α(t)e2πkm/N and χk =
β(t)e2πkm/N, where m is the subharmonic wavenumber
running through integer values in the interval [0, N – 1].
For m = 0, all vortices behave in the same manner and
the resulting system of equations is α'(t) = A(m)β(t)
and β'(t) = B(

 

m

 

)

 

α

 

(

 

t

 

), from which it follows that 

 

α

 

 and

 
β

 
 are proportional to exp(

 
t

 
). Therefore, the system

is unstable for any   such  m  for which  AB   ≥  0. Similarly
to the case with Eq. (2), upon accomplishing the time-
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Schematic diagrams of subharmonic wavenumbers m for the unstable modes of a circular equilibrium configuration of N helical

vortices calculated in the case of a constant total area of the vortex core cross sections εN = 0.15 .N
consuming algebraic transformations, we arrive at a rel-
atively simple expression for the AB product:
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where C = 0.577215… is the Euler constant and ψ(·) is
the psi function. Note that expression (4) for τ  ∞
coincides with the product m(N – m)[m(N – m) – 2(N – 1)]
for the point vortices [2]. By analyzing expression (4) for
various values of the step τ, we determined the unstable
modes (see figure), which show a more realistic pattern
than does the solution in [2].

Thus, we have for the first time analytically studied
the problem of the stability of a circular equilibrium
configuration of helical vortices.
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Abstract—A solution to the one-dimensional problem of the electric field potential distribution between
charged planes periodically arranged in a plasma is obtained, which can serve as a model for the description of
ordered structures in a dust plasma. © 2002 MAIK “Nauka/Interperiodica”.
Determining the electric field distribution in a dust
plasma under conditions in which the charged particles
form a periodic structure is of considerable interest. At
first glance, this task can be simply solved, since the
field distribution around each point charge in a plasma
is known [1–3]. However, such a plasma is a system
possessing an important specific feature: the dust parti-
cles can acquire a negative electric charge, which
results in depletion of the electron density in the
plasma. The possibility of existence of a dust plasma
with reduced electron density was demonstrated by
Tsytovich [4]. It should be noted that, on the scale of
distances exceeding the spacing of dust particles, the
condition of quasineutrality of the plasma is fulfilled
since the sum of the negative charges of electrons and
dust particles equals the total positive charge of ions.

The above problem is extremely difficult to solve in
both two- and three-dimensional cases. A solution has
been obtained using numerical methods only for a sys-
tem of two dust particles [5]. However, a solution can
be analytically found in a one-dimensional case
wherein the particles are replaced by charged planes. A
model of charged planes in a plasma was recently
employed by Yakovlenko [6] to determine the field dis-
tribution. However, the system studied in [6] comprised
planes positively charged due to the Richardson effect
and gas ionized by emitted electrons, which resulted in
an excess electron density. A system of positively
charged planes was also considered in [7].

In a recent experiment [8], we experimentally mea-
sured the force of attraction between two planes occur-
ring in a glow discharge plasma. It was found that the
planes in the plasma were negatively charged. This
result indicates that the problem is not only of basic
interest but also of practical value.

Consider a periodic sequence of charged planes in a
thermodynamically equilibrium plasma with a given
temperature T. Denoting the system period by L and the
1063-7850/02/2812- $22.00 © 21065
electron and ion densities by ne and ni , respectively, we
can write the condition of quasineutrality as

(1)

where σ is the surface charge density in the plane, e =
−|e| is the electron charge, and m = 0, ±1, ±2, … are
integers. This equation is conveniently rewritten in
terms of the electron and ion densities averaged over
the system period:

(2)

The electric field potential distribution in this sys-
tem can be determined from the one-dimensional Pois-
son equation

(3)

with the boundary conditions

(4)

(5)

where δ(…) is the Dirac delta function. The second
boundary condition reflects the symmetry of the system
studied.

Assuming that the electron and ion densities obey
the Boltzmann distribution, we obtain the approximate
relations

(6)

where k is the Boltzmann constant. With allowance
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made for this, Eq. (3) can be written as

(7)

where

is the Debye screening radius and

A solution to this boundary-value problem includ-
ing an inhomogeneous differential equation can be rep-
resented as a sum of the general solution of the corre-
sponding homogeneous equation (ϕhom) and a partial
solution of the inhomogeneous equation (ϕinhom):

(8)

The well-known general solution represents a sum
of two exponents,

(9)

where c1 and c2 are the integration constants. A partial
solution can be represented as the integral

, (10)

with the Green function
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TEC
In accomplishing the integration in Eq. (10), we obtain

(12)

Now, we have to determine the integration constants
c1 and c2 such that solution (8) will satisfy boundary
conditions (4) and (5). This task reduces to solving two
algebraic equations for c1 and c2, which eventually
yields

(13)

Thus, expressions (9), (12), and (13) present a solu-
tion to the problem under consideration. The shape of
the solution can be illustrated numerically. Let us intro-
duce the dimensionless quantities

and assume that the electron and ion densities do not
significantly deviate from their average values over the

period  ≈ 〈ne, i 〉 . Then, the above solution acquires
the following form, which can be conveniently plotted:

Typical plots showing the spatial variation of the
potential and strength of the electric field in the periodic
structure studied are presented in the figure.

In concluding, it should be noted that, although we
have considered the simplest case of thermodynamic
equilibrium, the solution can be readily generalized to
the case of Te ≠ Ti , which is more typical of experimen-
tal conditions. This is achieved through using the fol-
lowing expression for the Debye screening radius:

(14)
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A Laser Operating on the Interband Transitions 
in Quantum Wells with Coherent Electron Transport
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Abstract—A new approach to the creation of a quantum cascade laser is suggested, which employs interband
transitions in quantum wells with a coherent electron transport. The coherent electron transport is studied based
on the simplest two-band Kane model, in which the interaction between states of the conduction and valence
bands is described taking into account only states in the light hole subband of the valence band. © 2002 MAIK
“Nauka/Interperiodica”.
In recent years, considerable attention has been paid
to the study of semiconductor heterostructures featur-
ing coherent (collisionless) electron transport. In these
structures, the average time required for electrons to
leave the active region, typically comprising one or sev-
eral quantum wells, is significantly smaller than the
characteristic times of all processes violating the elec-
tron wave function. The study of intersubband electron
transitions in such structures has allowed some new
physical effects to be predicted and ways to implement
these phenomena for the effective generation of electro-
magnetic oscillations in the terahertz range to be out-
lined [1–3].

First, calculations showed that structures with
coherent electron transport can possess a high negative
active conductivity proportional to the fourth power of
the potential barrier height [1]. The high conductivity
provides the conditions for lasing with a low starting
current.

Second, it was established that, under the stationary
coherent electron transport conditions, application of
an ac electric field of even a small (compared to the
quantum energy) amplitude may lead to a significant
energy redistribution between the quantum confine-
ment levels of a two-barrier structure [2]. In particular,
for a structure pumped with a current of monoenergetic
electrons, it was predicted that, under certain condi-
tions, each incident electron transfers (or acquires) a
field energy quantum, so that the quantum efficiency
reaches 100%. Although, for a more realistic energy
distribution of the pumping electrons, the maximum
quantum efficiency decreases to 66% [3], this level is
still unprecedentedly high.

However, the aforementioned results refer only to
the electron transitions inside the conduction band of
materials obeying the quadratic dispersion law. At the
same time, recent progress made in molecular beam
epitaxy (MBE) technology has allowed semiconduc-
1063-7850/02/2812- $22.00 © 20971
tor heterostructures to be obtained in which oscilla-
tions in the IR range are generated through interband
electron transitions in the quantum wells formed due
to the band discontinuity at the heterojunctions
between relatively narrow-bandgap InAs and
GaInSb layers [4, 5].

The establishment of the conditions conductive to
coherent electron transport in such structures is of
interest, both from the standpoint of basic knowledge
about the features of the corresponding energy band
structure and from the standpoint of practical appli-
cations. It is probable that such conditions are more
readily ensured for the interband transitions than for
the intraband ones, because of a less intense phonon
scattering and the Auger recombination suppression
in the former case [4, 5].

We have studied coherent electron transport within
the framework of the simplest two-band Kane model, in
which the interaction between states of the conduction
and valence bands is described taking into account only
states in the light hole subband of the valence band. The
interaction with the other (distant) subband is approxi-
mately taken into account by using a free fitting param-
eter to additionally provide for the possibility of match-
ing the effective masses of electrons and holes to the
experimental data.

The Bloch electron function envelope in this model
is described by the Schrödinger equations for a two-
component wave function [6, 7]:

(1)

where ψe and ψl are the corresponding wave function
envelopes of the states in the conduction band and the
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light hole subband. The Hamiltonian in Eq. (1) has the
following form:

(2)

where  =  + i ,  =  – i ,  = –i∇ x, y, P is
the matrix element of the momentum operator for the
conduction band and the light hole subband, 2U(x) is

the amplitude of the variable potential,  = "2ζ/2m0,
and ζ is a parameter describing the contribution of dis-
tant bands. We will consider only solutions of the above
equations representing plane waves in the direction of
the y axis. In this case, the operators can be repre-

sented as  =  – iky,  =  + iky, and  = –i∇ x

and the dispersion law in the absence of perturbations
has the following form:
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Fig. 1. Schematic diagram of the semiconductor structure
studied.

a

TE
(3)

where E is the electron energy.
In the first order of perturbation theory, the wave

function can be written as [1]

(4)

where the first-order corrections  are obtained from
Eqs. (1) and (2) with allowance for the linear relations

between  and  [8]:

(5)

with different signs corresponding to the upward (+)
and downward (–) transitions on the energy scale.
Below, we will consider only the electron component of
the wave function and omit the corresponding index.

Let us consider the flux of electrons with energy ε =
E – EC0 incident on an asymmetric two-barrier structure
with a quantum well width a (Fig.1) to which a homo-
geneous high-frequency electric field U(x) = −qFx is
applied. Here, F is the electric field strength varying in
time according to the law 2Fcosωt = F(eiωt + e–iωt).
Consider the first barrier of the heterostructure depicted
in Fig. 1, ϕC being the barrier height in the conduction
band and ϕV, that in the valence band. As can be shown
for thin barriers (kb ! 1),

(6)

where the expression in square brackets (denoted by gC)
is analogous to the product of the barrier power and the

effective electron mass  [1].
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In the resonance two-level approximation, the elec-
tron wave function for the levels with numbers N and L
in the high-frequency electric field can be written as

(7)

The wave function coefficients ψN and ψL inside the
structure can be represented (as in the single-band
model [2, 3]) in the form of a product of a constant fac-
tor and an alternating series (geometric progression),

(8)

the sum of which in the domain of convergence (|z| < 1)
is 1/(1 + z). Here,

(9)

The calculation yields

(10)

where k is the wavevector of electrons inside the quan-
tum well; k0 and k1 are the wavevectors of electrons on
the left and right sides of the structure, and k1–, of the
electrons having passed left to right with emission of
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the energy quantum "ω; and R is the ratio of the second
to first barrier thicknesses. Using expressions (10), we
can determine the high-frequency conductivity of the
structure studied:

(11)

As can be seen for z = 1, in this system (as well as in
the case of intraband transitions [2]), electrons are no
longer reflected from the two-barrier structure (D in
formulas (10) becomes zero) and pass freely from the
conduction band to the valence band. The field ampli-
tude corresponding to a zero reflection (z = 1) can be
quite small [3]. At the same time, using the fact that
the energy levels between which the transitions take
place are situated in different energy bands of the
semiconductor structure, one can relatively indepen-
dently control the level widths by changing the barrier
thicknesses. In this way, it is possible to significantly
increase the integral quantum efficiency of transitions
in systems pumped with a flux of electrons possessing
a real energy distribution. Indeed, by controlling the
second barrier thickness, the level width in the valence
band can be made greater than that in the conduction
band (Fig. 1). According to the previous estimates [3],
the integral quantum efficiency (with allowance for
the fact that not all electrons can strike the structure at
the center of the level) can reach up to 80%.
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Fig. 2. Plots of the quantum efficiency versus the number of
the lower resonance level to which the transition takes place
in the systems with (1) intraband and (2) interband transi-
tions.
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For comparison, Fig. 2 gives the values of maximum
quantum efficiency achievable in the systems with
intraband and interband transitions as a function of the
level number.
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Abstract—Technological factors controlling the formation of the microtopography of the surface of graphite-
like carbon films deposited from the plasma of a microwave gas discharge in ethanol vapor are established.
Parameters of the deposition regime and the surface roughness influence the electric conductivity and the field
emission properties of the films obtained by this method. Using graphitelike carbon films, an emission current
density of up to 0.3 A/cm2 was obtained at an electric field strength in the gap of about 7 V/µm. © 2002 MAIK
“Nauka/Interperiodica”.
At present, an urgent technological task is to obtain
nanocrystalline carbon films of various structures,
which could be used as field-emission cathodes for flat
displays and vacuum devices in microwave electron-
ics [1]. The good prospects in using carbon based mate-
rials as cathodes are related to their stability with
respect to bombardment by the ions of residual gases
present in high-voltage devices operating under the
conditions of technical vacuum. Another important fac-
tor is the possibility of decreasing the electron work
function in the carbon films of certain structural modi-
fications characteristic both of diamondlike films fea-
turing hybridization of the bonds involving valence
electrons of carbon atoms and of carbon nanotubes pos-
sessing a graphitelike structure [2, 3].

In this context, our study aimed at finding techno-
logical means of obtaining graphitelike nano- and
microcrystalline film materials possessing a developed
surface microtopography and ensuring the desired elec-
tron emission properties.

The carbon films were obtained by deposition from
ethanol vapors onto glass substrates in an electron
cyclotron resonance microwave gas discharge in a
setup described elsewhere [4]. The deposited film
thickness was determined with the aid of a laser ellip-
someter and an interference microscope. The microto-
pography of the sample film surface was studied with a
scanning atomic force microscope (AFM). The film
structure was determined using a DRON-3.0 X-ray dif-
fractometer. The field emission current from a sample
film surface was measured in a diode structure under
high vacuum conditions (10–5 Pa) using a device in
which the interelectrode distance could be controlled to
1063-7850/02/2812- $22.00 © 0975
within 1 µm. The anode was made of a carbon-contain-
ing composite material (MPG-6) and had a working-
area diameter of 3 mm.

The sample films were deposited at an ethanol vapor
pressure of 0.05 Pa and various accelerating potentials
applied to the substrate holder. The substrate holder
temperature was maintained at 350°C. The microwave
power pumped to the plasma source was 250 W. The
sample film thicknesses were 0.25–0.3 µm. The X-ray
diffraction data showed that the films consisted pre-
dominantly of a fine crystalline graphite phase with an
interplanar spacing of d = 3.36 Å [5].

Figure 1 shows typical experimental curves of the
field emission current density (j) versus electric field
strength (E) measured using the diode structures with
graphitelike films deposited at various accelerating
potentials. The anode–cathode (sample) gap width
was 120 µm. As can be seen, a minimum emission
threshold was reached with the films synthesized at an
accelerating potential of +300 V applied to the sub-
strate holder.

The above j–E curves were used to determine the
field enhancement coefficient n of the microdiode. This
coefficient was calculated as the ratio n = E1/E2 of the
electric field strength E1 at a separate (averaged) micro-
protrusion in the gap of the microdiode structure to the
average electric field strength E2 determined by the
applied potential difference and the anode–cathode
spacing neglecting the surface roughness [6].

Figure 2 shows the plots of the field enhancement
coefficient n, the surface resistance Rs, and the average
microprotrusion (roughness) height h versus the
accelerating potential used in the carbon film synthe-
2002 MAIK “Nauka/Interperiodica”
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sis. The average roughness height was determined
from the AFM data (processed by a special software)
for three regions of a sample film surface. As can be
seen from the data in Figs. 1 and 2, the threshold elec-
tric field strength decreases and the coefficient of field
enhancement at the emitter tips increases for the sam-
ples possessing more developed microtopography and
a higher surface resistance. The fact that an increase in
the emissivity of graphitelike carbon films can be
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Fig. 1. Plots of the field electron emission current density
versus electric field strength measured in a microdiode
structure with an interelectrode gap width of 120 µm and
graphitelike carbon film cathodes synthesized at various
acceleration potentials (V): (1) +300; (2) +200; (3) +100;
(4) −100; (5) −300; (6) −200.

Fig. 2. Plots of (1) the electric field enhancement coefficient
n microdiode structure with an interelectrode gap width of
120 µm, (2) surface resistance Rs, and (3) average micro-
protrusion (roughness) height h versus acceleration poten-
tial applied to the substrate holder during synthesis of the
film.
TEC
accompanied by a decrease in their conductivity is
explained as follows.

Previously [7], we demonstrated that the rate of dep-
osition and the development of roughness of carbon
films synthesized under the conditions of microwave
plasma discharge in high vacuum are determined to a
considerable extent by the energy and type of ions bom-
barding the substrate in the course of the film growth.
At a small negative potential (from 0 to –200 V, Fig. 2)
applied to the substrate holder, the conditions are close
to those favoring the “layer growth” mechanism. These
conditions are characterized by the absence of supersat-
uration of atomic carbon in the gas phase and by a high
surface mobility of carbon atoms related to a change in
the energy relief of the surface bombarded with low-
energy ions of the plasma. This is indirectly confirmed
by the fact that the graphitelike carbon films (possess-
ing a higher conductivity and a lower emissivity)
obtained at a negative potential on the substrate holder
exhibited a “metallic luster,” which is typical of single
crystal graphite surface.

When the substrate holder potential is above +100 V,
the substrate surface is bombarded with electrons and
negative ions, including carbon ions. Owing to the
more intense supply of carbon atoms and ions and the
higher sticking coefficient of the latter species as com-
pared to that of neutral atoms, the growth of the graph-
itelike carbon film proceeds in a more chaotic regime,
as manifested by an increase in the dimensions of sep-
arate microcrystals disoriented relative to the direction
of layer growth. This, together with the anisotropy of
the electric conductivity of graphite, leads to an
increase in the surface resistance of the carbon films.

At a sufficiently large negative accelerating poten-
tial (below –200 V), an increase in the surface rough-
ness of the graphitelike carbon film is caused by the
surface etching with ionized and atomic hydrogen sup-
plied from the ethanol vapor plasma and by the hydro-
gen penetration into subsurface layers of the growing
film. The etching (erosion) processes begin to develop
at the sites of the initial defects on the growth surface
[8], for example, at the atomic vacancies and steps. At
the sites where one or several carbon bonds are broken,
hydrogen more readily enters into chemical reaction to
form a volatile hydrocarbon compound. As a result,
carbon atoms are lost from the uppermost layer and
leave roughnesses, with the edge carbon atoms becom-
ing potential centers for field electron emission. Note
that this mechanism of the formation of surface rough-
ness in the growing carbon film does not violate the
anisotropy of the electric conductivity of graphite. For
this reason, the increase in emissivity of the graphite-
like carbon films synthesized at high negative potentials
on the substrate holder correlates only with the surface
roughness height, irrespective of whether the value of
HNICAL PHYSICS LETTERS      Vol. 28      No. 12      2002
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the surface resistance remains constant or decreases
(Fig. 2).
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Abstract—Si–SiO2–Si3N4 heterostructures obtained by depositing silicon nitride onto a silicon substrate oxi-
dized in dry oxygen were studied by measuring electroluminescence (EL) in the electrolyte–insulator–semicon-
ductor system. The EL spectra display the emission bands typical of a silicon oxide layer and an intense band
at 2.7 eV characteristic of the radiative relaxation of excited silylene centers. Since these centers are typical of
silicon oxynitride layers, it is concluded that such a layer is formed at the boundary. © 2002 MAIK
“Nauka/Interperiodica”.
In modern microelectronic and optoelectronic tech-
nologies, multilayer dielectric films are frequently
deposited onto the surface of semiconductors to form
either passive of active elements of device structures. In
connection with this, of considerable importance are
the physicochemical processes taking place at inter-
phase boundaries between dielectric layers both during
the synthesis of an insulator–semiconductor structure
and in the course of its subsequent operation. Studying
these processes is also of interest from the standpoint of
gaining basic knowledge on the properties of interphase
boundaries, especially of those formed in disordered
systems.

The aim of our experiments was to study the for-
mation and properties of interphase boundaries
formed in the course of deposition of a silicon nitride
layer onto the oxide film of a Si–SiO2 structure. The
resulting system was studied by measuring electrolu-
minescence in the electrolyte–insulator–semiconduc-
tor system [1].

The experiments were performed with Si–SiO2–
Si3N4 heterostructures obtained by depositing a silicon
nitride layer (80- or 100-nm-thick) onto a (100)-ori-
ented single crystal silicon substrate (KDB-10 grade
wafers) oxidized in dry oxygen at 1100°C (with an
oxide thickness of 40, 77, or 100 nm). The silicon
nitride layers were obtained by chemical vapor deposi-
tion from a silane–ammonia mixture. The thicknesses
of the dielectric layers were determined using ellipso-
metry.

The EL spectra were measured in the wavelength
range from 250 to 800 nm using a high-transmission
MDR-2 monochromator. The measurements were per-
formed at a positive bias voltage applied to the silicon
1063-7850/02/2812- $22.00 © 20978
substrate, under conditions excluding the process of
impact ionization in the bulk of the oxide layer. The
electrolyte was a 1 N aqueous solution of Na2SO2. All
measurements were performed at T = 293 K.

Figure 1 presents typical EL spectra of the Si–SiO2–
Si3N4 heterostructures. In the general case, the EL spec-
tra of such structures represent superpositions of the
spectra of SiO2 and Si3N4 layers of the corresponding
thicknesses measured under identical conditions (cur-
rent density and electric field strength in the dielectric
layers). For the luminescence excitation conditions
used in this study, the EL spectrum of the SiO2 layer
of an Si–SiO2 structure consists of two characteristic
bands with a quantum energy of ~1.9 an 2.3 eV and a
less intense emission in the UV range (hν > 3 eV)
(Fig. 2) [1]. The EL spectrum from the Si3N4 layer of
an Si–Si3N4 structure is about ten times smaller in
intensity than that from an analogous silicon oxide
layer and exhibits no clearly distinguished spectral
features (Fig. 2). The EL spectrum of our Si–SiO2–
Si3N4 heterostructures exhibits all emission bands
characteristic of the SiO2 layer and a clearly pro-
nounced emission band with a peak at ~2.7 eV. The
intensity of the latter band increases with the thick-
ness of both the SiO2 and Si3N4 layers and exhibits a
superlinear dependence on the density of current
passing through the structure. The latter circumstance
suggests that there is a relation between the mecha-
nism of excitation of this band and the process of
electron heating in the oxide layer. It is also necessary
to note that the intensity of the EL band at 1.9 eV
decreases when the intensity of emission at 2.7 eV
grows.

As the silicon nitride layer of an Si–SiO2–Si3N4 het-
erostructure is etched off, the band at 2.7 eV completely
002 MAIK “Nauka/Interperiodica”
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vanishes and the resulting EL spectrum (Fig. 2, curve 3)
becomes close to the spectrum characteristic of an SiO2
layer. Indeed, a comparison of the EL spectrum mea-
sured after etching to that of the Si–SiO2 structure
(Fig. 2, curve 4) prepared under the same conditions as
those used for the synthesis of a two-layer dielectric
film shows a general similarity between the two spectra
and reveals a significant decrease in intensity of the
emission band at 1.9 eV in spectrum 3.

Previously [1], we established that the EL at 1.9 eV
is related to the presence of silanol groups in an SiO2
layer. The concentration of these groups increases with
the thickness of the SiO2 layer (and, hence, with the
degree of disorder in this oxide [1]). In our case, this is
manifested by the intensity of the EL band at 1.9 eV in
spectrum 2 being greater than that in spectrum 1
(Fig. 1).

The luminescence at 2.7 eV is characteristic of the
radiative relaxation of excited (excitation energy,
~5 eV) silylene (O2=Si:) centers [2] whose presence is
typical of silicon oxynitride (SiNxOy) layers [4]. This
suggests that deposition of a silicon nitride layer onto
a silicon oxide surface leads to the formation of an
intermediate silicon oxynitride layer at the
SiO2−Si3N4 interface. The thickness of the intermedi-
ate oxynitride layer (and, hence, the concentration of
silylene centers in this layer) increases with the
thicknesses of both the silicon oxide and nitride lay-
ers. In the EL excitation regime studied, the electric
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hν , eV

L, a.u.
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1

Fig. 1. The EL spectra of Si–SiO2–Si3N4 structures with
various thicknesses of the oxide and nitride layers: (1) SiO2
(400 Å) + Si3N4 (800 Å); (2) SiO2 (770 Å) + Si3N4 (800 Å);
(3) SiO2 (1000 Å) + Si3N4 (1000 Å).
TECHNICAL PHYSICS LETTERS      Vol. 28      No. 12      20
field strength in the silicon nitride layer reaches
6−9 MV/cm. This leads to the electron heating [3] up
to energies exceeding 5 eV, which are sufficient for the
excitation of silylene centers in the region of the
SiO2–Si3N4 interface.

A decrease in the intensity of the EL band at
1.9 eV (on passing from spectrum 2 to spectrum 3 in
Fig. 1) indicates that the formation of silicon oxyni-
tride is accompanied by a transformation of the
uppermost SiO2 layer, primarily through the forma-
tion of silanol groups. As noted above, an increase in
the silicon oxide layer thickness is accompanied by a
growth in the concentration of Si–OH groups in the
uppermost layer of this oxide. This leads to an
increase in the thickness of the silicon oxynitride
layer and/or in the concentration of the silylene cen-
ters at the SiO2−Si3N4 interface during the subse-
quent deposition of silicon nitride, as manifested by
an increase in intensity of the EL band at 2.7 eV
(Fig. 1). The same result is observed upon increasing
the thickness of a silicon nitride layer (i.e., the time
of silicon oxide exposure to an active medium),
which increases the probability of formation of
silylene centers and the intensity of the EL band at
2.7 eV. The above results indicate that the intermedi-
ate silicon oxynitride layer appears immediately dur-
ing the synthesis of silicon nitride, rather than results
from the current passage in the course of the EL
measurements. The latter conclusion is also con-
firmed by the fact that the intensity of the EL band at
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Fig. 2.  A comparison of the EL spectra of various struc-
tures: (1) Si–SiO2–Si3N4; (2) Si–Si3N4; (3) Si–SiO2–
Si3N4 after etching off the nitride layer in hydrofluoric
acid; (4) Si–SiO2.
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2.7 eV is independent of the charge passed through
the structure.

Thus, an analysis of the EL spectra showed that the
synthesis of a Si–SiO2–Si3O4 structure is accompanied
by the formation of silicon oxynitride at the boundary
between the two dielectrics, which takes place predom-
inantly through the transformation of silanol groups
present in the uppermost SiO2 layer.
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Abstract—The surface of a palladium–barium cathode was studied using scanning probe microscopy tech-
niques. Data from the tunneling spectroscopy showed the pattern of the electron work function distribution over
a microscopic region on the emitter surface. This pattern is compared to the distribution of various phases in
the palladium–barium alloy employed. © 2002 MAIK “Nauka/Interperiodica”.
The reliability and working life of high-power
microwave electronic tubes depend to a considerable
extent on the physical properties of electron emitters
(composition, structure, operating mechanism, etc.).
An affective type of electron source for modern elec-
tronic devices of this type is represented by alloyed
metal emitters [1]. Although such emitters have been
employed for a long time, the mechanism of their oper-
ation—in particular, the formation of emission-active
regions on the cathode surface—is still not completely
clear. Being important from the standpoint of both
basic knowledge and applications related to the further
development of cathodes possessing advanced charac-
teristics, successful research in this direction is deter-
mined by the possibility of measuring the physical
parameters characterizing microscopic regions on
the emitter surface at a high spatial resolution.

To our knowledge, almost no experimental data
have been reported about the surface of alloyed emit-
ters, in particular, of the palladium–barium system. The
classical methods of surface analysis (such as optical
metallography, chemical analysis, and X-ray diffrac-
tion), while being rather expensive, still do not allow
surface relief and composition to be studied at a suffi-
ciently high spatial resolution. We believe that an effec-
tive tool for solving this problem is offered by scanning
tunneling microscopy (STM) [2], which provides for
the possibility of studying the emitter surface topogra-
phy and the electron work function distribution over the
cathode at a high surface resolution.

Here, we report the results obtained in an investiga-
tion of the surface of palladium–barium alloy cathodes
using STM. The sample surface was washed from con-
taminations with 96% ethyl alcohol and studied in air
with a universal scanning probe microscopy setup [3]
using a mechanically cut platinum–iridium alloy wire
as a probing point.

Figure 1 presents a computer-processed STM
image of the surface topography of a palladium–bar-
ium alloy emitter obtained for a microscopic area with
1063-7850/02/2812- $22.00 © 200981
dimensions 90 × 90 nm measured at a tunneling cur-
rent of 1 nA. As can be seen from Fig. 1, the emitter
surface has a well-developed relief and possesses a
porous character, which is in agreement with the exist-
ing theoretical notions.

Figure 2 shows a typical distribution of the surface
sites with various values of the electron work function
over a microscopic (90 × 90 nm) area of a palladium–
barium emitter surface. In this pattern, variations in the
electron work function are manifested by the image
color varying from white (minimum value, 2.3 eV) to

Fig. 1. An STM image of the surface topography of a 90 ×
90 nm area on a palladium–barium electron emitter, show-
ing surface roughnesses with a maximum height of 30.7 nm.
The STM measurements were performed in air at a tunnel-
ing current of 1 nA and a bias voltage of 100 mV.
02 MAIK “Nauka/Interperiodica”
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black (maximum value, 5.2 eV). The image was
obtained using tunneling spectroscopy in a tunneling
gap modulation mode in the absence of a digital nega-

Fig. 2. A typical distribution of the surface sites with vari-
ous values of the electron work function over a microscopic
(90 × 90 nm) area of a palladium–barium emitter surface
measured with tunneling spectroscopy using a tunneling
gap modulation technique. White, grey, and black regions
correspond to an electron work function of 2.3 eV (mini-
mum), ~3.7 eV, and 5.2 eV (maximum), respectively.
TEC
tive feedback (usually employed to maintain a constant
tunneling current). The white regions probably corre-
spond to barium–oxygen compounds (with an electron
work function of 2.3 eV); grey regions, to an interme-
tallic compound (~3.7 eV); and black, to a palladium
matrix with the maximum electron work function
(5.2 eV). This result confirms theoretical notions
regarding the island character of emissions from
alloyed cathodes.

We believe that further investigations of the emitter
surface topography, composition, and properties using
STM could prove useful in studying the influence of
various chemical and technological factors on the emis-
sive properties of alloyed cathodes in the course of fab-
rication and service, with a view to obtaining devices
possessing optimum characteristics.
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The Energy Position of Electrically Active Centers 
in the Oxide Layer of SIMOX Structures

A. Yu. Askinazi, A. P. Baraban, V. A. Dmitriev, and L. V. Miloglyadova
Institute of Physics, St. Petersburg State University, St. Petersburg, Russia

Received February 19, 2002

Abstract—Silicon-on-insulator (Si–SiO2) structures fabricated using the SIMOX technology were studied by
measuring high-frequency capacitance–voltage characteristics. Based on these data, the energy position of elec-
trically active centers in the oxide layer of SIMOX structures is estimated. © 2002 MAIK “Nauka/Interperiod-
ica”.
Heterostructures of the silicon-on-insulator (SOI)
type offer a promising basis for the development of
devices for use in modern microelectronics and solid-
state electronics. Study of the properties of electrically
active centers in these structures is of considerable
interest for both basic science and applied research. An
important method of obtaining SOI structures consists
in the formation of buried oxide layers in the bulk of sil-
icon by oxygen implantation, known as SIMOX tech-
nology. Despite the numerous investigations performed
on these structures, there are still open questions con-
cerning the energy position and the nature of the elec-
trically active centers in SIMOX structures.

The purpose of this study was to determine the
energy position of electrically active centers formed in
the buried SiO2 layer of SIMOX structures.

The experiments were performed with Si–SiO2 struc-
tures prepared by implanting oxygen ions at an energy of
190 keV and a total dose of 1.8 × 1018 cm–2 into a sili-
con substrate heated to a temperature of 650°C. After
ion implantation, the samples were thermally annealed
for 6 h at T = 1320°C and then the external silicon layer
was etched off to leave a silicon dioxide layer with a
thickness of about 450 nm. During the electric mea-
surements, the voltages applied to the samples (with +
on Si) were sufficiently small to avoid degradation
(breakdown) of the oxide film: the field strength in the
oxide was Eox = 1–5 MV/cm. The samples were irradi-
ated in the near UV range (hν < 6 eV) by the light of a
DRL-250 mercury lamp.

The charge state of the Si–SiO2 structures was stud-
ied using methods based on measuring the high-fre-
quency capacitance–voltage characteristics of the sam-
ples. The first method combines such measurements
with the depth profiling technique [1] involving layer-
by-layer oxide removal by etching. Based on these data,
it is possible to construct a plot of the flat-bad potential
Vfb versus the oxide layer thickness dox (Fig. 1).
Another method is field cycling [1], which gives the
1063-7850/02/2812- $22.00 © 20983
plots of –Vfb versus Eox (Fig. 2). All these measure-
ments were performed at a temperature of 293 K in an
electrolyte–insulator–semiconductor system [1].

Previously [2], we established that the SIMOX
structures studied are characterized by a positive charge
density Q+ = (0.4 ± 0.1) × 1012 cm–2 in the oxide layer
at the SiO2–Si interface, with a centroid positioned at
X = 65 ± 10 nm (Fig. 1). Exposure to UV radiation in
the absence of applied electric fields leads to a virtually
complete neutralization of the charge (Fig. 1) [2]. The
measurements performed with an electric field applied
to a nonirradiated SIMOX structure (field cycling)
showed evidence of stability of the charge state in the
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Fig. 1. Plots of the flat-band potential Vfb versus oxide layer
thickness dox for SIMOX structures (1) in the initial state
and (2) with an applied electric field.
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range of field strengths Eox ≤ 2.5 MV/cm (Fig. 2) [3].
As the applied electric field strength was increased fur-
ther, the –Vfb value exhibited a sharp growth starting
from Eox = 3 MV/cm (Fig. 2) [3]. This was indicative of
the formation of a positive charge in the oxide layer, the
centroid of this charge being also positioned at X = 65 ±
10 nm (Fig. 1) [2, 3].

The UV irradiation of the SIMOX structures in the
presence of an applied electric field leads to virtually
complete neutralization of the positive charge gener-
ated in the oxide layer (Fig. 1) [2]. Preliminary irradia-
tion of the samples did not significantly modify the
shape of the –Vfb(Eox) dependence (Fig. 2). Simulta-
neous exposure to UV radiation and application of a
field with Eox ≈ 0.2 MV/cm did not change the charge
state of the oxide. However, the same combined action
of UV radiation and a field strength of Eox = 1 MV/cm
resulted in the appearance of a considerable positive
charge with a centroid at X = 65 ± 10 nm [2]. Subse-
quent exposure to UV radiation in the absence of
applied electric fields leads again to a virtually com-
plete neutralization of the charge.

Thus, irradiation in the near UV range and/or appli-
cation of an electric field leads to a change in the charge
state of the oxide layer of SIMOX structures. This is
related to recharging of the electrically active centers
(EACs), probably of a common nature, situated within
the SiO2 layer with a centroid positioned at 65 nm.
Based on the experimental data obtained, we can for-
mulate certain notions concerning the EAC recharge
mechanism, the EAC energy position in the bandgap of
SiO2, and the nature of these centers.

In the course of synthesis of the Si–SiO2 structures
according to the SIMOX technology, EACs are formed

–Vfb, V

Eox, MV/cm

40
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Fig. 2. Plots of the flat-band potential Vfb versus applied
electric field strength for SIMOX structures (1) in the initial
state and (2) irradiated in the near UV range.

2

TE
in the bulk of the oxide layer at a distance of 65 nm
from the Si–SiO2 interface. In the initial state, part of
these centers occurs in the neutral state (N0), while the
other centers are positively charged (N+). The positive
charge present in the bulk of the SiO2 layer creates an
electric field. This field produces spatial distortion of
the energy bands of SiO2, which is manifested by the
appearance of a potential well for electrons in the con-
duction band. Assuming that all EACs are located in the
same plane at a distance of X = 65 nm from the Si–SiO2
interface, the depth ∆ of the potential well in the
absence of an external electric field can be estimated as

(1)

where q is the elementary charge and ε0εox is the per-
mittivity of SiO2. Substituting well-known values into
this expression, we obtain ∆ ≅  1.3 eV.

The UV irradiation of SIMOX structures in the
absence of an applied electric field leads to recharging
of the EACs, whereby the positively charged centers
are neutralized by the electrons photoinjected from sil-
icon. The injected electrons drift in the electric field
created by the initial positive charge until complete
neutralization of the EACs takes place: N+ + e  N0

(Fig. 3a). The application of a relatively weak external
electric field (with + on Si) prevented the drift of pho-
toexcited electrons and resulted in the charge state
remaining unchanged. The magnitude of this field can
be estimated as

, (2)

∆ N+q2X
ε0εox

----------------,=

hν

Eox
⊗ qN+

ε0εox
------------=

∆
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Fig. 3. Schematic diagrams illustrating the recharge of elec-
trically active centers formed in the bulk of SiO2 layer of
SIMOX structures (see the text for explanations).
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which yields Eox = 0.2 MV/cm, in agreement with the
experimental results.

In the presence of an external electric field of a sig-
nificantly higher strength (1 MV/cm), the UV irradia-
tion of samples leads to devastation of the neutral EACs
(N0  N+ + e) as a result of the excitation of electrons
from these centers to the conduction band of SiO2 and
their drift to the silicon substrate (Fig. 3b). This results
in the formation of a considerable positive charge in the
bulk of SiO2. In this case, the energy of the neutral
EACs does not exceed the UV quantum energy, which
corresponds to 6 eV from the conduction band bottom
of SiO2. The fact that the positive charge in the oxide
increases only in the presence of a sufficiently large
applied electric field (Eox ≥ 3 MV/cm) is explained by
the recharging of neutral EACs into positively charged
centers (N0  N+ + e) as a result of the tunneling of
electrons to the conduction band of SiO2 and their drift
to Si (Fig. 3c). It should be noted that the same electric
field strength is required for the onset of tunneling
injection of electrons from metal (Mg) contacts into
SiO2 in metal–insulator-semiconductor (MIS) struc-
tures [4]. These data suggest that the energy position of
neutral EACs is close to the potential barrier height at

the SiO2–Mg interface (  ≈ 2.4 eV).

The common position of the centroids characteriz-
ing the spatial position of EACs recharged following
significantly different mechanisms (optical recharge,
tunneling) indicates that EACs formed in the Si–SiO2
structures obtained using SIMOX technology are spa-
tially localized within a sufficiently narrow region.

hν

el. field

Et
0
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EACs possessing the properties described above can
represent unsaturated bonds of silicon atoms (Si3≡Si–)
at a boundary between SiO2 and silicon clusters, the
existence of which in SIMOX structures was suggested
in [5]. Such an unsaturated bond represents an ampho-
teric center [6] possessing three metastable states dif-
fering in the number of trapped electrons, charge, and
energy position. The most important subject for subse-
quent investigations is the reason for the appearance of
a high concentration of silicon clusters at a distance of
65 nm from the SiO2–Si interface.
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Abstract—It is shown that a quasi-stationary distribution of the transverse energies of relativistic particles
(protons) moving in a bent crystal has a characteristic width of less than a few thousandths of an electron-
volt. © 2002 MAIK “Nauka/Interperiodica”.
The rotation and cooling of beams of relativistic
particles moving in bent crystals were predicted by
Tsyganov [1]. According to the theory describing the
bulk trapping of relativistic particles into the channeled
mode [2], the discrete character of the atomic plane
potential in a bent crystal explains the fact that the elas-
tic energy losses for the transverse motion of channeled
particles exceed the inelastic losses for the same motion
by a factor of 107.

The motion of fast charged particles in bent planar
channels of a crystal can be described using the Fok-
ker–Planck equation [3]. As constructed using a sto-
chastic equation of evolution of the transverse energy
of particles constructed previously [4, 5], the Fokker–
Planck equation can be represented as follows:

(1)

where f = f(ε, t) is the density of the flux of channeled
particles in the space of transverse energies.

The coefficients of the drift and diffusion of chan-
neled particles in the transverse energy space are given
by the formulas

where T(ε) is the period of oscillations for a particle
moving in the planar channel, D(x) is the diffusion
coefficient of the channeled particles, and x1, 2 are the
reversal points of the classical trajectory of the chan-
neled particle, which can be determined from the equa-
tion Ueff(x1, 2) = ε. Here, Ueff is the effective potential of

∂f
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a planar channel in the bent crystal and has the follow-
ing form:

where E = pv is the initial particle energy, R is the
radius of crystal bending, y = scosφ, z = ssinφ, φ is an
angle in the YOZ plane (which is far from the principal
crystallographic directions), s . v t is the depth of chan-
neled particle penetration into the crystal, and (x) is
the continuous potential of the planar crystal channel
averaged over thermal oscillations.

A solution to Eq. (1) will be found in the approxima-
tion adopting a harmonic potential of the planar chan-
nel, a constant crystal bending radius, and a constant
atomic electron density. First, let us consider a purely
dynamic problem in which the diffusion coefficient is
zero. By direct substitution, it is easy to check that the
function

(2)

is a solution to Eq. (1) with B(ε) = 0 and the initial con-
dition

(3)

corresponding to a beam of particles incident onto the
crystal surface with a zero disorientation angle. In
expression (2), ε∗  = (Rc/R)2Vmax, Vmax is the maximum
potential of a separate atomic plane and Rc is the critical
crystal bending radius [1]. It can also be readily seen
that, after several periods of oscillations in the planar

Ueff x( ) U x( ) pv x
R

----------,–=

U

f ε t,( ) 1
4 ε ε*+( )Vmax
----------------------------------=

× 1 ε*
ε ε*+ 4t/T( ) ε*+( )2 ε*–

----------------------------------------------------------------------+ 
  1/2

f ε t 0=,( ) 4εVmax[ ] 1/2– ,=
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channel (for 4t/T  @ 1), the distribution function (2)
ceases to depend on time:

(4)

Thus, as a result of elastic losses of the transverse
energy caused by a discrete atomic plane potential in
the bent crystal, the transverse energy distribution pro-
file shifts from ε = 0 in the unbent part of the crystal to
ε = –ε∗  in the bent part. When the crystal is bent, the
potential well bottom shifts away from the middle of
the planar channel and decreases by –ε∗ .

A stationary solution to Eq. (1), which is more cor-
rectly called quasi-stationary because the total energy
of a channeled particle decreases due to the inelastic
energy losses, has the following form:

(5)

The characteristic width of the distribution function (5)
is

(6)

where NZ2 is the average density of atomic electrons, a
is the screening radius, " is the Planck constant, and c
is the speed of light in vacuum.

Formula (6) yields the following estimate for rela-
tivistic protons in a silicon crystal:

where the initial particle energy [pv ] = GeV and the
distribution function width [ε1/e] = eV are expressed in
units of the total energy (GeV) and the transverse
energy (eV), respectively. As can be readily seen, rela-
tivistic protons with total energies in a broad range
from 1 to 1000 GeV are localized in a narrow vicinity
of the potential minimum of a bent planar channel in a
silicon crystal: the characteristic distribution width
exhibits a record value of below a few thousandths of an
electronvolt.

A comparison of expressions (4) and (5) shows that
an allowance for multiple scattering leads to a paradox-
ical result: the distribution of channeled particles with
respect to the transverse energy narrows rather than

f ε t @ T,( ) 4 ε ε*+( )Vmax[ ] 1/2– .=

f s ε( ) 4 ε ε*+( )ε1/e[ ] 1/2– ε ε*+( )/ε1/e–( ).exp=

ε1/e . 
8 Re4NZ2 Ea/"c( )ln[ ] 2

pv( )3
--------------------------------------------------------,

ε1/e . 
1

pv
------- R

Rc

----- 
  2

10 6– ,×
TECHNICAL PHYSICS LETTERS      Vol. 28      No. 12      20
broadens. As is known (see, e.g., [6]), an analogous sit-
uation takes place in storage rings; however, the mech-
anism of the transverse cooling of relativistic ions in
that case is somewhat different. Direct verification of
the theoretical predictions can be performed by treating
the experimental data reported by Andreev et al. [7]
using the method developed by Bak et al. [8].

In the latter experiment [8], a crystal was bent in a
three-point loading mode and the depth of the particle
penetration into the crystal varied in proportion to the
bending radius [9]. No quasi-stationary state can be
expected in this case, which is in agreement with the
experimental results obtained (see [8, Fig. 17]). In the
former experiment [7], a crystal was bent using a device
ensuring a constant bending radius, which should lead,
as demonstrated above, to a quasi-stationary distribu-
tion of particles with respect to transverse energy.

The proposed theory is indirectly confirmed by the
results of experiments reported in [10], where no expla-
nation was given to the absence of dechanneling in the
part of the crystal (bent in a four-point loading mode)
with a constant bending radius.
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Abstract—Phase transitions in ion-amorphized silicon annealed by nanosecond UV radiation pulses of an
ArF excimer laser were studied by time-resolved reflectivity measurements at λ = 633 nm. It was estab-
lished that epitaxial crystallization of a melted layer of silicon takes place at a laser energy density of W >
0.8 J/cm2. At 0.2 J/cm2 < W < 0.7 J/cm2, silicon exhibits amorphization in the course of solidification, the
initial and final amorphous phases being different. This amorphization of solidifying silicon is accompa-
nied by the nucleation of separate crystallization centers. The presence of such centers changes the kinet-
ics of phase transformations in the course of repeated laser action, leading to the formation of a polycrys-
talline structure, and provides for the possibility of obtaining intermediate crystallization states of Si in a
sequence of laser-induced phase transitions. © 2002 MAIK “Nauka/Interperiodica”.
The modification and crystallization of amorphous
silicon (a-Si) under the action of nanosecond UV radi-
ation pulses of an excimer laser is an attractive method
for use in the technology of thin-film solar cells and tran-
sistors in active liquid crystal display matrices [1, 2]. In
this context, it is important to study the phase transi-
tions taking place in a-Si under the action of such laser
radiation.

Previously [3], we studied the dynamics of ArF
excimer laser annealing of thin hydrogenated a-Si
films prepared by silane decomposition in glow dis-
charge plasma. It was established that crystallization
of the ion-amorphized silicon requires at least two
laser pulses with an energy density above the melting
threshold Wma. After a single laser pulse, solidifica-
tion of a liquid phase (l-Si) leads to the formation of
a new amorphous phase (a2-Si), with the structure
and electric properties being different from those of
the initial (a1-Si) amorphous phase. The purpose of
this study was to elucidate the dynamics of laser-
induced transformations taking place in ion-amor-
phized silicon layers under analogous experimental
conditions.

The experiments were performed on (111)-oriented
B-doped single crystal silicon wafers implanted with
75-keV P+ ions to a total dose of 2 × 1015 cm–2, which
produces amorphization of the initial crystalline mate-
rial (c-Si) to a depth of ~0.1 µm. The a-Si samples
were annealed by exposure to pulsed radiation from
an ArF excimer laser (FMG-100) with a pulse dura-
tion (full width at half maximum) of ~10 ns. The
1063-7850/02/2812- $22.00 © 0988
absorbed laser energy density W was controlled with
the aid of a focusing lens moved along the laser beam
axis. The irradiated spot size was determined by a dia-
phragm of 0.5 mm in diameter spaced from the sample
by a distance exceeding the focal length. The sample
was probed by a He–Ne laser beam (λ = 633 nm)
focused into an ~0.05 mm spot at the center of the
region irradiated by the excimer laser. The probing
laser beam, incident at an angle of 30°, was polarized
in the incidence plane. The reflected beam was
detected by a silicon photodiode, the output signal of
which was transmitted to a TS-8123 storage oscillo-
graph connected with a personal computer. The char-
acteristic transient time of the signal detection chan-
nel was about 4 ns.

Under the experimental conditions studied, the melting
threshold energy density was Wma ~ 0.16 J/cm2, the epi-
taxial crystallization threshold of a melted silicon layer
was Wec ~ 0.75 J/cm2, and the laser ablation threshold
was 2.3–2.4 J/cm2. Laser action at an energy density in
the interval Wma < W < Wec does not lead to crystalliza-
tion of the amorphous silicon layer but induces the
phase transitions a1-Si  l-Si  a2-Si taking place
at a temperature (Tma) which is about 200 K below the
equilibrium melting point Tmc of crystalline silicon
(c-Si), that is, under the conditions of significantly
supercooled l-Si [4, 5]. The formation of l-Si is
manifested by an increase in the coefficient of ref-
lection (R) of the probing radiation (see figure),
which is restored to the initial level (~33%) after
solidification.
2002 MAIK “Nauka/Interperiodica”
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When the laser radiation energy density W is
increased in the above interval, the time variation of the
reflection coefficient, R(t), qualitatively changes. For
W > 0.4 J/cm2, the final R level is attained in a non-
monotonic manner (see curves 4–6 in the figure). This
behavior, which becomes more pronounced when W
approaches the epitaxial threshold, is explained by the fact
that the amorphous phase formation (l-Si  a2-Si) pro-
ceeds both from the substrate and from the surface of a
melted layer, so that R drops below the initial level and
exhibits a minimum. This behavior of the reflection
coefficient agrees with the results of calculations and is
due to interference of the probing radiation upon reflec-
tion from the a2-Si/l-Si system with liquid–solid inter-
faces moving in opposite directions. After the action of
a laser pulse with an energy of W ≥ 0.8 J/cm2, the
melted layer exhibits epitaxial crystallization (see
curves 7, 8 in the figure) and the surface of the laser-
irradiated zone is visually indistinguishable from that
of a polished single crystal.

A difference between the a1-Si and a2-Si structures
is confirmed by the following fact: repeated irradiation
of the pre-exposed samples (2Wma < W < Wec) leads to
significantly different kinetics of the phase transitions
and, accordingly, to different dynamics of variation of
the reflection coefficient R (see curves 10–15 in the fig-
ure). According to this, preliminary irradiation (W =
W1 = 0.2–0.3 J/cm2) results in the appearance of sepa-
rate crystalline nuclei (nanocrystals with probable
dimensions below 5 nm) in the amorphous matrix
formed due to the l-Si  a2-Si phase transition. Upon
repeated melting of the amorphous silicon (i.e., of the
a2-Si phase) at W = W2, these nanocrystals (occurring in
a strongly supercooled liquid phase l1-Si) grow to form
a polycrystalline structure (pc1-Si).

For W ≥2Wma, the laser action leads to melting of the
pc1-Si phase (Tma < T < Tmc) followed by the formation
of a secondary polycrystalline phase (l2-Si  pc2-Si).
As a result, the zone of laser action acquires a specific
color and is characterized by lower reflectance (curves
10–15 in the figure). Additional phase transitions
(l1-Si  pc1-Si  l2-Si) lead to an intermediate
decrease in intensity of the reflected probing beam
(manifested by the drop in curves 10–15), while rela-
tively small W values lead to a slower decrease in R
(manifested by the shoulder in curves 11 and 12). As the
W value increases, the minimum in R shifts toward the
leading front of the pulsed response signal. For laser ener-
gies above Wec, the phase transition l1-Si  pc1-Si is
probably suppressed as a result of the liquid-phase
heating proceeding at a high rate and the decomposition
of nanocrystals.
TECHNICAL PHYSICS LETTERS      Vol. 28      No. 12      20
In concluding, it should be noted that the experi-
ments performed with analogous ion-implanted sili-
con samples irradiated by single pulses of a ruby
laser [5] also showed evidence of additional phase
transitions of the l1-Si  pc-Si  l2-Si type.
Here, in contrast to the situation described above, the
effective nucleation of nanocrystals in the a-Si pre-
melting stage is not suppressed due to a much lower
rate of heating of the initial a-Si (pulse duration,
70−80 ns). As a result, the above phase transitions
(i.e., the intermediate silicon crystallization stage
with the formation of fine-crystalline pc-Si) and the
subsequent melting take place not only for Wma <
W < Wec but also for laser radiation energies above
the epitaxial growth threshold.
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Abstract—The spectral characteristics of the X-ray-excited luminescence from an SrAl12O19:Pr phosphor fea-
turing cascade photon emission were studied in a range of temperatures from 90 to 500 K. It is demonstrated
that an important role in the energy transfer to the emission centers in SrAl12O19:Pr is played by competitive
processes of the formation of Vk centers and the trapping of holes by Pr3+ ions. © 2002 MAIK “Nauka/Inter-
periodica”.
At present, the task of improving the performance
characteristics of plasma display panels is solved, in
particular, through finding new effective phosphors.
Good prospects in this respect are offered by com-
pounds capable of emitting photons by the cascade
mechanism [1–5]. A convenient matrix featuring cas-
cade photon emission from Pr3+ ions is SrAl12O19 [1].
Praseodymium replacing strontium in the SrAl12O19

matrix weakly interacts with the nearest neighbor oxy-
gen ions, thus ensuring high positions of the energy lev-
els of a mixed 4f15d electron configuration and provid-
ing for the possibility of radiative transitions from the
1S0, 4f  level [1, 2]. Previously, the properties of
SrAl12O19:Pr phosphors were studied both experimen-
tally [1–5] and theoretically [6]. These investigations
provided detailed data on the spectra and luminescence
decay times [1–4], the concentration dependence of the
spectral characteristics [4, 5], the influence of nonradi-
ative transitions on the emission properties of phos-
phors [1, 2], and the role of mixing of the 1S0, 4f  and 5d
states of Pr3+ ions [6].

In this study, we paid special attention to the temper-
ature-induced variations in the intensities of bands in
the emission spectrum of an SrAl12O19:Pr phosphor.
These temperature dependences provide new informa-
tion about basic physical processes in the phosphor.
These data are also of considerable practical signifi-
cance because a phosphor used in a gas-discharge
device can operate at temperatures above room temper-
ature. The measurements were mostly conducted in the
experimental setup described previously in [7]. The
experiments were performed with polycrystalline sam-
ples of SrAl12O19:Pr, the characteristics of which were
recently presented in [5].
1063-7850/02/2812- $22.00 © 20991
Figure 1 shows a typical temperature variation in the
intensities of the two most effective bands in the X-ray-
excited luminescence spectrum of an SrAl12O19:Pr
phosphor. The short-wavelength emission band with a
maximum at 403 nm is assigned to the first step of the
cascade photon emission (1S0  1I6 transitions), and
the long-wavelength band with a peak at 488 nm corre-
sponds to the second step of this cascade process
(3P  3H4 transitions). A maximum intensity of the
emission due to transitions from the 1S0 level is
observed at ~350 K. The entire X-ray-excited lumines-
cence spectrum measured at this temperature is pre-
sented in Fig. 2. The inset to Fig. 2 shows the lumines-
cence excitation spectrum of the room-temperature
emission at 403 nm. Besides the aforementioned
bands, the X-ray-excited luminescence spectrum dis-
plays other emission bands corresponding to transi-
tions from the upper excited 1S0 level of the Pr3+ ion to
lower levels, including 3F4 (257 nm), 1G4 (276 nm),
and 1D2 (341 nm).

A decrease in the intensity of emission at 403 and
488 nm observed for T > 350 K (Fig. 1) is naturally
attributed to the process of temperature quenching. An
unusual feature is a sharp drop in the intensity of emis-
sion at 403 nm at temperatures below 140 K, where the
decrease in the intensity of emission at 488 nm is not as
pronounced. It is important to note that this significant
drop in intensity of the short-wavelength band is char-
acteristic of X-ray-excited luminescence and not
observed upon direct excitation of the Pr3+ centers at
6 eV. The X-ray excitation produces a certain amount
of electrons at the conduction band bottom and holes at
the valence band top. These electrons subsequently
relax to the closest 4f15d states of Pr3+, while the holes
002 MAIK “Nauka/Interperiodica”
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are either trapped by Pr3+ ions or involved in the axial
relaxation process [2].

The most acceptable mechanism explaining the
low-temperature drop in intensity of the first step of the
cascade photon emission is that involving competitive
processes of the trapping of holes from the valence
band by the Vk centers and Pr3+ ions. Having reached
the valence band bottom, holes in the ionic compound
participate in the axial relaxation. As a result of this
process, autolocalized holes or Vk centers are formed
within a time period of ~10–12 s. On the other hand, the
recombination luminescence mechanism in activated
crystals consists in the trapping of holes from the
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Fig. 1. Temperature dependence of the intensity of the emis-
sion bands at (1) 403 and (2) 488 nm in the X-ray-excited
luminescence spectrum of an SrAl12O19:Pr phosphor
(0.5% Pr).
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Fig. 2. The X-ray-excited luminescence spectrum of an
SrAl12O19:Pr phosphor (0.5% Pr) measured at 350 K. The
inset shows the room-temperature spectrum of excitation
for the luminescence band at 403 nm.
TE
valence band by Pr3+ ions according to the reaction
Pr3+ + h  Pr4+, followed by the trapping of electrons
from the conduction band to the excited level. At tem-
peratures above that of delocalization of the Vk centers
(Td ≈ 129–140 K), holes in the relaxed states (i.e., Vk
centers) migrate over the crystal and can be trapped by
Pr3+ ions. At T < Td, the Vk centers are immobile and the
conversion reaction Pr3+  Pr4+ is low-probable,
which leads to a decrease in intensity of the first step of
the cascade photon emission.

Transitions from the 3P0 level provide for a high
radiation yield even at low temperatures due to the
energy transfer from autolocalized excitons to Pr3+

ions. An autolocalized exciton is formed when a Vk
center traps an electron from the conduction band, after
which the exciton Pr3+ energy transfer takes place.
The energy of the autolocalized exciton is sufficient to
excite a 3P0 level but not to provide for the system tran-
sition to a 1S0 level. For this reason, the low-tempera-
ture spectra show predominantly 3P0 luminescence or
the second step of the cascade proton emission from
Pr3+ ions. Previously, luminescence due to autolocal-
ized excitons was observed in SrAl12O19:Pr containing
less than 0.5% Pr3+ ions [5].

The position of a low-energy edge (at 5.92 eV or
210 nm) of the luminescence excitation spectrum cor-
responds to the onset of 4f  5d transitions (see the
inset to Fig. 2). The 1S0 level of Pr3+ ions in
SrAl12O19:Pr is situated at 6.77 eV (215 nm) [3]. There-
fore, the room-temperature gap between the lowest
level of the 5d configuration and the 1S0 level is suffi-
ciently small: ∆ ≈ 0.15 eV. The excitation peak at
6.4 eV corresponds to transitions from the 3H4, 4f state
to levels of the mixed 4f15d electron configuration.
Effective excitation of the cascade photon emission at
6 eV is related to the 5d  1S0 thermal relaxation pro-
cess (see, e.g. [3]) followed by radiative transitions
from the 1S0 level. An increase in the quantum yield of
the emission at 403 nm for E > 7.5 eV in the lumines-
cence excitation spectrum is due to the onset of transi-
tions from the valence to conduction band. Using the
observed luminescence excitation spectrum, we can
estimate the bandgap width of SrAl12O19 to be Eg =
7.4 eV.

Thus, the intensity of the emission band at 403 nm,
as well as of the other short-wavelength emission bands
related to transitions from the 1S0 level of Pr3+ ions
excited by X-ray radiation (or by any quanta with
energy exceeding 7.5 eV), in the luminescence spec-
trum of SrAl12O19:Pr decreases with temperature. This
decrease is apparently related to an increase in the effi-
ciency of formation of Vk centers in the crystal. A cer-
tain contribution to the decrease in intensity of the
short-wavelength emission from Pr3+ can also be due to
temperature-induced variation of the energy gap
CHNICAL PHYSICS LETTERS      Vol. 28      No. 12      2002
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between 5d and 1S0 levels. The increase in the ∆(5d, 1S0)
value (due to a shortwave shift of the 5d levels) with
decreasing temperature leads to a decrease in the prob-
ability of the 5d  1S0 thermal relaxation process.
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Abstract—The influence of high-temperature (1010°C) annealing in a flow of gaseous ammonia on the prop-
erties of bulk GaN layers, grown by chloride–hydride VPE and then separated from SiO2 substrates, was studied
using atomic force microscopy. The bulk (~360-µm-thick) epitaxial GaN layers were synthesized in two steps:
a first stage of nucleation and growth at a low temperature (530°C) followed by epitaxy at a high temperature
(970°C). It was found that the annealing increases the nanorelief height and activates the donor–acceptor
recombination on the surface of a GaN layer grown at the lower temperature and decreases the intensity of pho-
toluminescence from the layer grown at the higher temperature. © 2002 MAIK “Nauka/Interperiodica”.
The heteroepitaxial growth of gallium nitride layers
by vapor phase epitaxy (VPE) has been studied for
more than three decades [1], but it was only recently
established [2] that high-quality epitaxial layers can be
obtained using a metalorganic chemical vapor deposi-
tion technique involving a low-temperature initial
growth stage followed by high-temperature epitaxy.
The development of a two-step process, whereby the
main bulk material is grown at a high temperature
above the initial thin layer nucleated and grown at a low
temperature on a sapphire substrate, has allowed GaN
layers of significantly improved quality to be obtained
using a chloride– hydride VPE process [3].

By studying the properties of GaN layers grown
in the low-temperature and high-temperature stages
(LT-GaN and HT-GaN, respectively), it is possible to
determine the influence the temperature of the process
on the character of nucleation and epitaxial growth and
to elucidate features of the growth mechanism. The aim
of this work was to study the influence of high-temper-
ature annealing on the properties of GaN layers, includ-
ing both the LT-GaN layer formed under the conditions
of three-dimensional nucleation in the course of hete-
roepitaxy and the HT-GaN layer grown under the con-
ditions of homoepitaxy.

The heteroepitaxial growth of GaN was performed
on preliminarily oxidized Si(111) wafers with a diame-
ter of 50 mm rotated in a flow of hydrogen at a rate of
1 Hz. The ratio of the H2/NH3 component fluxes was
2 : 1. The samples were grown in two steps. In the first
stage, a low-temperature buffer layer of GaN (LT-GaN)
was grown by epitaxy at 530°C for 100 h, after which a
360-µm-thick HT-GaN layer was grown in the second
stage of epitaxy proceeding for 3 h at a temperature of
970°C. After growth, the substrate was removed
1063-7850/02/2812- $22.00 © 0994
through dissolution in a standard etchant to leave a
thick bulk GaN layer.

The bulk GaN layers obtained as described above
were annealed for 4 h at 1010°C in the flow of an
NH3−2H2 mixture. Then, the sample was studied from
the LT-GaN side (exposed after removal of the sub-
strate) using the atomic force microscopy (AFM) and
photoluminescence (PL) methods (Fig. 1), while the
HT-GaN side was only characterized using PL. The
AFM investigations were performed on an NT–MDT
instrument equipped with standard silicon nitride canti-
levers. The PL spectra were excited by pulsed radiation
of a nitrogen laser operating at λ = 337 nm and a pulse
duration of 6 ns. The measurements were performed at
liquid nitrogen temperature.

A comparative analysis of the AFM images showed
that, immediately after removal of the Si substrate, the
nanorelief height h on the LT-GaN surface did not
exceed 10 nm. After high-temperature annealing of the
sample, the relief height h increases by a factor exceed-
ing 10 (Fig. 2). The PL measurements on the sample
surface from which the substrate was removed showed

Te ~ 1000°C

Te ~ 500°C

Ta ~ 1010°C
t = 4 h

1NH3 : 2H2
LT-GaN

HT-GaN

LT-GaN

HT-GaNHT-GaN
300 µm

1 µm LT-GaN

SiSiO2

AFM, PL AFM, PL

PLPL

Fig. 1. Schematic diagrams illustrating the preparation (epi-
taxial growth), characterization (AFM, PL), and treatment
(annealing) of the LT- and HT-GaN layers.
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Fig. 2. (a, c) AFM profiles of the LT-GaN layer surface and (b, d) the GaN nucleus size distribution functions before (a, b) and after
(c, d) high-temperature annealing of the samples.

Z

Z

that the photon energy at the maximum of the PL spec-
trum of LT-GaN was hν = 3.46 eV (at 80 K). This peak
is probably related to the interband recombination pro-
cess. After the high-temperature annealing, the PL
intensity increased and the position of the emission
maximum shifted toward longer wavelengths, up to a
quantum energy of hν = 3.28 eV (80 K). The PL band
at hν = 3.28 eV is attributed to the donor–acceptor
recombination (Fig. 3a).

The PL measurements on the surface of the bulk epi-
taxial layer showed the maximum emission to take
place at hν = 3.46 eV (80 K) both before and after the
high-temperature annealing, while the intensity of this
band somewhat decreased upon this treatment (Fig. 3b).
Prior to the annealing, the PL intensity of HT-GaN was
several times greater than that of the LT-GaN layer.

In order to explain the results presented above, let us
consider features of the nucleation and growth of GaN
layers. As is known for the heteroepitaxy of GaN from
a vapor phase on a foreign substrate (sapphire, Si), the
film is nucleated as result of a chemical reaction
between gallium chloride and ammonia, which leads to
the formation of three-dimensional islands with an
average size of ~10 nm [4]. An analysis of the AFM
images showed that the height of a nanorelief exposed
on the LT-GaN surface after removal of the Si substrate
is 4–8 nm, which corresponds to the size of islands rep-
resenting the GaN nuclei (Fig. 2a). Apparently, the
nucleation of GaN at a low temperature has a disor-
TECHNICAL PHYSICS LETTERS      Vol. 28      No. 12      20
dered character. During the subsequent annealing at
Ta = 1010°C in gaseous ammonia, the amorphous
nuclei transform toward stoichiometric composition,
i.e., toward of healing excess structural defects in the
GaN structure. Under high-temperature conditions, the
nuclei become involved in mass exchange. As a result,
smaller nuclei tend to disappear and coarse ones grow
so that the height of the surface nanorelief increases by
one order of magnitude to reach 100–200 nm (Fig. 2b).

The PL spectra of LT-GaN layers measured after
removal of the Si substrate were characterized by a rel-
atively low emission intensity. The PL band maximum
observed at hν = 3.46 eV (80 K) probably corresponds
to the interband recombination of the minority charge
carriers. The high-temperature annealing leads to a
shift in the PL peak position by 0.18 eV toward longer
wavelengths: hν = 3.28 eV (80 K). This value almost
coincides with that previously reported by Katsavets
et al., hν = 3.29 eV (10 K) [5], and attributed to the
recombination of nonequilibrium electrons and holes
localized on the acceptor levels. It should be noted that
the level at Ec = 0.18 eV was also reported in [6], where
it was attributed to nitrogen defects.

Apparently, the initial growth stage involves the for-
mation of an LT-GaN island layer, the luminescent
properties of which are determined by the mechanism
of interband recombination. The high-temperature
annealing of this layer leads to activation of the donor–
02
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acceptor recombination mechanism (Fig. 3b). Further
layer growth under high-temperature epitaxy condi-
tions is controlled by the chemical reaction of GaN syn-
thesis, which provides for the formation of rather per-
fect layers with a dislocation density of ~108 cm–2.
Annealing of the HT-GaN layer in gaseous ammonia at
a temperature close to that of the epitaxial growth does
not change the PL peak position but decreases the PL
intensity. This is probably due to the structural defects,
whose appearance is related to the relaxation of stresses
(developed in the substrate–film system) in the course
of prolonged annealing and subsequent cooling
(Fig. 3a).

hν = 3.46 eV

2.9 3.0 3.1 3.2 3.3 3.4 3.5 3.6 3.7

J, a.u.

hν, eV

(a)

1

2

hν1 = 3.46 eV

hν2 = 3.28 eV

2

1

3.63.43.23.02.82.6
hν, eV

(b)

Fig. 3. The PL spectra of (a) HT-GaN and (b) LT-GaN lay-
ers (1) before and (2) after high-temperature annealing.
TEC
The observed difference in behavior of the LT- and
HT-GaN layers subjected to high-temperature anneal-
ing is related to the different nature of these layers. The
LT-GaN layer was formed by three-dimensional nucle-
ation of GaN islands in the course of heteroepitaxy on
the oxidized silicon substrate surface, while the HT-
GaN layer was grown under the conditions of homoepi-
taxy at a sufficiently large distance (300 µm) from the
heterojunction. The island layer is subject to consider-
able changes in the course of the high-temperature
annealing.

Thus, the effect of annealing, which is more pro-
nounced in the low-temperature than in the high-tem-
perature GaN layers, is manifested by an increase in the
surface nanorelief height and by activation of the
donor–acceptor recombination mechanism in the GaN
layer grown under the low-temperature epitaxy condi-
tions.
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On the Heat Exchange between a Probing Nanoparticle
and a Surface through Near-Field Modes
of a Fluctuational Electromagnetic Field
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Abstract—Heat exchange between a nanoparticle (representing the probe of a scanning microscope) and a
solid surface in a range of distances from zero to several microns is considered in a relativistic approximation.
It is shown that the role of the time lag increases with the conductivity of materials and the distance from par-
ticle to surface. The heat flux is always smaller than that obtained in the nonrelativistic approximation. Maxi-
mum heating is expected for high-resistivity materials. © 2002 MAIK “Nauka/Interperiodica”.
In recent years, the problem of a fluctuational-dissi-
pative interaction between a nanoparticle and a solid
surface has drawn the attention of several groups of
researchers [1–12]. The problem has two important
aspects, related to calculation of (i) the normal and tan-
gential forces acting upon the moving particle [1–8]
and (ii) the heat exchange between particle and surface
via the near-field modes of the electromagnetic field [7,
9–12]. In particular, it has been repeatedly pointed out
that local heating of the surface by the point of a scan-
ning probe microscope (SPM) can offer an effective
means of modifying the surface [10, 11].

Volokitin and Persson [11] obtained expressions
describing a heat flux between two flat surfaces spaced
apart by a gap with width d or between a nanoparticle
and a flat surface (in the absence of relative motion).
The results of numerical calculations using these
expressions lead to the rather unexpected (from the
standpoint of physics) conclusion that a dominating
contribution to the heat flux comes from the magnetic
component related to the nonradiative modes of a fluc-
tuational electromagnetic field, which appears when
allowance is made for the time lag even at small dis-
tances between objects: d ≈ 1 nm for two flat surfaces
and d ≈ 10 nm for a nanoparticle and a flat surface (both
possessing metallic conductivity). More recently, the
same researchers [8] made an analogous conclusion
concerning the tangential dissipative force acting upon
a body moving near a surface. In particular, it was
asserted that the contribution of the magnetic field com-
ponent to the friction force exceeds the contribution of
the electric field calculated in a nonrelativistic limit
without taking into account the time lag.

Below, we will demonstrate, based on our recent
results obtained within the framework of a consistent
relativistic description [13, 14], that the aforemen-
1063-7850/02/2812- $22.00 © 0997
tioned conclusions made in [11] are incorrect. The rea-
sons are as follows: (i) the contribution due to the mag-
netic component of the fluctuational electromagnetic
field is always smaller than the contribution due to the
electric field component and (ii) correct allowance for
the time lag leads to a general decrease in the heat flux
as compared to that in the nonrelativistic limit for dis-
tances between the two bodies ranging from zero to
several microns.

In the problem under consideration, the role of the
time lag is described by a dimensionless parameter ξ =
4πσz0/c, where σ is the conductivity of the surface
material, z0 is the distance from particle to surface, and c is
the speed of light. For poor conductors (σ ! 1017 s–1), we
obtain ξ ! 1; the region of applicability of a nonrelativ-
istic approximation increases in inverse proportion to
the value of σ. Eventually, this approximation is justi-
fied in most of the practically important cases encoun-
tered in the SPM operation. This agrees with our earlier
conclusions [5] and with the results obtained in [10].

For normal metals (σ ≈ 1017 s–1), ξ @ 1 even for z0 >
1 nm and, hence, allowance for the time lag is necessary
in principle. However, as will be shown below, the total

heat flux  related to both nonradiative and radiative
modes of the electromagnetic field in this case is signif-
icantly smaller than that for the contact of two poor

conductors (although  can still exceed the blackbody
radiation flux).

In contrast to [10, 11], where the heat flux was cal-
culated for a static probe, we obtained the general rela-

tivistic formulas for determining the flux  between a
moving probe and a solid surface [13, 14]. Restricting
our consideration to the case of an immobile probe
(V = 0) and a nonmagnetic surface, let us first assess the

Q̇

Q̇

Q̇
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net time-lag effect. In this special case, the formula for
the heat flux can be written as

(1)

(2)

(3)

where z0 is the distance from particle to surface; α(ω) is
the particle polarizability; ε(ω) is the surface permittiv-
ity; T1 and T2 are the particle and surface temperatures,

respectively; and  is the contribution of radiative
modes (k < ω/c), which is expressed by the same inte-
gral as that for the nonradiative modes (the first term in
Eq. (1)) with the following substitution:

In what follows, we will consider the probe as “hot”
and the surface as “cold” by assuming that T1 = T and
T2 = 0. For the sake of simplicity, the probe and surface
are assumed to be made of the same material. Note that,
in the integrand of Eq. (1), the terms proportional to

(ω) are related to the contribution of the electric
component of the electromagnetic field, while the terms
proportional to (ω) refer to the magnetic component
(the P- and S-polarized waves in the notation of [10, 11]).
The contribution related to the time lag is determined
by the second term (in braces) of the integrand in
Eq. (1).

Let us write the dielectric function as ε(ω) = 1 +
4πσi/ω, introduce the new variable t = kc/ω, and sepa-
rate the internal integral in Eq. (1) into three integrals

taken over the intervals 0 ≤ t ≤ 1, 1 ≤ t ≤ ,

and t ≥ . In each of these intervals, the
imaginary components of the functions ∆e(ω) and
∆m(ω) are uniquely expressed, provided the sign at the
square root is selected appropriately:

(i) 0 ≤ t ≤ 1

(4)
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(ii) 1 ≤ t ≤ 

(5)

(6)

(iii) t ≥ 

(7)

where u = , a = 4πσ/ω, and b = .

For a small metal particle with radius R, the polariz-
ability is

(8)

Using formulas (3) and (4) and taking into account the

condition that η =  ! 1, we obtain the following

expression for the radiative contribution to  (the
minus sign corresponds to cooling of the probe):

(9)

where η = 1 for z0 = 4000 nm, σ ≈ 1017 s–1, and T = 300 K.

It would be of interest to compare the obtained 
values to those in a nonrelativistic approximation. Pass-
ing in Eq. (1) to the limit c  ∞, accomplishing inte-
gration, and taking into account that kBT/" ! 2πσ, we
obtain for normal metals at typical temperatures the
same formula as in [10, 11]:

(10)

Using formulas (9) and (10) and the parameters indi-

cated above, we obtain /  = 1.5 ×

10−12 σ1/2 = 1 for z0 ≈ 800 nm. At smaller

distances,  ! . At the same time, it would be
of interest to compare the quantity (10) to the black-
body radiation flux. Assuming that the cold surface area
effectively heated by the probe equals approximately R2

and using the Stefan law

(11)
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we obtain for a normal metal /  ≈ 13R/  (here,
R and z0 are expressed in nanometers). For R ≈ z0 ≈ 1,

this implies that  > , although the excess is not
very large. However, a tenfold decrease in the conduc-

tivity leads to a 100-fold increase in .

Now, let us exactly estimate the contribution of the
nonradiative modes in accordance with Eqs. (1)–(8).
Figure 1 presents the results of a numerical calculation
of the contributions to the heat flux due to the magnetic
(S) and electric (P) field components. As the distance z0
increases, the relative contribution of the S wave grows
(but never exceeds unity). Figure 2 shows the total heat
flux calculated with allowance for both radiative and

nonradiative modes with respect to . As can be

seen, the time lag leads to a sharp drop in  even at a
distance of several dozens of nanometers. However, as
the conductivity (or the temperature) decreases, the
domain of applicability of the nonrelativistic approxi-
mation significantly increases.

At a distance on the order of several microns, the

relativistic effects lead to a local increase in  up to a

level on the order of  due to the linearly increasing

radiative contribution ( ). In this range of distances,
formula (9) is no longer valid. However, according to
Eq. (1) (see text), the rapidly oscillating term propor-

tional to sin(2 z0) in the integrand leads to

Q̇nr Q̇BB z0
3

Q̇nr Q̇BB

Q̇nr

Q̇nr

Q̇

Q̇

Q̇nr

Q̇rad

ω2/c2 k2–
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Fig. 1. Plots of the relative contributions to the heat flux due

to magnetic  and electrical ( ) components of the
fluctuational electromagnetic field versus distance z0 from
particle to surface for various values of the parameter p =
2πσ"/kBT = 0.8 × 104 (1), 1.59 × 104 (2), and 7.95 × 104 (3).

Q̇S Q̇P
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truncation of the  value. As a result, formula (10) can
be used for evaluation of the upper boundary of the heat
flux for distances from probe to surface ranging from
zero to several microns.

From the standpoint of the optimum selection of
contacting materials ensuring maximum surface heat-
ing, it is recommended to use high-resistivity materials
with a conductivity on the order of σ ≈ kBT/2π". While
we agree with this conclusion from [10, 11], we would
like to emphasize the difference in the character of the

dependence of  on T (and on σ) [7, 12]: for 2πσ <
kBT/" and c  ∞, Eq. (1) yields (cf. (10))

(12)

Calculation of the heat flux from a moving probe
requires separate consideration. However, even a non-
relativistic approximation reveals interesting features,
for example, the possibility of a resonance heat exchange
or heating of the hot probe (see [12] for details). In addi-
tion, formula (8) for the polarizability of a spherical metal
particle requires correction for the contribution from elec-
tron gas screening (see, e.g., [15]).

REFERENCES

1. J. B. Pendry, J. Phys. C 9, 10301 (1997).
2. M. S. Tomassone and A. Widom, Phys. Rev. B 56, 4938

(1997).

Q̇

Q̇

Q̇
4
5
---kBT

R3

z0
3

-----σ.–=

1.0

0.8

0.6

0.4

0.2

0 100 200 300

1

500
z0, nm

Q, a.u.
.

2

3

4

Fig. 2. Plots of the heat flux from probe to surface calcu-
lated with allowance for the time lag, normalized to the
value determined in a nonrelativistic approximation (10),
versus the distance z0 from particle to surface for various

conductivities and temperatures: (1) σ = 1016 s–1, T = 300 K;
(2) σ = 1017 s–1, T = 100 K; (3) σ = 1017 s–1, T = 300 K;
(4) σ = 5 × 1017 s–1, T = 300 K.

400
02



1000 DEDKOV, KYASOV
3. B. N. J. Persson and Zh. Zhang, Phys. Rev. B 57, 7327
(1998).

4. A. I. Volokitin and B. N. J. Persson, J. Phys.: Condens.
Matter 1, 345 (1999).

5. G. V. Dedkov and A. A. Kyasov, Phys. Lett. A 259, 38
(1999).

6. I. A. Dorofeyev, H. Fuchs, and J. Jersch, Phys. Rev. B 64,
35403 (2001).

7. G. V. Dedkov and A. A. Kyasov, Pis’ma Zh. Tekh. Fiz. 28
(8), 79 (2002) [Tech. Phys. Lett. 28, 346 (2002)].

8. A. I. Volokitin and B. N. J. Persson, Phys. Rev. B 65,
115419 (2002).

9. I. A. Dorofeyev, J. Phys. D 31, 600 (1998).
10. J. B. Pendry, J. Phys.: Condens. Matter 11, 6621 (1999).
TE
11. A. I. Volokitin and B. N. J. Persson, Phys. Rev. B 63,
205404 (2001).

12. G. V. Dedkov and A. A. Kyasov, Fiz. Tverd. Tela
(St. Petersburg) 44 (10), 1729 (2002) [Phys. Solid State
44, 1809 (2002)].

13. A. A. Kyasov, in Proceedings of the International Work-
shop on Scanning Probe Microscopy-2002, Nizhni
Novgorod, 2002.

14. A. A. Kyasov and G. V. Dedkov, Nucl. Instrum. Methods
(2002) (in press).

15. M. B. Smirnov and V. P. Krainov, Laser Phys. 9, 943
(1999).

Translated by P. Pozdeev
CHNICAL PHYSICS LETTERS      Vol. 28      No. 12      2002


	1001_1.pdf
	1004_1.pdf
	1007_1.pdf
	1011_1.pdf
	1015_1.pdf
	1018_1.pdf
	1021_1.pdf
	1024_1.pdf
	1027_1.pdf
	1030_1.pdf
	1033_1.pdf
	1036_1.pdf
	1040_1.pdf
	1043_1.pdf
	1046_1.pdf
	1049_1.pdf
	1052_1.pdf
	1054_1.pdf
	1058_1.pdf
	1060_1.pdf
	1065_1.pdf
	971_1.pdf
	975_1.pdf
	978_1.pdf
	981_1.pdf
	983_1.pdf
	986_1.pdf
	988_1.pdf
	991_1.pdf
	994_1.pdf
	997_1.pdf

