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Abstract—An analysis of the nonlinear dynamics of a gas bubble in an acoustic field comprising a high-power
harmonic signal and a noise component shows that the effect of the random component is significant in the
region of bistability of this dynamical system. Behavior of the bubble in this region is characterized by a sig-
nificant increase in the duration of transition processes and by an essentially non-Gaussian distribution of fluc-
tuations in the vicinity of stable trajectories. © 2003 MAIK “Nauka/Interperiodica”.
The spectrum of the radiation caused by acoustical
cavitation has the form of separate bands, related to the
nonlinear dynamics of the gas bubbles in the field of a
high-power acoustic wave [1, 2], on a noise base related
to the generation of short pulses accompanying the col-
lapse of isolated inclusions [3–5].

Recently [6], the shape of spectral bands of the cav-
itation emission has been described within the frame-
work of the simplest generalization of a traditional
model. According to this approach, the real spectrum of
the acoustic pressure inducing pulsation of individual
bubbles in a cavitation sheet is represented by the sum
of the main harmonic and a noise component. In [6], the
analysis of the nonlinear dynamics of a bubble in the
field of a high-power harmonic signal and a small noise
component was performed using approximate analyti-
cal methods. The effect of fluctuations related to the
random component of the acoustic field is most signif-
icant in the vicinity of the bifurcational values of the
field and detuning, which correspond to a change in the
number of stable oscillatory states of the bubble.

We have studied this most interesting regime corre-
sponding to bistable oscillatory states of the bubble by
numerical techniques. Below, we analyze the numerical
solution and compare the results with the data obtained
by analytical methods.

In the Rayeigh–Plesset equation describing radial
pulsation of a gas bubble, the presence of a noise com-
ponent is taken into account by an additional term
entering into the expression for an external field acting
upon the bubble:

(1)

Here, P0, P, R0, and R are the equilibrium and current
values of the pressure in the liquid medium and the bub-
ble radius, respectively; ρ0 is the liquid density; γ is the
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polytrope exponent; δ is the damping constant; and
P(t) = P0 + pmsin(ωpt) + pN(t) (where pm and ωp are the
amplitude and frequency of the high-power harmonic
signal component, respectively, and pN(t) is the random
noise). In what follows, we will use the same simplest
model as in [6], assuming that pN can be described as a
Gaussian delta-correlated random process.

The results of solving Eq. (1) are presented in Fig. 1
in the form of a map of the phase portraits, representing

dependences of y ≡ (T /R0) on x ≡ ((R – R0)/R0), where
T = 2π/ωp . The calculations were performed for the fol-
lowing values of control parameters: detuning η =

( (R0)/ ) – 1 (Ω0 =  is the natural fre-
quency of pulsation), from –0.26 to 0.2 with a step of
0.06; quality factor Q = Ω0/δ = 10; driving field ampli-
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Fig. 1. Evolution of the phase portraits in the vicinity of the
fundamental resonance.
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tude (pm/P0) ≡ s = 1.1; and noise intensity  =
0.1. This selection was determined by the formulation
of the problem: we analyze the behavior of the system
in the vicinity of the fundamental resonance for the val-
ues of detuning η and pressure amplitude s correspond-
ing to the onset of bistability. Note that the degree of
nonlinearity in this region is not high, which makes
possible qualitative comparison with the results
obtained by analytical methods in [6]. The duration of
time evolution of the phase trajectories was equal to
400 periods of the external field. The results for greater
time intervals are not presented here, because Eq. (1)
becomes inapplicable and requires taking into account
rectified diffusion, translational motions of the bubble,
and correlation corrections to the average self-consis-
tent field acting on the bubble. As can be seen from
Fig. 1, there is an interval of detuning (coinciding with
the region of bistability of the bubble pulsation in the
absence of external noise) in which behavior of the
phase trajectories is characterized by a significant
increase in the duration of transition processes. In the
steady state, the trajectories are grouped near one of the
two stable orbits.

The character of bifurcation processes is more con-
veniently described by constructing Poincaré maps,
rather than by considering the global evolution of the tra-
jectories on the phase plane. Beginning with [7], bifurca-
tions in the nonlinear oscillations of a bubble are ana-
lyzed by studying the dependence of the maximum
radius of a bubble on the control parameters [8, 9]. This
characteristic is not a Poincaré map during the initial
period of time, when the evolution is determined by the
transition processes, but it becomes such a map upon
attaining the steady state. The convenience of this map
is related to the fact that, considered as a function of
detuning, it describes the amplitude–frequency charac-
teristic of the bubble pulsation in the approximation of
weak nonlinearity, which makes possible direct com-
parison of the numerical data to the results obtained by
approximate analytical methods.

Figure 2a shows the results of calculation of the dis-
tribution density f(xmax, η) of the maximum radius
xmax ≡ (Rmax – R0)/R0, for the values of detuning η from
the interval (–0.26, 0.2) in the region of the fundamen-
tal resonance. The distribution density is defined as
f(xmax, η) ≡ [N(xmax)/(N∆x)], where N(xmax) is the num-
ber of values of the maximum radius in the interval
[xmax – ∆x/2, xmax + ∆x/2] and, N is the total number of
Rmaxvalues in the time interval under consideration (in
this case, 400 cycles). For reference, thin lines depict
the Gaussian distributions characterized by the same
mean values and dispersions as the xmax series for which
the distribution function is constructed. In the (x, η)
plane, the markers indicate the values of xmax (maxi-
mum radius) for the steady-state oscillations in the
absence of a random force put in for the same values of

pN
2 /P0

2( )
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detuning, which can be compared to the known data
[7–9]. It should be noted that, since the realization of
one of the two stable states in the region of bistability
depends on the selection of the initial conditions and
the method of detuning variation, the results corre-

spond to R(0) = R0, (0) = 0 and to an increase in η
(i.e., to a decrease in the frequency of the external
field ωp at a fixed radius of the bubble). Figure 2b
shows details of the distribution function transforma-
tion in the course of a transition from one stable state to
another.

We can suggest the following physical interpreta-
tion of the results presented above. Outside the region
of bistability, the effect of the noise component on the
character of pulsation is small, the duration of transi-
tion processes is short, and the fluctuations of the bub-
ble wall quite rapidly begin to follow the Gaussian dis-
tribution, in agreement with the results of the analytical
description [6]. In the case of two stable states, the
character of oscillations of the bubble—at least, within
not too long an interval of time (400 cycles)—signifi-
cantly differs from the physical pattern adopted in [6].

Ṙ

Fig. 2. Diagrams showing (a) evolution of the distribution
density of the maximum radius of bubble pulsations and
(b) transformation of the distribution density in the course
of bifurcation. 
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Here, the system sufficiently rapidly reaches one of the
two stable orbits, performs small fluctuations near this
trajectory, and exhibits rare transitions between the two
stable orbits. As can be seen from Fig. 2, the distribu-
tion function has a complicated profile and significantly
differs from a Gaussian, which is evidence of the
weakly stable character of the bubble oscillations and
the significant increase in the duration of transition pro-
cesses. It should be noted that an analysis of the char-
acter of stochastic bifurcations (P or D bifurcations can
take place in the system under consideration [10])
requires tracing the system over a time interval signifi-
cantly greater than that in which description of the cav-
itation bubble dynamics by Eq. (1) can be considered as
physically justified.
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Abstract—We suggest to model the electrical activity of an isolated neuron by using piecewise linear stochas-
tic and piecewise continuous dynamic maps based on phenomenological notions about neuron dynamics. It is
demonstrated that the proposed models provide for time series qualitatively similar to those observed in exper-
iments with biological neurons. The possibility of using these models for constructing coupled neuron systems
is discussed. © 2003 MAIK “Nauka/Interperiodica”.
In the past decades, there has been growing interest
in studying the behavior of neuron ensembles. Special
attention has been paid to the problem of modeling the
dynamics of such ensembles (see, e.g., review [1]). In
order to provide for the effective numerical simulation
of the behavior of large ensembles, it is important to
develop simple models based on systems (maps) with
discrete time. There were attempts at qualitatively
describing the behavior of an isolated neuron within the
framework of a model with discrete time and the variable
of state running through a discrete set of values [2, 3].
For a detailed analysis of the behavior of a neuron
ensemble, it is necessary that the map state variable
take real values [4–6]. However, methods for construct-
ing such maps are still incompletely developed and not
formulated in final detail.

Below, we propose a method for constructing maps
based on phenomenological notions about the electrical
activity of neurons of the central pattern generator [1, 2].
1063-7850/03/2902- $24.00 © 20105
According to the results of biological experiments
(see, e.g., [7]), time series characterizing the neuron
dynamics allow three qualitatively different regions to
be distinguished (Fig. 1a). In constructing the neuron
maps, these regions are described by different branches
of a piecewise continuous mapping function, the pas-
sage from one to another branch being determined by
specially selected transition conditions.

We propose a piecewise linear stochastic map based
on two piecewise continuous mapping functions
(Fig. 1b). By physical meaning, the state variable x ∈
[0, 1] is analogous to the neuron membrane potential.
The state variable d = –1 or 1 determines selection of
one of the two piecewise linear mapping functions and
the variable Ns is used to count the number of spikes
generated within a given burst.

The piecewise linear map (x'  x) can be written
in the following form:
xn + 1

C ξ

3

xn + 1

1

1 2 1 0 A C 1 0

(c)(b)(a)

A C1 xnxn

Fig. 1. (a) A fragment of the time series of a separate biological neuron showing (1) rest state, (2) burst, and (3) spikes; (b) the iter-
ation diagram of a piecewise linear map; and (c) the iteration diagram of a piecewise continuous map.
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(i) d = 1 corresponds to an increase in the state vari-
able x:

(1)

(ii) d = –1 corresponds to a decrease in the state vari-
able x:

(2)

(iii) additional conditions: d = –1 for x ∈  [C, 1];
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d = 1, Ns = Ns + 1 for x ∈  [B, B + δ2) and Ns < ,

Ns = 0, for x ∈  [B, B + δ2) and Ns = ; d = 1 for
x ∈  [0, δ3).

In Eqs. (1) and (2), the parameters A, α, β, γ, δ1, δ2,
and δ3 are subject to conditions following from the
principle of mapping: 0 < A < 1; α > 1; 0 < β ≤ 1; γ > 1;

δ1, δ2, and δ3 ! 1;  = 1, 2, 3, … is the number of spikes
in a given burst; ξ is a random value uniformly distributed
over the interval [0, 0.01]; B = A(α – β)/(1 – β); and C =
(1 + B(γ – 1))/γ.

Figure 2a presents time series obtained using the
above map as the base for a separate neuron model.
Note that the presence of an additive noise component
ξ is of principal importance, since otherwise (in the
absence of noise) the behavior of the system would be
regular.

In constructing a piecewise continuous map, linear
regions describing the motion between bursts were
replaced by a single smooth curve (Fig. 1c). In this
map, a burst is considered as terminated provided that
spikes with minimum and maximum amplitudes in the
intervals [C1, h1] and [h2, 1], respectively, have been
generated within this burst. The behavior of the system
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Fig. 2. Time series obtained by modeling the electric activity: (a) an isolated neuron in terms of a piecewise linear map (A = 0.3,

β = 0.3, γ = 1.6, δ1 = δ3 = 10–4,  = 10) for α = 1.01, δ2 = 10–6 (left column), α = 1.03, δ2 = 10–6 (middle column), and α = 1.03,

δ2 = 10–1 (right column); (b) an isolated neuron in terms of a piecewise continuous map (A = 0.3, k1 = 0.9, k2 = 1.0, h2 = 0.95,

δ1 = 10−2, δ3 = 10–3) for δ2 = 10–3, h1 = 0.88, γ1 = 1.4, γ2 = 1.75 (left column), δ2 = 10–3, h1 = 0.88, γ1 = 1.402, γ2 = 1.75 (middle

column), and δ2 = 10–4, h1 = 0.92, γ1 = 1.3, γ2 = 1.3 (right column); (c) a pair of coupled neurons in terms of piecewise continuous

maps (A = 0.3, k1 = 0.9, k2 = 1.0, γ2 = 1.75, δ1 = 10–2, δ2 = 10–3, δ3 = 10–3, h2 = 0.95) for ε = 0.50, γ1 = 1.40 (left column), ε = 0.95,
γ1 = 1.70 (middle column), and ε = 0.24, γ1 = 1.427 (right column).
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is described by the following variables: x ∈  [0, 1] (the
state variable); d = –1 or 1 (variable determining selec-
tion of the upper or lower branch of the mapping func-
tion); and s1, s2 = {0, 1} (“switches” determining the
conditions of burst termination).

The piecewise continuous map is defined by the fol-
lowing relations:

(i) d = 1 corresponds to an increase in the state vari-
able x:

(3)

(ii) d = –1 corresponds to a decrease in the state vari-
able x:

(4)

(iii) additional conditions: d = –1 for x ∈  [C1, 1];
d = 1 for x ∈  [A, a + δ2) and s1s2 = 0, s1 = {1, x ∈
[C1, h1]; 0, x ∈  [0, A]}; s2 = {1, x ∈  [h2, 1]; 0, x ∈  [0,
A]}; d = 1 for x ∈  [0, δ3). In Eqs. (3) and (4), the quan-
tities A, k1, k2, γ1, γ2, δ1, δ2, δ3, C1 = (1 – A)/γ1 + A, α1 =
A/ k1A), α2 = A/ k2A), h2, ∆h, and h1 =
C1 + ∆h are constant parameters.

Figure 2b presents time series obtained using the
above piecewise continuous map. Using two such
maps, it is possible to model the behavior of coupled
neurons. The electric coupling can be described by
analogy with that in the Rose–Hindmarsh model for
two coupled neurons [1] with allowance for the thresh-
old character of the interaction. The coupling is taken

x'
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into account by adding the term εΘ(x2 – A)(x1 – x2) to
the state variable x1 of the first map and the term
εΘ(x1 – A)(x2 – x1) to the state variable x2 of the second
map, where Θ(x) is the Heaviside step function and ε is
the coupling parameter. The results of modeling of the
behavior of two coupled neurons are presented in
Fig. 2c. Note that the time series describing the behav-
ior of an isolated neuron or a pair of coupled neurons in
terms of the proposed maps are qualitatively similar to
the patterns observed for a separate biological neuron
and a pair of coupled biological neurons [7].

The proposed maps can be used for modeling the
behavior of neuron ensembles. The approach to model-
ing neurons by using piecewise continuous maps,
describing a neuron based on phenomenological
notions, can be extended to modeling oscillatory pro-
cesses in systems of various natures.
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Abstract—The effect of the circular frequency of a two-compartment rotary diffusion cell on mutual diffusion
in a three-component gas mixture under conditions of equal gas density has been experimentally studied. It is
established that an increase in the rotation speed leads to the transition from unstable mass transfer to stable
molecular diffusion. © 2003 MAIK “Nauka/Interperiodica”.
There are many factors and parameters known to
influence the onset and development of a diffusion
instability (i.e., instability of the mechanical equilib-
rium) in gas mixtures. Investigations of these phenom-
ena showed that some effects can be employed in basic
science and technology, in particular, for the enrich-
ment of gas mixtures with desired components [1].

It is known that gravity is the main factor influenc-
ing convective flows arising in a gas mixture due to
molecular diffusion of the mixture components. Previ-
ous experiments with mass transfer were performed
under conditions where the acceleration of gravity
was constant in both magnitude and direction. How-
ever, it can be expected that, if the acceleration vector
periodically changes, the behavior of the opposite
convective flows in an unstable diffusion process will
probably differ from that observed in a constant grav-
ity field.

Previously [2], we have studied the effect of oscil-
lations on the onset and development of convection in
the course of unstable diffusion processes in three-
component gas mixtures. In particular, that investiga-
tion showed evidence of the small influence of the
amplitude of low-frequency oscillations on the unsta-
ble diffusion process. Below, we report the results of
experiments that reveal the effect of the circular fre-
quency of a two-compartment rotary diffusion cell on
the unstable diffusion process in a three-component
gas mixture.

The mass transfer experiments were conducted in a
two-compartment diffusion cell (see figure) comprising
upper and lower vessels with equal volumes V1 and V2,
respectively, connected by a diffusion channel with
length L and diameter d. There were two experimental
runs with the following system parameters: (1) V1 =
V2 = 70.0 ± 0.5 cm3, L = 68.3 ± 0.1 mm, d = 10.00 ±
0.01 mm; (2) V1 = V2 = 69.5 ± 0.5 cm3, L = 70.0 ±
1063-7850/03/2902- $24.00 © 20108
0.1 mm, d = 3.40 ± 0.01 mm. The average temperature

was  = 293 ± 0.5 K, while the gas pressure was
selected so as to provide for the maximum intensity of
unstable mixing in both experiments: P = 1.07 (1) and
3.04 MPa (2).

The unstable diffusion process was studied in the
(0.333He + 0.667Ar)–N2 system with the binary mix-
ture composition (indicated in molar fractions) selected
so as to make its density comparable with that of nitro-
gen. For convenience, the upper vessel was always
filled with the He–Ar binary mixture, while the lower
vessel was charged with nitrogen. The binary mixture
composition was determined using an ITR-1 interfer-
ometer. The gas mixture upon diffusion was analyzed
using a Khrom-4 chromatograph equipped with a col-
umn filled with a 5-Å molecular sieve. The error of
analysis did not exceed 0.3%.

T

O

1
2

3

4

5

Schematic diagram of the experimental setup used to study
the effect of rotation speed on the mass transfer in a two-
compartment diffusion cell: (1) sealing gasket; (2) channel-
blocking valve; (3) upper vessel; (4) diffusion channel;
(5) lower vessel; (O) axis of rotation.
003 MAIK “Nauka/Interperiodica”
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Table 1.  Effect of the rotation speed of the diffusion cell upon unstable mass transfer process in the (0.333He + 0.667Ar)–N2
system

Circular fre-
quency, Hz

Component transfer, mol. fraction
α = cexp/cth

experiment theory [3]

He Ar N2 He Ar N2 He Ar N2

Experiment 1: d = 10 mm; diffusion time td = 1800 s

0 0.128 0.257 0.385

0.055 0.028 0.083

2.32 9.18 4.64

0.5 0.076 0.242 0.318 1.38 8.64 3.83

1.0 0.066 0.218 0.284 1.20 7.79 3.42

2.0 0.054 0.150 0.204 0.98 5.36 2.46

2.6 0.052 0.063 0.115 0.95 2.25 1.39

3.6 0.048 0.053 0.101 0.87 1.89 1.22

Experiment 2: d = 3.4 mm; diffusion time td = 1800 s

0.5 0.001 0.030 0.031 0.003 0.001 0.004 0.33 30.0 7.8

0.7 0.003 0.007 0.010 1.0 7.0 2.5

1.0 (td = 7200 s) 0.015 0.007 0.022 0.010 0.004 0.014 1.5 1.7 1.5
The experimental procedure was essentially as fol-
lows. The diffusion cell was filled with the gas compo-
nents to the initial pressure, after which the gas admis-
sion valves were closed and the setup was disconnected
from the gas preparation unit. Then, the rotary diffusion
cell was fixed in a lathe chuck, the valve between ves-
sels was opened, and the cell was rotated at a preset
speed for a certain period of time measured with a chro-
nometer. To terminate the experiment, the chuck was
stopped and the valve between vessels was closed to
block the channel. The results of these experiments are
presented in Table 1.

As can be seen from the data in Table 1, the rate of
unstable mass transfer is maximal in the absence of
rotation (with the cell oriented vertically). This can be
judged by the parameter α equal to the ratio of the
experimental component concentrations to the theoret-
ical values calculated assuming stable diffusion and
using the Stefan–Maxwell equation [3]. Thus, α = 1
corresponds to the case of stable diffusion. Should this
parameter differ from unity, at least for one compo-
nent, it can be ascertained that an instability is devel-
oped and convective flows arise in the system. Rota-
tion of the diffusion cell results in the structural for-
mations of various densities appearing in the system
as a result of diffusion [4] being dissipated under the
action of a gravitational force (periodically changing
in direction) and the centrifugal force. These factors
hinder the establishing of conditions favoring the for-
mation of convective flows.
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 2      200
Thus, at a certain circular frequency, only flows
characteristic of the molecular diffusion can exist in the
rotary diffusion cell. This conclusion is confirmed by
analysis of the data in Table 1 with respect to the trans-
ferred component concentrations and by variation of
the parameter α. Note that a small difference of this
value from unity in the vicinity of critical frequencies is
quite reasonable. Since the opening and closure of the
valve between vessels is not instantaneous (each oper-
ation takes about 15 s, which is comparable with the
time required for the onset of convection), an insignifi-
cant amount of gases can be transferred by a nondiffu-
sion mechanism.

The effect of the cell rotation speed was also traced
for a usual binary diffusion in an He–Ar system,

Table 2.  Effect of the cell rotation speed on the binary diffu-
sion process in the He–Ar system (P = 1.96 MPa,  = 293 K,
td = 1800 s, d = 3.4 mm)

Circular 
frequency, 

Hz

Component transfer, mol. fraction

experiment theory [3]

He Ar He Ar

0 0.085 0.085

1.0 0.117 0.117 0.0130 0.0130

2.0 0.139 0.139

T

3
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although studying this situation is not quite correct. In
the absence of rotation, experimental results for the
ordinary diffusion in this system (with helium in the
upper vessel and argon in the lower one) coincided with
the calculated values. Upon changing orientation of the
cell, the mixing process became convective (see the
first line in Table 2, which also presents experimental
data illustrating the effect of rotation on the gas mixing
in this binary system). As can be seen from Table 2, an
increase in the cell rotation speed (leading to the change
from diffusive to convective mixing) favors an increase
in the transfer of components. This result could be
anticipated, considering the intensity of mass transfer
by diffusion and convection in the rotating setup.

Thus, the results of our investigation show that the
rotation speed of a two-compartment rotary diffusion
cell significantly influences the character of structur-
ized convective flows arising during unstable mixing in
TE
a three-component gas mixture. At a certain critical
value of the circular frequency, the process changes from
unstable diffusion to stable molecular mass transfer. 
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Optical Vortices in Crystals: Formation, Annihilation,
and Decay of Polarization Ombilics
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Abstract—The field of polarization states of a paraxial Gaussian beam transmitted via two crystals with
crossed optical axes exhibits phase perturbations on the side of the second crystal. These perturbations are man-
ifested by the formation, annihilation, decay, and merging of some special field regions called ombilics. Placed
behind the crystals, an analyzer of the circular polarization is capable of revealing single and bound optical vor-
tices in such a field, thus providing a means of monitoring the movement of these vortices. © 2003 MAIK
“Nauka/Interperiodica”.
A homogeneously polarized laser beam, either
transmitted through a smoothly inhomogeneous
medium or scattered from random inhomogeneities of
the refractive index, always contains a finite number of
special points forming characteristic patterns indepen-
dent of the nature of the above inhomogeneities [1].
Previously [2], we have demonstrated that such special
points of a vector field, called disclinations, play a deci-
sive role in the formation of optical vortices in a beam
that travels through a system comprising a uniaxial
crystal, a quarterwave (λ/4) plate, and an analyzer.
However, small perturbations typically present in real
optical devices can violate the topological balance of
the vector field involved in the vortex formation process
and cause changes in the structure of this field. Thus,
we are speaking essentially of the structural stability of
the regions of a vector light field in the vicinity of the
aforementioned special points.

Consider a paraxial light beam transmitted sequen-
tially via two crystals with mutually perpendicular opti-
cal axes, the optical axis of the first crystal coinciding
with the beam axis. The second crystal introduces a
perturbation in the polarization state of the beam,
which has the form of a phase difference ∆ between
local orthogonal components of the electric vector. At
the exit from the first crystal, the beam is characterized
by an inhomogeneous polarization in the cross section.
By special points or lines in this polarization field, we
imply regions surrounding the points (lines) with clock-
wise or counterclockwise circular polarization. Such
regions can be divided into three groups of ombilics [1]
termed (after J. Nye and M. Berry) “star,” “lemon,” and
“monstar” (from “lemonstar,” which implies an inter-
mediate state between the former two). These singular-
ities, representing structurally stable configurations of
the wave field, exhibit certain evolution under the
action of external perturbations.
1063-7850/03/2902- $24.00 © 20111
The aim of this study was to describe the events of
formation, annihilation, and decay of polarization
ombilics as a result of a smooth perturbation related to
a phase difference ∆ introduced into the polarization
field by the second crystal.

Let us write components of the Jones vector q0 of a
circularly polarized light beam in the following form:

(1)

Here, δ = ar2/  is the phase difference intro-
duced by the first crystal, r2 = x2 + y2, L is the thickness
of the first crystal, ∆n1 is the differential refractive
index of the first crystal, a = k∆n1, k is the wave number,
ϕ is the azimuthal coordinate, σ = ±1 is the beam helic-
ity (the electric vector circulation direction in the pri-
mary wave), ∆ ≈ bH, b = k∆n2, H is the thickness of the
second crystal, ∆n2 is the differential refractive index in
the second crystal, and Q is the angle of orientation of
the birefringence axis of the second crystal. In writing
expressions (1), we omitted for brevity the factor
Ψlm(r, ϕ, z) characterizing the primary field, which is
common for both components of the q0 vector:

Ψlm = (r/∆)l (2r2/w2)exp[i(klϕ + Γ)]G,

where G = 1/Λexp(–r2/ρ2Λ), Λ = 1 – iz/z0, w2 = ρ2(1 +

z/z0), z0 = kρ2/2, (X) is the generalized Laguerre

polynomial, Γ = 2m z/z0) (m = 0, 1, 2. 3, … l is
the topological charge of a singular beam, κ = ±1 is the
sign of this charge, and ρ is the beam waist radius at
z = 0).

qx δ/2 ∆/2cos i ∆/2 iσ2Q( )expsin+[ ]cos=

+ i δ/2 iσ2ϕ( ) ∆/2cos i ∆/2sin iσ2Q–( )exp+[ ] ,expsin

qy iσ δ/2 ∆/2 i ∆/2 iσ2Q( )expsin–cos[ ]cos{=

– i δ/2 iσ2ϕ( ) ∆/2 i ∆/2sin iσ2Q–( )exp–cos[ ]} .expsin

r2 L2+

Lm
l( )

Lm
l( )

(arctan
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(a) (b)

Fig. 1. (a) Schematic representation of the polarization distribution in the cross section of a paraxial Gaussian beam (l = 0) trans-
mitted via two crystals with crossed optical axes, for a phase perturbation of ∆ = π/6 introduced by the second crystal; (b) polariza-
tion field intensity distribution past the circular polarization analyzer with the transmission axis oriented at α = 0.
In order to analyze the polarization field structure of
a beam with l = 0 past the second crystal, let us use the
formalism of the Stokes parameters [3]. Without losing
generality, we will consider the case of Q = 0. (Note
that, owing to the axial symmetry of the polarization
field past the first crystal, the case of Q ≠ 0 corresponds
to a synchronous rotation of all points past the second
crystal by a certain angle.) In the paraxial approxima-
tion, dependence of the phase perturbation ∆ on the
beam divergence can be ignored. Using expression (1),
the Stokes parameters can be written as follows:

(2)

Figure 1 shows a schematic representation of the
polarization distribution in the intermediate case of ∆ =
π/6. In this field, the ombilics are formed by the lines
(level lines) tangent to one of the semiaxes of the polar-
ization ellipse. In our case, it is sufficient to restrict the
consideration to the behavior of the azimuthal angle ψ
of the major semiaxis determined as  = S2/S1.
The level lines of the major semiaxis are described by
the simple relation dy/dx = , from which we
obtain the differential equation

(3)

Since the ombilics are formed in the vicinity of
polarization singularities of the electromagnetic field,
where S1(r, ϕ, ∆) = S2(r, ϕ, ∆) = 0, we will also seek the
solutions to Eq. (3) in the vicinity of such singular
points (lines).

First, let us assume that the perturbation is absent
(∆ = 0). Then differential equation (3) transforms to
dy/dt = –σx + y, dx/dt = x + σy (in writing this, we took
into account that the orientation changes by π/2 when
the helicity σ changes sign and that sinδ ≈ δ ≈ ar2). The
solution of this equation has the form of spiral integral

S0 1, S1 σ δ 2ϕ ,sinsin–= =

S2 σ ∆ δcossin ∆ δ 2ϕcossincos+{ } ,=

S3 σ ∆ δcoscos– ∆ δ 2ϕcossinsin+{ } .=

2ψtan

ϕtan

dy/dx( )2 2 S1/S2( ) dy/dx( ) 1–+ 0.=
T

curves r = r0exp(–σϕ) with a singularity of the “focus”
type (Fig. 2, Ia). Following J. Nye, the singularity index
s is determined by traversing the singularity on a closed
contour and taking into account the number and direc-
tion of rotations of the polarization ellipse. In the case
under consideration, we obtain sh = +1. If the sign of
helicity σ is changed to opposite, the direction of rota-
tion of the branches of the spiral will reverse as well,
but the index s will remain unchanged.

Now let us consider the case when the second crys-
tal introduces a small perturbation (∆ ! 1) and find the
form of the level lines near singularities for ϕ = 0 and π
with slightly changed coordinates, assuming that ar2 ≈ ∆.
Expanding the Stokes parameters S1(r, ϕ) and S2(r, ϕ)
into Taylor series in the vicinity of singularities and
restricting the consideration to the first terms, we arrive
at the equations dr/rdϕ = – ϕ/2) for the beam with
ϕ0 = 0 and dr/rdϕ = ϕ/2) for the beam with ϕ0 = π.
The corresponding solutions, r = r0/sin2(ϕ/2) and r =
r0/cos2(ϕ/2), determine the level lines forming ombilics
of the lemon type with equal topological indices sl = +1/2.
The shape of these ombilics is illustrated in Fig. 2 (Ib).
Alteration of the helicity sign from σ = +1 to –1 syn-
chronously changes the orientation of special directions
in the symmetric ombilics (Fig. 2, II). This implies that
a small perturbation introduced by the second crystal
leads to a decay of the spiral degenerate ombilic into
two singularities of the lemon type situated symmetri-
cally relative to the axis, while the total topological
index of these singularities sh = sl + sl remains
unchanged.

Of special interest in our case are the structural
transformations of the ring-shaped ombilic closest to
the axis, the circular polarization of which is opposite
to that of the axial singularity. An analysis of Eq. (1)
shows that the main transformations take place along
the beams with ϕ = 0, π/2, π, and 3π/2, so that the radial
coordinate is ar2 = π + ∆. In this case, Eq. (3) for ϕ =

(cot
(tan
ECHNICAL PHYSICS LETTERS      Vol. 29      No. 2      2003
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Fig. 2. Diagrams illustrating the formation, annihilation, decay, and merging of polarization ombilics as a result of the perturbation
introduced by the second crystal for σ = +1 (I) and –1 (II): (a) degenerate spiral ombilic (∆ = 0); (b) lemon type ombilics formed at
the beam axis in the case of a small perturbation (∆ ! 1); (c, d) vector topological quadrupole comprising monstar and star ombilics,
respectively; (e) star ombilics merging with the formation of an (f) degenerate hyperbolic ombilic for ∆ = π.

–1
π/2 can be rewritten as ydy/dx – Ax – κ  = 0
(where A = ∆/(π + ∆) and κ = ±1). Upon substituting
y = xu(x), this equation allows separation of variables
(κ = +1 corresponds to dy/dx > 0, and κ = –1 to
dy/dx < 0). The solutions of this equation,

describe an ombilic of the monstar type with a special
direction ϕ = π/2. A related ombilic on the ϕ = 3π/2
beam can be determined using an analogous procedure.
At the same time, the ϕ = 0 and π beams give rise to two
ombilics of the star type, thus forming a vector topolog-

Ax2 y2+

Cx4 = 2Z κ– 1 4B+–( )/ 2Z κ– 1 4B++( )
κ

1 4B+
--------------------–

× Z2 κZ– B–( )

Z A2 y/x( )2+= B A A2, C const=+=,( ),
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ical quadrupole (Fig. 2, Ic and Id). Note that the latter
two ombilics are described by the equations r =
r0/sin2/3(3ϕ/2) and r = r0/cos2/3(3ϕ/2), respectively.

New ombilics of the two types possess opposite
topological indices: ss = –1/2 (for the star type) and sm =
+1/2 (for the monstar type). The overall topological
index of both the vector topological quadrupole and the
degenerate ring-shaped ombilic is zero: ss + sm = 0.

As the magnitude of the perturbation ∆ grows
(Fig. 2, Ie), two ombilics of the star type approach one
another along the ϕ = 0 and π beams, whereas the two
lemons are displaced out to the periphery along the ϕ =
π/2 and 3π/2 beams (during this, the lemons gradually
deform and convert into monstars). When the perturba-
tion increases to ∆ ∝  π, the two symmetric stars merge
into one degenerate ombilic centered at the axis. In this
3
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case, Eq. (3) shows that the level lines obey the equa-

tion {x – (  – σ)y}{x + (  + σ)y} = C possessing a
singularity of the saddle point type. These lines repre-
sent a family of hyperbolas with mutually perpendicu-
lar asymptotes rotated by α = π/8 relative to the ordi-
nate axis (Fig. 2, Ie). This degenerate ombilic has a
topological index of sH = –1. At the same time, the two
peripheral ombilics (having turned monstars) and the
two stars (formed by the second ring disclination count-
ing from the center) annihilate with the formation of a
degenerate ring ombilic with a topological index sR =
2ss + 2sm.

Thus, the phase perturbation introduced by the sec-
ond crystal gives rise to the sequential events of decay,
merging, transformation, and annihilation of the polar-
ization ombilics. Since an ombilic with clockwise
(counterclockwise) circular polarization at the axis can
be considered as a dislocation of the wave front of the
counterclockwise (clockwise) circularly polarized
beam, an analyzer of circular polarization can always

2 2
T

reveal an optical vortex as illustrated in Fig. 1b. From
this standpoint, the phase perturbation introduced by
the second crystal allows us to monitor the linear
motions of both single vortices and those bound in sca-
lar topological quadrupoles appearing as a result of the
polarization filtration of the field of vector quadrupoles.
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Abstract—Separate confinement AlInGaAs/InP multiwell laser heterostructures emitting in a wavelength
range of 1.2–1.5 µm have been synthesized by metalorganic vapor-phase epitaxy. The threshold current of laser
diodes with a strip width of 4.5 µm and a cavity length of 200 µm was as low as 10 mA. With a cavity length
of 1.0 mm, the threshold current density was 500–650 A/cm2. The laser diodes can operate in a continuous
regime without forced cooling at an ambient temperature of up to 170°C. In a temperature range from 10 to
80°C, the characteristic temperature parameter T0 reached up to 110 K. © 2003 MAIK “Nauka/Interperiodica”.
Laser diodes emitting in a wavelength interval of
1.2–1.5 µm possess a rather broad spectrum of applica-
tions [1]. In particular, these devices are used in local
fiber-optic communication lines. The required output
power being as low as several milliwatts, the main
working characteristic of laser diodes for these applica-
tions is the threshold current. Another significant
advantage of such laser diodes is the ability to operate
without forced cooling. Therefore, high temperature
stability of the output characteristics is also among the
most important requirements.

Problems pertaining to the temperature dependence
of the radiative characteristics of laser diode hetero-
structures based on solid solutions of the InGaAsP sys-
tem, as well as the possibilities of optimizing the
parameters of such heterostructures to ensure maxi-
mum temperature stability of their working characteris-
tics, have been extensively studied [2–7]. It must be
noted that the requirements to the optimum parameters
of heterostructures for the laser diodes possessing max-
imum output power and minimum threshold current are
contradictory [8]. This study is devoted to low- thresh-
old-current laser diodes.

One of the factors determining the temperature sen-
sitivity of the threshold current in heterostructures for
lasers emitting at 1.3 µm is the Auger recombination
process in the active region. In addition, the high tem-
perature dependence of the parameters of laser diodes
based on solid solutions of the InGaAsP system is
related to poor electron confinement, since the conduc-
tion band accounts for only 1/3 of the total difference
between the bandgaps [9, 10]. For this reason, maxi-
mum values of the characteristic temperature parameter
T0 for InGaAsP/InP based laser diodes with a quantum-
1063-7850/03/2902- $24.00 © 20115
confined active region are about 80 K [11]. To all
appearances, reaching higher T0 values with hetero-
structures of this system is problematic.

We have studied heterostructures based on the
AlInGaAs/InP system [1, 12, 13] as an alternative to the
InGaAsP/InP system which, provides for the obtaining
of laser diodes emitting in the 1.3–1.8 µm wavelength
interval. The main advantage of the new system is the
possibility to increase the depth of the potential well for
electrons. This possibility is related to the fact that the
conduction band accounts for 2/3 of the total bandgap
difference between the wide- and narrow-bandgap
semiconductors in this heterostructure [12, 13]. In addi-
tion, the maximum bandgap width of a solid solution
isoperiodic with InP in this system amounts to 1.47 eV.
This factor also favors a better confinement of charge
carriers in the quantum well [13].

We used the method of metalorganic-hydride vapor-
phase epitaxy (MOVPE) to grow heterostructures of
two types. The samples of type I comprised a 500-Å-
thick wide-bandgap AlInAs emitter, an AlInGaAs-grad
waveguide with a total thickness of 0.15 µm, and four
50-Å-thick AlInGaAs stressed quantum wells (SQWs)
separated by AlInGaAs barrier layers. The heterostruc-
tures of type II differed from the former ones only in
that the number of SQWs was increased to six. After
MOVPE synthesis, the heterostructures were processed
by the standard method [11] to form mesastrips with a
width of W = 4–4.5 µm, provided with the necessary
ohmic contacts, and divided into laser diode chips.
Finally, the laser diodes were mounted on copper heat
exchangers and fixed with the aid of an indium-based
solder.
003 MAIK “Nauka/Interperiodica”
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The laser diode samples were studied by measuring
their output power–current (P–I) characteristics. These
data were used to determine the differential quantum
efficiencies and threshold current densities. Figure 1
shows the experimental plots of inverse quantum effi-
ciency (1/ηd) versus the cavity length for laser diodes
based on heterostructures of the two types studied. The
values of internal optical losses determined from these
dependences for the heterostructures of types I and II
amounted to 8 and 13 cm–1, respectively. As can be
seen, an increase in the number of SQWs leads to a
growth in the internal optical losses. This can be related
to the light scattering from inhomogeneities on the
SQW heteroboundaries and to an increase in the
volume of the active region with a threshold carrier
density.

In order to demonstrate the possibilities of heterola-
ser structures based on the AlInGaAs/InP solid solution
system, we measured the P–I characteristics at various
heat sink temperatures. It should be emphasized that
these experiments were performed without using stan-
dard means of maintaining the heat sink temperature
constant in the entire range of pumping currents. The
heat sink with a laser diode being studied was mounted
on a copper plate equipped only with a heater, while the
standard system of temperature stabilization ensuring
the removal of excess heat was absent. The heater was
used to set a certain initial temperature prior to the mea-
surement, which was monitored by a thermocouple
attached to the edge of the laser diode. As the pumping
current was increased, the heat sink temperature (indi-
cated by the thermocouple) grew as well. For example,
in the test with an initial temperature of 20°C set in the
absence of the pumping current, the heat sink tempera-
ture at a current corresponding to the maximum output
power increased by 5°C.
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Fig. 1. The plots of experimental inverse differential quan-
tum efficiency 1/ηd versus cavity length L for laser diodes
based on the AlInGaAsP/InP heterostructures of the first
(1) and second (2) types.
TE
Figure 2a shows a family of the P–I curves obtained
for a laser diode with four SQWs (type I). These data
demonstrate the possibility of lasing in a continuous
regime at a heat sink temperature of up to 170°C, in
contrast to laser diodes with the same parameters based
on the classical solid solution system (InGaAsP/InP),
for which this maximum temperature is 130°C [2]. It
should be emphasized that the test heterostructures
were not optimized from the standpoint of reaching a
maximum output power. The maximum output power
of our samples studied in the continuous regime was
300 mW, and this is not a limiting value. The results of
analogous measurements performed by the same
scheme for diode lasers based on heterostructures of
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Fig. 2. The families of output power versus current curves
measured in the continuous operation mode: (a) for a laser
diode based on the heterostructure of type I with a cavity
length of L = 1120 µm and with high-reflection (95%) and
antireflection (5%) coatings on the resonator edges (heat
sink temperature varied from 20 to 170°C with 10°C steps);
(b) for a laser diode based on the heterostructure of type II
with a cavity length of L = 1040 µm and with natural mir-
rors on the resonator edges (heat sink temperature varied
from 20 to 160°C with 10°C steps).
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type II showed the possibility of continuous lasing at a
heat sink temperature of up to 173°C (Fig. 2b).

Figure 3 presents the plots of threshold current den-
sity versus inverse length of the laser diode resonator.
The experimental data showed that the threshold cur-
rent density per quantum well (calculated with allow-
ance for the internal quantum yield of induced emission
[14]) in laser diodes with cavity lengths of 1000 and
400 µm amounts to 125 and 178 A/cm2, respectively,
for the heterostructure of type I and to 110 and
130 A/cm2, respectively, for the samples of type II.
These results indicate that the SQWs of heterostruc-
tures of the second type are characterized by a lower
average threshold charge carrier density despite higher
internal optical losses. This is related to the effect of
gain saturation observed in the heterolasers with active
regions on quantum wells, which is manifested in the
logarithmic dependence of the gain on the carrier den-
sity of the quantum well [14].

The above example shows that a difference between
the threshold carrier densities in the active regions
(SQWs) of laser diodes based on the heterostructures of
types I and II quite rapidly increases with the cavity
length. Thus, our results indicate that an increase in the
number of quantum wells increases the thermal stabil-
ity of laser diodes, which has to be taken into account
in the design of particular laser heterostructures. How-
ever, the number of SQWs has natural limitations. The
main factor is the increase in optical losses, which can-
not be eliminated at the existing technological level.

In order to eliminate the risk of overheating in the
active region relative to the heat sink, we have
employed lasing in the pulsed mode. As is known, the
characteristic temperature parameter T0 for laser diodes
based on the classical solid solution system
(InGaAsP/InP) does not exceed 80 K for devices oper-
ating in the temperature interval 10–80°C [11]. The
results of our measurements showed that the
AlInGaAs/InP solid solution system provides for a
higher value of T0. Indeed, the laser diodes implement-
ing the heterostructures of types I and II with cavity
lengths ranging from 500 to 1200 µm possessed the
characteristic temperature parameter T0 within 90–105
and 90–110 K, respectively.

The decrease in the temperature sensitivity of het-
erostructures with a greater number of quantum wells is
probably explained by the aforementioned lower aver-
age threshold carrier density in the SQW. One of the
factors favoring an increase in the thermal stability of
the threshold current can be related to the enhanced
electron confinement in SQWs, which decreases the
thermal injection of free charge carriers from the active
region to the waveguide layer. For a more complete
analysis of the temperature dependence of the proper-
ties of laser diodes based on solid solutions of the
AlInGaAs/InP system, it is necessary to take into
account the process of nonradiative Auger recombina-
tion, since this process, together with the aforemen-
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 2      200
tioned thermal injection, determines the temperature
sensitivity of the radiative characteristics of laser
diodes.

The results of investigation of the far field patterns
for laser diodes based on the heterostructures of types I
and II showed evidence of a stable zeroth mode gener-
ation in the plane perpendicular to the p–n junction,
with an FWHM of 38°. In the plane parallel to the p–n
junction, the far field exhibited a single-lobe character
in the entire range of working currents, with an FWHM
of 10–15°.

Thus, we have obtained low-threshold-current diode
lasers of mesastrip design based on heterostructures of
the AlInGaAs/InP solid solution system synthesized by
MOVPE. It was demonstrated that the heterolasers are
capable of operating in the continuous mode at a heat
sink temperature of up to 170°C, which is unattainable
for the lasers based on the classical solid solution sys-
tem (InGaAsP/InP). The new laser diodes are charac-
terized by a characteristic temperature parameter T0
ranging from 90 to 110 K, which is evidence of a sig-
nificantly higher thermal stability. The threshold cur-
rent densities of the laser diodes being studied did not
exceed the values reported previously for lasers based
on the InGaAsP/InP heterostructures.
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Abstract—Extraction equilibria of the liquid(I)–liquid(II) type have been studied for the first time in a system
containing light fullerenes C60 and C70. The experiments were performed with a five-component mixture of
fullerene C60, fullerene C70, o-xylene, i-butylamine, and water at 25°C. Isothermal diagrams describing the dis-
tribution of fullerene components between separating liquid phases have been obtained. The distribution coef-
ficients of fullerenes (C60 and C70 concentrations in the xylene phase relative to those in the amine phase) are
found to be almost constant and approximately equal to ~16.1 for both C60 and C70. © 2003 MAIK
“Nauka/Interperiodica”.
Introduction. A fullerene soot, containing from
several units to a few dozens mass per cent of C60 and
C70 molecules, is usually synthesized by a method
based on the electric-arc erosion of graphite electrodes
in a helium atmosphere under low-temperature plasma
conditions. After synthesis, the fullerene mixture is iso-
lated from soot by extraction with carbon sulfide, tolu-
ene, or (for the most part) o-xylene. The separation and
purification of fullerenes under commercial conditions
are performed almost exclusively by chromatographic
techniques. These labor-intensive processes are mostly
responsible for the relatively high cost of commercial
fullerenes. This circumstance makes the search for
alternative methods capable of providing effective sep-
aration and purification of fullerenes important.

This study is aimed at a verification of the principal
possibility of using extraction methods based on the
two-phase equilibria of the liquid(I)–liquid(II) type for
the separation and purification of fullerene soot compo-
nents. To the best of our knowledge, no investigations
of such equilibria in fullerene-containing systems have
been reported so far.

Formulation of the system. In order to solve the
main task, it was necessary to select a system meeting
the following requirements.

(1) The main components (solvents) of the system
must possess a phase separation diagram containing a
sufficiently broad concentration range of immiscibility
in which the physicochemical properties of the coexist-
ing phases significantly differ so as to provide suffi-
ciently large coefficients of distribution of the fullerene
components between separating solvent phases.

(2) For technological purposes, it is extremely impor-
tant that the solubility of fullerenes C60 and C70 in both
1063-7850/03/2902- $24.00 © 20119
equilibrium phases be sufficiently large (not less than
50–100 mg of fullerenes per liter of solution).

(3) It is desired that solvents do not form overly
strong compounds (such as charge-transfer complexes
in compounds of C60 and C70 with anthracene) with dis-
solved fullerenes. In any case, either the formation of
such complexes must be reversible or these compounds
have to decompose readily with the liberation of pure
fullerene components.

An analysis of published data on the solubility of C60
and C70 in various individual solvents (see, e.g., [1–5])
showed that the class of such media is rather restricted.
This class includes aromatic hydrocarbons (benzene,
toluene, some of xylenes); halogen-substituted deriva-
tives of benzene, naphthalene, anthracene, and phenan-
threne; heterocyclic compounds (e.g., pyridine); inor-
ganic solvents, including CS2, CCl4, and CHI3; some
amines; decalin; and a few others. Reference data on
the phase equilibria of the liquid(I)–liquid(II) type [6]
indicate that most of the pairs of solvents selected from
the above list are miscible in arbitrary proportions in
the region of room temperature. On the other hand,
when the state of a phase separation is achievable (e.g.,
as in anthracene-based mixtures at elevated tempera-
tures), the resulting phases are characterized by irre-
versibly formed strong complexes of fullerenes with
solvents.

Upon preliminary analysis, we selected two sol-
vents as macrocomponents of the extraction system.
These were o-xylene and i-butylamine, which readily
dissolve fullerenes C60 and C70 (up to several grams per
liter of solvent at 25°C) and exhibit absolute miscibility
(mutual solubility). As the third component, we
selected water (H2O), which is virtually insoluble in
o-xylene (~0.015 mass % at 25°C [6]) but miscible with
003 MAIK “Nauka/Interperiodica”
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i-butylamine in arbitrary proportions, thus providing
excellent possibilities for the phase separation.

Experimental. First, the separating liquid phases
were prepared by mixing o-xylene i-butylamine, and
H2O was taken in a volume ratio of 2 : 2 : 0.6, followed
by treating in a shaker for 3 h at room temperature.
Then the system was allowed to stand until phase sepa-
ration. The bottom (predominantly amine) phase was
used to prepare the solutions of various amounts of
individual fullerenes C60 and C70, as well as a fullerene
solid solution with the composition (C60)0.61(C70)0.39.
The latter compound was preliminarily synthesized at
80°C as described in [7]. Strictly speaking, this solid
solution is unstable with respect to diffusion and actu-
ally represents a heterogeneous mixture of two solid
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Fig. 1. The equilibrium diagram of the distribution of
fullerenes C60 and C70 between the amine and xylene
phases 14 days after mixing at 25°C (see the text for expla-
nations): (1) C60, (2) C70, and (3) C60 + C70 in C60–C70–
o-xylene–i-butylamine–H2O system; (4) C60 in C60–
o-xylene–i-butylamine–H2O system; (5) C70 in C70–
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solutions, (C60)0.21(C70)0.79 and (C60)0.82(C70)0.18, obtained
by isothermal evaporation of a nonvariant eutonic solu-
tion [7]. Finally, aliquots of the top (predominantly
xylene) phase were added to aliquots of the bottom
phase with dissolved fullerenes, the resulting heteroge-
neous mixtures were treated in a shaker for 6 h at 25 ±
0.1°C, and kept in a thermostat for 14 days at the same
temperature. Aliquots of the coexisting phases were
used for analysis.

An analysis of the separated phases for the content
of fullerene components, C60 and C70, was performed
as follows. The samples were evaporated to dryness at
80 ± 5°C under reduced pressure (10 Torr). The dry res-
idues were dissolved in aliquots of o-xylene. The con-
centrations of C60 and C70 in these solutions were deter-
mined spectrophotometrically, by measuring the opti-
cal densities of solutions at the characteristic
wavelengths λ1 = 335.7 nm and λ2 = 472.0 nm [8]. Con-
centrations of the solvent macrocomponents (o-xylene,
i-butylamine, and water) in the coexisting phases were
determined by chromatography.

It is necessary to consider one point in more detail.
Immediately after preparation by mixing in a shaker,
the separating phases take the form of emulsions inten-
sively scattering light in the visible spectral range.
Upon standing for the first 4–6 h, the mixtures exhib-
ited visually complete separation of liquid phases,
whereby the light scattering in the visible range van-
ished and that in the near UV range (at λ ≈ 360 nm)
somewhat decreased. The latter scattering effect was
retained for several days, which was evidence of a sig-
nificant inhomogeneity (and the nonequilibrium char-
acter) of the coexisting phases. The results of small-
angle X-ray scattering (SAXS) measurements also con-
firmed the presence of microscopic (5–30 nm in size)
inhomogeneities in these phases over 2–3 days (SAXS
measurement were performed as described in detail
elsewhere [9, 10]).

According to the spectroscopic data, neither
fullerene molecules in solutions nor solvent compo-
nents can form such giant aggregates [9, 10], and,
hence, we can only suggest that liquid phases of the
system being studied may contain microcolloidal parti-
cles exhibiting slow degradation. The transition of
fullerenes into the o-xylene phase (until reaching sta-
tionary concentrations) was observed over the first
10 days. For comparison, Figs. 1 and 2 show an equilib-
rium diagram of the distribution of fullerenes C60 and
C70 obtained after 14 days and a dynamic nonequilib-
rium diagram obtained the day after mixing. As can be
seen, the two diagrams are sharply distinct, the distribu-
tion coefficients differing almost by one order of mag-
nitude (the latter diagram also shows a large scatter of
points).

Discussion of results. Chromatographic analysis of
the coexisting phases for the content of the main sol-
vent components (o-xylene, i-butylamine, and water)
gave the following results. Amine phase (mass %):
CHNICAL PHYSICS LETTERS      Vol. 29      No. 2      2003
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 ≈ 34.6;  ≈ 42.0;  ≈ 23.4.

Xylene phase (mass %):  ≈ 85.3;

 ≈ 10.2;  ≈ 4.5. With respect to these
components, the phase compositions are virtually inde-
pendent of the content of fullerenes. This result is by no
means surprising, since the fullerene solutions in both
phases are highly diluted.

The content of macrocomponents in the coexisting
phases is most conveniently controlled by increasing or
decreasing the content of water in the primary hetero-
geneous solvent mixture. Adding even a few volume
fractions of water to this mixture leads to a sharp redis-
tribution of components (water passes almost com-
pletely to the amine phase). As a result, the liquid(I)–
liquid(II) nodes are elongated, differences in the physi-
cochemical properties grow, and the total phase separa-
tion time decreases. However, adding water leads to a
critical decrease in the solubility of fullerenes C60 and
C70 in the amine phase (while their solubility in the
xylene phase remains virtually unchanged), and the dis-
tribution coefficients begin to grow sharply (reaching
hundreds and thousands relative units). The reverse
process (decrease in the total H2O content) leads to the
opposite results: the liquid(I)–liquid(II) nodes shorten
and the differences in properties between phases rap-
idly disappear. As the water content decreases further
(e.g., to 15–20 vol %), the system represents a homoge-
neous mixture (which corresponds to crossing the iso-
thermal-isobaric separation binodal [11]). A decrease
in the node length, in turn, leads to a sharp drop in the
distribution coefficients for C60 and C70 (down to unity
at the critical separation point [11]). However, the total
phase separation time dramatically increases and the
phases do not separate even after standing for several
months.

Figure 1 shows the diagram of the distribution of
fullerenes C60 and C70 (in milligrams per liter of solu-
tion) at 25°C between the amine and xylene phases for
the four-component systems C60–o-xylene–i-buty-
lamine–H2O and C70–o-xylene–i-butylamine–H2O and
the five-component system C60–C70–o-xylene–i-buty-
lamine–H2O. The concentrations of macrocomponents
(o-xylene, i-butylamine, and water) and the total con-
tent of fullerenes C60 + C70 (in the five-component sys-
tem) were fixed.

Co-C6H4 CH3( )2
Ci-C4H9NH2

CH2O

Co-C6H4 CH3( )2

Ci-C4H9NH2
CH2O
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As can be seen, the diagrams appear (rather unex-
pectedly) very simple, representing straight lines over
the entire concentration range studied (although the
content of fullerenes was varied by a factor of almost
100). The distribution coefficients of fullerenes (C60
and C70 concentrations in the xylene phase relative to
those in the amine phase) are found to be almost con-
stant and approximately equal for both C60 and C70,
amounting to Kdistr ≈ 16 ± 5 rel. units. This value was
observed irrespective of whether one of the fullerenes
or both were present in solution, which implies that
these fullerene molecules exhibit no competition dur-
ing the extrication process (i.e., C60 and C70 are
extracted independently of each other). The fact of
equal distribution coefficient during the extraction is
evidence of the impossibility of separating fullerenes
C60 and C70 by extraction in the C60–C70–o-xylene–i-
butylamine–water system.
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Abstract—We report on the experimental investigation of p-Ge(Au) samples and compare the results qualita-
tively to a one-dimensional theoretical model describing the recombination instability of current in gold-com-
pensated germanium in a two-parameter (voltage–emission) space. Experiments showed the existence of three
regimes of the system functioning in the parametric space. The second S-switching region was found on
the current–voltage characteristic, which is probably related to a noise-induced nonequilibrium phase transi-
tion. © 2003 MAIK “Nauka/Interperiodica”.
We have continued the experimental investigation
[1, 2] of a real system corresponding to the one-dimen-
sional theoretical model developed by Oshio and
Yahata [3, 4] for germanium with deep levels of gold,
according to which a recombination instability in the
semiconductor leads to a current instability and gives
rise to current oscillations. The model takes into
account both the temporal and spatial evolution of a
high-field domain formed in the system, describing this
variation in a two-parametric space of the applied volt-
age U and the electron emission coefficient β. Accord-
ing to this model, the system can operate in various
regimes, features the formation of subdomains and
their reconstruction, and exhibits some other unusual
properties not observed in typical nonlinear systems.

Depending on the particular region in the two-para-
metric space, the current–voltage characteristics (I–U
curves) of the samples showed ohmic or superlinear ini-
tial regions and then either exhibited a smooth transi-
tion to saturation or acquired an N-like shape, which
changed to an S-like shape with a further increase in the
critical parameters. Previously [1, 2], the main experi-
mental results were obtained using samples with an
interelectrode distance of d = 3–8 mm and a cross sec-
tion area of 1 mm2 for the regions of I–U curves with
saturation or N-like behavior.

In this short communication, we present new exper-
imental results obtained for some specially selected
regions of the parametric space under the conditions of
injection from contacts and simultaneous illumination
of the samples. The experiments were performed using
“short” (not in the usual sense of d ≤ LD, where LD is the
diffusion length, but in comparison with the samples
studied in [1, 2]) p-Ge(Au) based p+–p–n+ structures
with d = 1–3 mm, divided into two groups with the fol-
lowing characteristic parameters (77 K): ρ1 = 8.7 ×
104 Ω cm, µ1 = 16500 cm2/(V s), P01= 4.33 × 109 cm–3
1063-7850/03/2902- $24.00 © 20122
(group I); ρ2 = 1.95 × 105 Ω cm, µ2 = 29900 cm2/(V s),
P02 = 1.07 × 109 cm–3 (group II); here, ρ is the resistiv-
ity, µ is the carrier (hole) mobility, and P0 is the equilib-
rium hole density.

The measurements were performed in the tempera-
ture range from 77 to 130 K using pulses with durations
not exceeding 500 µs in order to avoid Joule heating of
the samples. The sawtooth-shaped voltage pulses used
to measure the forward and reverse (ascending and
descending) branches of the I–U curves had a duration
of 400 µs. The time series of the current oscillations
measured in the samples were fed into a computer after
conversion with an analog-to-digital converter operated
at a sampling frequency of 200 MHz. These data were
used to construct the phase portraits, bifurcation dia-
grams, and power spectra of the system studied. The
emission coefficient β could be smoothly varied by
exposure of the samples to a 100-W incandescent lamp
and/or by nonequilibrium charge carrier injection via
indium contacts (with 0.5% Ga, 0.5% Sn, and 7% Sb
additives) deposited onto opposite edges of the samples
with an area of 1 mm2.

A distinctive feature of the I–U curves of the rela-
tively “short” samples measured under the conditions
of illumination without injection from contacts is the
smooth transition from the ohmic to sublinear behavior
(see Fig. 1, diagram 1). The onset of sublinearity is
manifested by the appearance of chaotic oscillations
and a continuous noise band (Fig. 1, diagram 2). With
an increase in the applied voltage, the noise gives rise
to spike-like oscillations (Fig. 1, diagram 3) of the
domain type, which sometimes exhibit a periodic char-
acter with period doubling (tripling, etc.). In most of the
sublinear region of the I–U characteristic, the oscilla-
tions are chaotic and resemble the behavior typical of
intermittency. The amplitude of the current pulse mod-
ulation by oscillations reaches up to 90%. The spectral
003 MAIK “Nauka/Interperiodica”
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characteristic displays a continuous noise band. As the
applied voltage is increased further, the I–U curve
acquires an S-like shape.

In the I–U curves of the samples simultaneously
subjected to the illumination and the injection of carri-
ers via contacts, increasing the applied voltage leads to
a smooth transition from the linear to superlinear
region, followed by the passage to a sublinear or N-like
behavior. In the beginning of such sublinear (or N-like)
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Fig. 1. Current–voltage characteristic (1), time series of cur-
rent oscillations (2 and 3, left diagrams), and power spectra
(2, and 3, right diagrams) of a p-Ge(Au) sample measured
at 77 K with an applied voltage of U = 36.7 (2) and 56 V (3).
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region, there appear the current oscillations with a
nearly coherent shape. As the applied voltage grows,
this regime transforms via quasiperiodicity (Fig. 2, dia-
gram 1) to chaotic oscillations (Fig. 2, diagram 2). Fur-
ther increase in the voltage leads to the appearance of
spike-like oscillations of the domain type (Fig. 2, dia-
gram 3). In some regions of the parametric space, these
domains reveal oscillations with periods 2, 3, and 4, and
subsequently, prior to the S-switching, the system
passes to a chaotic state via intermittency. It should be
noted that, using “short” structures, it is difficult to
observe the whole variety of regimes related to a trans-
formation of the spatial wave structure, including
smooth subdomain formation. Nevertheless, all three
theoretically predicted regimes of the system function-
ing (ohmic, quenched, transit-time) can be observed
given thoroughly selected regions of the parametric
space in the I–U curve regions corresponding to satura-
tion or N-like behavior prior to the S-switching.

The most interesting results were obtained for sam-
ples of group I with d = 1–2 mm studied under the con-
ditions of illumination with simultaneous carrier injec-
tion via contacts. Figure 3 shows evolution of the I–U
curve of such a sample in the course of a gradual
increase in the applied voltage at a constant illumina-
tion intensity. The curves clearly reveal the transition
from an ohmic to superlinear regime and the appear-
ance of current oscillations upon the onset of sublinear-
ity (Fig. 3, diagram 1). Prior to the S-switching, as
pointed out above, there arises a large-amplitude noise,
and the S-switching proceeds in the form of oscillations
with a large amplitude and a nearly coherent shape.
Two branches (forward and reverse) of the I–U curve
form a limiting cycle. Further increase in the applied
voltage leads to the appearance of cycles with periods 2
and 3. In this case, the noise component starts sharply
growing again, and, as a result, the coherence is bro-
ken and the curve acquires an S-like shape (Fig. 3, dia-
gram 2). Positive branches of the region behind the
S-switching are filled by a large-amplitude noise,
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Fig. 2. The patterns of current oscillations (left column) and the corresponding power spectra (right column) measured in a
p-Ge(Au) sample for various values of the applied voltage U = 31.4 (1), 102.4 (2), and 107.5 V (3).
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which is confirmed by the shape of the power spectrum.
Increase in the applied voltage leads to the formation of
the S-like region (Fig. 3, diagram 3) with the noise
amplitude gradually decaying on the positive branch. It
should be noted that the ascending and descending
branches of the I–U curve exhibit a significant hystere-
sis (~25%) in both S-switching regions.

The physical mechanisms explaining the above
results can be reduced to the following. The I–V curve
regions prior to the first S-switching (and the recombi-
nation instability of current in the two-parameter space
characteristic of these regions) are quite consistent with
the theoretical and experimental models [1–4]. The first
S-switching is well explained in terms of the τ-mecha-
nism according to Stafeev [5]. The nonequilibrium car-
rier injection simultaneously with intense illumination

can lead to occupation of the gold levels (  ≈EAu
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Fig. 3. Evolution of the current–voltage characteristic of a
p-Ge(Au) sample with increasing applied voltage.
TE
0.15 eV) in Ge and, hence, to a sharp increase in the
lifetime of minority carriers (electrons).

The appearance of the second S-switching region in
the I–U curve can be related to the second deep level of
gold occurring below the conduction band bottom

(  ≈ 0.2 eV). However, this phenomenon is difficult
to explain, because we failed to observe such a region
in samples with interelectrode distances above 3 mm
and below 1 mm. Probably, samples of a certain length
possess some characteristic spatial and temporal scales
and/or critical parameters that account for the noise-
induced nonequilibrium phase transition appearing as
the S-switching.

Some possible variants of the tricritical points in the
space of parameters similar to that studied in our case
were presented in [6]. It was also demonstrated [7] that,
by means of injection, the concentration of minority
carriers (electrons in p-Ge(Au)) can be increased rela-
tive to the equilibrium level to an extent such that the
value α = (n/p)(τn/τp) will exceed unity (here n, p are
the densities and τn , τp are the lifetimes of electrons and
holes, respectively), which is a necessary condition for
the excitation of recombination waves [8]. It should
also be noted that an increase in the low-frequency
noise intensity prior to the S-switching, as revealed by
the power spectra, is analogous to the growth of long-
wave fluctuations accompanying phase transitions.
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Abstract—The diffraction focusing of an X-ray wave reflected from a thick bent crystal covered with an epi-
taxial film is theoretically studied in the case when the Bragg angle θB is close to π/2. It is shown that the X-ray
wave focusing upon backscattering from this system is sensitive with respect to the relative interplanar spacing
mismatch ∆d/d between the epitaxial film and the thick crystal substrate. It is suggested that this effect can be
employed for evaluating ∆d/d with an accuracy on the order of 10–10. © 2003 MAIK “Nauka/Interperiodica”.
As is known, the dynamic backscattering of X rays
from crystals (θB ≅  π/2) offers the following advan-
tages: (i) high reflected beam intensity, which is propor-
tional to –|χhr|1/2 (χhr being the real part of the Fourier
component of the X-ray polarizability) [1–4]; (ii) the
absence of geometric aberrations [5]; (iii) small widths
of the spectral interval ∆λ ~ λ(∆θ)2 and the energy
interval ∆E = E(∆θ)2 of the backscattered radiation
(λ, E, and ∆θ being the X-ray wavelength, energy, and
beam divergence angle, respectively) [6, 7]; and
(iv) high sensitivity of the backscattered signal with
respect to variations of the interplanar distance ∆d
[8, 9]. Using bent crystals can provide for an additional
increase in the reflected beam intensity as compared to
the case of θB ≠ π/2.

For realization of the backscattering regime, it is
necessary to provide for “detuning” from the exact
Bragg angle (θB = π/2) and use a monochromatic (syn-
chrotron) X-ray source. In this case, the source and its
image (focus) will be separated by a sufficiently large
distance.

This letter addresses the theory of the diffraction
focusing of an X-ray wave reflected from a weakly bent
thick crystal covered with a homoepitaxial film. The
analysis proceeds from several assumptions. First, we
consider a thick flat crystal substrate covered with a
homoepitaxial film and then uniaxially bent to acquire
the shape of an elliptic cylinder. Note that, in the case
of usual diffraction, where θB ≠ π/2 and the angular
width of the reflection curve is proportional to |χhr|, a
good approximation for the elliptic cylinder is provided
by a parabolic cylinder. Second, we assume that bend-
ing the crystal does not cause any exfoliation of the epi-
taxial film. Third, the interplanar spacing mismatch
1063-7850/03/2902- $24.00 © 20125
between the epitaxial film and the thick crystal sub-
strate is assumed to be constant throughout the film
thickness. As is known, weak elastic bending of a crys-
tal leads to a linear variation in the lattice period, but we
will neglect this change. Fourth, the incident wave is
assumed to be monochromatic, with the degree of
monochromaticity ∆λ/λ ! ∆d/d.

If the incident beam divergence angle satisfies the
condition

(1)

where (∆θ)TRR is the angular width of the total reflec-
tion region, we will observe two images of the source
in the focal plane, Ss and Sf (Fig. 1), corresponding to
reflection from the substrate and film, respectively.

In what follows, the degree of bending of a perfect
crystal with a homoepitaxial film is considered as
“weak” from the dynamic diffraction standpoint. This
means that the amplitude reflection coefficient can be
approximated by using the corresponding expression
for a flat (unbent) crystal [10–12]:

(2)

where

(3)

(4)

χ0, χh, and χ–h are the Fourier components of the X-ray
polarizability; ∆ϑ  = ϑ  – π/2 is the angular deviation

∆θ ∆θ( )TRR 2 χhr
1/2 ∆d/d 1/2,>≅≥

R ∆ϑ( ) R1 R2q–( )/ 1 q–( ),=

R1 2, y– y2 1–{ } 1/2±( ) χh/χ h–( )1/2,= ( (

y 2 ∆ϑ( ) ∆ϑ ∆ d/d( )–{ } χ 0+[ ] / χhχ h–( )1/2,=(
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from the exact Bragg angle for an arbitrary plane-wave
harmonic,

(5)

(6)

(7)

q R1 R0–( )=

× i2π χhχ h–( )1/2 y2 1–( )1/2
l/λ[ ] / R2 R0–( ),exp (

R0 y– y2 1–{ } 1/2
+( ) χh/χ h–( )1/2,=

y 2 ∆ϑ( ) ∆ϑ χ 0+[ ] / χhχ h–( )1/2,=

O

S Sf Ss

l

L

Fig. 1. The geometry of X-ray beam focusing upon back-
scattering from a weakly bent crystal covered with an epi-
taxial film: (S) X-ray source (SO = L0 = Rx); (Sf) source
image upon reflection from the film; (Ss) source image upon
reflection from the substrate; (l) epitaxial film thickness;
(L) thick bent crystal.
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Fig. 2. Spatial distribution of the diffracted intensity in the
plane of the source image for the backscattering from a bent
crystal covered with films of various thicknesses l = 3Λ (a),
2Λ (b), and 0.5Λ (c) (Λ = λ /|χhr| = 17 µm is the extinction
length). The calculations were performed for a (220) reflec-
tion of CuKα radiation backscattered from a Si crystal; Lh =

10 m, ∆d/d = 10–10. The transverse coordinate ξ is measured
relative to the direction of a wave backscattered from the
substrate.
T

and l is the film thickness. Note that formulas (4) and
(7) take into account that, in the case of backscattering,
cosθB ≤ |∆ϑ| ≤ |χhr|1/2.

According to the theory developed by Gabrielyan
et al. [13], the diffracted wave amplitude Eh(ξp) in the
plane of the diffraction image is expressed as an inte-
gral of the plane-wave harmonics:

(8)

where κ = 2π/λ, α0 =  – , αh =  – , Rx is
the radius of bending of the crystal with the film, L0 is
the distance from the source to the center of the crystal,
Lh is the distance from the center of the crystal to the
source image, ξp is the transverse coordinate of the
observation point, (∆ϑ)x = lx/(2L0), and lx is the crystal
size in the plane of diffraction (backscattering).

Let us assume that the plane-wave reflection coeffi-
cient determined by formula (2) varies much slower
than the exponents under the integral of relation (8).
Then, the geometric condition of the focusing (lens for-
mula) can be written as α0 = –αh, which implies that

 +  = 2 . Numerical integration of the expres-
sion for the intensity Ih(ξp) = |Eh(ξp)|2 has been per-
formed for L0 = 10 m, lx = 10–2 m, |∆d/d| = 10–10, and
Rx = 10 m. As can be seen from the results presented in
Fig. 2, backscattering from a crystal covered with a film
of thickness l ≥ 2Λ (Λ = λ/|χhr| is the extinction length)
leads to the appearance of two diffraction maxima,
which correspond to reflection from the substrate and
film. The distance between these maxima is well
described by the formula ∆ξ = Lh|∆d/d|1/2.

The above results indicate that, theoretically, it is
possible to use the diffraction focusing of X-rays upon
backscattering from a bent crystal covered with an epi-
taxial film for estimating the interplanar spacing mis-
match between film and substrate to within ∆d/d ~
10−10. 

Unfortunately, this method is inapplicable in the
case of epitaxial films with thicknesses l ≤ 0.5Λ. Viola-
tion of the initial condition (1), resulting in a single
maximum being observed for the intensity of radiation
backscattered from the films and substrate, also makes
the above results inapplicable.
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Abstract—Zinc selenide layers of hexagonal modification, characterized by dominating violet emission in the
room temperature luminescence spectrum, have been obtained on single crystal cadmium sulfide substrates by
method of isovalent substitution. © 2003 MAIK “Nauka/Interperiodica”.
The creation of light-emitting devices operating in
the short-wavelength region of the visible spectral
range is among urgent problems that can be solved only
by using wide-bandgap semiconductors. Materials
extensively studied from this standpoint include bulk
crystals and thin films of cubic zinc selenide (β-ZnSe)
characterized by a bandgap width of Eg = 2.7 eV at
300 K, which corresponds to emission in the blue spec-
tral region. Room temperature emission in this region
was reported for various samples synthesized by differ-
ent methods, including a promising isovalent substitu-
tion technique [1]. This method not only allows the
class of appropriate semiconductor materials to be
expanded but also provides for an increase in some phys-
ical and technological properties of these materials.

Below, we report on the effective room temperature
luminescence in the violet region observed in hexago-
nal zinc selenide (α-ZnSe) heterolayers grown by isov-
alent substitution and present the main characteristics
of this emission.

The samples were prepared on single crystal plates
of undoped cadmium sulfide (α-CdS) possessing a
wurtzite structure. This material was characterized by
a weak electron conductivity at room temperature
(σn ≈ 10–10 Ω–1 cm–1) and exhibited intense green pho-
toluminescence (PL). The α-ZnSe layers were obtained
by sequentially annealing the initial substrates in satu-
rated Zn and Se vapors. The process was conducted in
quartz ampules evacuated to a pressure of 10–4 Torr,
with the evaporated material and sample placed at
opposite ends of the ampule.

The first annealing in Zn vapor leads to the forma-
tion of a white surface layer possessing a higher elec-
tron conductivity as compared to that of the initial sub-
strate material. The λ-modulated optical reflection
spectrum  of this layer exhibited a sharp peak with
a maximum at "ωm ≈ 3.75 eV (which coincides with the
Eg value of α-ZnS at room temperature [2]). Subse-
quent annealing of these samples in Se vapor results in
a change of the sample surface color and a shift of the

Rω'
1063-7850/03/2902- $24.00 © 20128
"ωm value to 2.89 eV (which is close to the Eg value of
a hexagonal zinc selenide [3]). The thickness of the
modified surface layer formed under the given anneal-
ing conditions (temperature, 1100 K; duration, 1 h) was
10–15 µm.

Additional evidence for the formation of an α-ZnSe
heterolayer is provided by the following experimental
facts: (i) the annealing of β-ZnSe in Se vapor under the
same conditions leads to the formation of a surface
layer with Eg = 2.7 eV (corresponding to the bandgap
width of cubic zinc selenide [4]); (ii) the X-ray diffrac-
tion patterns of the samples upon annealing confirmed
the cubic and hexagonal structure of ZnSe layers syn-
thesized on β-ZnS and α-CdS substrates, respectively;
(iii) N2-laser irradiation of the samples leads to intense
room temperature luminescence with the peaks at
~2.68 and 2.86 eV for β- and α-ZnSe, respectively. The
above experimental evidence is sufficient to ascertain
that a hexagonal zinc selenide layer rather than a
ZnSexS1 – x solid solution is formed on the sample sur-
face as a result of the annealing.

Let us consider the PL spectrum (Nω) in more detail.
The room temperature emission is characterized by a
broad asymmetric band with a maximum at about
2.86 eV (see figure). An inflection observed at the pho-
ton energy of 2.89 eV is most probably due to the inter-
band recombination of free electrons and holes. The
contour of this band can be readily calculated using the
well-known formula [4]

(1)

However, as can be seen from the figure, the results of
such calculations (dashed curve) do no agree with the
experimental PL spectrum at "ω ≥ 2.9 eV. The differ-
ence between the experimental and theoretical curves
corresponds to an additional component (depicted by
the dash–dot line). This emission can be explained by
electron transitions from the conduction band to a
valence subband (Evb) split by the crystal field. How-
ever, final judgment concerning the nature of this band

Nω "ω( )2
"ω Eg–( )1/2 "ω Eg–

kT
-------------------– 

  .exp≈
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requires additional detailed investigations under condi-
tions of higher excitation levels and low temperatures.

The dominating PL band (solid curve) is character-
ized by the following features: (i) the band intensity I
depends on the excitation intensity L according to a
power law with an exponent of about ~1.5; (ii) as the
excitation level L grows, the band maximum shifts
toward higher energies; (iii) the high-energy band front
is sharp and the low-energy front is relatively smooth,
irrespective of the excitation level; and (iv) low excita-
tion intensities L give rise to equidistant inflections on
the low-energy wing at "ω0 ≈ 21 meV, which may cor-
respond to an LO phonon energy in α-ZnSe. Note that
the LO phonon energy of a cubic zinc selenide is well

2.6 2.7 2.8 2.9 3.0 3.1

"ω, eV

0

20

40

60

80

100

120
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Experimental (points) and calculated (curves) room temper-
ature PL spectra of the α-ZnSe layers studied (see the text
for explanations).
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known (28 meV) [2]. This behavior is characteristic of
the emission related to the annihilation of excitons
upon inelastic scattering on free charge carriers [5]. 

Thus, the above results are indicative of the possibil-
ity of obtaining α-ZnSe layers exhibiting intense violet
room temperature emission possessing an exciton char-
acter. The presence of an isovalent impurity, the role of
which is played by residual sulfur atoms, can be
expected to favor a high temperature stability of the
emission observed. Note that this feature is typical of
isovalent impurities and has been reported for many
semiconductor crystals and films [6–8].
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Abstract—The microwave losses in electrodes of a ferroelectric-based transmission line and a lumped ferro-
electric-based element have been theoretically analyzed. The results of calculations of the effective loss tangent
for the transmission line are confirmed by a two-dimensional electrodynamic model analysis and by experi-
ments with a coplanar phase shifter. It is established that the use of microwave devices based on ferroelectric
lumped elements is expedient in the 1–50 GHz frequency range (that is, in most microwave applications). The
microwave losses in electrodes are significantly lower for lumped elements than for a long transmission line.
These losses are determined by the ratio of the depth of electromagnetic field penetration into a conductor
(superconductor) to the interelectrode gap width and are independent of the dielectric permittivity. © 2003
MAIK “Nauka/Interperiodica”.
Use of ferroelectric materials in planar electronic
technology allows controlled microwave devices such
as delay lines, phase shifters, and tunable filters to be
obtained. Based on ferroelectrics of the BSTO type in
combination with normal metals (Cu, Ag, Pt), such
devices can operate at room temperature. Devices
based on ferroelectrics of the STO type in combination
with YBCO superconductors operate at liquid nitrogen
temperature [1–5]. An important characteristic of any
microwave device is the level of losses.

Microwave absorption in a transmission line
based on a ferroelectric film. In a microwave device
based on a transmission line with a thin dielectric (fer-
roelectric) layer, the total losses consist of contributions
due to the dielectric film, characterized by the loss tan-
gent , and the metal (or superconductor) elec-
trodes with the corresponding effective loss tangent

. Since ferroelectrics are used in microwave
technology mostly as thin films, the electric field
strengths necessary to control the permittivity in such
devices are obtained using small interelectrode gap
widths on the order of 5–20 µm. In the range of fre-
quencies below 50 GHz, these distances are compara-
ble to the depth of electromagnetic field penetration
into a conductor (skin layer thickness) δsk . As will be
demonstrated below, the losses in metal electrodes of a
long transmission line with such gaps can significantly
(by an order of magnitude) exceed the level of losses in
dielectrics.

Recently, Krowne et al. [6] described a ferroelectric
phase shifter based on a coplanar transmission line with
a 5.5-µm-wide interelectrode gap (Fig. 1). The phase
shifter exhibited anomalous losses, which were cer-

δdtan

δeff
N S( )tan
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tainly determined by the losses in metal electrodes of
the line. In this context, questions naturally arise as to
whether this situation is general or represents a special
case related to the particular device geometry and
whether it is possible to avoid such anomalous losses.

Let us consider the cross section of an idealized
model strip transmission line filled with a dielectric
characterized by the permittivity εd and bounded with
nonideal (lossy) “electric walls” at the interfaces with
metal electrodes and with ideal “magnetic walls” at the
interfaces with surrounding medium (Fig. 2a). Let us
denote the dielectric layer thickness by d and the elec-
trode width by w assuming that d ! w.

The electromagnetic field components in the space
bounded by the aforementioned “walls” are continu-
ous. The field inside the structure is homogeneous and
independent of the coordinates x and y. Under these
conditions, the Helmholtz equation simplifies and a

Ba0.5Sr0.5TiO3

MgO

εf = 123.9

εs = 9.65

0.5 µm

508 µm

5.5 µm 6.4 µm

Fig. 1. Cross section of an experimental coplanar transmis-
sion line [6].
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solution representing the wave propagating in the posi-
tive z direction can be written as

where E(0) is the electric field amplitude and γ is the
complex propagation constant for a wave in a long
lossy line. The latter quantity is defined as

(1)

where α is the damping constant determining losses in
the transmission line and β is the wavenumber in this
line.

According to the theory of long lines, the lossy line
can be represented by an equivalent scheme depicted
in Fig. 2b. For this system, expression (1) can be writ-
ten as

(2)

where the specific (per unit length) parameters of the
idealized transmission line under consideration are as
follows: inductance L1 = µ0d/w (µ0 is the permeability
of vacuum); capacitance C1 = ε0εdw/d (ε0 is the permit-
tivity of vacuum); resistance R1 = 2Rs/w (Rs is the sur-
face resistance of conductors); and conductance G1 =
ωC1  (  is the dielectric loss tangent).

Using formula (2) for the propagation constant and
assuming that α ! |k|, we obtain the following expres-
sion for the damping constant:

(3)

Here, the term  describes losses in the dielectric
and the term

(4)

characterizes losses in the metal (superconductor) elec-
trodes of the transmission line.

Let us assume that the thickness of metal electrodes
is greater than the depth of the electromagnetic field
penetration into the conductor or superconductor (that
is, than the skin layer depth δsk or the London penetra-
tion depth λL) at a given frequency. Substituting the
expressions for the transmission line parameters from
(2) into relation (4), we obtain the following formulas
describing losses in the conductor (superconductor):

(5a)

(loss tangent of a conductor),

(5b)

E z( ) E 0( )e iγz– ,=

γ α– iβ,–=

γ R1 iωL1+( ) G1 iωC1+( ),=

δdtan δdtan

α π
λ
---

R1

ωL1
---------- δdtan+ 

  .=

δdtan

R1

ωL1
---------- δeff

Mtan=

δeff
Ntan ω T,( )

δsk ω T,( )
d

----------------------=

δsk ω T,( ) 2
ωµ0σ T( )
----------------------=
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(skin layer thickness or penetration depth),

(5c)

(loss tangent of a superconductor). Here, σ(T) is the
conductivity of a metal, σN(T) is the conductivity of a
superconductor in the normal state, ω is the frequency,
and T is the absolute temperature.

According to formulas (4) and (5), the losses in elec-
trodes are determined by the ratio of the electromag-
netic field penetration depth in the conductor (super-
conductor) (characterized by the skin layer thickness
δsk or the London penetration depth λL) to the interelec-
trode gap width.

Figure 3 shows the frequency dependences of the
effective loss tangent for various materials calculated

δeff
Stan ω T,( )

ωµ0σN T( )λL
3 T( )

d
----------------------------------------=

Eτ ≠ 0
Hτ ≠ 0

H

E
x

y

d

w

(a) (b)

R1

C1

L1

G1

z

Fig. 2. Schematic diagrams of an idealized microstrip trans-
mission line based on a ferroelectric film: (a) cross section;
(b) equivalent scheme of a long line.
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Fig. 3. Plots of the effective loss tangent versus frequency
for (1–5) transmission lines and (6) a lumped element:
(1) copper film at room temperature; (2) copper film at liq-
uid nitrogen temperature; (3) Ba0.5Sr0.5TiO3 film at room
temperature [7, 8]; (4) SrTiO3 single crystal at liquid nitro-
gen temperature [7, 8]; (5) high-Tc (YBCO) film at liquid
nitrogen temperature; (6) copper film at room temperature.
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using formulas (4) and (5) for d = 5.5 µm. As can be
seen from these data, the losses in metal electrodes
dominate over the contributions of all other materials
in the frequency range from 1 to 50 GHz. For com-
parison, Fig. 3 also shows the behavior of the loss
tangent of a SrTiO3 single crystal and a Ba0.5Sr0.5TiO3
film calculated using a well-known phenomenological
model [7, 8].

Microwave absorption in a lumped element
based on a ferroelectric film. An alternative to distrib-
uted elements is offered by lumped ones. Consider such

an element based on a strip line with a length of l ! 

(Fig. 4). The input impedance of the element (with
neglect of losses in the ferroelectric) can be written as

(6)

where 

Z0 =  

and 

k = –i . 

Since kl ! 1 (for lumped elements), cot(kl) in this
expression can be expanded into series in small param-

λ
8
---

ZIN iZ0 kl( ),cot–=

iωL1 R1+( )/iωC1

R1 iωL1+( )iωC1

ë

l
w

d

Fig. 4. Geometry of the sandwich capacitor with ferroelec-
tric layer. 
T

eter. Restricting the expansion to the first two terms, we
obtain

(7)

This expression can also be presented (for kl ! 1) as

(8)

where R1/ωL1 = δsk/d (see (3) and (4)). As can be seen
from Eq. (8), the input impedance of the element under
consideration (Fig. 2) exhibits a capacitive character.
Therefore, losses in the metal are determined by the
expression

(9)

The frequency dependence of the effective loss tan-
gent for metal electrodes of a lumped element is pre-
sented in Fig. 3. As can be seen, the losses in the ele-
ment with a length of l = 20 µm (which is approxi-
mately λ/10 at a frequency of 50 GHz) are significantly
lower as compared to those of a long line in the entire
1–50 GHz frequency range.

In addition, formula (9) shows that the losses in
electrodes of a lumped element, as well as those of a
distributed one, (i) are determined by the ratio of the
electromagnetic field penetration depth δsk to the inter-
electrode gap width and (ii) significantly decrease with
decreasing length of the element.

Microwave losses in a coplanar transmission line
based on a ferroelectric film. In order to check the
above theoretical conclusion that the microwave losses
in electrodes of a distributed element by the ratio of the
electromagnetic field penetration depth δsk to the inter-
electrode gap width, we used experimental data for the
phase shifter based on a coplanar transmission line
reported in [6]. The phase shifter geometry is presented
in Fig. 1. For elucidating the influence of the ferroelec-
tric layer on the parameters of wave propagation in this

ZIN iZ0
1
kl
----

1
3
---kl+ 

  .–=

ZIN
1

iωC
---------- 1 i

1
3
--- 2π

λ
------l 

 
2 R1

ωL1
----------+ ,=

δeff
Ntan

1
3
--- 2π

λ
------l 

 
2δsk

d
------.=
Experimental and calculated values of the effective loss tangent in metal electrodes of a phase shifter based on a coplanar line
(Fig. 1) and a microstrip line (10 GHz, zero dc bias)

Experiment (coplanar line [6]) Idealized model 
(microstrip line) Electrodynamic analysis (coplanar line)

hf , µm εf tan tan hf , µm εf tan

0.5 123.9 0.143 0.118 0.5 124 0.144

0.5 620 0.14

0.5 1240 0.14

0.1 1860 0.139

0.5 0.139

1 0.139

δeff
N δeff

N δeff
N
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coplanar line, we have performed a two-dimensional
electrodynamic spectral analysis analogous to that pre-
sented recently in [9]. The effective loss tangent in elec-
trodes is related to the propagation parameters by the
formula

(10)

which is valid under the conditions that damping in the
transmission line is determined primarily by the losses
in electrodes, while the losses in the ferroelectric film
can be ignored (Fig. 3).

Table presents the results of calculations of the
effective loss tangent in metal electrodes of a coplanar
line, performed using expressions (4) with d = 5.5 µm, in
comparison with the values obtained using formula (10)
and with the experimental data (for 10 GHz at a zero dc
bias) [6].

Discussion or results. Thus, according to expres-
sions (4) and (5) obtained above for the distributed ele-
ments and formula (9) for a lumped element, the losses
in electrodes are determined by the ratio of the electro-
magnetic field penetration depth in the conductor (char-
acterized by the skin layer thickness δsk or the London
penetration depth λL) to the interelectrode gap width
while being independent of the properties of the filling
medium (in our case, of the dielectric permittivity and
thickness of the ferroelectric film). In addition, the
above analysis of the microwave losses in both distrib-
uted and lumped elements based on ferroelectric films
leads to a conclusion that, in the 1–50 GHz frequency
range (i.e., in most microwave applications), it is expe-
dient to employ microwave devices with lumped ele-
ments where the losses in electrodes are significantly
losses as compared to those in the systems with distrib-
uted elements (Fig. 3).

Conclusion. Our calculations of the effective loss
tangent by formula (4) agree with the two-dimensional
electrodynamic model analysis [9] and with the exper-

δeff
Ntan

2α
β

-------,=
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imental data [6] for a phase shifter based on a coplanar
transmission line. These results are compared in the
table. As can be seen from this comparison, relation (4)
derived for an idealized transmission line (Fig. 2), in
which the field geometry is significantly different from
that of the coplanar line, gives the effective loss tangent
close to the values obtained from the electrodynamic
calculation and from the experiment. Note that even a
significant change in parameters of the coplanar line is
not accompanied by noticeable variations of the loss
tangent. Simple relations (4), (5), and (9), provide for a
rapid and sufficiently accurate estimation of the effec-
tive loss tangent in metal or superconductor electrodes
of any planar microwave device.
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Abstract—Significant distinctions have been observed in the current kinetics and current–voltage characteris-
tics of ZnS:Mn electroluminescent thin-film emitters measured with pulsed photoexcitation in different (blue,
red, and infrared) spectral intervals. The results show evidence that a recharge of deep centers related to the zinc
and sulfur vacancies takes place in the course of the emitter operation, leading to the formation of space charges
in the near-anode and near-cathode regions of the phosphor layer. © 2003 MAIK “Nauka/Interperiodica”.
Introduction. Data reported on the photoelectric
properties of ZnS:Mn electroluminescent thin-film
(ELTF) emitters, as well as the fact of emission in the
blue spectral region, are indicative of the important role
of deep centers related to zinc vacancies (VZn) with
energies 2.7–2.8 eV below the conduction band bottom
of ZnS:Mn [1–4]. On the other hand, some characteris-
tics of these ELTF emitters cannot be explained without
assuming that deep centers related to the sulfur vacan-
cies (VS) participate in the electroluminescence (EL)
process as well [4–8].

We aimed at studying the effect of photoexcitation
in different spectral regions on the electrical properties
of ZnS:Mn ELTF emitters in the active regime in order
to elucidate the role of deep centers in the EL process
development and to estimate the positions of the corre-
sponding energy levels in the forbidden band of
ZnS:Mn.

Experimental. The experiments were performed on
ELTF emitters with a metal–insulator–semiconductor–
insulator–metal (MISIM) layer structure. Here, M lay-
ers represent a lower transparent 0.2-µm-thick
SnO2-based electrode deposited onto a glass substrate
and the upper nontransparent thin-film Al electrode
with a thickness of 0.15 µm and a diameter of 1.5 mm;
S is the 0.48-µm-thick electroluminescent ZnS:Mn
(0.5 wt %) layer; and I are the 0.17-µm-thick insulating
ZrO2–Y2O3 (13 wt %) layers. The ZnS:Mn phosphor
layer was obtained by thermal evaporation in a quasi-
closed volume in vacuum and deposition onto a sub-
strate heated to 250°C, followed by annealing for 1 h at
250°C. The upper nontransparent metal electrode was
also formed by thermal deposition in vacuum, while
thin insulating layers were prepared using the electron-
beam deposition technique.

We have experimentally studied the time variation
of the current Ie through an ELTF emitter excited with
alternating-sign voltage pulses of a triangular shape
1063-7850/03/2902- $24.00 © 20134
V(t). The excitation signal was supplied by a G6-34
generator equipped with an additional shaping ampli-
fier and controlled by a G5-89 master generator. The
maximum pulse amplitude was Vm = 160 V at a nonlin-
earity coefficient not exceeding 2%. The measurements
were performed either in a continuous excitation
regime at a frequency of f = 20 or 50 Hz or in a pulse
train mode, whereby the excitation signal represented
pairs of triangular pulses with a frequency of f = 4, 20,
or 50 Hz. In the first half-period, either a positive or a
negative excitation half-wave can be applied to the
upper electrode, which will be referred to as the +Al
and –Al regimes, respectively. The time interval Ts

between excitation pulse trains was Ts = 0.2, 2, or 100 s.

The emitter current Ie was measured in a 100 Ω–
10 kΩ resistor connected in series with the emitter
structure (the voltage drop on this resistor did not
exceed 0.5% of Vm). The patterns of excitation voltage
V(t) and ELTF emitter current Ie(t) were recorded with
the aid of a two-channel storage oscillograph of the
S9-16 type linked via an interface to a personal com-
puter. The data acquisition system ensured the mea-
surement and storage of 2048 experimental points at a
preset discretization period in each channel and
256 levels of the amplitude quantization. The data were
mathematically processed and graphically displayed
using the application program packages MAPLE V
(Release 4, Version 4.00b) and GRAPHER (Version
1.06, 2-D Graphing System).

The time variation of the average field Fp(t) in the
phosphor layer, the current Ip(t), and the charge Qp(t)
passing through this layer during ELTF emitter opera-
tion were determined as described elsewhere [6, 7],
using the values of capacitances of the insulating films
(Ci = 730 pF) and the phosphor layer (Cp = 275 pF)
determined using an immittance meter of the E7-14
type and the known ELTF emitter geometry. The ELTF
003 MAIK “Nauka/Interperiodica”
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Fig. 1. The plots of (a, b) Ip(t) kinetics and (c, d) Ip(Fp) for ZnS:Mn ELTF emitters measured in the pulsed photoexcitation regime
in the pause between voltage pulses (f = 20 Hz; Ts = 100 s) applied in the (a, c) –Al and (b, d) +Al modes: (1) no photoexcitation;
(2) blue light; (3) red light; (4) IR radiation; (5) V(t) profiles.
emitter structures were photoexcited from the substrate
side using either continuous or pulsed light. In the blue
spectral region, the photoexcitation source was an
E1L51-3B light-emitting diode (LED) with an emis-
sion band maximum at λm = 475 nm, a halfwidth of
∆λ0.5 ≈ 35 nm, a luminous intensity of ~1 cd, a total
power of P ≈ 5 mW, and a photon flux density of Φ ≈
1.6 × 1015 mm–2 s–1. In the red spectral region, the pho-
toexcitation source was a semiconductor laser with
λm = 656 nm, ∆λ0.5 = 15 nm, P ≈ 1 mW; and Φ ≈ 4 ×
1014 mm–2 s–1. In the IR range, the samples were photo-
excited using a pair of LEDs of the AL107A type with
λm = 950 nm, ∆λ0.5 = 25 nm, total power P ≈ 12 mW;
and total photon flux density Φ ≈ 3 × 1015 mm–2 s–1. 

Photoexcitation in the pulsed regime could be per-
formed in two ways, whereby a sample was exposed to
light (i) during the action of a pulse train of two periods
of the triangular voltage or (ii) during the interval
between pulse trains (starting immediately upon termi-
nation of the second pulse and lasting for the entire time
interval between neighboring pulse trains).

Results. The main experimental results can be sum-
marized as follows:

(1) There is asymmetry in the Ie(t), L(t), Ip(t), and
Ip(Fp) curves measured in the +Al and –Al regimes (see
Fig. 1). This is explained (following [6, 7]) by the non-
uniform distribution of the structural defects and Mn2+

impurity ions in the phosphor layer (the concentration
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 2      200
of Mn2+ ions increases on the passage from lower to
upper electrode).

(2) In the pulsed optical photoexcitation regime, the
behavior in the pause between applied voltage pulses
differs from that in the variant without illumination:

(i) In the blue spectral region, there was observed a
significant increase in the current magnitude in the ini-
tial part of the Ip(t) profile before point r separating the
regions of “fast” and “slow” growth of Ip(t). On the pas-
sage through this point, the slope of the curve decreases
[6, 7], the length of the “slow” growth region drops (see
Figs. 1a and 1b), and the average field Fp(t) in the phos-
phor layer for the –Al variant increases (see Figs. 1c
and 1d).

(ii) In the red spectral region, the current in the ini-
tial “fast” region of the Ip(t) buildup decreases, the Ip(t)
pulse amplitude increases in the “slow” region (see
Figs. 1a and 1b), and the Fp(t) amplitude grows in both
regions (see Figs. 1c and 1d), this growth being more
significant in the –Al variant.

(iii) In the IR spectral region, the Ip(t) current mag-
nitude in the initial “fast” growth region in the –Al vari-
ant exhibits a slight decrease, followed by an increase
in the growth rate, a small increase in the current pulse
amplitude Ip(t) (see Figs. 1a and 1b), and a small
increase in the Fp(t) field for both +Al and –Al variants
(see Figs. 1c and 1d).
3
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(3) The above variations in the Ip(t) profile observed
with photoexcitation in the blue and red spectral
regions significantly decrease in the second half-period
of the excitation voltage, decrease still lower in the
third half-period, and fall within the experimental error
limits in the fourth half-period. For the IR illumination,
the increments of the Ie(t) (and, hence, Ip(t)) current
amplitudes are retained during the excitation voltage
half-periods from second to fourth.

(4) For the pulsed illumination during the voltage
pulse action, changes in the Ip(t) values are much less
pronounced as compared to those in the absence of illu-
mination and are observed only in the region of the Ip(t)
buildup, whereby the Ip(t) amplitudes vary within the
limits of experimental uncertainty.

(5) For ELTF emitters excited in the continuous
regime in the entire range of frequencies studied, no
influence of continuous illumination on the Ip(t) kinet-
ics was observed in the three spectral regions
employed.

Discussion of results. The above results can be
explained as follows. With the sample preparation tech-
nology employed, various structural defects are formed
in the ZnS:Mn layer. From the thermodynamic stand-
point, the most probable defects are zinc and sulfur
vacancies [9]. The energy positions of deep centers
related to these vacancies are as follows: for a singly

charged zinc vacancy ( ), 0.5–0.6 eV above the
valence band top (EV) [10, 11]; for a singly charged sul-

fur vacancy ( ), 0.6–2.0 eV below the conduction
band bottom (EC) [10, 12]; for a doubly charged zinc

vacancy ( ), 1–1.1 eV above EV [1–4, 11]; for a dou-

bly charged sulfur vacancy ( ), 1.05–1.3 eV above

EV [9, 13]; and for a neutral sulfur vacancy ( ), 0.2–
1.05 eV below EC [10, 12].

Taking into account that the Fermi level in ZnS in
the equilibrium state occurs slightly above the middle
of the forbidden band, thus accounting for the small
electron conductivity, it is more probable that the main

defects in this state are the deep sulfur vacancies 
occurring at the center of the forbidden band (with the

energy above that of the doubly charged  centers)

and the  vacancies (occurring deeper than the sin-

gly charged  centers in the forbidden band).

In the active ELTF emitter operation regime, as the
applied voltage exceeds the threshold level, electrons
are injected by means of tunneling emission from the
surface states on the near-cathode region of the insula-
tor–phosphor interface. Ballistically accelerated in the
interelectrode region, electrons produce impact ioniza-
tion of Mn2+ centers and the deep centers related to

VZn
–

VS
+

VZn
2–

VS
2+

VS
0

VS
+

VS
2+

VZn
2–

VZn
–

TE
, , and  in the near-anode region of the phos-
phor with the formation of a positive space charge. In
the near-cathode region, free electrons trapped on the

deep centers related to  and  neutralize the pos-
itive space charge formed in the preceding ELTF emit-
ter operation cycle and give rise to a negative space
charge. In the pause between the two sequential ELTF
emitter operation cycles, both space charges are neu-
tralized to a degree increasing with the pause duration.

Irradiation of an ELTF emitter during the pause with
photons in the spectral intervals studied leads to the fol-
lowing conclusions.

(i) Photoexcitation in the blue spectral region hin-
ders neutralization of the positive space charge in the
(former) near-anode region, which increases the field
strength in the near-cathode region, enhances the tun-
neling emission current from the surface states on the
near-cathode region of the insulator–phosphor inter-
face, and decreases the current component due to the

impact ionization of deep  and  centers in the
new ELTF emitter operation cycle (see Fig. 1a and 1b).

(ii) Photoexcitation in the red spectral region hin-
ders neutralization of the negative space charge in the
former near-cathode region and produces neutralization
of the positive space charge in the former near-anode
region with the formation of a negative space charge in
this region (due to photoelectrons from the valence

band trapped on a level corresponding to ). This
decreases the field strength in the near-cathode region,
suppresses the tunneling emission current, and
increases the average fields strength required for ion-

ization of the deep  and  centers in the near-
anode region of the phosphor during the new ELTF
emitter operation cycle (Figs 1c and 1d). After reaching
these values, the current amplitude increases to a level
above that in the absence of photoexcitation (see
Figs. 1a and 1b).

(iii) Photoexcitation in the IR spectral region results

in the production of additional  centers as a result of
the trapping electrons (liberated in the valence band) on

the  centers. This leads to a decrease in the field
strength in the near-cathode region during the next
operation cycle and in the tunneling emission current
for the –Al variant (Fig. 1a), in which case the density
of sulfur vacancies at the upper phosphor–insulator
interface exceeds that of the zinc vacancies and deter-
mines the positive space charge. As the applied field
strength increases, the current amplitude grows due to

ionization of the  centers additionally formed in the
phosphor (see Fig. 1). The increment of the Ip(t) current
amplitude is retained during the V(t) half-periods from

second to fourth, probably because relaxation of 
centers (additionally neutralized by the IR radiation
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and occurring in the  state—the deepest in the for-
bidden band of ZnS) to the equilibrium state proceeds
over a maximum time, which is longer than that for the
other centers and significantly exceeds the time period
between sequential ELTF emitter operation cycles dur-
ing the application of two excitation voltage pulses.

The decrease in the magnitude of variations in the
Ip(t) current under the conditions of photoexcitation in
the blue or red spectral regions during the second, third,
and fourth half-periods of the excitation voltage is

caused by sequential recharge of the  and  deep
centers in the forbidden band of ZnS:Mn. This process
is related to the impact ionization of these centers in the
active operation state and the trapping of free carriers
during the pause between sequential ELTF emitter oper-
ations, under the conditions of a constant equilibrium
density of these centers upon return to a quasistationary
state characteristic of an unirradiated ELTF emitter.

Finally, the significantly weaker changes in the Ip(t)
current observed in the pulsed photoexcitation regime
during the application of voltage pulses is explained by
the significantly shorter time of the radiation action
upon the ELTF emitter (at f = 20 Hz, not exceeding
12.5 ms for the first half-period of the excitation volt-
age) as compared to the pause duration between these
pulses (99.9 s). For the same reason, the photoexcita-
tion of an ELTF emitter operating in the continuous
regime does not lead to noticeable changes in the cur-
rent kinetics.

VS
+

VZn
2–

VS
+
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Abstract—Oscillations of a charged drop of an incompressible liquid have been calculated to within the second
order of smallness relative to the oscillation amplitude. It is predicted that a monopole component is present in
the acoustic emission spectrum, which is related to the time dependence of the zero mode oscillation amplitude
manifested in this approximation. © 2003 MAIK “Nauka/Interperiodica”.
1. An incompressible liquid drop oscillating in a
compressible medium can emit acoustic waves. The
oscillation spectrum calculated in an approximation
linear with respect to the oscillation amplitude contains
no contributions due to the zero and first modes [1]. For
a constant drop volume, the most intense component in
the acoustic emission spectrum is that related to the
fundamental mode [2]. Dipole emission, related to the
excitation of translational modes, appears only in the
calculations tasking into account terms of the second
order of smallness in the oscillation amplitude,
whereby the spectrum of modes determining the initial
deformation of the drop contains two adjacent modes
[3, 4].

Formulation of the problem concerning the acoustic
emission from an oscillating liquid drop is related to the
notion that the nth oscillation mode produces a distor-
tion of the equilibrium spherical shape proportional to
~P(µ)exp(iωnt), where µ ≡ cosθ, Pn(µ) are the Leg-
endre polynomials, and ωn is the frequency of the nth
mode. Periodic motions of the drop surface give rise to
periodic pressure variations in the compressible sur-
rounding medium, that is, generate an acoustic wave. In
drops with dimensions typical of natural systems (fog,
cloud, rain), the frequencies of oscillations fall within
the frequency range of sound waves and longwave
ultrasonic waves (see, e.g., [5–8] and references
therein). The presence of an electric charge on a drop,
deviation of the drop shape from spherical, motion of
the drop relative to the medium, and allowance for the
drop viscosity lead to a shift of the spectrum of capillary
oscillations toward lower frequencies [4–6], that is, to
the region of acoustic waves detected by the human ear.

In this context, we will consider the problem of
describing the time variation of the oscillation mode
amplitudes of a charged drop generating acoustic
waves as a result of oscillations of the drop surface. The
problem refers to the modes generated upon the initial
excitation of one mode and is considered in the second
1063-7850/03/2902- $24.00 © 20138
order of smallness with respect to the oscillation ampli-
tude, aiming at an analysis of the features of acoustic
emission due to excited modes. To simplify the qualita-
tive analysis, we will assume that the initial perturba-
tion of the equilibrium spherical drop shape can be
expressed as αP2(µ), where α is a small perturbation
amplitude.

2. Consider a drop of an ideal incompressible elec-
trically conducting liquid with the radius R, the density
ρ1, the surface tension γ, and the charge Q occurring in
an external ideal compressible medium characterized
by the density ρ2 and the sound velocity c. The system
will be described in a spherical coordinate system with
the origin at the drop center, in which an equation
describing the drop surface in dimensionless polar
coordinates at an arbitrary time can be written as 

where ξ is a small perturbation of the drop surface
(|ξ|/R ≤ α/R ! 1). The drop oscillations and the wave
motions in the surrounding medium are assumed to
possess a potential character and are described by the
velocity field potentials ψ1 and ψ2, respectively.

The mathematical formulation of the initial-value
problem of determining the amplitudes of excited
modes is as follows [2–4]:

r R ξ θ t,( ),+=

∆Φ 0; ∆ψ1 0;
1

c2
----

∂2ψ2

∂t
----------- ∆ψ2– 0;= = =

r R ξ ;
∂ψ1

∂n
---------+

∂ψ2

∂n
---------;= =

∂ψ1

∂r
--------- ∂ξ

∂t
------

1

r2
----∂ξ

∂θ
------

∂ψ1

∂θ
---------;+=
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(1)

Here, Φ is the electric field potential, n is the unit vector
of normal to the drop surface; ∆p is the difference of
hydrostatic pressures inside and outside the drop, γ is
the surface tension coefficient, and ξ0 is a normalization
constant determined from the conditions of constancy
of the drop volume.

As demonstrated previously [9], initial excitation of
the fundamental mode (n = 2) gives rise, in addition to
this mode, to the zero (n = 0) and forth (n = 4) modes
due to the mode interaction in the second order of
smallness. Since we are interested only in the features
of an acoustic emission from the drop, the analysis will
be concentrated on the possible zero mode oscillations,
which can give rise to a monopole acoustic emission
not reported previously. Emission of the modes with
n ≥ 1 was studied, for example, in [2, 3].

Solution of the above problem by standard methods
(see, e.g., [4, 9, 10]) in the approximation quadratic in
α yields the following expression for the time variation
of the zero mode amplitude of the surface oscillations:

∆p ρ1

∂ψ1
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1
2
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10R
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3. At first glance, the circumstance that the zero
mode amplitude is a periodic function of time contra-
dicts the initial assumption concerning incompressibil-
ity of the liquid drop and the fact (well known from lin-
ear theory and related to the condition of constancy of
the drop volume [1, 11]) that the drop must perform no
radial oscillations. Indeed, the equation describing the
shape of a drop surface perturbed by a capillary wave
motion can be represented (in the dimensionless form
adopted above) as an expansion in terms of the normal-
ized Legendre polynomials [11]

(3)

Here, an(t) are the time-dependent mode amplitudes
of the capillary oscillations and a0 is the zero mode
amplitude determined from the condition of constancy of
the drop volume in Eqs. (1). Substituting expression (3)
into Eq. (1), using an approximation linear with respect
to the mode amplitude an (i.e., with respect to |ξ|) and
taking into account the mutual orthogonality of the
Legendre polynomials, we obtain a formula showing
that a0 is independent of time and equal to the equilib-
rium radius of the drop (a0 = R). However, the same cal-
culation retaining terms of the second order of small-
ness yields an expression for a0 depending on the time:

For an ideal liquid, the coefficients an(t) are periodic
functions of time. Thus, the time dependence of the
zero mode amplitude, appearing in the second order of
smallness with respect to the initial perturbation ampli-
tude, follows from the condition of conservation of the
drop volume.

A periodic time variation of the zero mode ampli-
tude gives rise to centrosymmetric waves of compres-
sion and rarefaction in the surrounding compressible
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medium, that is, to the acoustic waves. In other words,
a nonlinearly oscillating drop can be considered as a
monopole emitter of the acoustic waves.

4. As can be also seen from Eqs. (1), a periodic part
of the amplitude accounting for the acoustic emission
decays with time as described by the decrement ω*.
This damping determines losses of the energy of oscil-
lations for the acoustic emission.

For the numerical estimates, we will consider (as in
[2, 3]) raindrops with ρ1 = 1 g/cm3, ρ2 = 1.3 × 10–3 g/cm3,
γ = 73 dyn/cm, a = 0.1R, kR ! 1, R = 250 µm, and a
number density of N = 0.3 cm–3. The drop charge is
assumed to be much smaller that a limiting value in
terms of stability according to Rayleigh (W ! 1) [8, 11].

The expression for the power J of an acoustic emis-
sion from a spherical droplet oscillating with a ampli-
tude a0 is as follows [12]:

(4)

According to Eqs. (2)–(4), α0 ≈ 10–3R, and the
power of monopole acoustic emission at a frequency of
ω ≈ 6 × 103 s–1 from a single drop with the above char-
acteristics is on the order of 10–7 erg/s. The acoustic
power emitted from a rain space with a volume of 1 km3

is ≈3 W, which significantly exceeds both the power of
dipole acoustic emission related to the excitation of
translational modes [3] and the power of quadrupole
acoustic emission generated by the fundamental mode
in the linear approximation [2]. On the boundary of
such a cloud, the integral monopole acoustic emission
is characterized by a loudness of ≈60 dB, which is com-
parable with that of human speech.

According to Eqs. (2), the role of the intrinsic drop
charge mostly influences the frequency of the acoustic
emission. Thus, by changing the drop charge, it is pos-
sible to control the acoustic emission frequency, for
example, to convert ultrasonic oscillations into usual
sound and vice versa.

J
2πρ2R4ω4a0

2

c 1 ω2R2/c2+( )
------------------------------------.=
TE
5. In conclusion, monopole acoustic emission in the
range of sound frequencies related to excitation of the
zero mode oscillations in an oscillating liquid drop
(manifested as a nonlinear effect in the second order of
smallness relative to the oscillation amplitude) plays a
determining role in the integral intensity of acoustic
emission from liquid drop systems, for example, from
the space occupied by a rain.
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of Transmitted Radiation upon Optical Switching
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Abstract—We have numerically modeled transmission of radiation with a wavelength of λ = 10.6 or 3.4 µm
through a VO2 film and a change in phase of the transmitted radiation upon a transition of the film material from
semiconductor to metallic state. It is established that there are optimum values of the film thickness for which
the phase changes tend to zero. Conditions favoring minimization of the phase distortions are determined for a
single VO2 film and a multilayer interferometer with such a film. © 2003 MAIK “Nauka/Interperiodica”.
Polycrystalline films of vanadium dioxide (VO2) are
used in optical switching devices and laser radiation
attenuators operating in the middle infrared range [1, 2].
In these devices, the transmitted (or reflected) radiation
intensity is controlled using the effect whereby the
dielectric permittivity of VO2 strongly varies upon the
reversible semiconductor–metal phase transition [3, 4].
An increase in the coefficients of refraction and reflec-
tion of a VO2 film as a result of the phase transition is
manifested not only in a decrease of the transmission
coefficient but in a phase shift of the transmitted radia-
tion as well. When the optical switches and attenuators
are employed in transceivers, it is frequently required to
provide for a minimum phase distortion related to the
amplitude processing.

We have studied the influence of a semiconductor–
metal phase transition in a VO2 film on the phase shift
of transmitted radiation with λ = 10.6 and 3.4 µm and
analyzed the possibility of minimizing this shift while
retaining the optimum amplitude characteristics of the
optical switching element.

The system was modeled using optical constants of a
polycrystalline VO2 film for λ = 10.6 and 3.4 µm [1, 5].
Numerical calculations according to the Fresnel for-
mulas were performed by a recurrent method for a sin-
gle VO2 film on a germanium substrate and for a mul-
tilayer interferometer involving such a film on the
same substrate. A change in the phase of the transmit-
ted radiation as a result of the phase transition in VO2

was determined by the formula ∆ϕ(t ) = δϕ(t0) – δϕ(t ),
where δϕ(t0) and δϕ(t ) are the phase shifts before the
phase transition and at a temperature t > t0 , respec-
tively.
1063-7850/03/2902- $24.00 © 20141
Figure 1a shows the temperature dependence of ∆ϕ
for radiation with λ = 10.6 µm in VO2 films of various
thicknesses d calculated for the temperature interval of
the semiconductor–metal phase transition (t0 < t < t1,
where t1 is a temperature in the interval of the phase
transition). Here and below, for the sake of better illus-
tration, the initial points of all curves are fit to the same
level and δϕ(t0) is taken equal to zero. For films with
small thicknesses (d < 0.15 µm), the shapes of the ∆ϕ(t)
curves are determined by the temperature dependence
of the real part of the complex permittivity. As the film
thickness grows, the role of the imaginary part tends to
increase.
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Fig. 1. (a) Temperature dependences of the phase change of
radiation (λ = 10.6 µm) transmitted through VO2 films with
thicknesses d = 0.05 (1), 0.13 (2), 0.16 (3), and 0.2 µm (4);
(b) plots of the radiation transmission coefficient T (1)
before and (2) after the VO2 phase transition and (3) phase
change ∆ϕ1 upon the phase transition versus VO2 film
thickness d.
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The characteristics of an optical switch can be opti-
mized, for example, under the following conditions: a
change in the transmitted radiation phase must not
exceed π/5 – ∆ϕ1 < 0.63 rad, while the degree of mod-
ulation of the optical transmission coefficient upon the
phase transition (defined as the coefficient K =
T(t0)T(t1)) must exceed 50. Figure 1b shows the plots of
the transmission coefficient of a VO2 film before and
after the phase transition and the phase change of the
transmitted radiation versus VO2 film thickness. As the
film thickness is increased, the transmission coefficient
of the film at temperatures below the phase transition
increases, which is related to a clarification effect of a
semiconducting VO2 film with the optical thickness
approaching λ/4. In contrast, the transmission coeffi-
cient of the same film upon the phase transition
decreases as a result of increase in the absorption. For
d ≈ 0.13 µm, the change in the phase of the transmitted
radiation as a result of the phase transition exhibits a
minimum (Fig. 1a), while ∆ϕ upon the phase transition
tends to zero (Fig. 1b). However, the coefficient of
transmission of a film with this thickness changes
upon the phase transition only by a factor of about ten,
which is insufficient for most applications. At the
same time, as can be seen from Fig. 1, the above con-
ditions are satisfied in the interval of film thicknesses
0.3 µm < d < 0.37 µm. Indeed, for d = 0.37 µm, the
phase changes upon the phase transition only by
∆ϕ1 = 0.6 rad, while the transmission coefficient
changes by a factor of K = 70.

An analogous optimization analysis performed for
λ = 3.4 µm showed that optimum optical characteris-
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Fig. 2. (a) Temperature dependences of the phase change of
the radiation with λ = 10.6 µm transmitted through four-
layer interferometers involving VO2 films with thicknesses
d = 0.18 (1), 0.2 (2), and 0.27 µm (3); (b) plots of the radi-
ation transmission coefficient T (1) before and (2) after the
VO2 phase transition and (3) phase change ∆ϕ1 upon the
phase transition versus VO2 film thickness d in the inter-
ferometer.
TE
tics for this wavelength can be attained with film
thicknesses in the intervals 0.2 µm < d < 0.27 µm and
0.29 µm < d < 0.4 µm. In particular, for d = 0.26 and
0.3 µm, a change in the radiation phase upon the tran-
sition amounts to ∆ϕ1 = 0.08 and 0.05 rad, while K =
460 and 1100, respectively. Note that a VO2 film
thickness of 0.28 µm corresponds to an optical thick-
ness of λ/4, and the resulting interference accounts
for a jumplike increase in the phase shift up to 3.1 rad.

We have also calculated the phase shift as a function
of the angle of incidence of the radiation. The results of
these calculations showed that variation of the beam
incidence angle within 5° for λ = 10.6 and 3.4 µm leads
to phase distortions not exceeding 0.6 rad.

Using optical switches based on multilayer interfer-
ometers with VO2 films as control elements, it is possi-
ble to obtain a much greater modulation coefficient as
compared to that of a single VO2 film (see, e.g., [1, 6]).
Figure 2a shows the phase change of the transmitted radi-
ation with λ = 10.6 µm as a function of the temperature
for a four-layer interferometer of the following structure:
ZnSe(0.5)–BaF2(2.2)–VO2(d)–ZnS(1.0)–Ge(substrate)
(here and below, figures in parentheses indicate layer
thicknesses in microns). As can be seen from these
data, the ∆ϕ value does not change sign upon the VO2

phase transition and increases with the VO2 film thick-
ness. For d = 0.27 µm, the change in the transmitted
radiation phase upon transition is about 0.28 rad (i.e.,
does not exceed π/10). The transmission coefficient of
the interferometer with such a film changes upon the
phase transition (Fig. 2b) by a factor of 230 (from 80
to 0.35%). The maximum transmission of the interfer-
ometer before the phase transition is observed for a
VO2 film thickness of 0.25 µm. Further increase in the
thickness d leads to a growth of the modulation coef-
ficient (at the expense of a decrease in the transmis-
sion upon the phase transition), but this implies a
decrease in the transmission coefficient before the
phase transition and an increase in the phase shift. A
jump in the phase shift observed for d > 0.28 is
explained by the fact that the corresponding optical
thickness exceeds λ/4.

For a radiation wavelength of 3.4 µm, the modeling
was performed for an interferometer of the following
structure: Ge(0.14)–ZnS(0.25)–VO2(d)–ZnSe(0.17)–
Ge(substrate). The results of these calculations
showed that, for the VO2 film thickness within
0.15 µm < d < 0.24 µm and 0.27 µm < d < 0.29 µm,
the transmission coefficient before the phase transi-
tion exceeds 50%, while the ∆ϕ1 value in the same
interval of film thicknesses does not exceed 0.3 rad.
Upon the phase transition, the transmission coefficient
drops down to several tenths or hundredths of a per-
cent, while the modulation coefficient reaches 1500.
CHNICAL PHYSICS LETTERS      Vol. 29      No. 2      2003
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Thus, optimization of the VO2 film thickness in the
optical switch provides for a minimum change in the
phase of the transmitted infrared radiation, which
does not exceed π/5 rad (in some cases, π/10 rad). At
the same time, the transmission modulation coeffi-
cient upon the phase transition remains at a suffi-
ciently high level (from 70 to 1500).
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Magnetic Birefringence in a Suspension 
Containing Carbon Nanotubes
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Abstract—We have studied the magnetic birefringence in aqueous suspensions prepared from cathode deposits
containing up to 5% of multi-walled carbon nanotubes and in suspensions of some other carbon materials. The
magnetooptical effect observed in the suspensions of materials with nanotubes can be considered as a superpo-
sition of two contributions, one being related to the presence of graphite and graphitelike structures in suspen-
sion and the other, to the multi-walled nanotubes. The magnetic birefringence technique can be used to deter-
mine the content of multi-walled nanotubes and to obtain carbon materials enriched with nanotubes. © 2003
MAIK “Nauka/Interperiodica”.
This study is devoted to carbon materials obtained
by the method of plasma arc discharge between graph-
ite electrodes in a helium atmosphere. Under these con-
ditions, carbon nanostructures nucleate and grow on the
cathode, in the region where the arc temperature
reaches up to 4000 K. The material deposited on the
cathode is characterized by a complicated structural
and fractional composition, including graphitized
structures of irregular shape, amorphous carbon, and
polyhedral multi-walled carbon nanostructures. The
main products of this synthesis are materials with a
high content of multi-walled nanotubes appearing as
separate rodlike inclusions imaged in the micrograph of
Fig. 1.

The compositions of such carbon materials can be
determined by a number of methods, each particular
technique having disadvantages. This study aimed at
checking for the efficacy of the method of dilute solu-
tions, which has been previously successfully used for
investigations of macromolecules [1], in application to
the analysis of novel carbon materials.

The experimental setup included an electromagnet
generating fields with a strength of up to 2 T, a 5-mW
He−Ne laser, and a 10-mm-long cell with a volume of
1 cm3. The light beam propagated perpendicularly to
the magnetic field. The cell with a sample was placed
between crossed polarizer and analyzer. The angle
between the magnetic field direction and the polariza-
tion plane of the light was 45°. This is a typical experi-
mental geometry used for studying the field induced
birefringence. The magnetic birefringence ∆n was mea-
sured by a compensation technique [2] using a modula-
tor of the elliptical polarization of light.

The sample suspensions were prepared by sonica-
tion of a mechanically ground material in water with a
surfactant additive (sodium dodecylsulfate). Upon mix-
1063-7850/03/2902- $24.00 © 20144
ing, the suspensions were allowed to stand for a time
period of not less than 24 h prior to measurements. Dur-
ing this time, coarse particles (accounting for more than
95% of the total carbon material) were precipitated.
The remaining suspension contained predominantly
quasimolecular particles with a concentration on the
order of 0.001 g/cm3, which kept decreasing with time
as a result of continuing sedimentation. The suspen-
sions were transparent and exhibited a light gray tint.

Preliminarily, we have measured magnetic birefrin-
gence in the suspensions of carbon materials known to
be free of nanotubes (amorphous carbon, graphite) and
those synthesized in the electric arc under conditions
leading to the formation of graphitelike structures with-
out nanotubes (as confirmed by electron-microscopic
investigations). It was established that the value of bire-
fringence ∆n in the suspensions of graphite and graph-
itelike structures was negative, increased in magnitude
even in weak fields, and rapidly reached saturation
(Fig. 2, curves 1–3). This behavior can be related to the
relatively large dimensions of these structures. As
expected, neither aqueous solutions of pure sodium
dodecylsulfate nor amorphous carbon suspensions with
additives of the same surfactant exhibited a magnetoop-
tical effect.

A qualitatively different character of the magnetic
birefringence was observed in the suspensions prepared
from cathode deposits containing multi-walled nano-
tubes. The presence of such nanotubes was confirmed
by independent techniques, including electron micros-
copy (Fig. 1). For these suspensions, the value of bire-
fringence in weak magnetic fields was also negative,
while in strong fields the magnitude of ∆n exhibits a
quadratic dependence on the magnetic field strength
(the Cotton–Mouton law) and tends to be positive.
Since it was established that graphite nanostructures
003 MAIK “Nauka/Interperiodica”
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10 nm

Fig. 1. Electron micrographs of a carbon material containing multi-walled nanotubes. The right-hand part shows an enlarged image
of a nanotube with open inner channel.
exhibit negative magnetic birefringence, it was also
suggested that these very structures are responsible for
the initial portion of the ∆n versus B2 curve (Fig. 2). The
quadratic branch can be related to another component
of the mixture.

According to the Cotton–Mouton law, the magnetic
birefringence of a molecular solution is described by
the expression K = ∆n/CH2, where K is the Cotton–
Mouton constant, C is the solution concentration, and H
is the magnetic field strength. For molecules with an
axial symmetry of the magnetic and optical properties,
the Cotton–Mouton constant is related to the molecular
parameters by the formula

K = 2πNA(n2 + 2)2∆γ∆χ/135kTnM, 

where n is the refractive index of the solution, M is the
molecular weight of the solvent, and ∆γ and ∆χ are the
optical and magnetic anisotropies of the molecule,
respectively. Similar to giant molecules with a signifi-
cant shape anisotropy, the nanotubes must possess a
large positive optical and diamagnetic anisotropy. The
product ∆γ∆χ has to be positive and proportional to the
shape anisotropy (i.e., to the ratio of length to diame-
ter). Analogous behavior was experimentally observed
for rigid rodlike macromolecules with aromatic cycles
in the backbone [3].
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 2      200
In the suspensions of cathode deposits studied in our
experiments, the fraction of multi-walled carbon nano-
tube in the suspended material did not exceed 5%,

Fig. 2. The plots of magnetic-field-induced birefringence
∆n versus squared magnetic induction B2 for the aqueous
suspensions of carbon materials: (1–3) suspension of graph-
ite and graphitelike particles measured 1, 2, and 5 days after
sample preparation; (4, 5) suspension of a cathode deposit
containing up to 5% of multi-walled carbon nanotubes with
a length to diameter ratio above 5, measured 3 and 6 days
after preparation.

1

2

3

45
0.02

0

–0.02

–0.04

–0.06

–0.18

–0.20

–0.22

∆n, a.u.

~~

4 B2, T22
3



 

146

        

POLUSHIN 

 

et al

 

.

                                 
whereas the remaining part of the substance repre-
sented graphitelike nanostructures. In these mixtures,
the total magnetooptical effect can be considered as a
superposition of two contributions with opposite signs.
In weak fields, the negative magnetic birefringence of
graphitelike structures is dominating. As the field
strength increases, the rapidly growing (quadratic in the
field strength) birefringence component due to the multi-
walled nanotubes begins to prevail (Fig. 2, curves 4
and 5).

Thus, we have established a qualitative difference in
the behavior of the magnetic birefringence in suspen-
sions of carbon materials with and without multi-
walled nanotubes. This phenomenon can serve as a
basis of the method of determining the content of such
nanotubes in carbon materials.

Sedimentation of the particles containing only
graphitelike structures leads to a decrease in the neg-
ative birefringence component with time (Fig. 2,
curves 1–3). The effect observed in a suspension of
materials containing nanotubes also varies with time
(cf. curves 4 and 5), but this is manifested by a shift of
TE
the ∆n versus B2 curves toward positive birefringence.
This trend is indicative of an increase in the fraction of
particles producing a positive contribution to the total
birefringence. Thus, the suspension exhibits enrich-
ment with nanotubes, which is related to a lower sedi-
mentation rate of such particles as compared to that of
the other material.
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Abstract—We describe an atomic force microscopy technique for rapidly monitoring the nanodimensional
thicknesses of ultrathin mono- and bilayer films sputter deposited at oblique incidence onto a porous glass sub-
strate with smooth areas between pores. Bilayer films were obtained using the second target arranged at an angle
10°–15° greater than that of the first target relative to the substrate. The images of such films clearly display the
interfaces between pore edge and film, as well as between upper and lower layers of the film. This allows the total
film thickness and the separate layer thicknesses to be determined by measuring the heights of steps between pore
edge and layer surfaces on the sample relief cross section. © 2003 MAIK “Nauka/Interperiodica”.
Thickness is the main parameter of thin films. Con-
ventional methods used for directly determining film
thicknesses are based on the measurement of height dif-
ferences between the film–substrate interface and the
film surface (or the film–film interface in multilayer
structures). For this purpose, a cross section of the film
sample structure was prepared by various means (e.g.,
by cleavage, scratching, or etching) and examined in a
microscope [1, 2]. However, this approach can hardly
be implemented for layers of nanodimensional thick-
nesses, where it would be difficult, besides measuring
the positions of interfaces, to determine the influence of
rough transition regions on the accuracy of measure-
ments [3]. At the same time, nonuniform filling of the
hills and valleys of a substrate relief on the initial film
deposition stage introduces significant uncertainty into
the calculations of film thicknesses based on indirect
data (e.g., on the calibration curves of film thickness ver-
sus deposition time constructed for thicker films [4]). 

As is known, nano- and subnanodimensional inho-
mogeneities of the surface relief can be successfully
studied by atomic force microscopy [5]. As is demon-
strated below, an atomic force microscope (AFM)
allows a characteristic cross section image to be
obtained for both mono- and bilayer film structures
deposited onto a substrate surface exposing pores with
sharp edges and smooth areas free of pores. Using these
images, the layer thicknesses can be monitored by
examining the general appearance or by measuring the
height of steps on the sample relief cross section.

The sample film structures were studied and the film
thicknesses evaluated with the aid of a Femtoskan-001
atomic-force microscope (AFM) (Advanced Technol-
ogy Center, Moscow State University) with a 5 × 5 µm
scanned field area. The AFM was operated in a contact
1063-7850/03/2902- $24.00 © 20147
regime using silicon cantilevers with a point radius of
10 nm, a cone angle of 20°, and a length of 50 µm
(MicroMash Company, www.spmtips.com). The sam-
ple film structures were prepared using an ion beam
deposition system described elsewhere [4, 6]. Metal
films were deposited by sputtering the corresponding
targets in an argon atmosphere. When depositing
bilayer films, the second target was arranged at an angle
10°−15° greater than that of the first target relative to
substrate. The sputtered material was deposited onto
glass plates (Ilmglas type) with dimensions 22 × 22 ×
0.2 mm. 

Figure 1a shows a typical AFM image of the initial
glass substrate surface and the corresponding cross sec-
tion profile measured along the line indicated on the
image. As can be seen, the surface is continuous and the
peak-to-peak height of the relief for some protrusions
reaches 16 nm. Prior to film deposition, the glass sur-
face was subjected to planarization through bombard-
ment with 0.6-keV oxygen ions at a beam current den-
sity of 0.4 mA/cm2 for 40 min. As a result of this treat-
ment, the substrate acquires the relief imaged in Fig. 1b.
The surface contains a certain number of pores, differ-
ing in shape and size, and areas (smoothened as com-
pared to the initial glass surface) free of pores. The
peak-to-peak height of the relief on the smooth areas
does not exceed 3 nm over a distance of 1 µm (see
Fig. 1b, profile 1 measured along line 1). Deep pores
exhibit sharp edges, as can be seen on the AFM images
and the corresponding cross sections (see profile 2 mea-
sured along line 2). 

The surface relief formation on the samples under
ion bombardment is governed by two factors. First, by
the surface sputtering, which exposes the sites where
bubbles (naturally formed in the glass during synthesis)
003 MAIK “Nauka/Interperiodica”
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Fig. 1. AFM images of (a) an initial glass substrate and (b) a porous surface upon oxygen ion beam sputtering and the corresponding
cross section measured along the indicated lines. 
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Fig. 2. An AFM image of a porous substrate surface coated with a gold film and the cross section measured along the indicated lines
crossing open pores.
emerge at the surface thus opening pore [7]. The initial
glass surface does not contain open pores, because spe-
cial measures are taken to provide for their “healing”
during the glass plate preparation. The second factor is
smoothening of the initial surface relief as a result of
prolonged bombardment with low-energy oxygen
ions [4, 6]. 
TE
Figure 2 gives an example of the AFM image of a
gold film deposited onto a pretreated substrate surface.
A comparison of Figs. 1 and 2 shows that pores
revealed in the first case (see Fig. 1b) are more symmet-
ric than those in the latter case, irrespective of the AFM
scan direction. Additional steps observed in the relief
cross section in the vicinity of pores (cf. Fig. 2 and
CHNICAL PHYSICS LETTERS      Vol. 29      No. 2      2003
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Fig. 1b) appeared as a result of gold deposition. The
step size significantly exceeds the characteristic rough-
ness dimensions on the areas of film and substrate free
of pores. The step height (3.6 ± 0.5 nm) depends only
slightly on the direction of the relief cross section in the
vicinity of a pores, while the step width depends on this
direction more significantly. In Fig. 2, maximum step
widths are observed in the direction within the angle
between lines 1 and 2. 

An analysis of the geometry of mutual arrangement
of the target, substrate, and sputtered material flux
(assuming that the latter flux is oriented in the direction
determined by the condition that the angle of incidence
of the primary beam is equal to the angle of preferential
exit of the divergent beam of sputtered material [8])
shows that the direction determined by lines 1 and 2 in
Fig. 2 is correlated with the direction of incidence of the
sputtered material flux onto the substrate. The above
results suggest that the step width depends on the direc-
tion of incidence of the sputtered material (determined
by the mutual orientation of the target and substrate),
while the step height corresponds to the film thickness.
Previously, a gold film deposited under similar condi-
tions was used as a passive layer in a study of the
cobalt–copper interface [9]. Estimated from the deposi-
tion time, the gold film thickness (6 nm) was overstated
as compared to the value determined by the step height.
Taking into account the finite number of pores (Fig. 2),
the reliability of a correlation between the step height
and the film thickness can be increased by an analysis
of this relation in the vicinity of pores of various shapes
and dimensions. 

Figure 3 shows the AFM image of a nickel–gold
bilayer structure and the pore cross section profiles
measured along the indicated lines. An increase in the
total film structure thickness leads to a more asymmetric
shape of pores as compared to those in Figs. 1 and 2.
Moreover, the pore profiles measured along lines 1–3 in
Fig. 3 display two steps with a total height of up to
21 nm. The upper step has a maximum height of
15.1 nm (on line 4) and a minimum height of 12.2 nm
(on line 2). The height of the lower step varies from 6.4
to 7.1 nm. The cross section profile of a shallow pore
measured along line 4 contains a single step, which is
probably explained by a partial filling of shallow pores
in the course of deposition of a thicker film. 

The thickness of the bilayer structure presented in
Fig. 3 can be estimated from an analysis of the AFM
image. The total thickness of the bilayer structure does
not exceed 22 nm; the upper (gold) film is 12–14 nm
thick and the lower (nickel) film is 5–7 nm thick. An
analogous nickel–gold bilayer structure, prepared with
intermediate oxidation of the nickel layer, was depos-
ited onto a magnesium doped gallium nitride with a
p-type conductivity. As a result, we obtained an ohmic
contact with a surface resistance of 5 Ω/h and a trans-
parency above 40% in the visible spectral range. The
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 2      200
parameters of these ohmic contacts were comparable to
those reported in [10, 11]. 

It should be noted that the shape and resolution of
the steps are determined primarily by the direction of
incidence of the sputtered material during deposition of
the first (lower) and second (upper) layers. Even during
the analysis of a bilayer structure, the upper layer partly
screens the step related to the lower layer in the cross
section profile, which is caused by divergence of the
deposited beam. This additional uncertainty of the
AFM measurements can be evaluated by an analysis of
the cross section profiles obtained for bilayer structures
of various thicknesses. However, beginning with a
three-layer structure, the uppermost layer screens the
boundaries of several lower layers. This leads to diffi-
culties in identification of the layer boundaries as deter-
mined only by the pore cross section relief. 
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Abstract—The problem of brittle crack development in a nanocrystalline material has been theoretically
studied. Expressions describing the conditions of crack stability are obtained. © 2003 MAIK “Nauka/Inter-
periodica”.
The novel class of nanocrystalline materials
(NCMs) has been extensively studied in the past
decades [1, 2]. The main distinguishing features of the
structure of NCMs are (i) ultimately small grain size
and, accordingly, large volume fraction of a material
occurring in the vicinity of the grain boundaries (GBs)
and their junctions; (ii) hindered or suppressed disloca-
tion mechanisms of the plastic deformation; and
(iii) nonequilibrium state of GBs [1, 2]. Various anom-
alies in the deformation of NCMs related to dimen-
sional effects have been discovered and studied [1–4]. 

GBs are the most important structural elements of
NCMs, which determine to a considerable extent their
macroscopic properties. Depending on the NCM tech-
nology (nanopowder compacting, mechanical alloying,
nanocrystallization of amorphous alloys, intensive
plastic straining), the resulting grain structure can occur
in various nonequilibrium states characterized by dif-
ferent spectra of misorientation, defect types, and
chemical compositions of GBs. 

As is known, GBs may significantly influence the
process of fracture in polycrystalline materials. Being
the sites of stress concentration and reduced strength,
GBs may facilitate crack nucleation and growth pro-
cesses. NCMs possess high densities of GBs and their
junctions and therefore must feature significantly more
pronounced effects of GBs upon crack development as
compared to those known in traditional materials. 

Thomson et al. [5, 6] demonstrated that allowance
for the discrete character of a crystal lattice in which a
crack is developed gives rise to the so-called “lattice
arrest” of the crack. According to this, there exists an
interval of stresses close to the Griffiths stress where a
crack can be stable. 

Below, we consider the problem of a brittle crack
development in NCMs and determine the effect of GBs
and their junctions on the inter- and intragranular frac-
ture. The possibility of realization of a “nanostructural
arrest,” a new effect possible in NCMs, is discussed. 

Peculiarities of the brittle crack development in
NCMs. The character of the crack development in a
polycrystalline material and, hence, the conditions for
1063-7850/03/2902- $24.00 © 20151
realization of the inter- and intragranular fracture are
determined by a relation between the energies of cohe-
sive (γ0) and grain-boundary (γe) fracture. Specific val-
ues of these energies are expressed as 

(1)

where γ and γb are the specific energies of the free sur-
face and GBs, respectively; γs is the energy of cleavage
steps [7]; and η is the factor of nonuniformity of the
fracture surface. 

In usual polycrystalline materials, the contribution
of GB junctions to the fracture energy is negligibly
small and can be ignored in the fracture analysis [7].
The volume fraction of a material occurring in the
region of GBs and their triple junctions grows with
decreasing grain size. For NCMs, the volume fraction
of such triple junctions becomes comparable with the
volume fractions of GBs and intragranular material.
Hence, the contribution of these junctions to the frac-
ture energy can no longer be ignored. 

For a random crack propagation path in a material,
the effective fracture energy can be expressed as 

(2)

where f0, fb , and fj are the fractions of the crack surface
accounting for the intragranular material, GBs, and
junctions, respectively; and γ0, γb, and γj are the contri-
butions from the corresponding structural components
to the specific NCM fracture energy. A decisive factor
in selecting the trajectory of the crack propagation
(intragranular versus intergranular) is the relation
between the partial specific fracture energies for the
cracks propagating by these pathways. 

If the plane of the crack propagation is perpendicu-
lar to the axis of the external stress σ and the crack apex
deviates from the trajectory, the local stress coefficients
k1 and k2 for a kinklike crack making an angle of θ with
the main crack plane are [8] 

(3)

γ0 2γ, γe η 2γ 2γs γb–+( ),= =

γ0* f 0γ0 f bγe f jγ j,+ +=

k1 θ/2( )K1,cos
3

=

k2 θ/2( ) θ/2( )K1, K1cos
2

sin ζσ L,= =
003 MAIK “Nauka/Interperiodica”



 

152

        

POZDNYAKOV

                                               
where ζ is a numerical factor and L is the length of the
main crack. Then, the condition for the crack propaga-
tion along a GB making an angle θ with the main plane
(intergranular cracking) can be written as [8] 

(4)

where E = 2µ(1 + ν) is the Young modulus, ν is the
Poisson ratio, and µ is the shear modulus. In contrast,
for 

, (5)

the crack would propagate inside the grain to give rise
to an intragranular type of fracture. 

The intergranular fracture in NCMs is characterized
by a large contribution of the linear tension of the crack
surface to the total fracture energy. For a crack front
bend or curvature with a small radius r, the fracture
energy is 

(6)

where T is the linear tension at the crack front [9] and
2r ≈ D, D being the grain size. 

A comparison of Eqs. (4) and (5) gives the condition
for realization of the intragranular fracture, which actu-
ally appears as a mixed transintergranular fracture in
NCMs due to a high volume fraction of the material in
the GB region, during the straight crack propagation: 

(7)

The reverse condition yields a local criterion of the
intergranular fracture. 

Nanostructural crack arrest. A high density of
GBs and their junctions in NCMs hinders development
of the purely intragranular fracture. The crack front,
even for a straight crack trajectory, periodically passes
via material in the grain bulk, GBs, and junctions, so

k1
2 k2
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1/2

=
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energy /〈γ〉 versus crack pathlength (see the text for

explanations). 
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that the fracture energy exhibits periodic variations. On
a macroscopic scale, the intergranular fracture in
NCMs can be considered as intragranular with a peri-
odically varying fracture energy. Therefore, the specific
fracture energy γ* (fracture toughness Gc) is a periodic
(quasiperiodic) function of the crack pathlength with a
period approximately equal to the grain size D. Now let
us consider the conditions for crack propagation in two-
(2D) and three-dimensional (3D) approximations with
allowance for the periodic variation of the fracture
energy on the crack pathlength. 

In a 2D model of cracking under planar straining
conditions [10], the condition of crack propagation can
be written in terms of reaching a critical rate G1c of
energy dissipation at the apex of a crack with a length
of L: 

(8)

This yields a formula for the Griffiths crack length in a
homogeneous continuum [10] 

(9)

For  = µb/30 (where b is the interatomic distance)
and σf = µ/60, this gives LG ≈ 500b @ D ≈ 10 nm. 

Now let the effective fracture energy be a periodic
function of the crack pathlength: 

(10)

where 〈γ〉 is the average value and ∆γ is the amplitude
of oscillations of the fracture energy. For a crack of
length L close to the Griffith value (L = LG + x, x ! LG),
Eqs. (8) and (10) yield a crack development condition
(determined graphically as depicted in the figure)
expressed through a dimensionless energy dissipation
rate G1c 

(11)

In the plots of (L) and (L), the points of intersec-

tion of the straight line AA1 (representing (L) with

the periodic profile of (L) determine three possible
scenarios of the crack development. In region I (L < L1),
cracks are unstable with respect to collapse, and in
region III (L > L3), with respect to dynamic propaga-
tion. In region II (L1 < L < L2, L2 – L1 = ∆L), there are
several thermodynamically stable (metastable) states
for which ∆L/LG ≈ ∆γ/〈γ〉. 

Thus, for a periodically varying fracture energy ,
there appears a certain region of crack lengths (alterna-
tively, for given crack length there appears a region of
stresses σ1 < σ < σ2) in which the crack is stable (see
figure). 

G1 = K1
2 1 ν2

–( )/E = σ2π 1 ν2–( )L/E G1c≥  = γ0*.

LG 4Eγ0*/π 1 ν2–( )σ f
2 .=

γ0*

γ0* L( ) γ〈 〉 ∆γ 2πL/D( )sin ,+=

G1* σ2L/σG
2 LG( )≡ 1 ∆γ/ γ〈 〉( ) 2πL/D( ).cos+=

G1* γ0*

G1*

γ0*

γ0*
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In a 3D model, the change in the energy of an NCM
body upon introduction of a disklike crack of radius r
can be written as 

(12)

where ∆Γ is the amplitude of the fracture energy per
unit crack front length. For r = r* + z (z ! r*), the force
of resistance to the crack growth is 

(13)

For the limiting stress ratio Q = σ2/σ1 in the lattice
arrest interval, estimates yield (see [11] and references
therein) Q ≤ 1.05–1.1, which indicates that the lattice
arrest effect is small. For the proposed nanostructural
arrest, we obtain 

(14)

For ∆Γ ≈ ∆γD and ∆γ/〈γ〉 = 1.5–2, this yields Q =
5−7 and implies that the effect can be significant. Thus,
NCMs can feature the brittle crack propagation in a
slow (“crawling” [6]) regime, whereby the crack front
sequentially moves from one potential energy valley to
another by forming kinklike cracks at the main crack
front. Thus, high densities of GBs and their junctions

∆E 2πγer
2 4π/3( )r3 σ2/2E( )–=

+ 2πr∆Γ 2πr/D( ),cos

f r
∂∆E
∂r

-----------=

=  4πγer* 2 3z/r* π ∆Γ/γD( ) 2πz/Dsin+ +[ ] .

Q σ2/σ1( ) 1 π ∆Γ/γ0*D[ ] .+= =
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can lead to some new effects in the development of
cracks in nanocrystalline materials. 
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Abstract—A model for description of the thermodesorption spectra is proposed and used to determine the
energy parameters of the centers of helium accumulation in neutron-irradiated boron carbide. It is shown that
helium accumulation centers broken at 100–150°C are characterized by a breakage activation energy of
0.23 eV. These centers probably represent clusters or complexes of interstitial helium atoms. The helium accu-
mulation centers broken at 800–1000°C have a breakage activation energy of 0.65–0.75 eV and probably rep-
resent helium–vacancy complexes (pores). © 2003 MAIK “Nauka/Interperiodica”.
Despite extensive investigations of the process of
radiation defect formation in boron carbide, the nature
of such defects is still insufficiently understood: only
defects of the helium–vacancy complex type can be
considered as unambiguously identified [1]. The radia-
tion-induced defect formation in boron carbide is
related primarily to the production and accumulation of
helium. Information concerning the defects related to
helium can be extracted from experimental data on the
helium thermodesorption from samples. These experi-
ments are performed by heating an irradiated sample at
a preset constant rate and measuring the rate of helium
evolution from the sample. The resulting thermodes-
orption (TD) spectrum represents a plot of the gas evo-
lution rate versus temperature. 

Previously, Kovyrshin [2] studied the TD spectra of
an irradiated B4C powder and demonstrated the pres-
ence of helium accumulation centers of three types. The
defect activation energies determined for these centers
using a method proposed in [3], based on the TD peak
temperatures, were equal to 0.3, 1.2, and 2.3 eV. How-
ever, this method can provide accurate data only based
on a large number of measurements performed at vari-
ous heating rates. The uncertainty of activation energies
determined in [2] amounted to ~20%. 

Below, a new method is proposed for determining
the energy parameters from TD spectra measured at a
single heating rate. 

Let N be the concentration of helium atoms in accu-
mulation centers of a certain type (e.g., clusters, com-
plexes, or surface defects). In the range of temperatures
employed in TD experiments, the probability of helium
trapping by a defect is much smaller than the probabil-
ity of detachment from this defect. The kinetics of
1063-7850/03/2902- $24.00 © 20154
helium loss from the tapping centers is described by the
equation 

(1)

Let the temperature be increased at a constant rate β, so
that 

(2)

Using this expression, it is possible to replace time with
the temperature in Eq. (1):

(3)

The temperature dependence of the kinetic factor g is
expressed as 

(4)

where Ea the activation energy for helium detachment
from the defect; the preexponential factor g0 is propor-
tional to the concentration of centers Nc and depends on
the geometry of these centers. 

The solution to Eq. (3) can be written in the follow-
ing form: 

(5)

where T0 is the heating start temperature and N(T0) is
the initial concentration of helium at T = T0. 

In order to describe a TD spectrum, we have to
determine the rate of gas evolution as a function of the

dN t( )
dt

-------------- g T( )N t( ).–=

T T0 βt.+=

dN T( )
dT

----------------
g T( )

β
-----------N T( ).–=

g T( ) g0
Ea

kT
------– 

  ,exp=

N T( ) N T0( )
g T1( )

β
------------- T1d

T0

T

∫–
 
 
 

,exp=
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temperature,  = β . Substituting expressions (5)

and (4) into Eq. (3), we obtain 

(6)

With neglect of the rate of helium evolution at temper-
atures below T0, expression (6) can be rewritten as 

(7)

where Ei(1, x) is the Airy function. Expression (7) has
a maximum at the temperature 

(8)

where Lambert(x) is the Lambert function. Formula (8)
yields a relation between the activation energy, the TD
peak temperature, the kinetic coefficient g0, and the
heating rate β: 

(9)

Another useful relation is 

(10)

Substituting this formula into Eq. (7), we obtain a final
expression for the TD spectrum: 

(11)

This expression provides for a convenient description
of the results of TD measurements, since Tmax is readily
determined from the experimental spectrum. Upon nor-

dN
dt
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dT
-------

dN T( )
dT
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β
--------------------
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kT
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malization of the TD intensity to unity, the only fitting
parameter is the activation energy. The proposed
description is more accurate as compared to the method
developed in [3], where determination of the activation
energy involves both measurements of the TD peaks at
various heating rates and description of the TD curve
shape. 

Formula (11) was used to process the TD spectra of
helium in irradiated boron carbide reported in [2]. The
results obtained for samples irradiated with neutrons to
a total fluence of 1.2 × 1019 and 9 × 1019 cm–2 are pre-
sented in the figure. The low-temperature TD peak is
well described by formula (11) with an activation
energy of EA = 0.23 eV. The high-temperature peak,
having a complicated shape, can be satisfactorily
described assuming that it represents a superposition of
two components with the activation energies EB =
0.65 eV and EC = 0.75 eV. The solid curves show the
total helium evolution rates from centers of the A, B,
and C types, calculated by formula (11) with the activa-
tion energies indicated above. 

The close values of the activation energies and the
temperature intervals of helium desorption (defect
breakage) observed for the centers of types B and C
suggest that these centers possess related structures.
Probably, centers B and C have close compositions but
differ in dimensions or geometry (spatial arrangement).
In this interpretation, it is expedient not to distinguish
between the helium accumulation centers of types B
and C and consider these defects jointly as a single type
characterized by an activation energy of 0.65–0.75 eV. 

400 800 1200

T, °C

0

1

1

3

4
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2
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B
C

TD spectra of helium in boron carbide irradiated with neu-
trons to a total fluence of (1) 9 × 1019 cm–2 and (2) 1.2 ×
1019 cm–2: points represent the experimental data obtained
at a heating rate of 0.3 K/s [2], solid curves show the results
of calculations using formula (11). 
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Thus, it is suggested that the TD spectra reveal
defects of two types. An analogous situation was
observed in the TD spectra of silicon carbide implanted
with helium ions [4], where the peak observed at lower
temperatures was attributed to the breakage of clusters
composed of interstitial helium atoms, while the high-
temperature peak (also possessing a complicated struc-
ture) was explained by helium liberation from helium–
vacancy complexes (pores). Assuming that the nature
of defects in boron carbide is analogous to that in sili-
con carbide, the value of EA = 0.23 eV corresponds to
the activation energy of detachment of a helium atom
from a cluster or complex of interstitial helium atoms,
while EB = 0.65–0.75 eV corresponds to the activation
energy of the helium yield from helium–vacancy pores. 
TE
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Abstract—An integro-differential variant of the Slonczewski equations has been formulated so as to take into
account the effect of a nonlocal magnetostatic field on the structure of twisted domain walls (TDWs) in films
of very small (below DW width) thicknesses. Apart from the features specific to magnetic multilayer films, the
limiting TDW velocity in this range of film thicknesses is very low (despite the small DW twist) and the TDW
dynamics has a predominantly precessional character. For film thicknesses above the DW width, a maximum
peak velocity determined by numerical methods has proved to be 20% higher than the well-known Walker’s
value. © 2003 MAIK “Nauka/Interperiodica”.
This communication addresses the dynamics of
twisted domain walls (TDWs) inherent in magnetic
films of small thicknesses possessing a perpendicular
anisotropy with a quality factor of Q > 1 (see [1]). Such
films are considered as promising media for a system of
perpendicular data recording with increased (compared
to the conventional parallel mode) density intended for
hard disks (see, e.g., [2]). Theoretical results obtained
in this field, besides their immediate implications, may
provide an estimate of continuum limits for the corre-
sponding magnetic multilayer systems extensively
studied now. Naturally, the DW types in multilayer sys-
tems exhibit a greater diversity (see, e.g., [3, 4]); more-
over the DW dynamics in the range of extremely small
layer thicknesses can be determined by factors not
taken into account in the continuum approximation. 

Let us consider magnetic films with thicknesses h in
the interval a < h < Λ. For the sake of convenience, this
interval is divided below into two: 

(1a)

(1b)

where a is the lattice constant; ∆ and Λ (∆ < Λ) are the
Bloch DW and the Bloch linewidth, respectively; A,
K > 0 are the inhomogeneous exchange and uniaxial
anisotropy constants, respectively; and M is the magne-
tization. In region (1b), the inhomogeneous part of the
exchange interaction does not admit large twist angles
in the DW structure. According to the results of varia-
tional calculations [5], this structure is close to that of a
one-dimensional Bloch DW (an analytical theory of
TDWs was developed in [6, 7]). In region (1a), the sit-
uation is generally the same, but the magnetostatic
energy can no longer be approximated by a one-dimen-

sional expression 2π  (n is the normal to the DW

(a)   a h ∆ A / K , ≡< <

(b) ∆ h Λ A/2πM2 Q∆,≡ ≡≤ ≤

Mn
2
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plane) applicable in case (1b). Below, the effect of a
nonlocal magnetostatic field on the TDW structure will
be described using an integro-differential variant of the
Slonczewski equations formulated so as to apply to
both (1a) and (1b) intervals. 

For the azimuthal angle ψ(z) of the magnetization
vector at the TDW center, the usual Slonczewski equa-
tion [1] is generalized to 

(2)

with the boundary conditions ψ'(z = ±1) = 0 on both
film surfaces. Here, V is the TDW velocity normalized
to 2Vw (Vw = 2πMγ∆ is Walker’s velocity), γ > 0 is the
gyromagnetic ratio, z is the dimensionless coordinate
(related to h/2, so that –1 < z < 1), and ε = 2Λ/h and δ =
2∆/h are important parameters of the theory determin-
ing the character of solutions of Eq. (2). 

It is necessary to make some comments on the origin
of the integral kernel in Eq. (2), 

(3)

the more so that other representations can be encoun-
tered as well (see, e.g., [8]). Consider a contribution to
the magnetostatic interaction energy expressed as 
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where My(y, z) = Msinθ(y)sinψ(z) ≈ Msinψ(z)/ y/∆)
is the magnetization component perpendicular to the
DW planes, written in the approximation used in deriv-
ing the Slonczewski equations [1]. The magnetic

dipole proportional to ~  can be represented

via the δ function as δ(y + ∆) – δ(y – ∆), which leads
to expression (3). Note that kernel (3) coincides with
the kernel of the integro-differential equation for a
Neél DW in thin permalloy films [9] and, in contrast
to the case of [8], exhibits the correct asymptotic
behavior Gδ(z  ∞)  1/z2 corresponding to the
field of a linear dipole. In region (1b), (z) = δ(z)

and Eq. (2) transforms into the well-known differential
equation [1]. A demagnetizing film (responsible for the
twist) from poles on the film surface exhibits no diver-
gence upon averaging over the DW width: 

(4)

Let us first consider the region of ultimately small
thicknesses (1a), where the condition δ = 2∆/h ≥ 1
allows the coefficients in Eq. (2) to be expanded into
series in 1/δ: 

(5)

Let us introduce the parameter λ = 1/ε2 ! 1 (ε = 2Λ/h)
and (by analogy with [7]) seek for a solution to Eq. (2)
in the form of series ψ(z) = ψ0 + λψ1(z) + … and V =

V0 + λV1 + …. The zero-order equation (z) = 0

together with the boundary conditions (±1) = 0
shows that the zero-order solution ψ0 is a constant

(cosh
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TE
         

(influencing the subsequent approximations). In the
first-order approximation, we obtain the following
equation: 

(6)

Integrating Eq. (6) in the interval –1 < z < 1 and taking
into account that (±1) = 0, we obtain an expression
for the DW velocity in the first-order approximation
(upon selecting a DW with 0 < ψ0 < π/4): 

(7)

Thus, the peak velocity Vp (analogous to Walker’s
velocity: in Eq. (7), ψ0 = π/4) in the limit of weak influ-
ence of the magnetic dipole interaction is small
~Vwlnδ/δ. The contribution due to twist (reflected by
the second term on the right-hand side of (6)) is very
small (~λ/δ2). If the driving field strength exceeds Vp/µ
(where µ is the DW mobility), the TDW dynamics
acquire a precession character. It should be noted, how-
ever, that the above results can miss some factors spe-
cific to region (1a) (see, e.g., [3, 4]), effects of the mag-
netoelastic interactions [10, 11], and a change in the
damping parameter [12]. 

In concluding, let us consider the TDW dynamics in
region (1b) of the film thicknesses (δ < 1), where
Eq. (2) transforms into an ordinary differential equa-
tion. In contrast to the variational calculation [5], a
numerical solution for kernel (3) was obtained by
method of relaxation or (in certain cases) shooting. 

For region (1b), the results of calculations of the
limiting peak velocity Vp and the nucleation velocity Vn

at which the first horizontal Bloch line (HBL) is gener-
ated within the TDW (with neglect of a small hystere-
sis [1]) are depicted by points in the figure. At ε ~ 1, the
velocity Vp exhibits a clearly pronounced maximum,
being greater than Walker’s value approximately by
20%. This is much greater as compared to the values
reported in [5] (see also [1, Fig. 17.4]). The solid curve 1
in the figure represents a theoretical curve correspond-
ing to [7] 

(8)

which agrees satisfactorily with the results of our
numerical calculation. Note that the limiting value of
the angle ψ(z) obtained in [7] (upon substituting ψ =
π/4 and C2 = 0 into [7, Eq. (13a)]) also agrees (to within
a few percent) with our calculation. Hubert [5] intro-
duced a critical value of ε = 0.18 (h/Λ ~ 11) below
which no HBL nucleation takes place (indicated by the
thin/thick mark in the figure). The results of calcula-
tions indicate that the HBL nucleation ceases in the
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films with somewhat greater values of ε (ε ≥ 0.25). The
solid curve 2 in the figure represents the plot of Vp/Vm =
9.5Λ/h according to Slonczewski [1], representing
“thick” films, and curve 3 refers to the result Vh/Vw =
6.8Λ/h obtained in [13]. 
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On the Possibility of Increasing the Automodulation Threshold
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Abstract—We have studied the possibility of increasing the onset threshold for automodulation caused by a
growth in the beam current in gyro-backward-wave tubes. It is shown that, by using a coupled electrodynamic
system, it is possible to significantly shift the region of threshold currents for the automodulation onset so as to
increase the output power in a singe-frequency generation regime. © 2003 MAIK “Nauka/Interperiodica”.
In the past decade, problems related to generation
and amplification of high-frequency (HF) radiation via
interaction of helical electron beams with traveling
wave tubes have received much attention [1–7]. The
interaction of such an electron beam with an opposite
wave in a gyro-backward-wave tube (gyro-BWT) pro-
vides for the possibility of creating an oscillator with
the working frequency readily controlled by changing
the longitudinal electron velocity or a static magnetic
field [1, 8].

Unfortunately, gyro-BWTs are characterized by rel-
atively low efficiencies, with a maximum on the order
of 20% [7]. This is related to certain features of the
interaction between oscillating electrons in the beam
and the HF field in the interaction space, whereby the
HF power is carried in the direction opposite to the
beam and the oscillating electrons exhibit bunching in
a strong output field. After rapidly bunching, the beam
exhibits a rapid spreading, not transferring its energy to
the field within this short period of time, and then a sec-
ondary phase bunch is formed along the system. As a
result, gyro-BWTs are characterized by multihump
current and field distribution profiles, which is
explained by the multiple re-bunching of the electron
beam. Accordingly, an increase in the system length or
the beam current rapidly give rise to automodulation of
the output signal and the generation spectrum becomes
multifrequency [5, 7, 9]. 

In order to increase the efficiency and output power
(determined by the working beam current) while retain-
ing a single-mode generation regime, it is necessary to
modify the field distribution along the system so as to
provide that the field strength would be small at the out-
put and had a single maximum in the vicinity of a col-
lector, where the phase bunch of electrons could trans-
1063-7850/03/2902- $24.00 © 20160
fer a considerable part of its energy to the field. One
possible way of solving this problem consists in pro-
viding conditions for a distributed power transfer by
means of identical coupled waveguide systems
(CWSs), with the electron beam passing through one of
these systems [10]. 

Below, we will analyze the possibility of increasing
the region of single-frequency generation in gyro-BWT
with CWSs. 

A nonstationary system of equations describing the
gyro-BWT–CWS dynamics is as follows. The field
amplitudes in two weakly coupled waveguide systems
with the electron beam propagating through one (for
definiteness, the first) of these are described by the
equations (see, e.g., [7, 9]) 

(1)

(2)

where F1, 2 are the slowly varying complex dimension-
less field amplitudes in the first and second CWSs,
respectively; ξ and τ are the dimensionless longitudinal
coordinate and time, respectively; and α1, 2 are the cou-
pling parameters. Note that the identity of the systems
|α1| = |α2| =  and the law of conservation of the power

flux for I1 = 0 imply that α1 = –  = j . 

The amplitude I1 of the HF beam current passing

through one of the CWSs is defined as I1 = dθ0,

where β = rexp(jθ) is the complex trajectory radius of

∂F1

∂τ
---------

∂F1

∂ξ
---------– α1F2– I1,–=

∂F2

∂τ
---------

∂F2

∂ξ
---------– α2F1– 0,=

α̂
α2* α̂

1
2π
------ β

0

2π∫
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electrons in the helical beam. This radius is determined
from the equation of motion [7] 

(3)

where µ is the parameter of nonisochronicity of the
oscillating electrons [7, 11]. Equations (1)–(3) have to
be solved with the following initial and boundary con-
ditions: 

(4)

where A is the dimensionless length of the system.
Expressions for the dimensionless quantities were intro-
duced and simplifying assumptions underlying the pro-
posed model were considered in detail elsewhere [7, 11]. 

The control parameters of the model are the system
length A, the nonisochronicity parameter µ, and the
coupling parameter . In a system with a constant
beam current I0, the variation of A at a constant µ cor-
responds to a change in the system length l. At a con-
stant length l, A is varied at the expense of current I0
and the product µA remains constant. 

Let us consider the gyro-BWT–CWS start condi-
tions. Figure 1a shows plots of the parameter µ for
which the gyro-BWT exhibits autoexcitation with
steady-state generation versus the coupling coefficient

 for three values of the system length A. The value of
µ was normalized to µ0 corresponding to gyro-BWT
excitation at  = 0. As can be seen from these curves,
the introduction of coupling leads to an increase in the
value of µ corresponding to the onset of autoexcitation
as compared to the case of  = 0. Note that the µ( )
plots appear as curves with a single maximum. As the
system length A grows, the relative value of the “start-
ing” parameter µ( )/µ0 tends to decrease: the greater
the A value, the lower lies the corresponding curve in
the region of large  values. 

Let us consider the factors responsible for this
behavior of gyro-BWT–CWS in the start regime. The
system of Eqs. (1)–(3) can be written in the form corre-
sponding to coupled waves: 

(5)

(6)

(7)

dβ
dξ
------ jµ 1 β 2–( )β– F1,=

F ξ A=( ) 0, F τ 0=( ) f 0 ξ( ),= =

β ξ 0=( ) jθ0( ), θ0 0 2π,[ ] ,∈exp=

α̂

α̂

α̂

α̂ α̂

α̂

α̂

∂FS

∂τ
---------

∂FS

∂ξ
---------– I1 jα̂ξ[ ] ,exp–=

∂FF

∂τ
---------

∂FF

∂ξ
---------– I1 j– α̂ξ[ ] ,exp–=

dβ
dξ
------ jµ 1 β 2

–( )β–

=  
1
2
--- FS jα̂ξ–[ ]exp FF jα̂ξ[ ]exp–( ),
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where FS = F1 + F2 is the amplitude of a “slow” normal
wave (with the propagation constant βS = β0 + , where
β0 is the propagation constant of the opposite wave at a
“cold” synchronicity) and FF = F2 – F1 is the amplitude
of a “fast” (βF = β0 – ) normal wave in the coupled
system. 

Figure 1b shows plots of the ratio of amplitudes of
the slow and fast normal waves (FS/FF) at the system
output (ξ = 0) near the gyro-BWT autoexcitation
threshold versus the coupling coefficient  for various
interaction space lengths A. A comparison of Figs. 1a
and 1b leads to the conclusion that the maximum
increase in the starting value of the nonisochronicity µ
corresponds to minimum values of the FS/FF ration.
This implies that an increase in the coupling coefficient
leads to preferential excitation of the fast wave in the
coupled electrodynamic systems, whereby the beam
selectively interacts with the normal waves. The cou-
pling resistance of each normal wave is half that of the
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Fig. 1. Plots of (a) the nonisochronicity parameter µ for
which the gyro-BWT exhibits autoexcitation and (b) the
ratio of amplitudes FS/FF of the slow and fast normal waves
at the system output (near the gyro-BWT autoexcitation
threshold) versus the coupling coefficient µ( ) for various
values of the system length A. 
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gyro-BWT with a single electrodynamic system (i.e.,
for  = 0). Therefore, the autoexcitation of a gyro-
BWT with CWS requires an increase in the beam cur-
rent as compared to that in the system with  = 0. In
other words, excitation of the gyro-BWT (at a fixed sys-
tem length A) requires an increase in the nonisochronic-
ity parameter µ of the oscillating electrons. 

Now let us study the boundary of the region of auto-
modulation of the output signal in a gyro-BWT with
CWS. Figure 2a shows plots of the parameter µaut cor-
responding to the onset of automodulation versus the
coupling coefficient  ≈ 1.0 for various interaction
space lengths A. As can be seen from these data, the val-
ues of µaut significantly increase upon the introduction
of coupling. The maximum relative growth is approxi-
mately the same for various A values: for example,
µaut/µaut (  = 0) ≈ 2.52, 2.77, and 2.76 for A = 2.5, 3.0,
and 3.5, respectively. 

It should also be noted that gyro-BWT–CWSs
exhibit a change in the character of the automodulation
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Fig. 2. Plots of (a) the parameter µaut corresponding to the
onset of automodulation and (b) the ratio P1/P2 of the power
fluxes in waveguide systems without and with the beam (near
the gyro-BWT autoexcitation threshold) versus the coupling
coefficient  for various interaction space lengths A. α̂
TE
onset. For  = 0, the automodulation starts “rigidly”,
possessing a finite amplitude already at µ = µaut (  = 0).
After the introduction of coupling (  > 0.2–0.4), the
automodulation arises softly, starting with zero ampli-
tude at the boundary µ = µaut( ) of the automodulation
region and increasing in amplitude with the parameter µ. 

Let us consider the factors responsible for this
behavior of the automodulation region for gyro-BWT–
CWSs. As is well known [9, 12], the appearance of the
automodulation regimes in microwave devices with
prolonged interaction is related to the formation of an
additional distributed feedback in the system, whereby
a helical electron beam bunched in a strong field arrives
at a collector end of the system (ξ = A) in a re-bunched
state with a velocity of v ||; a field excited by the
bunched beam current propagates at a velocity of v g

(v g is the group velocity of the opposite electromag-
netic wave in the waveguide) toward the input end of
the system (ξ = 0); grouped in a weak field, the beam
now excites a strong field in which the helical electron
beam is re-bunched. As a result, the whole pattern is
repeated in time with a period of T ~ 2A(1/v || + 1/v g),
and the value of T/2 can be considered as a characteris-
tic delay time of the additional feedback chain. 

Upon the introduction of coupling between the two
electrodynamic systems, the above additional feedback
is suppressed, because the power of the opposite wave
propagating with a group velocity v g is now partly
transferred to the system without helical beam. As a
result, the boundary of the automodulation region shifts
toward greater values of the nonisochronicity parame-
ter µ (i.e., toward greater beam currents). This is illus-
trated in Fig. 2b, which shows plots of the ratio P2/P1 of
the power fluxes in waveguide systems without and
with the beam versus the coupling coefficient  ∈
(0.0, 0.7). As can be seen from these data, an increase
in the coupling coefficient leads to a rapid growth in the
power “pumped” from the first to second system, so

that  ~ exp[γ ], where γ = 1.2–1.8 depending
on the system length. For large coupling coefficients
(  > 0.7), the power flux P2 exhibits saturation. How-
ever, the value of µaut( ) keeps increasing, because a
significant power transfer from the opposite wave in the
system with helical beam already begins close to the
input (ξ = A), thus also favoring breakage of the addi-
tional feedback and causing a shift of the automodula-
tion region. 

Note that, simultaneously with the growth in , the
system with CWS exhibits an increase (by a factor of
1.2–1.4) in efficiency of the stationary generation
regime, with a maximum reached at  ≈ 0.5–0.6. This
is related to fact that the field distribution established in
the first waveguide system is optimum for the effective
energy transfer from oscillating electrons in the helical
beam. 
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Thus, the introduction of coupled waveguide sys-
tems into a gyro-BWT allows the boundaries of the
regions of autoexcitation and automodulation to be
shifted toward higher values of the beam current, which
provides for a greater output power in a single-fre-
quency generation regime. 
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Abstract—We have studied the possibility of controlling the radiation spectrum of a high-power relativistic
backward wave tube (BWT) by varying the period of its delay system. For a BWT comprising several sections
with different corrugation periods, two- and three-mode generation regimes with commensurate amplitudes of
spectral components have been found, the separation of which can be controlled by changing the corrugation
period. It is shown that, for a sufficiently large detuning, such a configuration of the interaction space makes
possible the generation of noiselike chaotic signals with separated or overlapping spectra. In the latter case, the
width of the radiation spectrum is almost twice that of a regular BWT of the same length. © 2003 MAIK
“Nauka/Interperiodica”.
The ability to generate high-power microwave radi-
ation with a complicated spectrum is of practical inter-
est in applications such as plasma heating and various
communication and sounding systems. In connection
with this, several methods for generating such radiation
are extensively elaborated at present. Recently, we have
realized generation in the automodulation regimes
using a high-power backward wave tube (BWT) [1, 2].
Dumbrajs et al. [3, 4] modeled a two-frequency gen-
eration regime in a gyrotron operating in a millimeter
wavelength range. However, the latter project is aimed
at the simultaneous excitation of two modes with dif-
ferent transverse field structures, which may compli-
cate practical use of such oscillators. Yang et al. [5]
experimentally realized the two-frequency regime
using an oscillator of the Cherenkov type by simulta-
neously pumping two electrodynamic systems with
parallel electron beams. In the case of pulsed relativ-
istic beams, an obvious disadvantage of this scheme is
the necessity of synchronizing the beams and subse-
quent multiplexing of the output radiation. 

We have studied the possibility of generating multi-
frequency signals using relativistic BWTs with an elec-
trodynamic system pumped by a single beam. Below,
we demonstrate that a regime of generation at several
close frequencies with the same transverse field struc-
ture can be rather simply realized in a sectioned sys-
tem with a stepwise variation of the synchronism
detuning between the beam and the working wave. In
the case of high-power relativistic BWTs with the
electrodynamic systems representing sections of a
corrugated waveguide, a stepwise change of the syn-
chronism can be provided by variation of the corruga-
tion period. 
1063-7850/03/2902- $24.00 © 0164
Let us consider a BWT model with an electrody-
namic system in the form of a round corrugated
waveguide excited by a tubular electron beam. In the
approximation of relatively small changes in the elec-
tron energy in the course of the interaction, the dynam-
ics of this BWT with a variable synchronism detuning
are described by a system of self-consistent equations
(cf. [6])

(1)

with the initial and boundary conditions 

Equations (1) are written in terms of the following nor-

malized variables: ζ = Cωz/ν0  is the longitudinal
coordinate; L is the dimensionless length of the interac-
tion space (in the same normalization); τ = Cω(t –

z/v 0)/ (1 + v 0/v gr) is the time variable; A =
γ0eEz/C2ωmv 0 is the dimensionless amplitude of the
synchronous spatial (–1)th harmonic of the radiation

field; θ = ωt + hz – (z)dz are the electron phases rel-

ative to the synchronous field harmonic; (z) = 2π/d(z);
d(z) is the variable corrugation period; h is the modulus
of the longitudinal wavenumber of the main spatial har-
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monic; u = (1 – γ/γ0)/ C is the relative variation of the
electron energy; 

is the variable detuning of the synchronism between

electron and the working wave; C = ( eJ|Z|/2m )1/3

is the Pierce parameter; |Z| is the coupling impedance of
the slow-wave harmonic [7]; J is the beam current; γ =
(1 – v 2/c2)–1/2 is the relativistic mass factor of electrons;
ω is the frequency of perfect synchronism (selected as
the carrier frequency); v 0 is the initial longitudinal
velocity of electrons; and β0 = v 0/c. 

The efficiency of the system is determined as η =

(γ0 + 1) C , where 

is the reduced efficiency (the upper bar denotes averag-
ing over time series). In deriving the system of equa-
tions (1), it was assumed that the wavenumber of the
main spatial harmonic, the group velocity of the work-
ing wave v gr , and the coupling impedance in various
sections are the same. In addition, we employed a linear
approximation of the dispersion characteristic of the
electrodynamic system in the working frequency range. 

For ∆(ζ) ≡ const, the system of equations (1)
describes the dynamics of a regular BWT [6, 8], in
which case the system behavior is determined by a sin-
gle parameter L (dimensionless length of the interac-
tion space). The oscillator starts at L ≈ 2 and changes
the generation regime from stationary to a periodic
automodulation (with a period of TAM ≈ 1.5L) at L ≥ 3;
as the interaction length grows further (L ≥ 5.5), a sto-
chastic automodulation regime is established. Note that
the distance ∆f between spectral components in the
regime of periodic automodulation is restricted to the
interval in which this regime is realized: 1/∆f = TAM.
Both the amplitudes of satellite waves and the number
of spectral components may significantly vary depend-
ing on the parameter L. 

The introduction of a detuning step at the boundary
of regular sections opens additional possibilities for the
generation of multifrequency signals. Let the change of
detuning in a two-section BWT be set in the following
form: ∆(ζ) = ∆1χ(ζ – L1), where ∆1 is the detuning step
at the boundary between two sections, L1 is the length
of the first section, and χ(ζ) is the Heaviside function.
It should be emphasized that, from the standpoint of the
interaction of electrons with the synchronous wave, a
transition between sections can be considered as jump-
like provided that the length is small as compared to the
inverse increment. On the other hand, a change in the

β0
2
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corrugation period can be adiabatic from the standpoint
of electrodynamics, whereby the number of corruga-
tion periods contained in the transition region is suffi-
ciently large to eliminate significant reflections from
this region. The results of modeling showed that a suf-
ficiently large synchronism detuning between the two
sections makes possible the generation at two separated
frequencies. For two-frequency operation, the optimum
total system length is L = 6–6.5. Since an unperturbed
beam enters the first section, the length of this section
is limited from below by a start length of the regular
BWT and from above, by the length over which a stable
generation regime loses stability. 

Figure 1 shows the spectra of an output signal of a
two-section BWT with L1 = 2.4 and L2 = 3.6 observed
as the negative synchronism detuning of the second
section with respect to the first one sequentially
increases in absolute value. At a relatively small detun-
ing (Fig. 1a), the generation spectrum is almost identi-
cal to that of a regular BWT with the corresponding
length (chaotic generation with continuous spectrum).
An increase in the detuning leads to breakdown of the
chaotic automodulation regime and establishing of a
two-frequency regime with a relatively low level of the
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Fig. 1. Generation spectra of a two-section BWT (L1 = 2.4,
L2 = 1.5L1) for ∆1 = –2 (a), –4 (b), and –8 (c). 
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second spectral component (Fig. 1b). Further increase
in the detuning is accompanied by an increase in the
amplitude of the second signal (Fig. 1c), while the fre-
quency difference in his model exhibits infinite growth
in proportion to ∆1. Analogous processes take pace for
the positive values of the synchronism detuning
between sections. 

For the two-frequency generation regime, the
reduced efficiency can be determined from the condi-
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Fig. 2. Plots of the reduced efficiencies  for a two-sec-

tion BWT (∆1 = –10) and the ratio of amplitudes of the
spectral components |A2|/|A1| versus the length of the first

section in comparison to the reduced efficiency ( ) of a

regular BWT as a function of its length. 
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Fig. 3. Generation spectra of a two-section BWT (L1 = 6.3;
L2 = 11.7) operating on an automodulation regime:
(a) ∆1 = 15, separated spectra; (b) ∆1 = 6, overlapping
spectra. 
TE
tion of conservation of the power flux in the form of
 =  + , where  = |A1, 2|2/4 is the relative

energy yield from the electron beam in each section,
and A1, 2 are the amplitudes of the spectral components.
Figure 2 presents the plots of reduced efficiency ( )
for both BWT sections and the ratio (|A2|/|A1|) of the
amplitudes of the spectral components versus the
length of the first section. The plots were constructed
for a sufficiently large negative step in the synchronism
detuning (∆ = –10) and an optimum length of the sec-
ond section (corresponding to maximum signal). As
can be seen from Fig. 2, the efficiency of the second
section is relatively small, because the electron beam
entering this section is characterized by a significant
energy scatter acquired after interaction with the first
section. At the same time, the efficiency of the first sec-
tion differs only slightly from that of a homogeneous
BWT of the same length. Although radiation from the
second section enters the first section, the frequency of
this radiation is strongly shifted relative to the working
frequency of the first section and this field is not syn-
chronized with the electron flux. Thus, at a large fre-
quency difference between sections, the influence of
the second section on the first one is relatively small as
compared to the reverse effect. For this reason, the effi-
ciency of the second section  exhibits a significant
increase only in the region where the length of the first
section is close to the start value, which is related to a
decrease in the efficiency of generation in the first sec-
tion, leading to a decrease in the effective scatter of
electrons with respect to the energies and phases at the
entrance of the second section. The amplitude of the
second frequency component may even exceed that of
the main frequency, which makes it possible to obtain a
two-frequency signal with an arbitrary ratio of the com-
ponent amplitudes. 

It should be emphasized that it is possible, by
increasing the total length of the interaction space and
varying the lengths of sections in the delay system, to
realize combinations of various dynamic regimes. For
example, the first section can generate in a one-fre-
quency regime, while the second operates in a regime
of periodic or stochastic automodulation with a central
frequency shifted relative to that of the first section.
Naturally, it is also possible to provide for a regime
whereby both sections generate chaotic signals with
separated frequencies. Figure 3 shows the generation
spectra of a two-section BWT with L = 18 operating in
the regimes with separated (Fig. 3a) and overlapping
spectra (Fig. 3b). In the latter case, the total width of the
spectrum is about one and half that of a regular BWT of
the corresponding length (Fig. 4b), while the efficiency
is about 70% of that for a regular BWT. 

The results of modeling showed that, from the
standpoint of expanding the spectrum, a more favorable
situation is observed when detuning in the first section
is constant and that in the second section varies accord-

η̃ η̃1 η̃2 η̃1 2,

η̃1 2,

η̃2
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ing to a linear law ∆(ζ) = χ(ζ – L1)∆1(ζ – L1)/L. As can
be seen from Fig. 4a, this provides for an almost two-
fold increase in the width of the spectrum, at an effi-
ciency retained on a level of 95% of that for a regular
BWT. 

0.5

0

1.0 (a)
SΩ, a.u.

0.5

0

1.0 (b)

Ω
0 5 10 15 20 25–5

Fig. 4. Generation spectra of (a) a two-section BWT (L1 = 6;
L2 = 12) with a linear variation of the synchronism detuning
parameter in the second section for ∆1 = 10 and (b) a regular
BWT of the same length. 
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Fig. 5. Generation spectra of a three-section BWT (L1 = 2.2;
L2 = 2.9, L3 = 2.9) for ∆1 = –8, ∆2 = –14. 
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In conclusion, it should be noted that, by increasing
the number of sections, it is possible to generate linear
spectra comprising a large number of individual fre-
quencies. For example, Fig. 5 shows the generation
spectrum of a three-section BWT in which the change
in the detuning was preset as ∆(ζ) = ∆1χ(ζ – L1) +
(∆2 − ∆1)χ(ξ – L2), where L1, 2 are the coordinates of the
boundaries of the first and second sections and ∆1, 2 are
the changes in the synchronism detuning relative to the
first section. In a certain region of parameters, the fre-
quencies of each component can be controlled indepen-
dently of the other components. 

Thus, the results of our analysis show that there are
broad possibilities for the synthesis of generation spec-
tra in high-power relativistic BWTs. We are planning to
realize these possibilities based on a microsecond
accelerator of the Saturn type (Institute of Applied
Physics, Nizhni Novgorod) [9]. 
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Abstract—We report on the plasmachemical synthesis of fullerene derivatives containing boron and scan-
dium. The synthesis was conducted at atmospheric pressure in a carbon–helium plasma jet generated by an
RF arc. © 2003 MAIK “Nauka/Interperiodica”.
Originally, C(60 – x)Bx (x = 1–6) molecules were
observed by Smalley et al. [1] in the gas phase. Muhr
et al. [2] succeeded in isolating a very small amount of
born-containing heterofullerenes from a soot sythe-
sized by the Krätschmer–Haffman method using graph-
ite rods with boron, boron nitride, or boron carbide
additives. Boron-containing fragments of the CnB type
(with n = 59, 69, 87, 89, 91, 93, and 95) were identified
by mass spectrometry. Scandium-containing endohe-
dral fullerenes were also repeatedly synthesized in neg-
ligibly small amounts. For example, Sc2C66 was
reported by Wang et al. [3]. The product was isolated in
an amount of 2 mg from 800 g of a fullerene-containing
soot, which corresponds to a total yield of 0.0025 at. %. 

We have studied the possibility of obtaining endohe-
dral fullerenes and heterofullerenes using a method
realized in a setup described previously [4]. This reac-
tor significantly differs from the conventional
Krätschmer setup in that the synthesis is conducted at
atmospheric pressure in an arc-generated carbon–
helium plasma jet. The plasma jet length reaches about
75 cm at an arc current of 500 A. The temperature var-
ies from 5000 K near the external electrode to 2000 K
in the arc tail. Thus, the reactor allows particles of a
working substance to stay for a sufficiently long time in
the carbon plasma jet, so as to ensure complete atomi-
zation of the material. We have conducted the fullerene
synthesis with introduction of Sc and B under these
conditions. 

The initial metallic powder of Sc2O3 was charged
into a channel in the central electrode [4]. The
fullerene-containing soot was treated with benzene in a
Soxhlet apparatus, filtered, and evaporation dried. The
quantitative content of metal in fullerene was deter-
mined using a special setup [5]. According to the data
of elemental mass spectrometry and emission spectros-
1063-7850/03/2902- $24.00 © 20168
copy, the content of Sc in fullerene was 0.0016 at. %.
Figure 1 shows fragments of the emission spectra dis-
playing a Sc peak at 424.683 nm. 

The synthesis of boron-containing fullerenes was
performed by introducing a B2O3 powder into the car-
bon–helium plasma jet using a special device [6]. The
emission spectra of the boron-containing soot and
fullerene samples contained a characteristic boron line
at 249.773 nm. The relative boron peak intensities in
these samples were 183 and 121 units at a background
intensity on the order of 40 units. According to the
results of mass-spectroscopic measurements, which
coincided with the emission spectroscopy data, the rel-
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λ, nm

Fig. 1. Emission spectra of samples measured in an argon
flow: (1) Sc-containing fullerene; (2) blank spectrum (dis-
charge without sample introduction); (3) Sc-containing
fullerene soot. 
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ative amount of boron-containing fullerenes in the
fullerene mixture exceeded 11%. 

The benzene extract from a fullerene-containing
soot was analyzed on an MI-1201 mass spectrometer
modified for high-temperature measurements [7]. The
sample was evaporated from a stainless-steel effusion
cell and ionized by electron impact at an energy of
60−80 eV. 

At temperatures below 515 K, the relatively low
vapor pressure of C59B (as compared to that of C60) and
insufficiently high resolution of the instrument did not
allow us to detect the peaks of ions with m/e = 718 and
719 corresponding to C59B molecules. However, the
ion current intensity significantly increased with the
temperature. This allowed the entrance slit width of the
electrometric amplifier to be reduced so as to increase
the instrument resolution and obtain a mass spectrum in
the region of m/e = 720 (Fig. 2). The presence of ions
with m/e = 718 and 719, together with a ratio of the ion
currents characteristic of the boron isotope composi-
tion, is evidence for the presence of C59B molecules in
the gas phase. This is additionally confirmed by the
character of variation of the ratio of C59B+ ion currents
with m/e = 718–719 and that with m/e = 720–723 cor-
responding to the carbon isotope composition in C60
molecules (a contribution of the boron-containing ions
with m/e ≥ 720 is very small). Inside each group, the
ion current intensity ratio remains constant during the
temperature variation (to within the experimental
error), while consistently changing for the ions of vari-
ous groups. The temperature variation of the relative

intensity of C59B+ (m/e = 719) and  (m/e = 720) ion
currents is presented in the table and can be analytically

described by the equation I(C59B+)/I( )} =
−(1.68 ± 0.70)/T + (1.85 ± 0.92). 

In the region of masses corresponding to C70, the ion
peaks were resolved much worse than the peaks of
C59B and C60. Nevertheless, even distorted peaks are
indicative of the presence of C70 and C69B molecules in
the gas phase. 

At a constant temperature of 790 K, the current of
C59B+ ions decreases in intensity with time (relative to

that of ) and eventually virtually complete disap-
pears. This can be explained either by a decrease in the
activity of C59B in a solid solution of this compound in
C60 or by diffusion limitations of the C59B flow toward
the sample surface. Distinguishing between the two fac-
tors requires additional investigation. However, we have

C60
+

{log C60
+

C60
+
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determined the saturated vapor pressure and the parame-
ters of sublimation for C59B, assuming equal (unity)
activities of C59B and C60. For a(C59B) = a(C60), we can

approximately take I(C59B+)/I( ) ~ p(C59B)/p(C60) =
p°(C59B)/p°(C60). With an allowance for the known
temperature dependence of the saturated vapor pressure
of C60, p°(C60) [Pa]} = –(9.154 ± 1.50)/T + (8.28 ±
0.2) [7], this yields p°(C59B) [atm]} = –(10838 ±
166)/T + (5.12 ± 0.73), ∆s  = 208 ± 18 kJ/mol, and

∆s  = 98 ± 18 J/(mol K). 

The greater enthalpy of sublimation obtained for
C59B as compared to that for C60 can be explained by
the fact that the former molecular possesses a dipole
moment and, hence, features a stronger intermolecular
interaction. 

Thus, we have synthesized scandium- and boron-
containing fullerenes using a plasmachemical reactor
operating at atmospheric pressure. The synthesized
fullerenes were studied by emission spectroscopy and
mass spectrometry. The results of these measurements
confirmed the formation of scandium-containing
fullerenes. The content of Sc in the product is very
small, amounting to 0.0016 at. %. The formation of
boron-doped fullerene was also confirmed. The relative
content of this compound in the fullerene mixture
exceeds 11%. Thus, the case with boron shows that het-

C60
+

{log
{log

HT°

ST°

725 715 725 715720 725 715720 725 715720

m/e, amu

T = 750 K T = 753 K T = 770 K T = 773 K

Fig. 2. Temperature variation of a fragment of the mass
spectrum of a fullerene extract synthesized upon boron
introduction. Stars indicate the peaks corresponding to
C59B molecules. 
Temperature variation of the ratio of C59B+ and  ion currents in the mass spectrum of a boron-doped fullerene

T, K 719 753 769 770 790 773 757

log{I(C59B+)/I( )} 0.495 0.377 0.238 0.279 0.299 0.418 0.408
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erofullerenes can readily form in a carbon–helium
plasma jet at atmospheric pressure. 
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Abstract—Methods used for the measurement of the efficiency of the electron beam formation in an open dis-
charge are critically analyzed. It is shown that a high efficiency determined as the ratio of the beam current to
the total current, η = je/j, can serve neither as evidence for one of the open discharge mechanisms nor as a true
criterion of the energy efficiency of the beam formation. Under typical open discharge conditions, when elec-
trons in the entire discharge gap occur in the runaway regime, the η value is close to the geometric transparency
of the anode grid and is independent of the coefficient of electron emission (γ) from the cathode. It is also dem-
onstrated that recent experiments reported by P.A. Bokhan and D.E. Zakrevsky [Tech. Phys. Lett. 28, 74 (2002)]
do not prove the photoelectron nature of the discharge studied but, on the contrary, confirm once again that the
open discharge is not induced by photoelectrons. © 2003 MAIK “Nauka/Interperiodica”.
In the author’s opinion, the question concerning the
measurement of efficiency referred to in the heading
has received much attention in connection with the
active discussion about the mechanism of open dis-
charge (OD): the point is whether the OD is maintained
due to the cathode photoexcitation from the drift space
behind the anode grid [1–4] or it is due to the cathode
being bombarded with fast heavy particles [5–8]. The
discussion was animated by publication [2], describing
experiments in which the photoelectron-maintained (as
believed by the authors of [2]) OD showed “an
extremely high electron beam generation efficiency: for
pHe = 8.5–9 Torr and an electron beam current density
of je = 5–7 mA/cm2, the efficiency reaches η = 98.3%.”
Note that the efficiency η was determined in [2] as the
ratio of the collector current je to the total current j. 

Below, the problem concerning the methods used
for measuring the efficiency (briefly addressed in [7, 8])
will be considered from the most general standpoint
and the experiments reported in [2] will be given an
interpretation different from that proposed by the
authors. The working gas in all cases is helium.

1. First, consider the case of an OD with a usual
anode grid. We will use slightly modified reasoning
of [9]. Let equal numbers of ions and electrons (Ni = Ne)
be generated as a result of the ionization processes in
the discharge gap. A fraction k of these electrons, accel-
erated to a velocity sufficiently high to reach the collec-
tor in a field ensuring the “runaway” of electrons [E/p >
(E/p)cr = 150 V/(cm Torr)], will join the electron beam
together with the electrons produced in the γ-processes
1063-7850/03/2902- $24.00 © 20171
on the cathode. For the parameter η, this yields 

, (1)

where j = je + ja, ja is the anode grid current and µ is the
geometric transparency of the grid. 

Now let us consider typical pulsed OD regimes for
which the potential or field strength distributions in the
discharge gap have been measured [3, 10]. Note that the
residual field behind the region of the cathode potential
fall can exceed the (E/p)cr value by one order of magni-
tude [3], which implies that all electrons generated
within the gap volume can occur in the regime of con-
tinuous acceleration. Therefore, the coefficient k can be
close to unity and η ≈ µ, which is usually observed
under the optimum OD conditions; it is important to
note that η in this case is independent of the γ value. For
the simplest discharge featuring weakly distorted field,
the current to the grid wires is small and η ≈ ξ [11]. 

All the recent attempts at proving the photoelectron
nature of the OD reduce to the following algorithm:
once the ion- and atom-induced electron emission from
the cathode cannot provide for the required level, this
role is a priori performed by photoemission (the real
contribution of which is difficult to determine). The
estimates and calculations either ignored the atom-
induced electron emission [12] or determined the value
of ξ in Eq. (1) by the formula ξ = γNi(γNi + Ni)–1 =
γ(γ + 1)–1 [4], that is, with neglect of the flux of elec-
trons generated in the gap volume (k = 0) and thus
understating the calculated η value (a different, most
general approach to solving this problem has been
developed, e.g., in [7, 8]). Note also that it is incorrect
to compare the parameter η directly to the efficiency of

η je/ j µ kNi γNi+( ) γNi Ni+( ) 1– µξ= = =
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traditional electron guns with anode plasma [13, 14],
for which the efficiency is measured with the aid of cal-
orimeters, thus taking into account the beam energy
rather than the current. These values would mean the
same only if the OD were actually of photoelectron
nature. 

2. All of what was said above concerning the effi-
ciency measurements fully applies to the experiments
[2] with continuous discharge in a device of the type
depicted in Fig. 1, which immediately casts doubt on
the conclusion [2] that η = 98.3% “can be provided (at
an anode voltage of 2.5–3 kV) only by the photoelec-
tron emission mechanism.” Indeed, a usual discharge
with anode plasma at U = 2.4 kV provides for an energy
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Fig. 1. Schematic diagram of the fragment of a discharge
cell used in the experiments reported in [2]: several flat
quartz plates supporting molybdenum rods (anode) are
arranged near (d0 = 1 mm) a stainless steel cathode. 

Fig. 2. An autograph on the surface of a duralumin cathode
with a diameter of 25 mm, operated in a plane-parallel dis-
charge gap filled with a He : O2 mixture (100 : 1) at p ≈
1 Torr and U ≈ 20 kV. The cathode was covered with 3-mm-
thick glass plate (spaced by 1 mm from the cathode surface)
with a 22-mm-diameter hole. The image displays traces of
erosion in the form of a ring with the same diameter
(22 mm). 
TE
efficiency of 70% [14], but this efficiency (as noted
above) cannot be compared to the parameter η. In addi-
tion, note that η in the OD can be close to unity (η ≈
ξ ≈ 1) is by no means new and was previously demon-
strated under the conditions when the current to the grid
wires is small, as in the initial low-current stage of a
pulsed discharge [15, Fig. 1] or even in the stage of
maximum current in the simplest discharge [11]. 

Moreover, note that, in the discharge gap geometry
depicted in Fig. 1, the collector current may contain a
contribution due to the direct discharge (including a
low-voltage form) passing from the main discharge
region immediately to the collector. 

Let us turn to comments on the experimental results
presented in [2, Fig. 2] (for p = 8.3 Torr). When the volt-
age is small, a discharge initiated in the cavities
between quartz plates is not influenced by these cavi-
ties. According to the pattern of field lines and electron
trajectories, the discharge occupies (as usually [13, 16])
only a small central part of the cathode in the front of
each cavity. As the voltage U (and the current)
increases, the volume charge begins to distort the field
in the interelectrode gap and the cathode area occupied
by the discharge tends to grow. This process, together
with the growth in γ, is accompanied by a rapid increase
in the total current j. 

As the voltage U grows further, the increase in cur-
rent slows down, while the onset of processes on the
walls of the cavities, where negative charges (screening
the field at the cathode as in the case of a hollow cath-
ode) begin to deposit, can even somewhat decrease the
total current j [2, Fig. 2]. The process of plasma dis-
placement from the cavities proceeds [17] and the main
part of the applied voltage drops in the near-anode
region, from which a discharge takes place immediately
to the collector (under constrained conditions, the dis-
charge proceeds via longer pathways [18]). This is
favored by effective charging of the surface of quartz
plates directly from the cathode (due to edge effects).
This is illustrated by the autograph (obtained under
somewhat different conditions) in Fig. 2, where the
central cathode spot (formed due to the metal oxida-
tion) corresponds to the main discharge region and
exhibits no traces of erosion. A denser discharge (with
evidence of significant erosion of the cathode surface)
charging the edge surface of a hole in a glass plate did
not influence overall stability of the discharge. Eventu-
ally, the maximum current was limited by a spark dis-
charge at these sites, which was accompanied by a sig-
nificant erosion of the cathode. 

Now it will be demonstrated that the results of
experiments reported in [2] lead directly to a conclu-
sion that only a small part of the applied voltage drops
in the near-cathode region. As pointed out in [2], “a
deep suppression of the ion current to cathode results in
that the total current density in the open discharge is
lower by more than three orders of magnitude than that
in the anomalous discharge (jAD = 2.5 × 10−12p2U3 [19].”
CHNICAL PHYSICS LETTERS      Vol. 29      No. 2      2003
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Indeed, according to this formula, the maximum of j =
1.2 mA/cm2 (observed at U = 640 V [2, Fig. 2]) must
correspond to U = 190 V, which is in fact much lower
than 640 V. However, the formula must involve the
value of a cathode fall Ucf [19], rather than the voltage U
applied to the gap, as was adopted in [2]. As demon-
strated in [19] for a broad range of conditions of the
usual OD with a gap width d and a cathode fall length
lcf ≤ d, the discharge current in a quasistationary regime
corresponds to anomalous discharge current jAD. In the
case under consideration, according to [20], for j =
1.2 mA/cm2 we obtain lcf = 0.75 mm (which is smaller
than d0 = 1 mm in Fig. 1). Therefore, the discharge cur-
rent developed in the near-cathode region of length ~d0
must correspond to a cathode fall of Ucf = 190 V. The
remaining part of the applied voltage (∆U = 450 V)
drops across the near-anode region from which the cur-
rent to collector is transferred both by the electron beam
and by direct discharge. The second buildup of the cur-
rent, observed when the voltage increases above U >
2−3 kV (see [2, Fig. 3]), can be a result of the onset of
a denser plasma penetrating into the cavities [17, 18].
Note that, in a high-voltage discharge with a hollow
cathode, the plasma potential in a cathode cavity relative
to the cathode amounts to 100–400 V [18]. The main part
of the applied voltage (i.e., that forming the electron
beam) drops in front of the cathode cavity [18]. 

Not let us turn to the parameter η which exhibits a
sharp drop at U < 850 V (see [2, Fig. 2]). This result is
not surprising, since the fastest electrons in these exper-
iments can reach the collector if the penetration depth
lN = 0.02p–1U [Torr V] [21] is greater than the distance
between cathode and collector (2.8 cm), that is, for U >
1.2 kV. However, a significant collector current in [2]
was observed immediately under the near-threshold
discharge initiation conditions (Uth = 440 V) for which
lN = 1 cm, which is also indicative of a direct discharge
to collector developed from a near-anode region or
from the region of negative space charge carried out by
the electron beam. Here, it should be also taken into
account that the average field strength in the gap (d =
6 mm) reaches a critical level at Ucr = (E/p)crpd = 750 V. 

Thus, in measuring the electron beam current, we
should take into account the possibility that the collec-
tor detects a direct discharge current in addition to the
beam current. Upon the charge separation in the field at
the cathode surface, after the γ-processes or the ioniza-
tion events within the discharge gap, the motion of
charges (electrons and ions) toward an external current
source will be registered as a collector current for all
electrons striking the collector, even if these electrons
have acquired a negligibly small velocity on their path-
way. 

Finally, let us discuss (albeit not for the first time)
the question originally formulated in [5]: why are high
voltages necessary for the photoelectron discharge? As
is known, the maximum fraction of the discharge
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 2      200
energy spent for excitation of the resonance He line
(from which a maximum photoemission effect has to be
expected [22]) corresponds to (E/p)opt = 65 V/(cm Torr)
[23]. Under the conditions studied (d = 6 mm, p =
8.3 Torr), the optimum voltage is Uopt = 320 V < Uth =
440 V. For Uopt , or close to this, the photoelectron dis-
charge (believed to be initiated and maintained due to
photoelectron emission [24]) must increase up to a level
[6] determined by the “3/2 power” law: j = 2.34 ×
10−6U3/2d–2. In particular, for U = Uth = 2 kV, this yields
60 mA/cm2 or 0.6 A/cm2, which is two orders of mag-
nitude higher than the level attained in [2]. Moreover, as
U increases far above Uopt , the medium becomes more
and more transparent for the electron beam (for U =
2 kV, IN = 5 cm). Therefore, the efficiency of photoex-
citation and, hence, the photoelectron-induced dis-
charge current must drop rather than grow (as in the
experiment). From the standpoint of the traditional
notion about the glow discharge, the increase in the cur-
rent with the voltage U is readily explained by the total
emission from the cathode increasing due to a growth
in the energy of ions (as well as of atoms) and their flux
from the near-anode plasma [7, 8, 13]. 

3. The qualitative pattern of the experiments
reported in [2], as outlined above, may differ in some
details from the true situation. In order to refine this pat-
tern, one must at least know the true distribution of the
potential (or field strength) in the discharge gap. Never-
theless, the most general points of the analysis (based
on the experimental data only) will always be retained.
These are as follows. Under the optimum OD condi-
tions, the parameter η is independent of γ, which fol-
lows from the results of measurements of the field
strength in the gap [3]. High values of the working volt-
ages in the OD studied are very far from the optimum
conditions for the effective photoemission from the
cathode [22, 23]. The small total current observed in the
experiments reported in [2] and, on the contrary, the rel-
atively large collector currents (especially at low volt-
ages, when the electron beam does not reach the collec-
tor), are indicative of the voltage drop being concen-
trated mainly in the near-anode region. A direct
discharge from this region to the collector was mistaken
in [2] as the electron beam current. 

Finally, a small value of the voltage drop in the d0
region at the cathode makes a high energy efficiency
unattainable for any value of the photoemission coeffi-
cient. Low fields can feature avalanche development
(up to five electrons in each at 190 V [23]) and an insig-
nificant atom-induced electron emission. The small
current observed in the experiments is evidence of a
weak feedback and, hence, of the absence of any signif-
icant contribution due to photoemission. 

Thus, it was demonstrated that (i) a high efficiency
of the electron beam formation determined as the ratio
of the beam current to the total current can serve neither
as evidence for one of the open discharge mechanisms
nor as a true criterion of the energy efficiency of the
3
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electron beam formation. The results of experiments
reported in [2] do not prove the photoelectron nature of
the discharge studied but, on the contrary, confirm once
again the earlier conclusion of the author of this letter
that the open discharge is not of a photoelectron nature. 

Comments on the calculations of the emission coef-
ficient γ [4, 25] and on the role of compensation cur-
rents in the OD [4] are planned as separate publications. 
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Abstract—The laws of variation of the flow stress (σ) and latent strain energy (Es) in the course of plastic
deformation have been studied in the samples of a titanium-doped chromium–nickel steel (12Kh18N10T grade)
before and after neutron irradiation to a dose of 5 × 1022 m–2 (neutron energy E > 0.1 MeV). The Es versus σ
curve can be divided into several characteristic regions, the first of which is described by a relation of the type
Es ~ E0 + kσ2 (E0 and k being certain coefficients). It is established that neutron irradiation shifts the Es versus
σ curve toward smaller latent energies. © 2003 MAIK “Nauka/Interperiodica”.
Introduction. A defect structure, which is formed
and evolved in the course of irradiation and/or plastic
deformation of metal crystals, is the “carrier” of a latent
strain energy Es . Behavior of the Es value is related to
changes in many important properties (physical,
mechanical, chemical) of metals and alloys, as well to
the features of structural and phase transformations tak-
ing place in these materials [1]. In particular, it was sug-
gested that the ability of a material to accumulate and
dissipate mechanical energy supplied from outside may
determine the laws and degree of strain hardening [2].
On the other hand, a defect structure influences the
level of internal stresses in a crystal, and, hence, Es at
any instant of plastic deformation must be related to the
flow stress σ. This relation has been considered, for
example, in [3], where it is shown that Es ~ σ2. How-
ever, the problem is still far from being completely
solved for real materials (especially, for polycrystals)
containing radiation-induced defects.

Experimental. We have studied the process of
energy accumulation and dissipation in the course of
plastic deformation of unirradiated and irradiated met-
als and alloys. The experiments were performed in a
specially designed setup combining a differential Cal-
vet calorimeter with a microtesting machine [4], which
made it possible to measure simultaneously a stress–
strain diagram (plotted as the loading force F versus
elongation ∆l) and a DSC thermogram (plotted as the
heat evolution rate dQ/dt versus time t). Previously, this
setup was used to study the energy accumulation and
dissipation in the course of tensile tests of iron and nio-
bium [5] and a titanium-doped chromium–nickel auste-
nite steel (12Kh18N10T grade) [6].

In this paper, we report on the results of investiga-
tion of samples of 12Kh18N10T steel with dimensions
10 × 3.5 × 0.3 mm prepared by austenization for 30 min
1063-7850/03/2902- $24.00 © 20085
at 1323 K in vacuum, followed by cooling in water. The
samples were tested in the initial (unirradiated) state
and after neutron irradiation to a total fluence of 5 ×
1022 m–2 (neutron energy E > 0.1 MeV; the sample tem-
perature during irradiation did not exceed 330 K). Both
unirradiated and neutron-irradiated samples were
uniaxially stretched at a rate of 8.3 × 10–4 s–1 inside a
microcalorimeter cell in the temperature range from
293 to 473 K. The simultaneously measured stress–
strain diagrams and DSC thermograms were used to

determine the deformation work A = dl, the dissi-

pated heat Q = /dt)dt, and the total latent energy

Es = A – Q.

Upon treating the DSC thermograms as described in
detail elsewhere [7], we calculated the energy charac-
teristic A, Q, and Es as functions of the applied stress σ
(the error of determining Es did not exceed 15%). These
experimental data were used to plot the Es versus σ1
plots, where σ1 is the true stress defined as σ1 = F1S1.
The true stress was determined using an empirical rela-
tion established previously between the current cross
section Si and the corresponding relative elongation δi,

where δ0 and δ are the uniform and total deformation,
respectively; S0 is the initial sample cross section; and
A and B are constant coefficients. Deviation of the value
of σ1, calculated using this formula, from the stress
measured in a control experiment (where the current
sample width and thickness were measured directly)
did not exceed 5% in the uniform deformation range

F∫
( Qd∫

Si S0 Aδi– B
δ0 δi–

δ
--------------- 

  ,exp–=
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(below, we omit the subscript and denote the true stress
by σ).

Results and discussion. Figure 1 shows a primary
DSC thermogram (distorted because of a delay in the
calorimeter response) measured in the course of the cal-
orimetric run, the corresponding true thermogram
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Fig. 1. Typical experimental and recalculated curves for
unirradiated 12Kh18N10T stainless steel samples tensile
tested at 293 K: (a) primary (1) and restored (2) DSC ther-
mograms; (b) stress–strain diagrams plotted as (1) load F
versus total elongation ∆l, (2) effective stress σ versus resid-
ual strain δ, and (3) true stress σ1 versus residual strain δ.
T

(restored as described in [7]), the experimental F versus
∆l curve, and the stress–strain diagram (σ versus δ) cal-
culated with allowance for a change in the sample cross
section. The values of strength and plasticity parame-
ters, as well as the energy characteristics of strain deter-
mined using the experimental results for 12Kh18N10T
steel, are presented in the table. As can be seen from
these data, the neutron-irradiated steel samples accu-
mulate a significantly lower energy and dissipate a
greater energy than do the initial (unirradiated) sam-
ples. This behavior is in agreement with our previous
results [6]. As can also be seen from Fig. 1, the true flow
stress increases until the sample exhibits fracture,
which is reflected by a high peak of heat evolution in
the DSC thermogram. As the degree of sample defor-
mation increases, the rate of latent energy accumulation
decreases; after local strain development, almost no
energy is accumulated in the material.

Figure 2 shows the plots of specific latent energy Es
versus flow stress σ. As can be seen, the curves corre-
sponding to the initial and irradiated samples are simi-
lar, but the latter curve is shifted toward lower Es values
(downward the energy axis). An analysis of the Es =
f(σ) function showed that the uniform deformation
range can be divided into several characteristic regions,
the first of which (corresponding to small deformations
and stresses) is described by a relation of the type

(1)

where E0 and k are coefficients which can be assigned a
certain physical meaning.

It is most probable that the absolute value of E0 char-
acterizes the internal energy of a polycrystal, which is
related to a structural state of the initial (undeformed)
material, the development of grain boundaries, and the
morphology and concentration of defects in the crystal
lattice. The numerical value of E0 can be determined
using the experimental curve of Es = f(σ), through
extrapolation of the approximating parabola to inter-
section with the ordinate axis (σ = 0). It was found (see
table) that unirradiated steel tensile tested at various
temperatures in the interval from 293 to 473 K is char-

Es E0 kσ2,+=
Mechanical and energy characteristics of 12Kh18N10T steel before and after neutron irradiation (total fluence, 5 × 1022 m–2)

Sample state and test 
temperature, K σ0.2, MPa σu, MPa δ0, % δ, % A, MJ/m3 Q, MJ/m3 Es, MJ/m3 k × 10–4 |E0|,

MJ/m3

Initial 298 18 660 65 70 410 310 100 1.5 6

Irradiated 440 720 53 61 405 332 73 1.4 25

Initial 423 140 440 34 37 140 90 50 1.8 5

Irradiated 330 530 37 42 200 152 48 1.8 18

Initial 473 140 470 33 36 142 96 46 2.0 5

Irradiated 320 500 29 34 162 119 43 2.0 16

Note: the values of k refer to region 1 in Fig. 2.
ECHNICAL PHYSICS LETTERS      Vol. 29      No. 2      2003
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acterized by very close E0 values. This fact may be evi-
dence of the structural sensitivity of the E0 value. At the
same time, the E0 values of irradiated samples decrease
with increasing temperature. This is probably related to
partial annealing of the radiation defects in the course
of heating the sample up to the temperature of tensile
testing. Note that a quadratic dependence of the stored
energy on the flow stress in the early stage of deforma-
tion was also observed in our experiments with pure
copper (both unirradiated and neutron-irradiated to a
dose of 2 × 1024 m–2) [10].

The curves of Es = f(σ) for both initial and neutron-
irradiated samples of 12Kh18N10T steel (Fig. 2) reveal
four characteristic regions in the range of stresses
below ultimate strength. This does not contradict the
existing notions about plastic flow stages, whereby var-
ious dislocation structures sequentially form and dom-
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Fig. 2. Plots of the latent strain energy Es versus flow stress
σ for (a) initial and (b) neutron-irradiated 12Kh18N10T
steel tensile tested at 293 K. Dashed curve represents the
approximating parabola for region 1; region L corresponds
to the state of local strain development.
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inate in the strained material [1]. As can be seen from
Fig. 2, the Es versus σ curve for the irradiated steel is
shifted by ~20 MJ/m3 toward lower energies, which is
probably related to an additional latent energy related
to the radiation-induced defects.

Another noteworthy experimental fact is the pres-
ence of certain features in the temperature variation of
parameter k in the first region separated on the Es = f(σ)
curve (see table). The higher the temperature of test-
ing, the greater the k value. The temperature sensitivity
of k can be related to an increase in the stacking fault
energy with increasing temperature known in stainless
steels [8, 9].

Conclusion. We have experimentally studied the
relationship between the latent strain energy Es and the
flow stress σ of 12Kh18N10T stainless steel samples
continuously strained inside a calorimetric cell after
austenization and neutron irradiation to a total fluence
of 5 × 1022 m–2. It is established that the Es(σ) curve can
be divided into several characteristic regions, the first of
which is described by a relation of the type Es ~ kσ2.

REFERENCES
1. M. A. Bol’shanina and V. E. Panin, Latent Strain Energy,

in Investigations in Solid State Physics (Akademizdat,
Moscow, 1957).

2. V. V. Rybin, Large Plastic Deformations and Fracture of
Metals (Metallurgiya, Moscow, 1986).

3. J. Friedel, Dislocations (Oxford, 1964; Mir, Moscow,
1967).

4. O. P. Maksimkin, Preprint 94-02 (Physicotechnical Insti-
tute, Natl. Acad. Sci., Kazakhstan, Almaty, 1994).

5. O. P. Maksimkin and M. N. Gusev, Pis’ma Zh. Tekh. Fiz.
27 (24), 85 (2001) [Tech. Phys. Lett. 27, 1065 (2001)]. 

6. Sh. Sh. Ibragimov, O. P. Maksimkin, and A. V. Bolotov,
At. Energ. 66 (6), 430 (1989).

7. I. V. Astaf’ev and O. P. Maksimkin, Zavod. Lab., No. 1,
44 (1994).

8. Yu. N. Petrov, Defects and Diffusionless Transforma-
tions in Steel (Naukova Dumka, Kiev, 1972), p. 101.

9. O. P. Maksimkin and M. N. Gusev, in Effects of Radia-
tion on Materials: Proceedings of the 20th International
Symposium (ASTM Spec. Tech. Publ. 1405) (ASTM,
2001), pp. 813–824.

Translated by P. Pozdeev
3



  

Technical Physics Letters, Vol. 29, No. 2, 2003, pp. 88–89. Translated from Pis’ma v Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 29, No. 3, 2003, pp. 8–12.
Original Russian Text Copyright © 2003 by Bulyarski

 

œ

 

, Svetukhin.

                                            
Determining Defect Complex Formation Parameters
from Isochronous Annealing Curves
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Abstract—Parameters of the defect complex formation in semiconductors can be determined from the exper-
imental curves of isochronous annealing. By processing data on the annealing of Au–Fe complexes in silicon,
estimates are obtained for the complex formation energy (0.8 eV) and the activation energy of iron diffusion
(0.9 eV). © 2003 MAIK “Nauka/Interperiodica”.
The process of defect complex formation may cause
degradation of semiconductor devices, but it can also be
used as a means of controlling the material properties.
For these reasons, investigation of the complex forma-
tion process and determination of the nature of com-
plexes are important tasks for research in semicon-
ductors.

It is rather a common situation when a complex (K)
is formed by two defects (A and B). The process corre-
sponds to the scheme A + B  K and is described by
a system of kinetic equations 

(1)

where g is the complex decay rate constant, c is the
complex formation rate constant, and NK, NA, and NB
are the concentrations of complexes K and component
species of the A and B types, respectively.

Solving the system of Eqs. (1) with the initial condi-
tions

(2)

yields the concentration of complexes as a function of
the time [1]

(3)

where λ = g + c[  +  + 2(  – )]. Note that
the variables in Eqs. (1) also obey the condition of con-
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servation of the total number of species A and B:

(4)

The concentration of complexes increases with the

time to approach the equilibrium value  determined
by the formulas

(5)

The equilibrium solution (5) must coincide with the
result of thermal cycling [1] described by the equation 

(6)

where N is the concentration of lattice cites occupied by
the defects, Z is the number of equivalent orientations
of the complex, GK is the Gibbs free energy of the com-
plex formation. The latter quantity is related to the
enthalpy (HK) and entropy (SK) of defect formation as
GK = HK – SKT. 

A solution of Eq. (6) coincides with the equilibrium
defect concentration (5), provided that

(7)

This useful formula established a relation between
the kinetic coefficients determining the formation and
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decay of the complexes studied. Condition (7) is satis-
fied, for example, with the kinetic coefficients in the
following form:

(8)

(9)

where Ec and Eg are the activation energies for the com-
plex formation and decay, respectively. In the case
when the complex formation process is controlled by
diffusion, the coefficient c is related to the coefficients
of diffusion of the components: c = 4πR0(DA + DB),
where R0 is the effective interaction radius. Under these
conditions, Ec in expression (8) coincides with the acti-
vation energy for the component possessing maximum
mobility.

In practice, the process of complex formation can be
conveniently studied using the curves of isochronous
annealing representing the concentration of complexes
as a function of the annealing temperature at a fixed
duration of the treatment. An expression describing the
isochronous annealing curve can be obtained from for-
mulas (3) and (5), by fixing the time t and considering
NK as the function of the temperature. 

Assuming that the initial concentration of one com-
ponent is much greater than that of the other, expres-
sions (3) and (5) can be simplified to

(10)

(11)

where A, B, and C are constant coefficients.
An analysis of Eqs. (7) and (8) shows that the iso-

chronous annealing curve, as reflecting the complex
formation process, has a dome shape limited by decay
of the complexes in the high-temperature region and
by diffusion of the most mobile component in the low-
temperature region. In the high-temperature region,
the concentration of complexes coincides with the

equilibrium value. Using the approximation  ≅
exp  and describing the high-temperature

“tail” of the isochronous annealing curve by formula (10),
it is possible to determine the enthalpy (free energy) of
the complex formation HK. Then, expression (11)
describing the high-temperature part of the isochronous
annealing curve in more detail yields the coefficients A

c T( ) Ac
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and B. Upon substituting the values of A, B, and HK
determined in this way into formulas (7) and (8), we
can evaluate the activation energy Ec of diffusion of the
most mobile component of the complex, which is cal-
culated as the slope of the plot of

ln  versus 1/kT.

An example of the curve of isochronous annealing
of Au–Fe complexes in silicon is presented in the figure
together with the results of data processing according to
the proposed method. The curve describing variation of
the Au–Fe complexes is supplemented by the atomic
concentration profile of gold. The treatment of these
data gave the enthalpy of Au–Fe complex formation
(HK ≈ –0.8 eV) and the diffusion activation energy for
one of the components (Ec ≈ 0.9 eV). The latter value
coincides with the known activation energy for iron dif-
fusion in silicon.

REFERENCES
1. V. V. Svetukhin and S. V. Bulyarskiœ, Izv. Ross. Akad.

Nauk, Neorg. Mater. 33, 246 (1997).
2. V. S. Vavilov, V. F. Kiselev, and B. N. Mukashev, Defects

in the Bulk and on the Surface of Silicon (Nauka, Mos-
cow, 1990).

Translated by P. Pozdeev

NK
0 NK

eq T( )–

NK T( ) NK
eq T( )–

---------------------------------------












ln




4

2000

Au–Fe Au 

400 T, °C

8

12

16

20
NAu–Fe, NAu, 1012 cm–3

Isochronous annealing of Au–Fe complexes in silicon: solid
curves show the concentrations of defect complexes
(NAu−Fe) and gold atoms (NAu) calculated using formulas (10)
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tal data [2].
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Abstract—Separate molecules possessing high dipole moments (water, naphthalene) were deposited from the
gas phase onto a conducting sample under the action of an inhomogeneous electric field perpendicular to the
substrate surface. It was established that the character of the image of adsorbed molecules observed with a field-
ion microscope depends on the substrate temperature and the electric field strength. Using this phenomenon, it
is possible to estimate the temperature of adsorbed molecules (and of the substrate) by examining their images
or to solve the reverse problem of identifying molecules adsorbed at the known substrate temperature and elec-
tric field strength. It is suggested to explain the observed effects by considering an adsorbed molecule as a gyro-
scope exhibiting nutation. The unique local character of this method makes it a promising tool for nanotechnol-
ogy and for the investigation of fine thermal effects on solid surfaces. © 2003 MAIK “Nauka/Interperiodica”.
Miniaturization is one of the most important trends
in advanced technologies. It can be expected that the
development of nanotechnology will make possible the
solution of many global technical problems. The
progress in this field stipulates, in particular, the devel-
opment of more and more local techniques for temper-
ature measurements. For example, researchers in Japan
suggested using a gallium-filled carbon nanotube as a
nanothermometer [1]. This device was completely syn-
thesized in a single technological cycle. The gallium
column, moving inside the carbon nanotube in response
to the temperature variations in the interval from 50 to
500°C, was observed in a scanning tunneling micro-
scope. The length of this thermometer was about 10 µm
and the diameter was as small as 75 nm.

Below, it is demonstrated that the dimensions of a
nanothermometer can be significantly decreased by
using a single molecule as a temperature probe. In addi-
tion, this will decrease disturbances of the temperature
field of the nanoobject being studied, which are
unavoidably caused by any probe. The smaller the num-
ber of elements in a subsystem studied, the greater the
possible relative fluctuations. For this reason, it is not
possible to judge the temperature of a gas by observing
a single free molecule. In contrast, each molecule in a
solid is confined in the crystal lattice and, hence, is
much more strongly bound to the system and involved
in a high-rate energy exchange with the surrounding
molecules. Therefore, “time-averaged” observations of
a single molecule in this case allow the whole sample
temperature to be determined. Unfortunately, monitor-
ing the amplitude and frequency of oscillations of a sin-
gle molecule inside a solid is still beyond our possibi-
lities.
1063-7850/03/2902- $24.00 © 20090
However, molecules adsorbed on a solid surface
occur under special conditions and possess rotational
degrees of freedom in addition to the vibrational ones.
On the one hand, this allows an adsorbed molecule to
effectively exchange energy with the substrate; on the
other hand, this renders the molecule observable and
allows us to estimate the amplitude and frequency of
the molecular oscillations. In this study, such estimates
were obtained by using field-ion microscopy tech-
niques [2].

The experiments were performed using samples in
the form of microscopic points with an apical diameter
ranging from 50 to 1000 nm. The points were made of
tungsten, molybdenum, or stainless steel by the method
described elsewhere [3]. The vacuum chamber of a
field-ion microscope was filled with helium to a pres-
sure of 10–3 Pa. Then, a trace amount of molecules pos-
sessing a relatively large dipole moment (e.g., water or
naphthalene) was admitted into the chamber and a
gradually increasing positive potential was applied to
the metal point. The molecules with a large dipole
moment, occurring in a strongly inhomogeneous elec-
tric field in the vicinity of the metal point, were effec-
tively attracted to the metal surface. When such a mol-
ecule is adsorbed on the surface, the local field strength
at the free dangling end of the molecule is stronger than
the average field strength on the metal surface. As a
result, atoms of the imaging gas (helium) are ionized in
the region of stronger field, after which the positive
helium ions move to a grounded screen and form an
image of the adsorbed molecule. An assembly of
microchannel plates (ion–electron converter multipli-
ers) mounted in front of the screen enhanced the image
brightness by a factor of 108.
003 MAIK “Nauka/Interperiodica”
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Typically, a molecule is imaged by a simple bright
spot on the screen. However, when the electric potential
applied to the point is smoothly adjusted close to a min-
imum level necessary to hold a molecule at the metal sur-
face, the image becomes more complicated. Figure 1
shows a field-ion image of a water molecule adsorbed
on a microscopic point at room temperature. If the
potential is fixed and the sample is cooled (by admitting
coolant into a special vessel in thermal contact with the
point holder) from room temperature to the liquid nitro-
gen temperature, the image exhibits stepwise variation
by passing via a sequence of stable states. Unfortu-
nately, the exact temperatures at which these transitions
take place are still not determined, because the temper-
ature of the point tip established in the course of these
transient processes is unknown. However, a compari-
son of Fig. 1 (room temperature) and Fig. 2 (liquid
nitrogen temperature) reveals clear differences between
the two images. In particular, a characteristic sign is the
presence or absence of a bright spot at the center of the
image.

The simplest explanation of the phenomenon
observed can probably be provided by considering an
adsorbed molecule as a gyroscope with one fixed point.
When the frequencies of rotations about the molecular
axis and the normal to the substrate surface are multi-
ples of each other, there arises a gyroscopic nutation
effect [4]. According to this, the free end of a rotating
gyroscope in certain points occurs in the topmost posi-
tion (to yield the brightest image), while at the other
points it takes the lowest position. However, by no
means can all experimental observations be rational-
ized using this simplest model. Evidently, a more ade-
quate quantum-chemical model has to be developed
that would describe vibrations of a molecule adsorbed
on a substrate and exchanging energy quanta with the
surface.

The above phenomenon can be of interest from the
standpoint of both basic knowledge and applications.
There is a unique possibility of monitoring elementary
processes. In this context, it is important to determine
the frequencies of molecular vibrations and study the
problem of electromagnetic energy dissipation (involv-
ing the energy conversion from thermal to electromag-
netic). It is not excluded that specially selected mono-
molecular films exposed to electric field will allow us to
control the process of electromagnetic energy absorp-
tion and emission by solid surfaces. Possible practical
applications include temperature monitoring in nanodi-
mensional structures.

Additional possibilities would be offered by a data-
base concerning the images of various molecules
adsorbed at exactly known temperatures and electric
field strengths. In particular, this will provide a means
of nondestructive visual identification of the chemical
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 2      2003
nature of separate molecules. In the near future, this
approach in combination with advanced field-ion and
atomic-probe facilities will make possible detailed
investigations of the response of individual molecules
and submonolayer films to temperature variations and
other physical factors (laser radiation, low-energy par-
ticle bombardment, etc.).
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Fig. 1. Field-ion image of an adsorbed water molecule at
room temperature.

Fig. 2. Field-ion image of an adsorbed water molecule at
liquid nitrogen temperature.
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Abstract—An exact formula describing the effective coefficient of diffusion for Brownian particles in a rapidly
fluctuating periodic potential field is derived. It is shown that, irrespective of the particular form of the potential,
the particle migration is accelerated as compared to the case of free diffusion. The values of diffusion coeffi-
cients for several particular potential profiles are calculated. © 2003 MAIK “Nauka/Interperiodica”.
Malakhov [1] showed that the diffusion of Brownian
particles in a rapidly fluctuating periodic potential field
can be accelerated as compared to the case of free dif-
fusion. However, an exact formula for the effective coef-
ficient of diffusion (Deff) was obtained only for a saw-
tooth potential profile. This study aimed at deriving an
exact relation for Deff in an arbitrary periodic potential. 

Let us consider, following [1], the Langevin equa-
tion for the coordinate of a Brownian particle moving in
a fluctuating periodic field U(x) under conditions of
overdamping:

(1)

Here, ξ(t) and ζ(t) are statistically independent Gauss-
ian white noise functions with zero means, 〈ξ (t)〉  =
〈ζ (t)〉  = 0 and the intensities D and Dζ, respectively:
〈ξ (t)ξ(t + τ)〉  = Dδ(τ) and 〈ζ (t)ζ(t + τ)〉  = Dζδ(τ). In
what follows, the potential U(x) is considered as an
even function of period L, and the origin of coordinates
is placed at one of the points of minimum.

According to [2–4], the effective coefficient of dif-
fusion is defined as the limit

(2)

The Fokker–Planck equation for the probability density
W(x, t) of the Brownian particle coordinate satisfying
Eq. (1) can be written as

(3)

Being interested only in the asymptotic behavior of the
mean square coordinate, we can set the initial condition
to Eq. (3) in an arbitrary manner. Let all Brownian par-
ticles at the time t = 0 be situated at the origin: W(x, 0) =
δ(x). Then, owing to the even potential U(x), the diffu-

dx
dt
------

dU x( )
dx

---------------ζ t( )– ξ t( ).+=

Deff
x2 t( )〈 〉

t
-----------------
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d
dt
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D
2
----∂2W

∂x2
----------.+=
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sion at t > 0 will proceed symmetrically in both direc-
tions of the Ox axis, and the probability flux at x = 0 and
〈x(t)〉  will be equal to zero. This implies that Deff can be
calculated by placing a reflecting screen at the origin
and considering diffusion only in the direction of posi-
tive x.

It is convenient to introduce Laplace transform of
the probability density,

which allows Eq. (3) to be written in the form of an
ordinary second-order differential equation for Y(x, s):

(4)

supplemented by the normalization condition

(5)

According to Floquet’s theorem (see [5, p. 110]), linear
homogeneous Eq. (4) with periodic coefficients has a
solution of the type

(6)

where Φ(x, s) is a periodic function of x (with the same
period L) and µ(s) is a characteristic exponent. For
s = 0, Eq. (4) has a purely periodic solution. This
implies that µ(s)  0 as s  0. Note also that,
according to formula (6),

(7)

Using the limiting theorems for Laplace’s trans-

Y x s,( ) W x t,( )e st– t,d

0

∞

∫=

Dζ

2
------ d

dx
------U' x( ) d

dx
------U' x( )Y

D
2
----d2Y

dx2
--------- sY–+ 0 x 0>( ),=

Y x s,( ) xd

0

∞

∫ 1
s
---.=

Y x s,( ) e µ s( )x– Φ x s,( ),=

Y L s,( ) e µ s( )L– Y 0 s,( ).=
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form, definition (2) can be written as

(8)

where

(9)

Since expression (9) enters into the limit (8), it will be
sufficient to find an approximate value of this integral
for s  0 (i.e., for µ  0). Taking into account the
periodicity of the function Φ(x, s) and the normaliza-
tion condition (5), we obtain

which yields

(10)

Substituting approximation (10) into limit (8) leads to a
new expression for the effective diffusion coefficient:

(11)

which reduces the problem to determining the charac-
teristic exponent µ in the solution to Eq. (4). Calculat-
ing this value presents certain difficulties, because the
procedure is based on the condition that an infinitely
large determinant tends to zero [5]. However, in the
case under consideration, the value of µ(s) is deter-
mined directly from relation (7).

Introducing a new variable

(12)

we can rewrite Eq. (4) in a self-conjugated form

(13)
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2,

s 0→
lim=

xs
2 x2Y x s,( ) xd

0

∞

∫ x2e µx– Φ x s,( ) xd

0

∞

∫= =

=  
∂2

∂µ2
-------- e µx– Φ x s,( ) x.d

0

∞

∫

1
s
--- e µx– Φ x s,( ) xd

0

∞

∫ e µx– Φ x s,( ) xd

nL

n 1+( )L

∫
n 0=

∞

∑= =

=  e µx– Φ x s,( ) x e µnL–

n 0=

∞

∑d

0

L

∫ 1

1 e µL––
------------------=

× e µx– Φ x s,( ) x  . 
1

µL
------- e µx– Φ x s,( ) x,d

0

L

∫d

0

L

∫

xs
2
 . 

2

µ3L
--------- e µx– Φ x s,( ) x  . 

2

sµ2
--------.d

0

L

∫

Deff 2
s

µ2 s( )
-------------,

s 0→
lim=

Z x s,( ) D Dζ U' x( )[ ] 2+ Y x s,( ),=

1
2
--- D Dζ U' x( )[ ] 2+

d
dx
------ D Dζ U' x( )[ ] 2+

dZ
dx
------ sZ–  = 0.
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By substituting an independent variable

,

Eq. (13) can be reduced to a linear equation with con-
stant coefficients and, hence, readily solved. In the
region of x > 0, a bounded solution to Eq. (13) is as
follows:

(14)

where C0(s) is a constant quantity determined from the
normalization condition (5). Since the factor at Y(x, s)
in expression (12) for the new variable is a periodic
function, the characteristic exponent of solution (14)
must coincide with µ(s). Using a relation analogous to
formula (7) for Z(x, s) expressed in the form of (14), we
obtain

Substituting this expression for µ(s) into relation (11),
we obtain an exact formula for the effective diffusion
coefficient of Brownian particles in the field of an arbi-
trary periodic potential U(x):

(15)

As can be seen from formula (15), Deff > D for a
U(x) profile of any shape, which means that the diffu-
sion of particles is accelerated as compared to the case
of U(x) = 0. This result fully confirms the aforemen-
tioned assumption made in [1]. Note that, in contrast to
the case of a constant periodic field [2–4], the effective
diffusion coefficient is determined by the slope U'(x) of
the potential barrier rather than by the barrier height.

Let us consider some particular types of the U(x)
profile. For a sawtooth profile U(x) = 2E|x |/L (|x | ≤ L/2),
we immediately arrive at the exact result obtained by
Malakhov [1]:

(16)

For a sinusoidal potential U(x) = Esin2(πx/L), for-
mula (15) yields

(17)

where K(k) is the complete elliptic integral of the first
kind (0 < k < 1). For the modulating noise of a low-
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intensity Dζ (γ ! 1), expression (17) transforms to

(18)

Formula (18) coincides with the approximate result
obtained in [1] assuming a Gaussian probability density
function W(x, t). In the opposite case of γ @ 1, we can
use an asymptotic formula for the elliptic integral [6],

for which expression (17) yields

(19)

According to this result, the effective diffusion coeffi-
cient increases with the modulating noise intensity Dζ,
but slower as compared to the case of a linear law (16).

In conclusion, it should be noted that the exact
expression (15) can be written in a more “physical”
form:

(20)

where τ(0) is the mean first-passage time of the bound-
ary x = L for the Brownian particles starting at the
reflecting boundary (x = 0). Previously, formula (20)

Deff  . D Dζ
π2E2

2L2
-----------.+

K k( ) . 
4

1 k2–
------------------ k 1( ),ln

Deff  . 
D πγ( )2

4 γln
2

------------------
Dζ

Dζln
2

--------------.∼

Deff
L2

τ 0( )
----------,=
TE
was obtained by Weaver [3] for diffusion in a constant
periodic field.

The above results, confirming the possibility of
accelerating diffusion by means of rapid stochastic
modulation of the field with a given spatial period, can
be of interest for modern diffusion technologies
employed in the synthesis of materials for solid state
electronics.
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Abstract—Tensoresistive effects under static and dynamic pressure conditions have been studied in single
crystal silicon doped with tin. For undoped silicon (KEF 15 grade), the change in the current under pressure
relative to the initial value is 5–8%. For samples of n-Si〈Sn〉 , the corresponding changes amount to 25–30%
under static pressure and to 55–60% under pulsed pressure conditions. The results are interpreted in terms of
variation of the local internal mechanical stresses created by the impurity atoms. © 2003 MAIK “Nauka/Inter-
periodica”.
The creation of pressure-sensitive solid state elec-
tronic devices with preset working characteristics
requires a material possessing low resistivity in combi-
nation with a sufficiently high strain gauge factor. In
practice, this problem can be solved by doping silicon
with an impurity, which can increase the tensoresistive
response of the initial semiconductor material while
decreasing (or at least not increasing) the resistivity. As
is known [1], isovalent impurity atoms occupy the lat-
tice sites in silicon and do not change the density of
charge carriers. However, the presence of such an
impurity can modify the physicochemical properties of
the initial material.

Recently [2], it was demonstrated that doping sili-
con with impurities creating deep levels in the forbid-
den band renders the material more sensitive with
respect to external factors. In particular, an increased
tensoresistive effect in a doped material is related to a
pressure-induced shift in the energy position of these
deep levels relative to the allowed energy bands. How-
ever, since the isovalent impurities (including Sn) do
not change the electrical properties of silicon, the ten-
soresistive effect observed in Si〈Sn〉  cannot be
explained by the aforementioned shift of deep energy
levels.

In this context, we have studied the tensoresistive
effect in tin-doped silicon under external pressure
applied in various regimes. The samples, prepared by
introducing tin in the course of growing silicon single
crystals, had a resistivity of 15 Ω cm. The experiments
were performed in a setup described elsewhere [3].

Figure 1 presents experimental data on the pressure-
induced variation of the current at various temperatures
(curves 1', 2') and the carrier mobility (curve 3') in tin-
doped silicon in comparison to the values observed in
the undoped material (curves 1–3, respectively). As can
be seen from these data, the carrier mobility is, irre-
spective of the temperature, almost independent of
1063-7850/03/2902- $24.00 © 20095
hydrostatic pressure both in the undoped silicon and in
Si〈Sn〉 . However, a relative pressure-induced change in
the current for the tin-doped silicon amounts to IP/I0 =
25–30% and is temperature-dependent. The higher the
temperature, the lower the relative current variation
with increasing pressure.

Previously [4], it was shown that the strain gauge
factor of silicon doped with impurities creating deep
levels in the forbidden band decreases with increasing
temperature. It was suggested that the observed varia-
tion of the tensoresistive response with the temperature
was due to a change in the degree of occupation of the
deep levels. However, the change in the pressure sensi-

0.9
21 3 4 5

1.0

1.1

1.2

P, 108 Pa

1.3
I/I0, µ/µ0

2'

1'

3'
3

2

1

Fig. 1. Plots of the pressure-induced variation of
(1, 2, 1', 2') current at T = 313 (1, 1') and 263 K (2, 2') and
(3, 3') room-temperature carrier mobility in the (1–3) undoped
Si and (1'–3') Si〈Sn〉  samples.
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tivity observed in the case of tin-doped silicon cannot
be explained in this way, because tin, being an isovalent
impurity, does not create deep impurity energy levels.
We believe that the tensoresistive effect is most proba-
bly related to a change in the level of local internal elas-
tic stresses. This hypothesis is consistent with the tem-
perature variation of currents presented in Fig. 1.
Indeed, growing temperature leads to an increase in the
average distance between silicon and impurity (tin)
atoms, which partly relieves the internal elastic
stresses.

In order to study the dynamic tensoresistive effect in
tin-doped silicon, the samples of n-Si〈Sn〉  were sub-
jected to pressure pulses with a pressure buildup rate of
2 × 108 Pa/s. Experimental data obtained under these
conditions showed that the relative change in the cur-
rent for n-Si〈Sn〉  samples under pulsed pressure reaches
80–85%, in which the pure contribution due to the pres-
sure pulse amounts to about 20%. This change cannot
be explained only by the pressure-induced temperature
variations.

In order to elucidate the mechanism of the dynamic
tensoresistive effect observed in n-Si〈Sn〉 , we per-

1.8

20
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1.3

2.3

40 60 80 t, s

I/I0
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IT

Fig. 2. Current kinetics in an Si〈Sn〉  sample under the action
of an applied pressure pulse (P = 5 × 108 Pa, dP/dt = 2 ×
108 Pa/s) and heating (∆T = 8 K): (IP) pressure-pulse-
induced variation; (Is) stationary level; (IT) temperature-
induced variation.
TE
formed the following series of experiments. A
nichrome coil wound on the sample holder allowed the
sample temperature to be controlled at a constant pres-
sure, and a copper–constantan thermocouple glued to a
sample allowed the temperature variations to be moni-
tored. The results of measurements showed that pulsed
variation of the applied pressure P from 0 to 5 × 108 Pa
at a rate of 2 × 108 Pa/s leads to an increase in the sam-
ple temperature by ∆T = 8 K, while the current in the
sample grows by 20% relative to the static level (see the
first peak in Fig. 2). After termination of the pressure
pulse, the sample temperature decreases to the initial
level and remains unchanged as the applied pressure is
maintained at a constant level of 5 × 108 Pa. The current
also decreases to Is (Fig. 2) and then remains
unchanged. Then, the sample was heated by ∆T = 8 K
using the nichrome coil, but the current through the
sample changed only by 5% (see the second peak in
Fig. 2). Thus, changes in the current that can be related to
the pressure-induced temperature variations are insigni-
ficant.

The presence of isovalent impurity atoms in crystals
is known to generate internal elastic stresses [1]. There-
fore, the dynamic tensoresistive effect observed in our
n-Si〈Sn〉  samples can be due to the buildup of elastic
stresses under the action of applied pulsed pressure.
This can result in the breakage of stressed valence
bonds and the production of additional charge carriers.
This hypothesis is confirmed by the fact that the contri-
bution to current related to the pressure change
increases with the front slope (and magnitude) of the
applied pressure pulse.
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Abstract—We have studied the electrical properties of high-Tc superconductor YBa2Cu3O7 – x films obtained
by the ion-plasma deposition technique on sapphire substrates. Dependences of the surface resistance and the
critical current density on the film thickness are determined. © 2003 MAIK “Nauka/Interperiodica”.
For the development of cryoelectronic devices
based on the high-Tc superconductor YBa2Cu3O7 – x

(YBCO), it is necessary to obtain films possessing a
highly perfect structure and good critical characteris-
tics. In order to ensure localization of the field within a
superconducting film and reduce the microwave losses,
the film thickness has to be several times greater than
the London penetration depth λL (according to various
estimates, the λ values range from 1400 to 1800 Å) [1].

Specific conditions encountered in the microwave
devices with superconducting films pose special
requirements with respect to the electrical properties of
such films. Besides a sufficiently high value of the
superconducting transition temperature Tc , which is a
traditionally important parameter, films intended for
practical applications in cryoelectronics have to be
characterized with respect to the surface resistance [2].
In addition, development of cryoelectronic devices
requires the dc characteristics of high-Tc superconduc-
tor films to be studied as well. These parameters signif-
icantly depend on the structural perfection, configura-
tion, and dimensions of the device elements.

We have studied the YBCO films prepared by ion-
plasma sputtering of a stoichiometric ceramic target
with a diameter of 76 mm in a planar dc magnetron sys-
tem. The films were deposited onto sapphire substrates
(r-cut [1102]-oriented plates) with a cerium dioxide
buffer layer [3]. The process was conducted at a work-
ing gas (oxygen) pressure of 1 Torr. The substrate tem-
perature during deposition was maintained constant at
about 650°C, as monitored by a thermocouple fixed on
the substrate holder. The discharge current increased
from 100 to 600 mA during the first 30 min of the pro-
cess and then remained unchanged. The YBCO film
thicknesses (measured with a Dektak-3030 profilome-
ter) were varied from 0.3 to 3.6 µm. The film growth
rate estimated from these data was about 15 Å/min
(±5%).
1063-7850/03/2902- $24.00 © 20097
The structures of the as-grown YBCO films were
studied by X-ray diffraction on a Geigerflex D/max-RC
(Rigaku) diffractometer using monochromated CuKα
radiation (λ = 1.5418 Å). The diffractograms of the
samples displayed all the allowed (00l) reflections,
which was evidence of a perfect c-oriented crystal
structure.

The surface morphology of the films was studied by
electron microscopy. This examination revealed macro-
defects of two types: pores and secondary phase inclu-
sions. The pores were observed on the surface of rela-
tively thick films, while the secondary phase inclusions
were found on relatively thin films; slowly growing
inclusions are also probable on the bottom surfaces of
pores. This behavior is related to the considerable dif-
ference between the growth rates of secondary phases
and the 123-YBCO phase [4, 5]. Thus, the electron-
microscopic data are indicative of a change in the sample
surface morphology depending on the film thickness.
The relief development is manifested by an increase in
the average pore size and in the surface area fraction
occupied by pores, while the density of the secondary
phase inclusions remains approximately constant.

All the YBCO films studied in our experiments
exhibited a transition to the superconducting state at
Tc ~ 90 K within ∆T = 1 K. This behavior allows us to
expect stable operation of the films in devices working
at liquid nitrogen temperature (77 K).

The surface resistance Rs of the YBCO films in the
microwave frequency range (8.3 GHz) was studied at
77 K in a dielectric (rutil, TiO2) resonator. The dc cur-
rent–voltage characteristics of the samples were mea-
sured by the conventional four-point-probe technique.
The critical dc current density Jc was evaluated by
determining the current at which a YBCO bridge fea-
tures a normally conducting domain, which is mani-
fested by a breakdown in the current–voltage character-
istic. The total resistance of a sample film at the onset
of the conducting domain formation is about 0.5–2.0 Ω.
003 MAIK “Nauka/Interperiodica”
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The results of our measurements of the surface
resistance (Rs) and the critical dc current density (Jc) are
plotted in the figure as functions of the film thickness
(h). As can be seen from these data, the YBCO films
with a thickness of about 1 µm are characterized by a
combination of low surface resistance (2.2 mΩ at
8.3 GHz) and relatively high critical current density
(2.3 MA/cm2). A significant drop in the critical current
density observed for films with thicknesses above
2.6 µm, together with a growth in the surface resis-
tance, indicates that strongly developed surface relief
and the large area occupied by pores (relative to the
total area of the superconducting phase) are factors det-
rimentally influencing the electrical properties of the
YBCO films studied.

The greater the film thickness, the larger the pore
dimensions and the surface area fraction occupied by
the pores. These trends indicate that there are at least
two competitive processes influencing the quality of the
YBCO film structure. The first is the slow growth of a
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Plots of the surface resistance Rs and critical current density
Jc versus thickness h for the YBCO films studied at liquid
nitrogen temperature.
T

secondary phase on the pore bottom, which leads to a
decrease in the number of defects and in the level of
stresses in the 123-YBCO phase [4, 5]. The second pro-
cess is the increase in the total surface area occupied by
pores, which decreases the film quality. Therefore, one
can speak of a certain limiting thickness below which
the YBCO films retain high structural and electrical
properties and can be used in microwave devices.
Under the conditions studied in our experiments, this
limiting thickness is about 2.6 µm.

Thus, the results of our investigation of the surface
resistance and the critical current density of YBCO
films unambiguously indicate that such films, fabri-
cated by ion-plasma deposition technology, have good
prospects for use in cryoelectronic devices. Especially
promising are the films with thicknesses in the range
from 1 to 2.6 µm: while ensuring the best electrical
properties, these values exceed the London penetration
depth, which is an important advantage from the stand-
point of microwave cryoelectronics.
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Abstract—An analytical method is proposed for solving a boundary-value problem in a half-space for the inho-
mogeneous Boltzmann equation with a collision operator in the form of the Bhatnagar–Gross–Kruck model,
where the collision parameter is proportional to the absolute velocity of gas particles. The method is applied to
description of a rarefied gas flow with inhomogeneous distributions of the temperature and the mass flow veloc-
ity, streamlining a right circular cylinder. © 2003 MAIK “Nauka/Interperiodica”.
Previously [1, 2], the problem of calculating the
velocity of a rarefied gas with inhomogeneous temper-
ature and mass flow velocity distributions, sliding
around a right circular cylindrical surface, was analyti-
cally solved with allowance for the influence of a
curved solid–gas interface on the thermal and isother-
mal sliding coefficients. The solution was obtained,
using the Chapman–Enskog approximation and the
Bhatnagar–Gross–Kruck (BGK) model, for the Boltz-
mann kinetic equation with a constant frequency of col-
lisions. Below, an analytical solution is presented for
the same problem with the BGK model in which the
collision parameter is proportional to the absolute
velocity of gas particles [3, 4].

Consider a solid cylindrical surface streamlined by
the flow of a rarefied gas with inhomogeneous temper-
ature distribution and small deviations from the equilib-
rium state. The gas flow will be described in terms of
the Boltzmann equation with a collision operator in the
form of the aforementioned BGK model. The problem
under consideration admits two qualitatively different
situations, whereby the temperature gradient and the
mass flow velocity far from the cylinder surface are
either perpendicular (transverse streamlining) or paral-
lel (longitudinal streamlining) to the cylinder axis. A
boundary condition on the cylinder surface will corre-
spond to the model of diffuse reflection.

Let us linearize a distribution function describing
the state of the gas relative to the distribution function
in the gas volume in the Chapman–Enskog approxima-
tion. Expanding the Y(ρ, ϕ, C) function (describing the
deviation of the gas distribution function with respect to
the velocities and coordinates of molecules in the
Knudsen layer from the volume distribution function)
1063-7850/03/2902- $24.00 © 20099
into series in the small parameter 1/R,

(1)

we arrive at an equation for determining the function
Y(2)(ρ, ϕ, C),

(2)

with the boundary conditions

In Eqs. (1) and (2), the function Y(1)(ρ, ϕ, C) coin-
cides with a solution to the problem of a rarefied gas
sliding along a flat solid surface [4]; ρ is the dimension-
less distance measured from the cylinder axis; R is the
dimensionless radius of the cylinder; βU(2) and βC are
the mass flow velocity and the intrinsic velocity of gas
molecules, respectively; ρ(C) = π–3/2Cexp(–C2); and

Equation (2) is written in a cylindrical coordinate
system with the Oz axis coinciding with the cylinder
axis. Let us assume that the temperature gradient far
from the cylinder surface is perpendicular to this sur-

Y ρ ϕ C, ,( ) = Y 1( ) ρ ϕ C, ,( ) R 1– Y 2( ) ρ ϕ C, ,( ) …,+ +

Cρ
∂Y 2( )

∂ρ
------------ CY

2( ) ρ ϕ C, ,( )+
π

2
-------C ρ C '( )K C C',( )∫=

× Y 2( ) ρ ϕ C', ,( )dC' Cϕ
2 ∂Y 1( )

∂Cρ
----------- CρCϕ

∂Y
1( )

∂Cϕ
----------- Cϕ

∂Y 1( )

∂ϕ
-----------,–+–

Y 2( ) R ϕ C, ,( ) 2CU 2( ), Cr 0>( ),–=

Y 2( ) ∞ ϕ C, ,( ) 0.=

K C C',( ) 1
3
2
---CC'

1
2
--- C2 2–( ) C'2 2–( ).+ +=
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face, which implies that the quantity (1/TS)(∂T/R∂ϕ)|S is
nonzero. In this case, 

(3)

(4)

where Cϕ forms, together with bk(Cz, Cϕ), a complete
set of orthogonal polynomials (in terms of the scalar
product); Θ+(µ) is the Heaviside step function; and x =
ρ – R.

Let us pass to a spherical coordinate system in the
space of velocities [4]:

Denoting µ = cosη, substituting expressions (3) and
(4) into (2), multiplying the obtained equations by
exp(–C2)cosξ, and integrating with respect to ξ (from 0
to 2π) and C (from 0 to +∞), we arrive at a homoge-
neous integrodifferential equation

(5)

with the boundary conditions

(6)

The general solution to Eq. (5) is [4]

(7)

where λ(z) is the dispersion function; Px–1 is the distri-
bution in the sense of the principal value for the integral
of x–1; and δ(x) is the Dirac delta function. On the real
positive semiaxis, the integral in the expression for X(z)

Y 1( ) x ϕ C, ,( ) Cϕ C
5

2C
-------– 

  x/µ–( )Θ+ µ( ),exp=

Y 2( ) x ϕ C, ,( ) CϕZ x ϕ Cρ, ,( )=

+ bk Cz Cϕ,( )Lk x ϕ Cρ, ,( ),
k

∑

Cρ C η ; Cϕcos C η ξ ;cossin= =

Cz C η ξ .sinsin=

µ∂Z
∂x
------ Z x ϕ µ, ,( )+

3
4
--- 1 τ2–( )Z x ϕ τ, ,( ) τd

1–

1

∫=

Z 0 ϕ µ, ,( ) 2Uϕ
2( )

S µ 0>( ), Z ∞ ϕ µ, ,( )– 0.= =

Z x ϕ µ, ,( ) A0 A1 x µ–( )+=

+ x/η–( )Φ η µ,( )n η ϕ,( )exp η ,d

1–

1

∫

Φ η µ,( ) 3
4
---ηP

1
η µ–
------------- λ η( )

1 η2–
--------------δ η µ–( ),+=

λ η( ) 1
3
4
---η 1 µ2–

µ η–
-------------- µ,d

1–

1

∫+=

X z( ) 1
z
--- 1

π
--- ζ τ( ) τd

τ z–
----------------

0

1

∫ 
 
 

,exp=

ζ τ( ) π
2
---–

4λ τ( )
3πτ 1 τ2–( )
----------------------------,arctan–=
TE
has the sense of the principle value. For the sake of
brevity, the argument ϕ in n(η, ϕ) in what follows will
be omitted.

For A0 = A1 = 0, the solution (7) satisfies the bound-
ary condition at infinity. Now let us select n(η) such
that the boundary condition is obeyed on the solid wall.
Assuming x = 0, we obtain from Eqs. (7) the relation

(8)

Introducing the function

(9)

we can write Sokhotsky’s formulas for the limiting val-
ues of N(z) and λ(z) from above and below on the [0, 1]
and [–1, 1] sections, respectively:

Using these relations, we can reduce equation (8) to
a homogeneous boundary-value problem

Upon factorization of the boundary-value problem
coefficient, we obtain a relation

A solution to the above boundary-value problem is

(10)

In order to ensure that expressions (9) and (10)
determine the same function, it is necessary that N(z) =
O(1/z) for |z |  ∞, from which it follows that

 = 0.

Thus, using the BGK model with a variable fre-
quency of collisions in the problem of a rarefied gas
flow sliding along a solid spherical surface under the
conditions of transverse streamlining of a right circular
cylinder leads to a zero correction for the surface curva-
ture effect. In the case of a longitudinal gas flow along

2Uϕ
2( )

S–
3
4
--- ηn η( )

η µ–
--------------- ηd

0

1

∫ λ µ( )
1 µ2–
--------------n µ( ).+=
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0

1
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ηn η( )
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0
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8
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S

CHNICAL PHYSICS LETTERS      Vol. 29      No. 2      2003



ANALYTICAL SOLUTION OF A MODEL KINETIC EQUATION 101
the cylinder, the quantities (1/TS)(∂T/∂z)|S is nonzero,
and, accordingly,

Both the equation and the boundary conditions for
Z1(x, Cρ) coincide to within the notations with expres-

sions (5) and (6). From this, it follows that  = 0.
Therefore, the longitudinal flow of a rarefied gas with
inhomogeneous temperature distribution along the sur-
face of a right circular cylinder is also characterized by
a zero correction for the surface curvature.

Let us assume that the mass flow velocity component
tangent to the cylinder surface varies along the normal
and that the mass flow velocity far from the cylinder sur-
face is perpendicular to the cylinder axis. In this case, the
quantity (1Uϕ/∂ρ)|S is nonzero, and we obtain

(11)

(12)

Substituting expressions (11) and (12) into (2) and
passing to a spherical coordinate system in the space of
velocities, we obtain the equation

(13)

with the boundary conditions

(14)

Direct substitution shows that the term µψ(x, ϕ, µ)
does not contribute to the velocity of gas sliding around
the surface, because the corresponding partial solution
to Eq. (13) has the form of xψ(x, ϕ, µ) and goes to zero
on the cylinder surface (x = 0).

A comparison of Eqs. (13) and (14) to the analogous
expressions obtained [5] for a rarefied gas with inho-
mogeneous temperature distribution streamlining a
spherical solid surface shows that the velocity of the
transverse gas flow past the right circular cylinder is
1.5 times that for the isothermal sliding along the spher-
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k
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∂x
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3
4
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3
2
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∂µ
------- µψ x ϕ µ, ,( )+

Z2 0 ϕ µ, ,( ) = 2Uϕ
2( )

S  µ 0 >( ) ,   Z 2 ∞ ϕ µ, ,( ) –  = 0.                                     
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ical solid surface:  = 0.42857145 versus

0.2857143  [5].

In the case of a longitudinal gas flow along the cyl-
inder surface, the quantity (∂Uz/∂ρ)|S is nonzero, and
one can readily obtain

Passing to dimensional variables and taking into
account relation (1), we can evaluate the velocities of
the transverse (Uϕ|S) and longitudinal (Uz|S) sliding of
the rarefied gas along the right circular cylinder surface:

where ν is the kinematic viscosity, λ is the mean free
path of molecules in the gas, and Kn = λ/R is the Knud-
sen number.
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