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Abstract—The magnetic and resonance properties of CoNi(P) alloys, synthesized by chemical deposition as
filmson single crystal silicon substrates and asfilamentsin linear pores of porous silicon substrates, were stud-
ied by magnetization and ferromagnetic resonance measurements. It is established that CoNi(P) alloys of the
same composition but different morphologies occur in states characterized by different degrees of nonequilib-
rium, which is manifested by different modes of the magnetization approach to saturation. © 2003 MAIK

“ Nauka/Interperiodica” .

In the past decade, there has been extensive devel op-
ment of the technology of novel magnetic materials
representing magnetic filaments formed through chem-
ica deposition of fine particles possessing desired
properties inside linear pores of a matrix, for example,
porous silicon (por-Si) [1]. Investigation of the struc-
tural features of such objects by conventional diffrac-
tion methodsis rather difficult, because asmall volume
fraction of the magnetic filaments in a composite sam-
ple makes the integral diffraction measurements insuf-
ficiently informative. For thisreason, it is ausual prac-
tice to study the structure of single filaments (isolated
from the matrix) by means of transmission and scan-
ning electron microscopy [2, 3]. Experimental investi-
gation of the micromagnetic structure of ferromagnetic
filaments in nonmagnetic matrices encounters analo-
gous difficulties. This probably accounts for the fact
that, to our knowledge, no experimental data on the
magnetic structure of such filaments have been reported
so far.

In recent years, the crystal structure and magnetic
microstructure of nanocrystalline materials, amorphous
alloys, and ensembles of small particles are frequently
studied by an indirect method based on the analysis of
magnetization approach to saturation [4-7]. We have
used this magnetostructural approach to study the mag-
netic and resonance properties of CoNi(P) alloys chem-
ically deposited as films on single crystal silicon plates
and as filaments in linear pores of por-Si substrates.
Thisinvestigation allowed us to compare the peculiari-
ties in magnetic response related to both geometric
shape and structural features of the ferromagnetic
material.

The layers of porous silicon were obtained by
anodic dissolution in agueous hydrofluoric acid solu-
tions. Variable parameters included the HFH,O solu-

tion composition (component volume ratio X : ), cur-
rent density (j = 5-30 mA/cm?), and anodizing time
(t = 10-180 min) at a constant applied dc voltage (U =
10V). The resulting porous structure was studied in an
optical microscope (JENAV ERT, Germany) at amagni-
fication of X,5, and Xg3. Figure 1 shows the micropho-
tographs of two porous samples cleaved upon the elec-
trochemical treatment in different regimes. These sub-
strates were used for depositing ferromagnetic CoNi(P)
filaments. The images revea well-defined cylindrical
pores perpendicular to the sample surface, with adiam-
eter of 1-2 um and alength (depth) of 10-100 pum.

Ferromagnetic filaments of a CoNi(P) alloy were
grown in the pores of silicon plates by means of a het-
erogeneous reaction of metal reduction from an agque-
ous solution of cobalt (CoSO,) and nickel (NiSO,) salts
under the action of a reducing agent—sodium hypo-
phosphite (NaH,PO,) at T = 80°C. Reference films
were prepared by chemical deposition from the same
system onto a polished single crystal silicon surface. A
comparison of the samples obtained on porous and sin-
gle crystal silicon substrates allowed us to revea the
features of magnetic response related to geometric
shape of the ferromagnetic material.

The magnetic properties of the ferromagnetic fila-
ments and planar layers synthesi zed as described above
were studied using the ferromagnetic resonance (FMR)
and magnetization techniques. The measurements were
performed on an EPA-2M spectrometer operating at a
frequency of f = 9.2 GHz and on avibrating-sample mag-
netometer in arange of magnetic fields up to 10 kOe.

The magnetization curves and the FMR spectra
obtained for various experimental geometries (Figs. 2
and 3) revealed a magnetic anisotropy in the direction
of linear pores (oriented perpendicularly to the silicon
plate surface). The FMR data allowed the nature of this
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Fig. 1. Microphotographs of cleaved silicon plates upon
anodization in an HF—H,O (1 : 1) solution for 60 min at

U =10V: (a) j = 64 mA/cm? (highly doped silicon); (b) j =
105 mA/cm?.
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Fig. 2. Magnetization curves of the samples with ferromag-
netic CoNi(P) filamentsin a por-Si matrix (the inset on top
shows a schematic diagram of the system).
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anisotropy to be identified as the shape anisotropy. Fig-
ure 3 presentsthe FM R spectra of magnetic filaments of
a CoNi(P) dloy in por-Si in comparison to the spectra
of films of the same alloy on single crystal substrates,
measured in different geometries. As can be seen, the
two kinds of samples are characterized by significantly
different values of the resonance fields H, observed for
the same material, substrate orientation, and applied
field strength. Thisis explained by the material occur-
ring in different morphological modifications.

The resonance field strength H, is given by the for-
mula[8]

Wy

v (D
= |V|{[Hr+(Nx_Nz)ML.l[Hr"'(Ny_Nz)ML-l} '
where |y|= 2.8 MHz/Oe, M, is the effective magnetiza-
tion and N is the demagnetizing factor related to the
shape of the ferromagnetic material. Substituting the
experimental resonance fields into this formula with
N, =N, =0, N, = 4mrfor the field H perpendicular to a
CoNi(P) filmand N, = N, = 0, N, = 4t for the field H
parallel to the film, we determined the effective magne-
tization of the alloy studied: M, = 450 G. Using this
experimental value, we calculated the demagnetizing
factor N for the CoNi(P) alloy synthesized in poroussil-
icon. Calculated by formula (1) under a natural
assumption that N, = N, = N # N,, this value has proved
to be closeto 2, that is, to the demagnetizing factor of
theideal ferromagnetic cylinder (seetheinsetin Fig. 3).
Thisresult indicatesthat a CoNi(P) alloy synthesized in
por-Si represents an ensemble of well-defined ferro-
magnetic filaments possessing a cylindrical shape.
Using specialy prepared films of the same CoNi(P)
composition, we have measured the spin wave reso-
nance (SWR) spectrum for thefield H perpendicular to
the film plane and, using standard formulas [8],
calculated the exchange coupling constant: A = 0.3 x
106 erg/cm.

The characteristics of the magnetic anisotropy and
magnetic microstructure of CoNi(P) aloys with differ-
ent morphol ogies were studied by methods described in
[6, 9, 10]. Following an approach developed in these
papers, we measured the curves of magnetization to sat-
uration and analyzed their shapes, mostly for the exter-
nal field oriented paralld to the easy axis of a sample
(in order to exclude the influence of the form factor).

The magnetization approach to saturation in the
CoNi(P) aloy film deposited onto a silicon plate obeys
thelav M ~H=2 (Fig. 4). Thisbehavior is characteristic
of polycrystalline magnetic materials, which alowed
us to describe the experimental magnetization curve by
the Akulov formula[11]

2

M(H)-M, _ D"H
= g @
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where M, is the saturation magnetization and H is the
magnetic field strength. Using this formula, it is possi-
ble to determine the rms fluctuation of the local aniso-
tropic magnetic field: DY?H, = 600 Oe.

For the CoNi(P) filamentsin por-Si, the magnetiza-
tion approach to saturation in the range from 1 to 5 kOe
obeysthelaw M ~ HY2 (Fig. 4). This power law istyp-
ica of the amorphous and nanocrystaline magnetic
materials. Indeed, anecessary condition for thisasymp-
totic behavior is R, < & = (A/K)V? [6], where R, is the
correlation radius of local anisotropy (in nanocrystal-
line aloys, 2R. approximately equals the grain size)
and & = 200400 A (in magnetic aloys of 3d metals).
According to this estimate, the grain size of a CoNi(P)
aloy in the synthesized magnetic filaments does not
exceed afew hundred Angstréms and, hence, the mate-
rial occursin ananocrystalline state. Since the filament
diameter equals the pore diameter and amounts to
1-2 um, which is much greater than the grain size, the
M(H) data suggest that ferromagnetic filaments in the
linear cylindrical pores of por-Si represent a three-
dimensional package of nanodimensional grains.
Indeed, according to [10], the magnetization of athree-
dimensional system of exchange-coupled grains must
approach saturation according to thelaw M ~ H-2, pre-
cisely asis observed in experiment.

Describing the magneti zati on approach to saturation
by the formula[6]

M(H)_Ms_[Pllz[Ha%ﬂz
Mg O H OV @

we can determine DY2[H,[] the rms fluctuation of the
local anisotropic magnetic field of ablock of exchange-
coupled nanocrystalline grains. For the CoNi(P) alloy
studied, this value has proved to be DY?[H,[J= 64 Oe.
This parameter characterizes the magnetic microstruc-
ture of the nanocrystalline alloy and can be used to esti-
mate the size of a homogeneous magnetization region
(magnetic block) in the filaments by the formula R; =
(2A/DY2[H,M)Y2 [6]. Using the exchange coupling
constant of the CoNi(P) alloy determined from the
SWR data, we obtain an estimate of R, = 460 A. This
vale is much smaller than the magnetic filament diam-
eter (~1 um).

Thus, we have established that the synthesized
CoNi(PO) alloys of the same composition but different
morphologies (afilm on single crystal silicon substrate
versus filaments in por-Si) are characterized by differ-
ent laws of the magnetization approach to saturation.
Thisis explained by different degrees of defectness of
the material structure. The ferromagnetic filaments in
por-Si are characterized by a correlation radius of local
anisotropy (R, on the order of a few hundred Ang-
stroms, while the film material has R at least one order
of magnitude greater and, hence, occursin astate char-
acterized by a much lower degree of nonequilibrium.
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Fig. 3. FMR spectra of a CoNi(P) aloy in the form of
(a) ferromagnetic filamentsin apor-Si matrix and (b) afilm
on single crystal silicon substrate measured in various
geometries.
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Fig. 4. The curves of magnetization to saturation (plotted in
logarithmic coordinates) for a CoNi(P) aloy in the form of
(2) ferromagnetic filamentsin apor-Si matrix and (2) afilm
on single crystal silicon substrate.
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In conclusion, note that the obtained composite
medium, comprising ferromagnetic filamentsin thelin-

ear
the

pores of por-Si, must exhibit a specific response to
applied magnetic field. The results of investigation

of the electrical and galvanomagnetic properties of this
material is the subject for a separate publication.
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Abstract—The scheme of a single-laser source capable of switching from free lasing to modulated Q mode
synchronously with the target fracture is described. This scheme has good prospects for optimization of the

laser processing of thin sheet materials. © 2003 MAIK “

Experimental investigations aimed at increasing the
efficiency of laser processing have shown the advan-
tages of irradiating targets with laser pulses of compli-
cated temporal structure. In the smplest case, laser
action should represent a time-correlated (synchro-
nized) combination of pulses generated in the free and
modulated Q modes [1, 2]. In the stage of irradiation
with afree lasing signal, the target material in the laser
action zone is predominantly heated and melted, while
the action of ahigh-intensity (giant) pulseleadsto g ec-
tion of the condensed phase caused by significantly
increased vapor pressurein the channel. Estimates have
shown that effective gection of the melt by a single
giant pulse takes place provided that the vapor pressure
in the channel is on the order of P = 10° atm. For the
melt removal by small portions, it is sufficient to use a
rather short sequence of regular pulses of moderate
intensity ensuring alower excess vapor pressure of P =
10* atm (which can be provided by using passive Q
switching schemes based on LiF crystals).

In the experiments cited above, the combined laser
action scheme was implemented using time-correlated
and spatially matched pulses of two independent lasers.
One of these operated in aquasistationary lasing mode,
and the other, in a modulated Q mode. However, gain-
ing the advantages of the aforementioned combined
scheme was hindered by problems encountered in prac-
tical realization of thistwo-laser scheme, mostly by dif-
ficultiesin temporal synchronization and spatial optical
matching of laser beams in the focal spot on the target
surface.

Here we describe an alternative, nontraditional vari-
ant of solving the above problems. Thisis achieved by
using a single laser source with a complex resonator
system capable of switching the laser modein aregime
synchronized with stages of the target fracture.

The scheme of the experiment is outlined in Fig. 1.
In contrast to the traditional schemes of laser process-
ing, including yttrium aluminum garnet based laser 1,
mirrors 2 and 3 with the reflection coefficients R = 100
and 40%, respectively, and focusing lens 4 with atarget 5

Nauka/Interperiodica” .

placed in the focus, the proposed scheme includes an
additional resonator stage comprising lens 6 confocal
with the first focusing lens 4, a passive modulator 7
based on LiF crystal, and mirror 8 with R = 100%.

The first stage of laser action, involving the target
heating, melting, and a partial formation of the channel
(typical of the free lasing mode), lasts until the forma:
tion of an optical channel (through hole) turning on the
additional resonator stage. The laser switches to the
modulated Q modeto yield a sequence of regular pulses
with a single pulse width of 100 ns and repetition
period of 10 us(Fig. 2).

Figure 2 shows an oscillogram of the laser signal
illustrating the interaction of laser radiation with atar-
get. In the initia stage, the additional resonator is

YAG:Nd3* :i b
: LiF ]
co
2 1 3 4 5 6 7 8

Fig. 1. A schematic diagram of the experiment (see the text
for explanations).

Fig. 2. Oscillogram of the output laser signal showing the
stages of operation in the (1) free lasing and (I1) modulated
Q modes.
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vides for the intense evaporation of the melt and favors

effectiveremoval of the melt by small portionsfrom the
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Abstract—The appearance of quasiperiodic solutions of the Korteweg—de Vries equation, describing wavesin
the upper atmosphere within the framework of the Freeman—Johnson model, is considered. Evolution of these
quasi periodic solutions can |ead to stochasti zati on according to the Ruel—-Tackens—-Newhouse scenario. Increas-
ing reflection of solar radiation from aturbulent atmosphere influences the entropy balance of the Earth consid-
ered as an open system. © 2003 MAIK “ Nauka/Interperiodica” .

Problems pertaining to the phenomenon of turbu-
lence development in atmospheric flows are of interest
for several reasons. First, this phenomenon is a factor
directly influencing the weather and the entire character
of climate both in separate regions and on the global
scale. The task of weather monitoring, especialy in
predicting catastrophes (whirlwinds, tornado, hurri-
canes, etc.), is of a federa significance related to the
state policy in economics, ecology, etc. [1]. Second,
this phenomenon aso directly influences the entropy
exchange between the Earth and Cosmos, that is,
relates to the conditions of stable existence of the Earth
as an open system. Indeed, it is now commonly
accepted that the export of entropy from the Earth,
which amounts to dS/dt = —6 x 10 W/K as accounted
by the absorption of radiation from the Sun (possessing
a surface temperature of T, = 5770 K) and emission
fromthe Earth’'s surface (at T, = 257 K, which isthe aver-
age temperature determined with allowance for reflection
from the stratosphere [2]), compensates for an average
entropy production density of 10°-10*W/(K m®) in the
lower atmosphere. The process of atmosphere turbuli-
zation, leading to an additional reflection of solar radi-
ation, can violate the balance by decreasing the export
of entropy.

This paper considers the transition to turbulence
within the framework of the Freeman—Johnson atmo-
sphere model [3]. According to this model, the atmo-
sphere represents a gas layer with the density p and the
thickness h. The system is described by the Euler equa-
tions for a compressible nonviscous fluid with the cor-
responding boundary conditions at the free surface and
the Earth surface represented by the planey' = 0. Let us
introduce the normalized coordinates and velocities

defined as

_V S
v—VES, p (1)

V = Jgh, 6:E<1,

wherex', y', and t' are the nonnormalized horizontal and
vertical coordinates and thetime, respectively; u' and v'
are nonnormalized horizontal and vertical velocity
components of the gas per unit volume; L is a charac-
teristic horizontal scale (we assume L < R, whereRis
the Earth’s average radius, which reduces the problem
to aplanar case); g isthe acceleration of gravity; p' and
p are the nonnormalized and normalized pressures,
respectively; and V is the velocity of long gravitational
waves on the free surface of the gas layer.

Using the multiscale perturbation theory, the initial
Euler eguation can be reduced to the so-called
Korteweg—deVries (KdV) equation for thevariablen =
y — 1 (deviation of the atmosphere boundary from the
constant level of y = 1) [3]

an; +PBNNg+ynesx = 0, t = &t
2
y=vy, & =Ke

(where K is a constant factor) with a boundary condi-
tion for the velocity ¢ of the longwave perturbations:

(1) = 1;
dy ©)

y
I = f[—————, =12,...
= e g "

X = X-—ct,
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The results of the numerical analysis of Eg. (5) showing the spectrum of solutions calculated by the fast Fourier transform method,
§ = fft(Wy;) (0 < i <4096, 0 < j < 2048) and the corresponding phase portraits (Z17= i, Z2"= y,, 237= Y} ) on the interval

0 < x< 2580 for the initial conditions Y; = Y, =0.01, Y = Y, =0.001, and (a) M'; = 1.5,,=4.95,v =0.792 and (b) ['; = 1.5,
M, =0.95v=0.792.

Here, U(y) is the unperturbed profile of the horizontal
velocity component u(x, y) = U(y) + €t(x, y); the
expressions for a, 3, and y as functionals of U(y) were
obtained in [3], where Eq. (2) was analyzed for some
approximate solutions of the dispersion equation (3).

Below, we will study quasiperiodic solutions of the
KdV equation (2), the appearance of which precedes
the development of dynamic chaos in the system con-
sidered within the framework of the Ruel—Tackens—
Newhouse model [4]. An important premise for this
study isthe existence of multipleroots of Eq. (3). A con-
ditionfor the appearance of such rootsisdl,(l)/dc=0.As
can be readily seen, this condition can be satisfied by
defining U(y), for example, in the form of a piecewise
linear function.

The appearance of multipleroots of Eq. (3) precedes
the appearance of complex conjugaterootsc = ¢, +ic,.
It should be recalled that c isthe velocity of the system
of reference (longwave perturbations of small ampli-
tude) inwhich Eq. (2) isvalid. Physically, the condition
¢, Z 0 impliesthe appearance of anontransmitting band
in the corresponding linear problem. In the nonlinear
case, thisleads to the appearance of quasi periodic solu-
tions [5]. In order to demonstrate this, let us use the
Galilean transformation to passto aframein whichc=

TECHNICAL PHYSICS LETTERS  Vol. 29

¢, whereby Eq. (2) convertsinto

Wg + Vs + PPz + Y =

4

Lp:gn, vz%, y %, t=t, §(=>'(+iVT;()

1 _ WAY) oo
= = d — dydy'd

‘ V\U{w T IHW()W(V) o

W(y) = U(y)-c, w(l),

where expressions for a and y are taken from [2]. Note
that, in the general case, y ="', + il", is a complex
guantity. Now let usrewrite Eq. (4) by omitting tildas at
x and t, putting ¢ = ), + i, and substituting x —»
x(C% + 3)Y2. After singleintegration with respect tox,
we abtain the system of equations

W1) — oWy,
(5)
W5) =T 10,

Wi = V(MW= W) + %Fl(lb?—

Woux = —V(IMW, + Flwl)—%rz(lbﬁ—

The solutions of this equation for various v and Iy ,
values are presented in the figure. Using the phase por-

No. 4 2003



A MODEL OF THE TURBULENCE DEVELOPMENT IN THE UPPER ATMOSPHERE 271

trait and the spectrum of solutions, itiseasy totracethe 3. N. C. Freeman and R. S. Johnson, J. Fluid Mech. 42, 401

appearance of a quasiperiodic solution and the initial (1970).
stage of its breakage leading to stochastization of the 4. A. Lichtenberg and M. Liberman, Regular and Stochas-
solutions of Eq. (2) by analogy with other problems[6]. tic Motion (Springer, Heidelberg, 1982; Mir, Moscow,

1984).
5. Yu. N. Zaiko, Pis ma Zh. Tekh. Fiz. 28 (6), 42 (2002)

REFERENCES [Tech. Phys. Lett. 28, 235 (2002)].
1. L. Daniel, http://www.legidlative.noaa.gov/Testimony/

03140/l britton htrml. 6. \ﬁjs '(\Iéo%)gko and |. S. Nefedov, Appl. Math. Lett. 14,

2. V.Ebding, A. Engel, and R. Faistel, The Physics of Evo-
lution Processes. Synergistic Approach (Editorial
URSS, Moscow, 2001). Tranglated by P. Pozdeev

TECHNICAL PHYSICS LETTERS Vol. 29 No. 4 2003



Technical Physics Letters, Vol. 29, No. 4, 2003, pp. 272-276. Trandated from Pis ma v Zhurnal Tekhnicheskor Fiziki, Vol. 29, No. 7, 2003, pp. 18-26.

Original Russian Text Copyright © 2003 by Kozlov.
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Application to Designing Antennas for Space Vehicles
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Abstract—Designing the antenna systems for space vehicles employing electrojet thrusters has to be based on
astrict solution of the problem of electromagnetic wave diffraction on two bodies. Here, the problem of diffrac-
tion on two spherical surfacesis strictly solved in terms of the scalar field potentials. A method for the transfor-
mation of wave amplitudes upon ashift of the spherical coordinate system is proposed. The results of numerical
calculations are presented. © 2003 MAIK “ Nauka/l nterperiodica” .

Introduction. Designing radio antennas operating
in the microwave range for space vehicles frequently
involves significant limitations with respect to position,
weight, dimensions, and some other technical parame-
ters and, hence, encounters considerable technical dif-
ficulties. Especially big problems are caused by closely
located protruding structures and by inhomogeneous
cold plasma (for example, that of a jet thruster) with a
critical density. According to the method of mathemat-
ical modeling applicable in the first stage of designing
antennas for space vehicles[1], the optimum system is
selected based on a strict solution of the problem of
el ectromagnetic wave diffraction on two bodies. These
objects can represent an ideally conducting disk with
hemispheres (modeling antennas and a space vehicle
body) or an inhomogeneous dielectric ball (modeling a
plasma jet). Using such an electrodynamic two-body
model, it is possible to take into account the mutual
influence of antennas and the interaction of el ectromag-
netic waves with the space vehicle body and its protrud-
ing structures (including sharp edges) in the presence of
the thruster plasma jet. Methods developed for strictly
solving the problem of electromagnetic wave diffrac-
tion on two bodies, based on the separation of variables
in spherical coordinates, and the corresponding meth-
ods of numerical calculationsallow the computationsto
be conducted for the characteristic system dimensions
up to several wavelengths[1, 2].

The importance of these investigations increases in
view of the qualitative and quantitative dependence of
the solution on the small variation of parameters, pre-
dicted for the problem of the electromagnetic wave
propagation in a planelayered dielectric with
extremely small absorption near the zero of € [3, 4].
Moreover, the nonlinear phenomena possible at € = 0
require a special analysis. In connection with this, the
mathematical modeling of the interaction of electro-
magnetic waves with a cold plasma possessing a nearly
critical density (corresponding to zero €) has to be

based on a strict solution of the problem of electromag-
netic wave diffraction on two bodies.

The plasma stream of an electrojet thruster is mod-
eled by two homogeneous dielectric balls, embedded
into one another, with nonintersecting spherical sur-
faces the centers of which are shifted along the symme-
try axis (Fig. 1). The results presented below show that
the proposed mathematical apparatus offers an effec-
tive tool for designing antennas of space vehicles.

Fig. 1. Themodel of a space vehiclewith plasmaformation.
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Using the two-body model, it is possible to study the
physical phenomena related to electromagnetic com-
patibility of the radio equipment of space vehicles in
the presence of aninhomogeneous plasmawith anearly
critical density.

Method of the wave amplitude transformation
upon a shift of the coordinate system. Solutions of
the Maxwell equations, obtained by separating vari-
ables in a spherical coordinate system, can be repre-
sented in terms of the scalar potentials

o0 —_

> [w\nm EI’IITI . |:|
V = z z L cos(md)+ _  sin(md)
m=o0n 1mnm Dnm U

o (1)
Xan(cose)Z” (p), r

Wn(p)

of the magnetic waves (E, = 0) and by anaogous
expressions for the potentials U of the electric waves
(H, = 0) (obtained by eliminating bars over the wave

amplitudes). Here, p = Jepkr, r' is the radius of the
region occupied by sources, k = 210/A, A is the wave-
length infree space, and € and [ are the permittivity and
permeability of the homogeneous medium.

In the local spherical coordinate systems (Fig. 2)
centered at O (s = £1), the components of the electric
field E (and, similarly, of the magnetic field H) are
related by the formulas

& = (rs+slcosb_)E, —slsnb_E, , ()]

wherel isthe distance between centers O,and O_. Tak-
ing into account orthogonality of the eigenfunctions,
we obtain the following expressions describing the
transformation of the wave amplitudes in a homoge-
neous medium [5]:

rs<l, (3

wheren,m=0,1,2,... (n#0,m<n);w, = /y;/g;; and

the coefficients o, and @, (determined by the coor-
dinates of the new origin in the old coordinate system)
depend on the ki distance, for example, a;fnj =f(kl, —s,
n, m, j). Expressions (3) show that, on the passage from
one to another local system of coordinates, waves of
one type give rise to waves of both types. Thus, the
wave amplitude transformations (3) reveal a mutual
relation between the electric and magnetic waves with
respect to ashift of the origin of coordinates. Thisresult
demonstrates the incorrectness of replacing a superpo-
sition of fields with the superposition of scalar poten-
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Fig. 2. A model describing the diffraction of electromag-
netic waves on two bodies. The amplitudes of incident elec-

tric and magnetic waves (C,s]m, f)ﬁm) are denoted by CS,

the reflected Waves(Aﬁm , By are denoted by AS (s= +1).

tials(asit wasmadein [6] in solving the problem of dif-
fraction on two balls) [5].

Now let us consider an axisymmetric system of bod-
ies in which the wave amplitudes for various azimuthal
harmonics are independent. Therefore, the solution can
be presented for an arbitrary m (for brevity, expressions
are written for the electric and magnetic wave harmon-
ics of the cosm$ and sinmd types, respectively).

Electromagnetic wave diffraction on two bodies.
Consider the diffraction of electromagnetic waves on
two spheres in vacuum (Fig. 2). Each body isrelated to
its own system of coordinates centered at O; (s = £1)
and bears a coordinate surface of radius rg (the two
spheres with the radii rg do not intersect with each
other). Let the field in the common region near r, be
determined by the wave amplitudes of the external cur-

rents (A2S, Bre, C25. D) and by the unknown

amplitudes of waves (A, Bom, Cim, and Dpm)
caused by the mutua influence of the two bodies. If the
boundary conditions of continuity of the tangential
field components on the surface of each body are satis-
fied, a solution of the diffraction problem for the wave
amplitudesis determined by the relations

Ain = 8(Con* Cn), - Bim = bar(Dim+ Dium).

s=4+1, n=123,...,
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where the coefficients are expressed through the eigen-
functions; for example, a;, and b,,, valuesfor anidedly
conducting sphere are as follows:

Wn(kra)

B _ W(kry)
Y (kry)’

P (kry)

in —

In the common region between spheres, thefieldsin the
vicinity of surfaces with the radii r (s = 1) are deter-
mined by the scalar potentials (1) of the electric and
magnetic waves:

Us = U(Am Com* Co).
Vs = V(Bim Dom+ Dom), s = 1.
Substituting expressions (3) for the wave amplitude

transformation into relations (4), we obtain an infinite
system of equations for the unknown wave amplitudes:

00

Azm —Qag Z { a;fnj Aj_r?"l + a;fnj El_rsﬂ} = asncgns"n

j=m
BS : S 55 ——S A-Sy _ —0Os (5)
Bnm_bsnz {anijJm_anmjAjn} - bsnDnmf

j=m

s=4+1, n=123,....

The solution of the system of equations (5) with respect

to A’ and Bam (s = +1), obtained by the method of
truncation, is the solution of the initial problem. The
total field in the common region between spheres rep-
resents a geometric sum of the fields determined in the
local coordinate systems by the amplitudes of these

waves and the waves of external currents (e.g., Aot

Efﬂ;l). Inthefar field zone (r > r, kr > 1), expressions
for the fields appear to be much simpler.

Using the method of the wave amplitude transfor-
mation described above, astrict solution of the problem
of electromagnetic wave diffraction ontwo ballsiscon-
structed as follows. First, the field in the common
region near the surface of each ball in the local coordi-
nate system is represented as a sum of the given wave
amplitudes of external currents and the unknown wave
amplitudes related to the influence of the other ball
(Fig. 2). The boundary conditions of continuity on the
surface of each ball yield an infinite system of equa-
tions for the unknown wave amplitudes. Adding
expressions for the transformation of these unknown
amplitudes on the passage from one to another local
coordinate system makes the total system of equations
complete. Solving this system by the method of trunca-
tion, we obtain the solution of theinitial problem.
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If the wave amplitudes AL = A and B = Bim
are solutions of the system of equations obtained as
described above, these amplitudeswill not change upon

multiply repeated transformation (3), that is, A, =

A and By, = Bim (forp=1, 2, 3, ...). This property
of the wave amplitude transformation can be used for
verification of the solution of an infinite system of
equations obtained by the truncation method. When an
approximate solution of the diffraction problem is
known, it can be refined by multiple application of the
wave amplitude transformation (3), provided that the
iterative processis convergent. Based on such repeated
application of the wave amplitude transformation (3), a
method has been devel oped for the cal cul ation of atwo-
body system with dimensions of up to several wave-
lengths [1]. This formalized approach significantly
simplifiesthe process of designing microwave antennas
for space vehicles.

Excitation of two spheres by a turnstile antenna.
The problem of two spheres excited by the radiation of
aturnstile antenna reduces to the problem presented by

Egs. (5) with C5;* and Dy given for m = 1. The
total field in the far zone represents a sum of the pri-

mary field of externa currents with the wave ampli-

tudes A~ and Byn' and the field of the waves

reflected from the sphere, determined by the wave

amplitudes A;,,, and By, (5= +1) via standard formu-
las (1) for the scalar potentials U and V.

As an example, the problem of excitation of an ide-
aly conducting sphere with kr_; = 4 by a turnstile
antennain the presence of another conducting sphere of
variable radius was numerically solved using a compu-
tational program written in FORTRAN. The turnstile
antenna parameterswere asfollows: kz, = 4.8, f,=30°,
and kI, = 0.8 (z, is the distance from 0_; center to the
antenna mount point along the z axis, f; is the antenna
dipole sloping angle relative to the positive zaxis direc-
tion, and |, is the length of the dipole with a sinusoidal
current). Figure 3 showsthe antennadirectivity patterns
observed for the excitation of alone sphere (curve 1),
lone hemisphere (curve 2), and two spheres. As can be
seen, al patterns have similar shapes. This result
implies that neither the shape of the spherical antenna
in the shadowed zone nor the presence of another body
influence the directivity pattern to any significant
extent.

Excitation of a sphere by aring dot in the pres-
ence of an inhomogeneous ball. Using an axisymmet-
ric system of two bodies, it is possible to model aspace
vehicle with an obstacle in the form of an inhomoge-
neous ball comprising two embedded dielectric balls
with displaced centers (such an inhomogeneous ball
can model the plasma stream of an electrojet thruster,
seeFig. 1). Let anideally conducting sphere centered at
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Fig. 3. Directivity patterns of a sphere excited by an antenna with kr_; = 4, kzy = 4.8, fy = 30°, and kig = 0.8 in the presence of
another sphere, calculated for various radii and positions of this sphere (curve 2 refers to a lone hemisphere with kr_; = 4):
(1) kry1 = 0 (lone sphere); (3) kryq =4, kl =10; (4) kryq =2, Kl = 10; (5) kryq =8, kl =14; (6) kryq =4, kl = 14.
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Fig. 4. Directivity patterns of a spherical antenna (kr_y = 1, krg =

01 | |

|
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1) affected by the presence of a closely spaced inhomogeneous

dielectric ball, as calculated for kr =2, &1 =4,&,=8,kl =4, kd = 0.5, and kr, = 0.5 (1) and 1.5 (2).

O_, bear an external ring-shaped magnetic current
(kro=1, 85> 90°) expressed ase?. A strict solution of
the problem for alone inhomogeneous ball centered at
0O,; wasobtainedin[2]. A strict solution of the problem
of excitation of two bodies, the other representing a
homogeneous ball centered at O,, is determined by a
system of type (5) with preset external currents for
m= 1. In the general case, the calculation for a system

TECHNICAL PHYSICS LETTERS Vol. 29 No. 4

comprising a spherical antenna and an inhomogeneous
ball can be performed using an iterative method of tran-
sreflections [1]. Figure 4 presents the directivity pat-
terns calculated in this case. Here, solid curves show
the results of calculations based on a strict solution of
the diffraction problem, while the dashed curves repre-
sent the approximate results obtained with neglect of
the mutual influence of two bodies.

2003
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Theresultsof our investigationsfor asphere (kr_; =1)
excited in the presence of aball showed that the results
of calculations based on the strict and approximate
solutions coincidefor distancesfrom the ball exceeding
one and a half wavelengths. The accuracy of calcula-
tions provided by the strict solution is quite sufficient in
thefirst stage of designing antennas for space vehicles.
Using the proposed method, it is possible to perform
calculations for a system of two balls with radii up to
about one wavelength.

Conclusion. A method for investigation of the dif-
fraction of electromagnetic waves on two bodies
described by spherical coordinatesis devel oped. Use of
this method is expedient for designing antennas of
space vehicles with alowance of the presence of
plasma bodies. The mutua influence of the waves of
two types, with allowance of the diffraction on two
bodies, detrimentally influences the pol arization decou-
pling of receiving and transmitting antennas. The prob-
lem of electromagnetic compatibility iscomplicated by
the probability of nonlinear phenomena. The experi-
mental data reported in [7] show evidence of a sharp
increase in the microwave noise level of electrojet
thrusters operating at a maximum output power level
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(this factor additionally complicates the problem). The
method developed above will be employed in subse-
quent investigations aimed at solving electromagnetic
compatibility problems.
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Abstract—Microwave filters based on periodic metallized ferrite-dielectric structures are described.
The spectral characteristics of such a photonic bandgap filter can be electronically controlled on a rea-time

scale. © 2003 MAIK “ Nauka/lInterperiodica” .

Introduction. Photonic bandgap (PBG) structures
have been extensively investigated since the 1980s. The
properties of related synthetic materials (photonic crys-
tals) [1] were studied in both optical and microwave
ranges. One of the promising microwave applications
of PBG materials arefilters based on metallized dielec-
tric structures [2]. Placed in a waveguide, such metal-
lized PBG structures create a periodic distribution of
impedance that is equivalent to a metallized “crystal
lattice” arranged between conducting walls. Radiation
reflected from the “crystallographic planes’ of this lat-
tice exhibits interference to form a pattern of transmis-
sion and band gaps observed in experiment.

For example, microwave radiation in a waveguide
containing periodic matrices of n x mpatchboards com-
posed of metal disks is incident perpendicularly onto
[001] planes of atetragonal lattice created by this PBG
structure [2]. The appearance of band gaps in the spec-
trum of such a PBG filter is explained in terms of the
well-known Bragg formula. According to this, in the
vicinity of aband gap, alongitudinal period of the crys-
tal lattice accommodates an integer number of half-
waves:

2dsing = kA, d = kg, (1)

where d is the interplanar spacing, k is an integer, A is
the radiation wavelength, and 6 = 90° is the incidence
angle.

There is a need for PBG structures admitting real-
time electronic control of the amplitude—frequency
characteristics. This problem has been mostly studied
inthe optical range. Figotin et al. [3] theoretically stud-
ied the possibility of spectral tuning in two-dimen-
siona PBG structures. Recently, Golubev et al. [4]
reported on an optical filter in which the spectral char-
acteristics can be adjusted by controlling the degree of
filling poresin a synthetic opal and switched in ajump-
like manner [5] as aresult of the temperature-induced

phase transition in the filling material. The problems of
creating PBG structures with the optical characteristics
controlled on a real-time scale were studied in [6, 7]
using synthetic opals in which the pores are filled with
nematic liquid crystals. By changing the liquid crystal
orientation with the aid of an applied electric field, itis
possibleto control the density of states of such photonic
crystals. The optical properties of PBG with liquid
crystals can be also temperature-controlled [8].
Although the real-time control in the PBG structures
described in [5-8] is possible, the relative magnitude of
changesin parameters of the these systemsisstill rather
small.

Here we report on the results of investigation of the
real-time electronic control of the spectral characteris-
tics of microwave PBG structures.

Experimental results. The experiments were per-
formed with PBG structures of two types: (i) n x m =
1x2,2x4, and 3 x 6 patchboards composed of metal
disksand (ii) narrow metal strips arranged at the center
of arectangular waveguide, perpendicularly to thewide
wall. The spaces between metal elements were filled
with foamy microwaveplastic (¢ = 1, tand = 0), 1-mm-
thick Al,O; plates (polycor, € = 9.6, tand = 15 x 107,
or 1-mm-thick polycrystalline yttrium iron garnet
(Y1G) plates matched to the waveguide cross section
(e=15, tand = 2 x 10%). All experiments were per-
formed with a TE,, waveguide mode for a 3-cm
waveguide in afrequency range from 7.8 to 12.5 GHz.
The metal layer thickness varied from 1 to 20 pym
(being at least one order of magnitude greater than the
skin layer thickness).

Typical  amplitude-frequency  characteristics
(AFCs) of the microwavefilters based on the metallized
PBG structures studied, measured in the absence of
external control factors, are presented in Figs. 1 and 2a
(solid curves 1). The characteristics were modified by
applying a homogeneous magnetic field. In these
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Fig. 1. Magnetic-field-induced variations of the transmis-
sion band of a PBG-based microwavefilter (N isthe number
of layers in the PBG structure, H is the applied field
strength).
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Fig. 2. Amplitude—frequency characteristics of a six-layer
PBG filter: (a) variation in the applied magnetic field H;
(b) a dispersion curve explaining the observed behavior
(different variation rates of the LF and HF fronts).

experiments, the waveguide contained PBG structures
with additional Y 1G plates. Using thisferrite in abiased
regime, the transmission band of the microwave filter
could be controlled by applying an externa field
(Fig. 1). The experiment illustrated in Fig. 1 was per-
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formed with five layers of metallized 2 x 4 disk patch-
boards. Each layer consisted of adisk patchboard, con-
tactingwithaY 1G plate, and six Al,O, plates. The mag-
netic field was oriented in the plane of the ferrite plate,
perpendicularly to the wide wall of the waveguide.

As an dternative type of metallized element, we
used narrow metal strips arranged at the center of the
waveguide, perpendicularly to the wide wall (not con-
tacting with the waveguide). As is known, such con-
ducting strips create a periodic distribution of imped-
ance in the waveguide. The central position corre-
sponded to the TE;, mode, ensuring the coincidence of
the maxima of the electric wave field intensity with the
maxima of the impedance and providing for the maxi-
mum concentration of electromagnetic field in the fer-
rite. Using this type of metallized elements reduces the
losses for reflection as compared to the system with
large disks and significantly simplifies the process of
manufacturing filters, especially in cases when etching
has to be employed.

Figure 2a presents dataillustrating adjustment of the
AFC of a microwave filter comprising six layers of
0.5-mm-wide aluminum strips, deposited onto Al,O4
plates of the same width, and YIG plates arranged so
that the metal occurs between ferrite and polycor. As
can be seen from Fig. 2a, the high-frequency (HF) and
low-frequency (LF) fronts of the curve shift at different
ratesin responseto the magnetic field. Thisisexplained
by features of the complex permeability (x) dispersion
inYIG (see. eq., [9]). Asthe magnetic field strength is
increased, the real part of the permeability (X') at a
given frequency grows, which leads to increasing field
concentration in the ferrite. To the first approximation,
the field-induced AFC shift can be calculated using the
concept of the optical pathlength in a medium with the
refractive index

n = .Jep. )

As this parameter changes upon application of the
magnetic field H, the AFC shifts at arate of

onplop 1 ox
OH ~ Ju0H T+ amydH’

Figure 2b shows the AFC shift rate calculated by
formula (3) and plotted in the same scale as the AFC.
The AFC shift rateis normalized to that of the HF front
of the band gap (see Fig. 2a), that is, to the value at
11.2 GHz. A comparison of thefield-induced AFC shift
rates observed for the HF and LF fronts shows good
coincidence of the experimental and cal culated results.
Indeed, the left-hand front of the AFC moves at arate
which is approximately twice that for the right-hand
front (for H ~ 1 kQOe). The absolute AFC shift in the

©)
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PBG structure studied amounts on the average to 250
and 125 MHz for the LF and HF fronts, respectively.

The datain Fig. 2a show that, in the genera case, a
magnetic-field-controlled PBG filter may possessarel-
atively narrow transmission band (on the order of
0.5 GHz), with alevel of losses not exceeding 6 dB and
alevel of quenching about 4043 dB. Thistransmission
band can be effectively adjusted by applying a mag-
netic field in the range from 0 to 2.5 kOe.

Conclusion. Theresults of our experiments demon-
strate the possibility of controlling the amplitude—fre-
guency characteristics of microwave filters based on
metallized PBG structures. A new variant of such struc-
tures is proposed that significantly simplifies the tech-
nology of manufacturing filters, for example, for the
millimeter wavelength range. The characteristics and
the controllability of filters employing metallized fer-
rite—dielectric patchboards of various types are essen-
tially the same. Attempts at explaining the mechanism
of control in the PBG structures studied showed that
features of the field-induced shift of the amplitude—fre-
guency characteristics can be related to peculiaritiesin
the dispersion properties of ferrites employed.
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Abstract—The dispersion of surface plasma oscillations of a Ge(111)—2 x 8) single crystal face was studied
by electron energy loss spectroscopy. The experimental data are indicative of a reduced density in the surface
layer, which confirms the existing adatom model of the 2 x 8 surface superstructure. © 2003 MAIK

“ Nauka/Interperiodica” .

In [1], measurements of electron energy losses on
surface plasmons (i.e., the discrete losses related to the
quanta of surface plasma oscillations) were originaly
used to investigatethe Al(111) surface. These datawere
used to determine the thermal expansion coefficient
(TEC) and the static relaxation parameter (a changein
the mean equilibrium values of the lattice constants) of
the surface layer. Then [2], electron energy loss spec-
troscopy (EELS) was used to determine the rms dis-
placements of atoms—another important parameter of
the atomic dynamics—on the same Al(111) crystal
face. The parameters of atomic dynamics measured by
this aternative technique agreed well with the data
obtained by the conventional method of low energy
electron diffraction (LEED), while the EELS data on
the static relaxation were consistent with theoretical
estimates for the metal surfaces[3].

Later [4], the EEL S technique was used for the first
time to determine the TEC of a Ge(111)—2 x 8) sur-
face. Below we report on the use of EEL S to determine
the structure of the uppermost layer of the Ge(111)
crystal face.

The experimenta technigques and the method of data
processing have been described in detail elsewhere([1, 2,
4]. The Ge(111)—2 x 8) surface was prepared for the
EEL S measurements using a conventional procedure,
including mechanical grinding and polishinginair, fol-
lowed by repeated Ar* ion sputter and annealing cycles
in vacuum. The secondary electron energy spectrum
was measured as afunction of the primary beam energy
in the reflection mode. The secondary electron take-off
angle (determined by the analyzer entrance aperture)
was 90°, so that the EEL S signal measured was integral
with respect to the scattering angle. The results of our
measurements showed that the bulk (E,) and surface
(E9) plasmon energies on the Ge(111)—2 x 8) surface

depend on the primary electron energy (E,) as depicted
inFig. 1.

Below, we will consider the energy dependence of
the surface plasmon energy E{(E;), sincethisquantity is
more sensitive to the structure of the uppermost surface
layer. Following [1], we relate this energy dependence
to the dispersion wy(k), where w, and k are the fre-
guency and the wavevector of the surface plasma oscil-
lations. The dispersion relation is established by apply-
ing the laws of conservation of the energy and momen-
tum in the elementary event of plasmon excitation by a
primary electron [5].

When the secondary electrons are detected in the
direction of mirror reflection with respect to the inci-

Epl’ eV

16.8F

16.5- M

11.7F

11.4- E,

1.1 -/
| | | | |

0.2 0.6 1.0 1.4 1.8 22

Ep, keV

Fig. 1. Plots of the bulk (E,,) and surface (Eg) plasmon ener-
gies versus primary electron energy E, for the Ge(111)—

(2 x 8) crystal face studied by electron energy |oss spectro-
scopy.
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dent electron beam, the minimum (and most probable)
value of the wavevector is

E
k = P _ (1)
21 ,[E,sin®

where misthe electron mass and 6 isthe angle of elec-
tron beam incidence relative to the surface normal (in
our case, 8 = 60°). The direct use of relation (1) for
analysis of the experimental energy dependences of the
surface plasmon energy is hindered by the aforemen-
tioned angular averaging for the secondary electrons
detected in the reflection mode (see [1]). This factor
leads to an effective increase (by our estimates, up to a
several tens of percent) inthek value at agiven primary
electron energy E,.

Taking the above circumstance into account, we
applied relation (1) to the experimental E(E;) curve
and obtained the dispersion curve for the surface
plasma oscillations, which isdepicted in Fig. 2. Ascan
be seen, the plot is characterized by a negative slope,
which isevidence (asin the case of the Al(111) face) of
acertain changein the structure of the surface layerson
the Ge(111) surface. Using the model proposed in [1],
it is possible to take into account the contribution from
the inhomogeneity of the electron profile to the disper-
sion of surface plasma oscillations. At small k values
(kd < 1, where d is surface the thickness), the disper-
sion can be expressed as

W, = Wyl 2+ 0k, 2)

where
d

a = (Wpp/ nb’\/é)J.(n(Z) —Np)ds, ©)
0

Nn(2) is the variable electron density in the surface tran-
sition layer, n, is the bulk electron density, and wy, is
the bulk plasmon frequency. By measuring the g ope of
the linear portion of the experimental dispersion curve
in Fig. 1 and using relation (2), we can determine an
effective decrease in electron density on the Ge(111)—
(2 x 8) crystal face, which amounts to approximately
3%. A thickness of thistransition layer can also be esti-
mated from the position of a nonmonotonic portion of
the dispersion curve. This yields about 0.5 nm, which
corresponds to 2—-3 atomic monolayers.

Therefore, the EELS data show evidence of a
change in the structure of the surface atomic layers on
the Ge(111)—«(2 x 8) crystal face. We relate this
decrease in the density to reconstruction of the Ge(111)
crystal face. The 2 x 8 superstructure is well described
by an adatom model (NIST Surface Structure Data
base) featuring alarge effective loosening of the upper-
most surface layers.
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Fig. 2. The surface plasmon energy Eg versus wavevector k
plotted by the EEL S data for the Ge(111)—2 x 8) surface.

It should be borne in mind that the theory [6] pre-
dicts that covalent crystals (in contrast to metals) must
feature a decrease in the length of chemical bonds (i.e.,
contraction of the crystal lattice) on the surface. How-
ever, this prediction does not take into account the sur-
face reconstruction. According to the adatom model for
a reconstructed Ge(111)—<2 x 8) crystal face, the sur-
face layer exhibits an integral loosening even if the
underlying are contracted. Thus, our EEL S results con-
firm validity of the conventionally accepted adatom
model of the reconstructed Ge(111)—2 x 8) crystd
face.
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Abstract—The dynamic diffraction of a spherical X-ray wavefrom acylindrically bent crystal in the backscat-
tering mode has been theoretically studied. An approximate analytical solution of the system of Takagi
differential equationsis obtained under certain conditionsimposed on the coordinates of atomsinside the crys-

tal. © 2003 MAIK “ Nauka/Interperiodica” .

The dynamic theory of Bragg diffraction for hard
X-ray radiation scattered from an elastically bent crys-
tal has been developed by Chukhovskii et al. [1-3]. In
particular, the exact analytical solution of the Takagi
equationswas obtained for the Bragg angles 6z # 172 1in
acrystal with arbitrary radius of bending. However, the
theory developed in [1-3] is not quite correct in
describing X-ray diffraction in the reverse direction
(i.e., in the backscattering mode).

This paper presents an analytical solution of the sys-
tem of Takagi differential equations for one particular
case of aspherical wave diffracted in the backscattering
mode from a cylindrically bent crystal.

Consider a monochromatic spherical X-ray wave
Eo(r, t) = Eo(r, w)exp(ikor —iwt) outgoing from a point
source and incident onto a cylindrically bent crystal.
The source is situated on the z axis coinciding with the
internal normal to the crystal surface at its center. Here,
wisthefrequency of theincident wave, Kol =K = w/c =
217\, cisthe speed of light, and A is the X-ray wave-
length. Let us assume that the angle ¢, between vector
ko, and the normal n to the reflecting surface at the crys-
tal center falls within the interva [Xy| < ¢ < X [Y%
Under this condition, we may ignore the effects of mul-
tiple scattering upon the backscattered wave.

In atwo-wave approximation, the wave field in the
crystal represents acoherent sum of the transmitted and
backscattered waves.

E(rvt) = EO(rlt)+Eh(r1t)1 (1)
where E(r, t) = Ei(r, w)exp(ik,r —iwt) is the electric

field of the diffracted wave, k;, = ky + h, h isthe recip-
rocal lattice vector of the ideal unbent crystal, |k |* =

[kol? = K2, r(x, Y, 2) is the radius vector of an arbitrary
atom in the crystal lattice, Eq n(r, w) = Ey (1, W)€y p,
and ey ,, are the unit vectors of polarization.

The wave field E(r, t) is a solution of the Maxwell
equation

~(0*+K%)E = K*X(r), )

where x(r) is the X-ray polarizability of the crystal.
Expanding this polarizability into a Fourier series and
restricting the expansion to the first three terms, we
obtain

X(r) = Xo+ Xnexp{ihr —ihu(r)}

L ©)
+X_pexp{—ihr +ihu(r)} .

Here, vector u(r) describes the displacement of atoms
in the crystal lattice upon elastic bending of the crystal.
Asis known [1-3] for the system under consideration,
u(r) represents aquadratic function of theinitial atomic
coordinates (x and y) in the unbent crystal. In this study,
we are interested only in the z component of vector u:

u, = —xX’/2R,—ZI2R,, (%)

where R istheradius of crystal bending in the plane of
diffraction reflection and R, is the radius representing a
certain combination of components of the reciprocal
tensor of elastic moduli. For diffraction in the backscat-
tering mode,

hu = k(X*/R, +Z*/R).

Substituting (1) and (3) into Eq. (2) and assuming
amplitudes E; |, to be slowly varying over adistance on
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the order of A, we obtain a system of two Takagi differ-
ential equations

2i(1—y2)POE ax + 2iy,0E,/0z
+ KX oEo + KCY_pexp(ihu)E, = 0,

12 )
2i(1-vy,) O0E /ox+ 2iy,0E,/0z

+K(Xo—0)E, + KCXpexp(—ihu)E, = 0.

Here, v = (kon)/k = -y, = —(kyn)/K, C = (kgk)/k2 = -1
isthe polarization factor for a backscattering wave, a =
(k2 — k3)/k2=2(AB)?, AO = 0 — V2, and O isthe sliding
angle for the incident plane harmonic wave.

Now consider a symmetric X-ray wave diffraction
in the reverse direction (backscattering), whereby we

can assume that Y, = —yi, = 1 — $5/2 (¢, < 1). Then (1 -

¥o)Y2 = (1-yn)¥2 Odo. Let ¢ = D[y Y2 where Disa
dimensionless coefficient. Below we will consider the
case of D = £1, which corresponds to the edge of the
total backscattering curve.

L et the condition [X,|[Y20E,, /0x < 0E, /0zbe satis-
fied for a point with the coordinates (x, 2) inside the
crystal, as well as on the crystal surface. Thisimplies
that al the following relations are valid provided that
X > |x|¥%z. For the backscattering reflection (199)
from a Si crystal (x| 02.39 x 107), this condition is
quite well satisfied for 0 < z < 100 um and x > 5 x
108 m. For the atoms displaced by u, = —x%/2R,, where
x O1,/2, 1, < 10 mis the crystal plate size along the x
axis, and R, = 10 m, the above conditionisalso valid for
distances on the order of interatomic spacing.

Ignoring the terms involving partial derivativeswith
respect to xinthe Takagi equationsand representing the
wave amplitudes as E; (X, 2) = Eq 1(X)Eg 1(2), the sys-
tem of equations (5) can be reduced to a second-order
differential equation for the diffracted wave amplitude

E.(2):
d°E,/dZ’ + A(z)dE,/dz+ B(2)E,(z) = 0,  (6)
where

A(2) = A+ Az, A, = 2ik(88)°, A, = 2k/R,.

B(2) = B, + B,z, By = K{Xo(Xo*+ a) —XnX_rt /4, (7)
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B, = i(Xo+ 0)K*/R,, a = 2(A8)°.

A solution of Eq. (6) can be found in the form of a
Fourier integral

En(2) = (2m) " [dkGy(k) exp(ikz) (8)

with the boundary condition E,(z—» o) — 0. For the
Fourier component G,(k), we obtain adifferential equa-
tion of the first order,

Ak +iB,)dG,/dk — (K* —ikA, — B, — A))G, = 0,
9)

with the boundary condition G,(k — o) — 0. A
solution to Eq. (9) is given by the function

Gh(K) = exp(=K*/2A, +iAkIA,—iB,k/AD) (
x (1+ikAy/B,) ™,
where

A; = (A,AB,—Bi—B,AZ— A)/AS. (11)

For anideal unbent crystal (A, — 0, B, —= 0), the
function Gy, (k) reduces to the delta function d(k — €, ,),
where g, , is the excitation errors for theideal crystal:

£, = {iA £ (-A2+4B,)"} /2

= k(2 (=a/2) £ [(Xo + a/2)* = XeXrd -

The x-dependent diffracted wave amplitude is E,(x) =
exp(—ikx%/R)).
For the transmitted wave amplitude, it is possible to

obtain a differential equation of the second order anal-
ogousto Eg. (6).

(12)
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Abstract—The energy states of a nonlinear system of the electromagnetic field—dielectric waveguide typeis
considered. It is shown that this system possesses a manifold of “vacuum” states with azero “internal” energy.
The presence of such statesis evidence that the system can feature field statesin the form of three-dimensional

solitary waves. © 2003 MAIK “ Nauka/ I nter periodica

Sincethe very appearance of quantum mechanics, it
has been possible to describe the quantum particles in
terms of waves [1]. On the other hand, there were
attempts at describing classical waves as fluxes of qua-
siparticles[2, 3]. In the case of afield propagating in a
nonlinear medium, the formation of both periodic cnoi-
dal waves and solitary waves possessing the properties
of particlesis possible for acertain relation between the
parameters of the field and the medium [4]. The exist-
ence of such afield in the form of solitary waves pos-
sessing the properties of particles (solitons) isrelated to
the ability of the fiel d—medium system to form topol og-
ical vacuum states with zero internal energy, in which
the field magnitude can be nonzero [5].

Let us determine such vacuum states of a classical
electromagnetic field—dielectric waveguide system. To
this end, consider the propagation of electromagnetic
radiation in an isotropic dielectric waveguide possess-
ing the shape of acircular cylinder. Taking into account
the cubic response of the waveguide medium (quartz),
anonlinear equation for the electric field strength E can
be written as

2 516D 4T[X°,a

C atZD

IEI E, (D)

whered =
ly . arethe unit vectors, and €, =

1,0/0x + 1,0/0y + 1,0/0zis the nabla operator,
1+ 41y,.

Assuming that E is a harmonic function of the time
(i.e., ignoring the generation of harmonics), we can
present the field in the form of waveguide modes with
real amplitudes e(r):

E = e(r)exp(ikld)exp[i(wt—
(k=%1,1=0,1,2,...).

B,

Then, substituting expression (2) into Eq. (1), we obtain

asystem of equationsin the cylindrical coordinates

Dd—2+ld IDe+me+0(ee—0
yr2 RdR R ©)
(I k=xY,2),
where

m’ = riy(w’e,/c—B7), a = Amyrw/c’,

> e
j=xvy,z

and r, is the waveguide radius. The mode propagation
constants 3 are determined from a dispersion equation
[6]. Note that the field equation (3) has the form of a
nonlinear steady-state Klein—-Gordon equation. This
implies that the electromagnetic field propagating in the
waveguide can be considered (in view of the discreteness
of the spectrum of the propagation constants 3)) as aflux
of quasiparticles possessing effective dimensionless

MasSES M = Iy\/w €,/c” — B

Upon substituting g = Y;(R)/4/R, the system of
equations (3) can be written in the form of equations
describing the motion of a quasiparticle under the
action of acentral force:

R=r/r,0[0,1],

y ou y ou
mu, = _6_L|J,I(’ muy, = _a_llJ;/’
0U| @)
mIlIJZ - alIJ

where upper dot indicates differentiation with respect
toR;

m | 1/4|] me|

U= > = (UJZ)Z
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is the potential; and W2 = W2 + W’ + 2 . A Hamilto-
nian of this system has the following form:

1.2 112 |2—l/ 2
Ho= g sin -1

In the configuration space, the first term describes the
“kinetic” energy (in real space, the potential energy)
depending on the rate of the field strength variation in
space; the second and third terms describe the internal
energy of the system.

Let us determine the states of the system in which
H = const. The ground state (with a zero potential

energy (5), whereby 1112 /2 = 0) correspondsto theinter-
nal energy
)+ gt -

In the excited state, the potential energy is positive, so
that vacuum states can take place only when the inter-
nal energy is zero (E, = 0). Thisyields an equation for
the field components in the vacuum states,

_2Rge I

1Ty o O~

am|

L D6

E = (W ©)

1/4DlIJ2

which has solutions on the spheres with the square
radius

2 2R

1 —1/4
Yy = | — U>o.

a R’ 0

On the waveguide axis (R = 0), al field components at
E =0aezero: y =Py, =y,=0

In asystem possessing more than one vacuum state,
the transitions from one to another vacuum state can
take place without energy dissipation, whereby thefield
acquirestheform of a solitary wave (soliton) [5]. At the
sametime, it isknown that soliton sol utions correspond
to a system trajectory of the phase plane representing

separatrix passing through the points (s = 0,
dU,(Wwo)/dw = 0 [4]. The equation

dyu, _ s RO I° 1/4|:|
w—ws*‘a%ﬁ— s =

has the solutions

Ws= ows—J %——;ﬂ—fi‘ m.

Substituting g into expression (5), we determine the
system energies corresponding to the soliton solutions:

_ _mR 2 |2—ZIJ4D2
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Fig. 1. Profiles of theinternal energy E, calculated for my =1,
I=1,a0=01adR=04(1),05(2),and 1 (3).
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Fig. 2. Profiles of the electric field components cal culated
form=1,1=1,and a =0.1: (1) e, for e{0) = 0.01; (2) e,
for e(0) = 0.1; (3) &, for g,(0) = 0.15.

Figure 1 shows the shape of the potentia E,(, R)
for various values of the parameter R. Solutions for the
field components (e, €, &,) of asolitary wave, obtained
upon solving Egs. (3) by numerical methods, are pre-
sented in Fig. 2. As can be seen from Fig. 1, the form of
the potential E, depends on the proximity of boundaries
(that is, on the parameter R representing the normalized
waveguide radius). The potential possesses a character-
istic shape favoring a spontaneous breakage of the sys-
tem symmetry and, hence, making possible particle-
like solutions in the region far from the boundaries
(Rz1).

Now let us consider the propagation of a nonmono-
chromatic  electromagnetic  field through the
waveguide. A vector equation describing the wave
packet in a co-moving frame (with T =t — z/v) moving
with the velocity of the packet is

2
= GQ—ZIEIZE,

2a ot )

2003



286
where
0 0 1 €& 1 4ATX,
= —_ 4| — —_ = = - = = —.
DD IXOX Iyay’ u2 Cz V2’ a Cz

Upon extracting the slowly varying amplitude and
phase of the field E = e(r, T)exp(iwT) and substituting
the expression for E, we can separate thereal and imag-
inary parts of EQ. (7):

2 19 | wh
PG
_ [Qie_z 26 e, Q«_aa_e__ 22
O(DaT2 P 26 T we%, (8
de _ __ 20(¢%)
ot - M Ter

To thefirst approximation in a < 1, relations (8) yield
avector equation for the wave packet envel ope:

N SR Do
SR Dq]e Duz+0(w ee 9

If Eg. (9) admitsaconserved topological current [7],
not related to invariance of the Lagrangi an

| = lrlder

20hod 2

with respect to any transformations, this equation pos-
sesses soliton solutions. The topological current can be

expressed as J, = €id,e,, where

GOJ

(a e)’+ —e +—(e)
2u°
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is the antisymmetric unit tensor (i, ] =0, 1, 2, g = 1,
2, 3). Using the equation of motion (9), we obtain an
expression describing conservation of the topological

current: 9, = 0.

Thus, the electromagnetic field—dielectric wave-
guide system possesses a complicated topological
structure characterized by the presence of degenerate
vacuum states with zero energy. These regions are
formed depending on the system energy. The presence
of degenerate vacuum statesis evidence that an electro-
magnetic field in the dielectric waveguide can exist in
the form of three-dimensional solitary waves possess-
ing the properties of particles.
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Abstract—The effect of a sample mass (decreasing from 100 g to 0.1 mg) on the crystallization supercooling
(AT") relative to the melting temperature T, has been studied for bismuth. The entire mass range can be divided
into three regions: for massive samples (m= 1006 g), AT is about severa kelvins; for medium masses (1 g to
1.0 mg), AT-amountsto 30 + 4 K and isvirtually independent of m; below 0.1 mg, AT- exhibitsarapid growth.

© 2003 MAIK * Nauka/Interperiodica” .

Introduction. Asis known, the magnitude of crys-
tallization supercooling (AT") of amelt depends on the
sample size d, initial overheating (AT*) relative to the
melting temperature T,, cooling rate (v), and some
other factors. Sufficiently large masses of a meta
(>100 g) cooled at a“normal” rate (0.01-0.5 K/s) admit
only arelatively small supercooling of 1-3K [1, 2]. At
the same time, quenching massive metal samples at a
rate of 10°-108 K/s can be accompanied by significant
supercooling [3]: in a 150-g sample of iron cooled
under such conditions, AT~ reached about 270 K, while
80-100 g samples of nickel exhibited supercoolings as
large as about 305 K.

The samples of Sh, Sn, Bi, Ph, InSh, and some oth-
ers with masses ranging from 0.01 to 10 g, melted with
small overheating (severa kelvins) above T, and
cooled at alow to moderate rate (0.001-10 K/s) exhibit
crystallization without supercooling (AT- = 0). The
same sampl es overheated 30-50 K above T, and cooled
at the same rates can be supercooled within several tens
of kelvins: AT-= 10-30K (Sn), 11-30K (Bi), 12-17 K
(Pb), 55-65 K (Sh), 25-35 K (InSb) [4-9].

Nanodimensional and microscopic drops usually
exhibit significant supercooling when cooled at an
ultrahigh rate (10°-108 K/s) [1- 4, 10-15]. Under these
conditions, liquid particles of Sb, Sn, Bi, Pb, Cu, Fe,
and other metals with dimensions of 40-500 pum can be
supercooled below T, upto 118, 110, 80, 135, 236, and
even 550 K, respectively. Still greater supercoolings
werereported in [16], where 12-um particlesof Ag, Au,
Cu, and Ni showed AT~ = 245, 220, 340, and 245 K,
respectively. Considerable supercoolings in drops
cooled at low rates (~0.33 K/s) were observed in [18],
where the relative supercooling AT/T, reached
0.17 (Al), 0.23 (Sh), 0.41 (Bi), 0.19 (Cd), 0.58 (Ga),
0.26 (In), and 0.37 (Sn).

Ultrasmall drops were reported to obey the follow-
ing empirical relation between the drop size d and
supercooling AT~ [14]: Ind = Ay — A(AT/T,), where Ay
and A, are constant coefficients. However, this relation
does not include the cooling rate v, which is an impor-
tant parameter usualy strongly influencing the AT-
value. The dependence of supercooling on the sample
size d for Sn, Bi, and Fe was reported in [15]: for v =
100-500 K/s, the AT~ values in these metals changed
from 110-115 K for d = 40-50 um to 6080 K for d =
200-300 pm.

The above data show that some researchers are
interested in studying massive samples, while the oth-
ers investigate ultrasmall particles. The data on super-
coolings reported for the same substances are rather
contradictory. Thisis by no means surprising consider-
ing the variety of experimenta methods employed,
ranging from thermal analysis to electron microscopy.
No systematic data were reported on the crystallization
supercoolingsin awide range of sample masses studied
by the same method under equal experimental condi-
tions.

Here we present the results of a thermographic
investigation of the effect of asample massin the range
from ~0.1 to 100 g on the magnitude of supercooling
(relative to the melting temperature T, ) for the crystal-
lization of bismuth from melt. Bismuth offers a conve-
nient object for such investigations, since thismetal has
arelatively low melting temperature T, , isvirtually not
oxidized by air in the vicinity of this temperature, and
is susceptible to sufficiently large supercoolings at
usual cooling rates.

Experimental. The experiments were performed
with bismuth of a specia purity grade (OSCh), from
which the samples were prepared with average masses
about 0.1 (1), 1.2 (1), 9.8 (111), and 112.3 mg (IV) and
1(V),6(VI1), 26 (VII), and 100 g (VII1). The masses of

1063-7850/03/2904-0287$24.00 © 2003 MAIK “Nauka/ Interperiodica’
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Fig. 1. Typica thermograms recorded during the melting—
cooling cycles for bismuth samples with m =1 mg (a) and
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Fig. 2. A plot of supercooling AT~ versus logarithm of the
relative sample size d/a for bismuth: (1) data from [15];
(2) data from [14]; (3) our thermographic data; (4) our
microscopic data for a sample with m= 0.1 mg.

samples I1-VI1Il were measured with an electronic bal-
ance of the VLK T-500g-M type; the mass of the small-
est sample (1) was determined using the average size
measured by the optical method. The data were
obtained by measuring 8-13 samples of each mass.

The process of bismuth melting and crystallization
was studied by the method of sequential thermal
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cycling [5, 6, 16]. The temperature of samples [1-VI1II
were determined using chromel—alumel thermocouples
with adiameter of 0.1 mm. Samples|1-VI1I were stud-
ied in dundum crucibles, while sample Il was placed
onto aflattened junction of the thermocouple. The ther-
mocouple readings were recorded with a KSP-4 chart-
recording potentiometer (2 mV scale). The error of the
temperature measurementswas ~0.5 K. The supercool-
ing of sample | (weighing ~0.1 mg) was studied visu-
aly with the aid of a MIM-8 microscope, in which the
metal particles were heated and cooled using a special
attachment equipped with a chromel-alumel thermo-
couple, which alowed the samples to be heated and
cooled at a controlled rate of v = 0.1 + 0.01 K/sin a
temperature range from 494 to 574 K (for bismuth,
T, =544 K). An overheating of 30 K above T, is suffi-
cient for the melt to lose memory of the initial crystal-
line state [4, 5]. Still smaller particles (below 0.1 mg)
could not be studied by the methods employed.

The reliability of results was confirmed by multiply
repeated measurements on the same sample (up to 15
heating—cooling cycles) and on the analogous samples
of each mass. The supercooling was characterized by
averaging over the values of AT~ determined in several
thermal cycles. The scatter of AT~ values observed for
the same sample mass and cooling rate was within
+(2-3) K about the average value [ATL

Results. Figure 1 shows typica thermograms
observed on heating and cooling of Bi samples with
masses about 1 mg and 1 g in a temperature range
including melting and crystallization processes. As can
be seen, the crystallization supercooling AT~ is about
35K for the 1-mg sample and 31 K for the 1-g sample.

Figure 2 presents a generalized plot of supercooling
AT versus logarithm of the relative sample size d/a.
The size d was calculated using the values of mass m
and density p, assuming a cubic shape of the sample:
d = (mVp)Y3. For bismuth, the density in the vicinity of
T, isp = 10.07 x 10% kg/m? and the rhombohedral lat-
tice parameter isa = 0.47 nm [18]. For comparison, our
results are plotted together with the data of other
researchers[4, 9, 14, 15, 17]. As can be seen, the entire
range of sample dimensions can be divided into three
parts representing ultrasmall particles (1), medium
masses (I1), and large masses (111). For the latter mas-
sive samples (m = 26 g), the values of supercooling are
very small, ranging within 3-5 K (region Il1). For the
samples of medium masses (1 mgto 6 g), the AT-value
isvirtually independent of the particle size and amounts
to 30 + 4 K in the entire region I1. This is consistent
with Fig. 1, where a decrease in the sample mass by
three orders of magnitude is accompanied by a change
in the supercooling AT-of about 4 K (i.e., within the
error interval of AT~ scatter from cycle to cycle). In
region | corresponding to small particles, AT-strongly
depends on the size d. This is illustrated by a change
from AT- =34 K (for m =1 mg) to 50 K (for m =
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0.1 mg) and by the data of other researchers[14, 15] for
smaller particles.

Discussion. There arise natural questions as to
which value of the supercooling is“true’ and in which
of regions |11 itismost informative for identifying the
mechanism of crystallization. Taking into account that
the driving force of aphase transition of thefirstkindis
the difference of the Gibbs free energies AG between
the coexisting phases and that AG is afunction of AT,
we must conclude that AT~ is a physical parameter of
the crystallizing medium. This parameter determines
the critical nucleus size, the work required for the for-
mation of a nucleus, and the nucleation rate [2].

In massive samples, featuring large temperature gra-
dients and inhomogeneous temperature fiel ds, the crys-
tallization heat in theinitial stageis*“dissipated” within
a certain local region and the temperature probe (ther-
mocouple, etc.) detects only small signals. Therefore,
small values of supercooling observed in massive sam-
ples are not very informative and are hardly applicable
to calculations of various nucleation parameters. These
values do reflect the essence of physicochemical pro-
cesses involved in the phase transition.

The region of ultrasmall samples has to be treated
within the framework of the physics of small particles
[19]. Here, various size effects can operate and signifi-
cantly influence the melting temperature, heat capacity,
surface tension, etc. Therefore, the possibility of using
large supercooling values (achieved under hardly con-
trollable conditions in particles possessing specific
properties) in the nucleation theory is problematic.
Statements that a decrease in the amount of foreign
impurities (crystallization initiators) with decreasing
sample size renders the process more homogeneous
and reveals the “true” crystallization onset can be dis-
puted. First, such statements|[2, 4, 15] have never been
confirmed by data on any particular impurities, their
concentrations, and their role asthe crystallization acti-
vators or inhibitors. Second, even small drops usually
contact with a heterogeneous substrate that can act as
the activator of crystallization; the smaller the particle
size, the greater the fraction of surface atoms contacting
with the substrate and the closer the process character
to heterogeneous. Third, the concentration of foreign
impurities in both small and large samplesis the same,
being independent of the degree of comminution.

We believe that using medium sample masses (from
~1 mg to ~10 g) for studying the parameters of crystal-
lization kinetics is very convenient and more informa:
tive. Important effects include a jumplike transition
from the equilibrium crystallization at AT~ = 0to anon-
equilibrium (explosive) process at AT- # 0 depending
on the degree of overheating, the absence of spontane-
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ouscrystallization in the course of prolonged (hours) iso-
thermal melt exposurein the region of supercooling, etc.
These phenomena were observed in medium-size sam-
ples of both bismuth [6] and other metals [5, 20-22].
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Abstract—Separate confinement InGaAsP/InP laser heterostructures were grown by metal organic-hydride
vapor-phase epitaxy. High-power single-mode laser diodes of mesastripe design based on these heterostructures
operatein awavelength interval of 1.7-1.8 um with amaximum continuous room temperature output power of
150 mW. The single-mode lasing regime is maintained up to an output power level of 100 mW. © 2003 MAIK

“ Nauka/Interperiodica” .

The wavelength range of 1.7-2.0 um is highly
attractive, especialy in relation to rapidly developing
fiber communication systems with superlow optical
losses [1], environmental monitoring [2], and spectros-
copy of industrial gases [3]. In connection with these
potential applications, there is increasing demand for
high-power single-mode lasers operating in the indi-
cated spectral range.

Therearetwo possibilitiesfor obtaining laser diodes
operating in the middle IR range. The first is to grow
laser diode heterostructures in the AlInGaAsSb/GaSh
solid solution system [4, 5], while an aternative is
offered by the InGaAsP/InP system [2, 6, 7]. For sev-
era reasons, the second approach is considered as
advantageous for the technology of lasers emitting in
the range of wavelengths below 2 um [8]. Some recent
papers have been devoted to INAsSN solid solutionsas a
promising base for the laser diodes emitting in the 1.7—
2.0 um interval [9, 10]. However, these investigations
possess a preliminary character, and the real potential
of the new system till cannot be assessed.

This paper expands our concept of high-power
semiconductor lasers [11-16] to a wavelength interval
of 1.7-1.8 um, which has been aready successfully
explored by developers of high-power laser diode sys-
tems [1-3, 6-8]. We report on the properties of single-
mode laser diodes emitting at 1.7-1.8 um, based on
separate confinement INnGaAsP/InP laser heterostruc-
tures grown by metal organi c-hydride vapor-phase epit-
axy (MOVPE).

Previoudly [15], we have demonstrated the proper-
ties of high-power multimode long-wavelength (1.7—
1.8 um) laser diodes. In order to realize a single-mode
generation regime, it was necessary to optimize the
laser diode structure and design. The proposed laser
heterostructure comprises the following system of epi-
taxial layers: heavily doped n-InP (n = 6 x 10 cm3)

and p-InP (p = 7.8 x 10'7 cm3) emitters (with silicon
and zinc as the donor and acceptor impurity, respec-
tively), a waveguide representing an intentionaly
undoped 0.6-um-thick layer of InGaAsP solid solution,
and an active region formed by two 76-A-thick
InGaAsP strained quantum wells (QWSs) separated by a
195-A-thick InGaAsP intermediate waveguide layer.

The laser diode had a basic mesastripe design [12].
In such devices, single-mode generation is provided by
a jump (Any) in the effective refractive index in the
plane parallel to the p—n junction. Aswas demonstrated
in[16], the An, valueisinfluenced by many factors, the
most important being the free charge carriers and the
temperature. A certain difficulty of taking these factors
into account is related to the fact that both the free
charge carrier density inthe waveguide and in the active
region, aswell asthe temperatures of these layers, vary
depending on the pumping current.

In order to obtain the maximum output power of a
laser diode operating in a single-mode regime, we have
calculated the structure parameters using a passive
waveguide model [17]. The values to be optimized
were the etching depth and the stripe width, for the
given values of the laser heterostructure parameters.
The process of selective etching during the formation of
mesastripes of required thickness was terminated by a
special 70-A-thick InGaAsP stopping layer grown in
the p-InP emitter. Using astandard postgrowth process-
ing technology [12, 16] and the results of calculations,
we fabricated heterolaser structures with a stripe width
of W= 4.5 um and various lengths of the Fabry—Perot
resonator (L = 200-2000 um). Finally, the laser diodes
were mounted with the stripes downside onto copper
heat sinks and fixed with the aid of an indium-based
solder.

1063-7850/03/2904-0290$24.00 © 2003 MAIK “Nauka/ Interperiodica’



HIGH-POWER 1.7-1.8 uym SINGLE-MODE LASER DIODES

The laser diode samples were studied by measuring
the output power—current (P-1) characteristicsin acon-
tinuouswave (CW) regime at aheat sink temperature of
20°C. These data were used to determine the internal
quantum efficiency of stimulated emission (n; = 55%)
and the internal optical losses (a; = 10 cm™). Figure 1
shows a typical Pl curve of a laser diode with L =
2000 pm and with high reflection and antireflection
coatings applied onto the resonator edges (with power
reflection coefficients of 5 and 95%, respectively). The
maximum output power of such laser diodes reached
150 mW, as limited by heating of the active region.

An increase in the temperature of the active region
leads to a decrease in the emission characteristics of
laser diodes[11], one of the reasons being a growth in
the threshold carrier density in the QWSs [18]. This
growth affects the threshold current. In order to charac-
terize the temperature sensitivity of the threshold cur-
rent, we measured the P—| curvesin a pulsed regime at
various temperatures of the heat sink. The resulting
experimental dependence of the threshold current (I,,,)
on the heat sink temperature (T) varied in the range
from 10 to 70°C can be described by an empirical
expression

Ln(T) = 11(300 K) exp(T =300 K/To),

which yields the characteristic temperature parameter
To=50K (for thelaser diodeswith L = 10002000 pum).
Thiswasaminimum valuefor laser diodes based on the
InGaAsP/InP solid solution system and operating at
1.3-1.55um[12]. However, thelaser diodes emitting at
A =1.7-1.8 um are characterized by greater QW depths
as compared to the deviceswith A = 1.3 pm. According
to estimates, the QW depth for electronsin laser hetero-
structures with the same waveguide energy bandgap
width (Eg,) increases by 92 meV. For alaser diode with
A =13 umand Ey, = 1.23 eV, the QW depth for elec-
trons is Eque = 91 meV and T, = 70 K [12], while the
proposed laser structure has an effective waveguide
with Eg, = 1.23 eV, anearly doubled Eqye, and Ty =
50K.

One possible reason for the observed increasein the
temperature sensitivity can be agrowth in the intensity
of the nonradiative Auger recombination processin the
active region due to a greater radiation wavelength.
However, this by no means implies that a further
increase in the QW depth will not effectively improve
the temperature stability of the emission characteristics
of laser diodes [18, 19]. For laser diodes based on the
AllInGaAsP/InP solid solution system (where the QW
depth can be increased), the characteristic temperature
parameter T, increased by a factor greater than 1.5 as
compared to the devices implementing the classical
InGaAsP/InP system [19, 20].
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Fig. 1. The plot of output power P versus pumping current
| for a laser diode with a resonator length L = 2000 um,
stripe width W = 4.5 um, and high (95%) and low (5%)
reflecting coatings on the resonator edges, operating in a
CW regime at a heat sink temperature of 20°C.
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Fig. 2. The emission spectrum of a laser diode with L =
2000 pum operating in a CW regime at a pumping current
of 1.5l

Figure 2 shows the emission spectrum of a single-
mode laser diode operating in the CW regime at a
pumping current of 1.5l,,. The distance between the
adjacent modes in this spectrum correspondsto the dis-
tance between zeroth longitudinal modes of the Fabry—
Perot resonator. Thisresult confirmsthat the laser diode
generates a fundamental optical mode.

Figure 3 presents a plot of the peak wavelength ver-
sus pumping current for alaser diode operatingin aCwW
regime. As is seen, an increase in the injection level
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Fig. 3. A plot of the peak wavelength versus pumping cur-
rent for alaser diode operatinginaCW regime at aheat sink
temperature of 20°C.
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Fig. 4. Distribution of the radiation intensity in the far zone
in the plane parallel to the p—n junction for a laser diode
with L = 2000 pum operating in the continuous regime for
various pumping currents. The full width at half maximum
is ©) = 10.5 (1), 10.6 (2), 10.9 (3), 10.7 (4), 11.1 (5),
10.6 (6), and 10.1 deg (7); the corresponding output power
isP =5(1), 20 (2), 40 (3), 60 (4), 80 (5), 100 (6), and
120 mW (7).

smoothly shifts the output radiation spectrum toward
longer wavelengths. This is evidence of the active
region heating.

Thedatain Fig. 4 show the distribution of laser radi-
ation intensity in thefar zone in the plane paralel to the
p— junction for various pumping currents. As can be
seen, the full width at half maximum remains virtually
constant for currents up to 9l,, which is one of the cri-
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teria of single-mode operation. Further increase in the
pumping current leads to a shift of the far field pattern
(Fig. 4). In our opinion, this shift is caused by the beam
stearing effect [16]. The power corresponding to the
maximum pumping current of the laser diode operating
in a singleemode continuous regime reached up to
100 mW, which isarecord level for single-mode lasers
emittingat A = 1.7-1.8 um [7, 8, 21].

Thus, we have fabricated separate confinement
InGaAsP/InP laser heterostructures with strained QWs
by metalorganic-hydride vapor-phase epitaxy. High-
power single-mode laser diodes of mesastripe design
based on these heterostructures operate in awavelength
interval of 1.7-1.8 um. The laser diode structure
parameters were optimized so as to maintain singe-
mode lasing at a maximum output power. In the sam-
ples studied, single-mode generation was possible up to
100 mW, while the maximum power in a continuous
operation regime at room temperature reached up to
150 mW. For laser diodes with a resonator length of
1000—2000 pm, the characteristic temperature parame-
terisT,=50K.
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Abstract—Autooscillation regimes in a relativistic magnetron with external mutual coupling of cavities have
been studied. It is demonstrated that the interaction of oscillations under mode competition conditions signifi-
cantly increases the stability of the working oscillation mode and improves the spectral characteristics of radi-

ation. © 2003 MAIK “ Nauka/Interperiodica” .

Microwave tubes with distributed interaction, being
multifrequency autooscillation systems, can feature the
competition and the related instability of modes. These
phenomena are especialy typical of superhigh-power
magnetron oscillators. In the presence of unstable
external fields, oscillations of varioustypes can arisein
such devices both between and within working pulses
[1, 2]. Inthe classical variant, the problem of stabiliza-
tion of the generation process can be effectively solved
by using rising-sun systems or straps. Unfortunately,
these methods are usually inapplicable in relativistic
magnetrons.

A promising means of increasing the stability of
oscillators consists in introducing externa coupling
[3]. In aredativistic magnetron, external coupling can
be provided by a waveguide linking different cavities.
Inthiscase, theinteraction of oscillation componentsin
the magnetron resonance system is physically analo-
gousto the process of coherent interaction in systems of
mutually locked autooscillators. Therefore, stable mag-
netron sources can be created using methods devel oped
for coherent multioscillator systems[4—7]. High stabil-
ity of thelocked oscillation regimesin these systemsis
achieved for a certain organization of the coupling
channels, including common dissi pative |oad €l ements.

Here we report on the results of experimental inves-
tigation of the energy and spectral characteristics of
microwave radiation of a relativistic magnetron with
external mutual coupling of cavities.

Figure 1 shows a schematic diagram of the experi-
mental setup. Two opposite cavities of a six-cavity
S-band rel ativistic magnetron 1 (pumped from alinear
induction accelerator section 2) are linked by a cou-
pling waveguide 3 via tapers 4 and a 3-dB waveguide
H-tee 5. The waveguide tee allows microwave energy
to be extracted from the system viaradiating pyramidal
horn antenna 6. Using straps 7, it is possible to change

(in adiscrete manner) the total coupling pathlength and
the symmetry of load (radiator).

The experimental setup [8] according to this scheme
generates microwave pulses at arepetition frequency of
up to 320 Hz at a cathode—anode voltage level of 400—
500 kV and a total current of 2.5-3 kA; the system is
characterized by highly reproducible working parame-
ters. In these experiments, we determined the power,
measured the spectrum of pulsed microwave radiation,
and monitored the total current and working voltage of
the magnetron (the signal envelopes were used to cal-
culate the total energy per pulse). The parameters of
radiation were measured using amplitude detectors and
atunable narrow-band filter.

Operation of the microwave radiation source was
studied in three variants: (i) magnetron with uncoupled
cavities; (ii) magnetron with waveguide-coupled cavi-

e
m % \
& [ \
:g T xﬁi

Fig. 1. Schematic diagram of the experimental setup (see
the text for explanations).
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tiesand symmetric radiator arrangement; and (iii) mag-
netron with waveguide-coupled cavities and antisym-
metric radiator arrangement. The latter antisymmetric
configuration was obtained by displacing the
waveguide H-tee by 90° (electrical angle for the work-
ing magnetron wavelength) relative to the electrical
symmetry axis of the coupling waveguide. In the two
configurations with coupled cavities, we have deter-
mined the total electrical length of the coupling circuit.
Using these data, it was possible to set various phase-
shifts of the interacting signals. Thus, the coupling cir-
cuit contains a common dissipative load element and
has a configuration obeying the principles of mul-
tioscillator system design [5—7].

In the relativistic magnetron under consideration,
the main competing oscillations are the 1t and 2173
modes. The stable T mode exists in a certain range of
magnetic fields (0.3-0.5 T), outside which the 2173
mode (0.25-0.3 T) and the corresponding (—1)st har-
monic (0.5-0.54 T) are excited. Simultaneous excita-
tion of the competing modesis possible at the boundary
(0.5 T) of the mode stahility interval. With respect to
the azimuth, oscillations of the Tt mode in the opposite
cavities are in phase, while the 2173 modes are out of
phase. This accounts for the summation of oscillations
in the common load for the Tt modes in the symmetric
configuration, and their subtraction in the antisymmet-
ric configuration. In contrast, the 2173 modes are sub-
tracted in the symmetric (and added—in antisymmet-
ric) configuration [9]. Using these properties of the sys-
tem, it is possible to unambiguoudy identify the
working oscillation mode.

The experimental results are presented in Figs. 2—4.
Envelopes of the microwave pulses of the magnetron
operating with uncoupled cavities (Fig. 2a) in the work-
ing range of magnetic fields possess characteristic
irregular shapes reflecting instability of the oscillation
process. The level of radiation power at each output is
~80 MW at atotal energy of ~6 J per pulse. Coupling
the cavitiesin asymmetric configuration at an optimum
waveguide pathlength significantly changes the pulse
shape (Fig. 2b). The envelopes of the microwave sig-
nalsbecome smooth, which isevidence of amore stable
magnetron operation. The output power increases to
reach ~200 MW, and the pulse energy grows up to ~9 J.
This power level corresponds to the regime of summa-
tion for the Tt mode excitation. Upon going to the anti-
symmetric configuration, the output power drops to
~(7-8) MW, and the energy per pulse, to ~0.5 J
(Fig. 2c). Thus, in the latter scheme, oscillations
excited in the opposite cavities are subtracted, which
unambiguously indicates that the magnetron operates
in the Ttmode.

Theeffect of thetotal electrical pathlength of the cou-
pling circuit on the mode stability was most clearly pro-
nounced in the antisymmetric configuration. Figure 3
shows a change in the relative numbers of realizations
N, and N, of the corresponding modesin the series of
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Fig. 2. Oscillograms of the microwave radiation pulses (see
the text for explanations).
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Fig. 3. Angular diagram of the Tt versus 2173 mode compe-
tition.

Ns = 50 pulses, depending on the total electrical path-
length ©5 of the external coupling circuit at amagnetic
induction of B=0.5T. Ascan be seen, the external cou-
pling provides for an optimum interaction of the 1t
modes (and nonoptimum interaction of the 2173
modes) in the angular interval AOs = (210-270)° (mea-
sured relative to certain initial value). Outside this
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Fig. 4. Spectra characteristics of microwave radiation
pulses.

angular interval, the excitation of modes first becomes
equiprobable and then changes in favor of the 213
modes.

The waveguide coupling effect isalso manifested in
the spectral characteristics of radiation. Indeed, the
magnetron with uncoupled cavities is characterized by
an emission bandwidth of about 4.5% on a—-3 dB level
(Fig. 4, curve 1). Coupling the cavities at a nearly opti-
mum waveguide pathlength significantly reduces (to
about 1%) the spectral bandwidth (Fig. 4, curve 2). In
other cases(i.e., for anonoptimum coupling), the band-
width at the —3 dB level amounts to ~5% or above
(Fig. 4, curve 3).

Thus, the results of our investigations show that the
external coupling of cavitiesin arelativistic magnetron

TECHNICAL PHYSICS LETTERS  Vol. 29
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significantly influences the spectral and energy charac-
teristics of the oscillation process. An original configu-
ration of the coupling circuit is proposed, based on the
scheme with common dissipative elements, which sig-
nificantly increases the output microwave radiation sig-
nal parameters. It can be expected that, using acoupling
channel with many radiators, it will be possible to cre-
ate stable, superhigh-power directive radiation sources.
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Abstract—TheHall effect in aplasmaflow orthogonal to the magnetic field and invariablein the magnetic field
direction can giverise to filamentation of the magnetic flux, splitting it into narrow flux tubes (filaments). This
process is due to particular features of the magnetic field generation process in Hall plasmas. The analytical
results obtained previously for sharply nonuniform perturbations of the smoothly varying flows of such plasmas
are here extended to arbitrary gas-to-magnetic pressure ratios 3. The revealed phenomena can be manifested
both in laboratory plasmas and under natural conditions (on the Sun). © 2003 MAIK “ Nauka/Interperiodica” .

The emergence of sharp gradients of physical quan-
tities and the rapid development of a small-scale insta-
bility in Hall plasmas was first revealed in numerical
simulations of the plasmaflowsin channels, by solving
MHD equations with the Hall effect included (see [1]
for areview):

o= @ +jxH, @ =, 2= (npv),

dt ot (0
i =0OxH, (O0H) =0,

M _ _HxE E:vj—v><H+§a><H——D—@D

ot ’ P 2D.(2)

Here, the magnetic field strength H and the plasmaden-
Sity p are measured in units of their values Hand pp
at a certain reference point; the plasma velocity v and
pressure p, in units of the Alfvén speed and the magnetic
pressure at this point, respectively; and distances, in units
of the characteristic scale L of the plasma density varia-
tion (in the case of a channd, L is the channel length).
The equations contain three constants. the exchange

parameter & = ém/(eL /41 p, ) characterizing the Hall

effect, the magnetic viscosity v = &°/(2mA-Lv[), and the
gas-to-magnetic pressure ratio 3 = 2¢? (where c is the
gasdynamic speed of sound, m istheion mass, € isthe
speed of light, and (—€) is the electron charge); the
plasma conductivity A[jis constant, since the plasma is
assumed to be isothermal; note also that &/v = w,Te.

Let the plasma flow be everywhere orthogonal to
the magnetic field H directed along the z axis of some
Cartesian coordinate system, and let all physical
guantities be z-independent. The eguation of magnetic

field dynamics
_szH+Dx(VxH)+ED1xDB—2 3
ot p 2
obtained from (2) forms, in combination with Eq. (1), a
system for determining the vector M(x, y, t) = (p, v, H).
The structure of Eq. (3) indicates that, along with the
usual magnetic field generation related to the motion of
a conductive medium across H (theterm O x (v x H)),
an additional, &-conditioned field generation takes
place in aHall plasma. Thisis due to the presence of a
density gradient normal to OOH (see the last term of the
equation). Thisadditional Hall generation isobviously
stronger where the field H varies more sharply.

1The magnetic field generation appears to be of adua origin only if
the plasma is treated as a one-fluid medium featuring the Hall
effect: it is such amedium that is described by the system of equa-
tions (1) and (2) for M = (p, v, H). This system can be obtained
from the equations for a two-component plasma consisting of an
electron and an ion conductive “fluid,” under the easy and natura
assumptions that my/m; — 0 and n; — ng. Then, the mean ion
velocity proves to be the velocity of the medium v; = v, while the
velocity of the electron fluid v, and the quantities that appear in
Egs. (1) and (2) arerelated by the equation v = v — &j/p. If thisrela-
tionship istaken into account in (2), Eq. (3) describing the dynamics
of H assumes the form dH/dt = vAH + [ x (vg x H) (frequently
cited in the literature on Hall plasmas with v = 0 as evidence for
magnetic field lines being frozen in eectrons). Therefore, the
motion of a conductor—electron fluid—across H isin fact the only
reason for the magnetic field generation. However, this statement
does not help us in making particular inferences concerning the
behavior of the plasma, since supplementing (p, v, H) with another
unknown function v, makes the system of equations (1) and (2)
nonclosed and requires solving a more sophisticated system of
MHD equations for two-component plasmas. We will continue
dedling with the convenient and compact system of Egs. (1) and (2)
and, accordingly, with the equation of generation in the form (3).
Note also that the role of noncollinear 0% and OH was discussed
in[1] in the context of the evolutionary properties of the equations.
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H, arb. units

Y, arb. units

Evolution of amagnetic field with aspatially localized gra-
dient. A time sequence of graphs is arranged from top to
bottom. The horizontal dashed straight lines correspond to
the H value on the left from the gradient |ocalization region.

It isinteresting to consider the evolution of alocal-
ized OH. This can readily be illustrated in the case
where the magnetic field does not affect the gasdy-
namic parameters of the plasma. (A kinematic
approach of this sort is frequently used in MHD
dynamo theories, which consider the regular self-exci-
tation of magnetic fieldsin planetary coresand in stars.)
Assume that the known vector [p is constant over a
certain flow region and introduce a right-handed local
Cartesian coordinate system (X, Y, 2) with the X axis
parallel to [p . Let d/0Y be nonzero at the initia time
only within a certain Y interval (see figure). The Hall
generation of the magnetic field due to the density gra-
dient will result in steepening of the H profile (for the
moment, we digress from the normal generation of H
dueto the velocity v). The larger |OH|, the more intense
the generation process. As a result, the self-excitation
of afinely structured but strong magnetic field will take
placein the region where the seed gradient [H islocal-
ized. In other words, the magnetic flux will become
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progressively more filamented, being split into small-
scale flux tubes (filaments) with (generally) strongly
differing characteristic H values (in particular, these
values can even exceed theinitial magneticfield, neigh-
boring tubes may contain oppositely directed magnetic
field lines, etc.). However, the reduction of the mag-
netic field scale enhances dissipation, and the flow will
settle down to a steady state at a certain stage of the
splitting process; this means that filamentation will no
longer proceed. In the general, nonkinematic case, the
plasma in the region of self-excitation of 0OH will be
sgueezed into the flux tubes with a relatively weak H.
(Possibly, the finely structured patterns observed over
the solar photosphere are due to these properties of the
Hall plasma sandwiched between the dense MHD
plasma and the overlying collisionless plasma.)

Assuming that the well-established flow is station-
ary, we can derive an expression for the small charac-
teristic scale of filamentation from the very structure of
Egs. (1) and (3); specifically, the thickness of afilament
isy?, where

& Hono

(0/01 being the derivative along the streamline) [2-4].

A steady-state solution to the system of equations (1)
and (3) for ¢ < 1 was found [5-7] to have the form

M, y, t) = N9%x, y) + N (x, y, t), where N (X, y,t) < MO
represents linear acoustic waves running at the speed ¢
against the background of the given flow M° smoothly
varying in space; in a coordinate system (X, Y, 2) with a
streamwisex axis, wehave v /v, ~3 < 1for thisflow.

It turned out that p obeys an equation formally coincid-
ing with the well-known equation for atmospheric
acoustic—gravity waves [8], and that the quantity y=
determined by formula (4) in terms of the components
of MO plays the role of the scale height of the atmo-
sphere (since M° is a smoothly varying flow, we can
assume in (4) that 0/0l = 0/0x; we also consider y to be
so large that yo > 1; moreover, we adopt the relation-
ships & > ¢ > §). Similar to the case of upward travel-

ing atmospheric waves, the wave amplitude N in accel-
erated flows M° grows rapidly as the wave travels
counter to the y axis. The formulas can be simplified if
an isomagnetic, iso-Bernoullian solution 1° to Egs. (1)
and (3) for /a0t = & =v = 0isused as MY for the flow
19, we then have H® = p°, and, in addition, the principal
terms p, and y, in the expansions of p® and y in powers
of & are y-independent. Thus, the function p assumes
the form

HZD

b = xepseoelitky + ), K¢ = 27

(here, the dispersion equation is written for sufficiently
high frequencies w; X(X) is an amplitude factor, and the
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prime denotes differentiation with respect to the vari-
ableindicated in the subscript).

In the same manner, we will now find a solution for
the more general case of an arbitrary ¢® = 3/2. The sys-
tem of equations (1) and (3) then reduces to the equa-
tion

Pre = Pag* MHaa (L+WHy+H =p,  (6)
where g =vyy, T =cyt, and 4 = Hoc2,

Inthe particular case of M°=19, solutionsto Egs. (6)
in the variables g and 1 have the form of plane waves
with a real frequency and a complex wavevector. The
imaginary part of the wavevector increases in absolute

value with the frequency and finally exhibits saturation,
whereby formula (5) with areal k provesto bevalid for
p evenat an arbitrary B. Again, it representswaveswith
sharp gradientsin space[let usrecall that, for f = 1, we
have /v > 1 by virtue of formula(4)]. Thus, amoving,
either laboratory or natural, Hall plasmaisamediumin
which waves with acoustic properties (quasi-acoustic—
gravity waves) arise at various (3. As the waves propa-

2 The choice of the amplitude M << M° must ensure that both the
zeroth-order terms of the equations and the terms nonlinear in n
are small compared to the linear ones. A sufficient condition to
satisfy the latter requirement is H << min(c?, y16%). The zeroth
terms depend on the structure of M°. When deriving (6), we con-
sidered separately two situations: flows with weTe => 1 for which
6H0/0y = 1, and arbitrarily magnetized flows for which, how-
ever, the magnetic field is weakly nonuniform (6H0/6y ~ 9); the
|atter classincludes 12, for which the range of possible amplitudes

H is especialy wide (since 19 does not contribute to the zeroth
term of Eq. (3), which reflects the Hall effect).
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gate, they can grow rapidly in amplitude and, therefore,
easily reach a nonlinear regime. In this context, it is
worth noting the recently observed oscillations in an
outer region of the Sun—the transition region between
the chromosphere and corona—which can best beiden-
tified with nonlinear acoustic waves (see [9] for a
review).
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Abstract—Spatia dynamics of a negative photoinduced lensin a semiconductor with deep impurity levels has
been numerically modeled. A relation between the axial profile of the dynamic lens and the onset of self-defo-
cusing leading to the optical confinement. © 2003 MAIK “ Nauka/Interperiodica” .

Nonlinear optical limiters are employed for protect-
ing the organs of vision and photodetectors from over-
loading (dazzling) and damage by intense laser radia-
tion [1-3, 8, 9]. In addition, such devices are also used
for controlling the amplitude and shape of laser pulses
in optical data processing systems. An effective mech-
anism of the optical confinement is offered by the phe-
nomenon of laser radiation self-defocusing in semicon-
ductors [1-3]. According to this mechanism, the radia-
tion defocusing is caused by the photoproduction of
nonequilibrium charge carriersthat leadsto achangein
the effective refractive index of the semiconductor.
Recently [3], it was demonstrated that the energy
threshold of confinement under the conditions of
extrinsic absorption can be aslow as afew picojoules—
three orders of magnitude lower than that observed
under the conditions of two-photon absorption [1, 2].
Since the extrinsic absorption is a one-photon process,
a dynamic lens appears before the onset of confine-
ment. Therefore, it is important to study the dynamics
of anegative photoinduced lens formation near the con-
finement threshold and to determine the factors
accounting for the development of self-defocusing and
the radiation confinement.

The experimental data reported in [3] showed that
the confinement effect in extrinsic semiconductors is
observed at a radiation intensity level significantly
lower than that corresponding to saturation of the
extrinsic and two-photon absorption or that leading to
the development of thermal effects. At alow radiation
intensity, the refractive index profile is also weakly
affected by the cascade transitions. Moreover, for AE <
hv < E4 (where AE is the impurity ionization threshold
and E, is the semiconductor bandgap width), we can
neglect the one-photon interband absorption as well.
Under these conditions, we can simplify description of
the carrier photoproduction process and take into

account only the electron transitions from impurity
centers to the conduction band [4]:

ON . 2 °N  0g(K—N)
+N*VS-D— -~ — |

> ™ (0 =0 (@
Here, N is the nonequilibrium carrier density, K is the
concentration of impurity centers, Visthe carrier veloc-
ity, Sisthe probability of impurity recombination, D is
the coefficient of diffusion of nonequilibrium carriers,
0, is the linear absorption coefficient, and I(X) is the
incident radiation intensity.

The refractive index of a semiconductor, being a
function of the carrier density, can be expressed as

e'N;

2|
No€oM W

)

n=nyg+n, n; = —z
where n, isthelinear refractive index, misthe effective
mass of charge carriers, w is the radiation frequency,
and subscript i indicates the carrier type.

For alow-intensity Gaussian beam, aspatid profile of
theelectron density (and that of anonlinear additiveto the
linear refractive index) is close to Gaussian, while the
absolute vaue of n, issmall. Under these conditions, the
propagation of radiation in the nonlinear medium can be
described using the so-called “aberration-freg’” approxi-
mation [5, 6], whereby the beam retains the Gaussian
shape. According to thismodel, athick nonlinear medium
is represented as a sequence of thin nonlinear lenses with
focal distances depending on the axia nonlinear additive
n,(x = 0) to therefractive index [6]:

2
_ _OWm
fm = 4n,,(O)L 3
Here, mis the lens number, w is the beam radius, and

L is the distance between lenses (L < (aw’,/4n,,,[“2)).

Thetransmission of a Gaussian beam through this system
can be described in terms of the ABCD matrices|[6, 7].
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Fig. 1. Axial profiles of adynamic lens calculated for variousincident radiation energies: (a) E = 1074 (1), 10732 (2), 5 x 1072 (3),
and 10711 3 (4); (b) E= 1011 (1), 10719 (2), 5 x 1072 (3). The inset shows the Gaussian beam geometry in a medium.

We have numerically modeled a 2-mm-thick layer
of GaAs transmitting a laser beam with the parameters
A =21.06 um, T =2 ns, and w, = 0.015 mm (the Gaussian
beam neck radius). The results of numerica calculations
for a low incident radiation energy (0 < E < 1072 J)
showed that a thick negative lens, symmetric relative to
the neck center (z=0), isformed in the direction of the z
axis (Fig. 18). In this energy interval, the lens does not
influence the beam parameters and no radiation defocus-
ing takes place. At By, = 5 x 107? J, there appears an
asymmetry intheaxial profile of n,: the minimum of n,(2)
shiftstowards the incident beam (Fig. 1a). This asymme-
try in ny(2) reflects a difference between the lens proper-
tiesin the left and right parts of the semiconductor plate
caused by the radiation self-action. Indeed, the left part of
thelens (situated in front of the neck) plays an activerole
in forming the spatia distribution of the radiation inten-
sity, thus affecting the right-hand part of the lens (situated
behind the neck), whereas the reverse action is absent.

Let us determine the conditions under which the
lens beginsto produce a defocusing effect. The longitu-
dinal neck size (Az) for wy, = 0.015 mm is about
0.7 mm. As can be seen from Fig. 2a, the lens thickness
Az (determined at half maximum of theaxial profile of n,)
increases with the incident energy up to about ~1.4 mm

Az, mm E ., au.
1.5F (@) 1.0k (b)
1.0
0.5F
0.5F
0 1 1 1 1 1 0 1 1 1
10 1072 10710 0.1 1 10 100
Eim J Ein/Ethr

Fig. 2. Plots of (a) the dynamic lens thickness versus inci-
dent radiation energy and (b) the output radiation energy
past the limiter versus the relative incident beam energy.
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(which corresponds to 2Az,). The energy at which this
level isattained correspondsto the appearance of asym-
metry in the axial profile of n, and to the onset of defo-
cusing. Thus, we may conclude that the left, active part
of the dynamic lens begins to influence the beam pas-
sage through the nonlinear medium when Az = 2Az,. In
the radiation confinement regime (E > E,), h; growsin
magnitude and the lens asymmetry increases (Fig. 1b).
The region featuring strong variation of the refractive
index shifts leftward (towards the incident beam) and
the lens thickness Az decreases (Fig. 2a).

Figure 2b shows a calculated plot of the output radi-
ation energy past a digphragm situated 50 mm behind
the nonlinear medium versus the relative incident beam
energy. The energy corresponding to the radiation con-
finement onset (E;, = Ey,) coincides with that leading to
the appearance of asymmetry in the n,(2) profile.

Theresults presented above can be used for optimiza
tion of the optical characteristicsof radiation limitersand
for the development of low-threshold optical switches.
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Abstract—Experiments performed on a Wendelstein 7-AS stellarator revealed asymmetry of the cloud of an
ablating carbon pellet. The cloud is elongated in the direction of large radius toward stronger fields, that is,
opposite to the direction expected due to the toroidal drift. In order to study the effect in more detail, the three-
dimensional structure of the cloud was analyzed by computer tomography. The results confirmed asymmetry
of the cloud. This asymmetry is related to a drift flow existing in the plasma and directed along large radius
toward stronger fields. The drift velocity is numerically estimated at ~300 m/s. © 2003 MAIK “ Nauka/Interpe-

riodica” .

The injection of pelletsiswidely used in investiga-
tions of controlled thermonuclear fusion reactions for
discharge control and high-temperature plasma diag-
nostics[1]. An important diagnostic application of pel-
let injection is the investigation of impurity drift flows
in the plasma column. Useful information about such
drifts can be obtained by analyzing the spatial structure
of clouds formed during pellet ablation [2].

Here we report the first experimental results on the
synchronized high-speed bidirectional photography of
the clouds of carbon pellets evaporated in the plasma of
aWendelstein 7-AS stellarator (W7-AS). The W7-AS
setup and the impurity pellet injection experiment were
described in detail elsewhere [3]. The spatiotemporal
dynamics of pellet evaporation and the shape of the
cloud of evaporated matter were monitored by severa
high-speed CCD cameras, a video camera, and awide-
aperture photodetector. The interference filters placed
in front of all these detectors had a 10-nm-wide trans-
mission band centered at 720 nm (corresponding to
Cll line). The emission from the cloud was monitored
from below, at an angle of about 45° relative to the pel-
let trajectory (bottom view), and from the rear side,
along the pellet trgjectory (back view). The exposure
duration was 5 s.

The experiments yielded a base of instantaneous
photographs of about thirty discharges. A cloud typi-
cally appears as an dllipsoid elongated in the direction
of magnetic field. Depending on the local plasma
parameters, the cloud dimensions and the degree of

elongations varied within broad limits: the cloud size
along the field was 0.8-3.0 cm, and that in the trans-
verse direction, 0.5-1.5 cm.

Let us consider peculiarities of the cloud structure
observed in thetypical shot #49982 (Fig. 1). In the pho-
tographs presented in Figs. 1a and 1b, the magnetic

| iy |

05 0 05 cm

o o )
-05 0

0.5 cm

Fig. 1. Typical photographs of a cloud: (a) bottom view;
(b) back view; (1) top; (2) bottom; (3) center; (4) periphery;
(c, d) the corresponding projected intensity profiles for the
central part of the cloud (shot #49982).
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field is directed bottom to top and the pellet velocity
vector isindicated by the arrow (the pellet is situated at
the center of the cloud). Note that the cloud appears as
symmetric in the back view (Fig. 1a), whereas the bot-
tom view revedls a certain asymmetry relative to the
center. This asymmetry is more clearly manifested by
the intensity profile in Fig. 1d, where the dashed line
(drawn for illustration) represents the mirror-symmet-
ric case. In the intensity profile corresponding to the
back view (Fig. 1c), the asymmetry is manifested as
well, although it is much less pronounced than in the
back view. This cloud structure is typical: it was
observed for a number of shots and was more pro-
nounced for greater clouds. The asymmetry observed in
the radial direction can be explained neither by special
features of the detection system geometry nor by bend-
ing of the cloud together with the magnetic surface.
Thisasymmetry isindicative of aradial drift in the sec-
ondary cloud plasma toward the center of the plasma.

For a deeper insight into this phenomenon, it was of
interest to study the three-dimensional (3D) pattern of
the emission intensity distribution over the cloud of
evaporated matter. Using well-devel oped tomographic
methods, it is possible to judge the 3D distribution of
emission sources by anayzing the corresponding pro-
jections [4]. However, tomographic techniques were
not used in the analysis of pellet clouds.

The snap-shots obtained using CCD cameras repre-
sent projections of the emission from plasmain the cor-
responding directions. A significant simplification
admitted by the given system consists in the 3D to 2D
problem reduction by studying N cross sections
selected in the direction of magnetic field B. The 2D
arrays of emission intensity monitored from two direc-
tions must be represented by N pairs of vectors deter-
mining the intensity distribution in the corresponding
planes. Taking into account that the asymmetry is
small, we can use the model of distribution recon-
structed in theform of asystem of deformed circles[5].
In this case, thelocal emission intensity is expressed as

9(r,8) = go(r) +rgu(r)sin@+rgy(rjcosd, (1)

where gy(r) describes asystem of isolinesin the form of
concentric circles; g,(r) and g,(r) are the projections of
perturbations on the x and y axes, respectively (for
detail, see[5, 6]).

Figure 2 shows an example of reconstructed inten-
sity distribution in the cloud cross section in the direc-
tion across the magnetic field. The image corresponds
approximately to the middle of the cloud in the direc-
tion of the magnetic field. The parameters of plasmain
this shot were as follows: central electron temperature,
TL(0) = 2.6 keV; centra electron density, n(0) = 2 x
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Fig. 2. Typical reconstructed intensity distribution in the
central cross section of acloud (shot #49982).

10 cmr3; ECR heating power, Recry = 900 kKW. The
spherical pellet with a diameter of d, = 0.4 mm was
injected at a velocity of V, = 250 m/s. In Fig. 2, the
magnetic field lines are perpendicular to the figure
plane. The directions of the pellet velocity and the large
radius of the setup are indicated by arrows.

As can be seen from the reconstructed pattern of the
emission distribution, the cloud is spatially asymmet-
ric. The asymmetry is most pronounced for the isolines
of low intensity (below 10% of maximum). The cloud
is asymmetric in the direction of large radius, being
elongated toward high-field side. The characteristic
structure does not change from one to another cross
section along the magnetic field direction.

Based on the analysis of the emission intensity dis-
tribution, one can estimate the drift velocity by the
formula

Al 00
Var O e
where Al 00.06 cm is the difference of cloud dimen-
sions along and across the large radius, [(I[110.14 cmis
the average cloud size across the magnetic field, [y,
is the velocity of cloud expansion across the magnetic
field state, and T;,, J2 psis the time of carbon ioniza-

tion to C?* [7]. The resulting evaluation of the drift
velocity is ~300 m/s. The drift direction differs from
that observed in the experiments on ASDEX Upgrade
tokamak [8], where the plasma of the hydrogen pellet
cloud driftstoward low-field side. The physical mecha-
nisms of the observed phenomenon are still unclear.
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Abstract—We propose a new method for investigating processes at the solid—gas interface, which is based on
theinteraction of the solid surface with abunch of active species carried by agas. Using thismethod, the radical
recombination luminescence (RRL) kinetics in crystalline phosphors (CaO-Mn, ZnS-Tm, and ZnS—Cu)
excited by a bunch of hydrogen atoms was studied during atime interval of 0.1 s at a temporal resolution of
10 ms. From these RRL measurements, data on the stages of the heterogeneous reaction H + H — H, were
obtained. It wasfound that the RRL intensity of aZnS—Cu phosphor decreases with increasing surface electron
excitation level. The phenomenon of the total light yield accumulation in ZnS-Cu was observed, which is
explained by ionization of the surface electron states. © 2003 MAIK “ Nauka/Interperiodica” .

The mechanisms of heterogeneous chemical pro-
cesses are conventionally studied by admitting a gas
mixture into an evacuated reactor chamber with agiven
catalyst and monitoring the reaction kinetics. The tem-
poral resolution of this method, based essentially on the
relaxation measurements, is determined by the charac-
teristic time of the buildup of the concentration of
active particles in the gas phase over the solid surface
and typically amountsto At = 2.5 s[1]. In thisletter, we
propose a new technique that improves the temporal
resolution by at least two orders of magnitude.

Consider a reactor through which a gas mixture is
continuously pumped under apressure of P,, and let an
additional portion (bunch) of reactive moleculesfrom a
supplementary volume with a pressure of P, (P, > P;)
to be introduced into the gas flow. For the time T during
which the bunch travels from the supplementary vol-
umeto the sampl e, the diffusion spreading of thisbunch
in the gas flow can be estimated using the following
formula:

n(t)ng’ = ®[L(DT) ™.

Here, nyistheinitial concentration of moleculesin the
bunch, n(1) is the concentration of these molecules at
thetime 1, ® isthe probability integral, D is the coeffi-
cient of diffusion in the gas flow, L = vt is the initia
bunch size, v isthe gas flow velocity, and tq isthetime
during which the additional portion is introduced into
the flow. For example, at a gas flow rate of v = 10 m/s,
we have T £ 10210 s. Assuming that L > 1 m, we
obtain n(t)/n, = 1, which implies that the diffusion
spreading of the bunch is negligibly small. For abunch
interacting with a solid surface, the temporal resolution

At of the proposed method of relaxation measurements,
as determined by the buildup of the concentration of
molecules over the catalyst surface, is determined by
the conditions of the bunch formation.

In our experiments, a gas (hydrogen with an impu-
rity content of 5 x 10-3%) was continuously pumped at
a pressure of 70 Patrough a setup (Fig. 1) comprising
discharge tube 1, capillary 2, discharge tube 3, and
reactor 4 containing sample 5 deposited onto a metal
substrate. The substrate can be heated by passing an

8
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G

Fig. 1. Schematic diagram of the experimental setup (see
the text for explanations).
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1
100

Fig. 2. Time variation of (1) the intensity of emission from atomic hydrogen in the discharge tube and (2) the RRL intensity of a
CaO-Mn phosphor at T = 509 K under the action of an atomic hydrogen bunch with n= 10'® cm™3.

electric current, and the temperature can be measured
with a thermocouple. An electronic control device 6
generated a current pulse that opened electromagnetic
valve 7 for aperiod of 0.8 s, during which an additional
portion of agas was admitted into the system from sup-
plementary volume 8 filled with hydrogen at a pressure
of 10* Pa. Simultaneously, the control device 6 gener-
ated a rectangular voltage pulse (with a duration con-
trolled from 20 to 200 ms) applied to the control grid of
an electron tube of a high-frequency oscillator 9. The
oscillator generated a pulse of sinusoidal voltage with a
frequency of 40 MHz, which initiated a pulsed capaci-
tive gas discharge of controlled power (0.05-1 kW) in
tube 1. This discharge produced dissociation of H, mol-
ecules, thus forming a bunch of hydrogen atoms. Cap-
illary 2 and magnet 10 are necessary for bounding the
discharge. During the diffusion from discharge tube 1
to reactor 4, the excited particles (having traveled adis-
tance of | = 1 m) participated in ~10* collisions in the
gas phase, lost the excess energy, and passed into
ground electron and vibrational states. In order to deter-
mine the concentration of hydrogen atoms in the dis-
charge plasmain tube 1 (in relative units, as described
in[2]), we measured theintensity | of thelinewith A =
487 nm (separated with an UM-2 monochromator) in
the emission spectrum of hydrogen.

A fine crystalline phosphor CaO-Mn (1072%), ZnS-
Tm (1072%), or ZnS—Cu (FK P-03 phosphor) with aspe-
cific surface of S~ 1 m?/g was deposited onto metal
substrate 5. According to the proposed method, we
measured the intensity of the radical recombination
luminescence (RRL) in the phosphor, induced in the
course of the heterogeneous reactionH + H — H, in
the bunch of hydrogen atoms interacting with the sam-
ple surface. The RRL intensity | and the intensity of
emission |, from hydrogen atoms in the plasma were
measured with the aid of two photomultipliers of the
FEU-85A type. The output currents of these photode-

TECHNICAL PHYSICS LETTERS  Vol. 29

tectors, proportional to | or |, were processed by ana-
log-to-digital converters and electronically measured
every 12 us. The data were fed into a computer, which
simultaneously measured the kinetic curves of 1(t) and
l4(t), where t is the current time. The control experi-
ments were performed using a steady-state flow of
hydrogen atoms generated by an RF dischargein tube 3
initiated by 30-W oscillator 11 operating at a frequency
of 40 MHz. Measured by athermal probe, the concen-
tration of hydrogen atoms in this flow over the sample
surface was n = 10 cm3,

The interaction of atomic hydrogen with crystalline
phosphors is accompanied by energetic yield of
adsorbed molecules and atoms (H,O, O,, CO, O, Na,
Ca, Zn) from the sample surface [3-5] and by sputter-
ing components of the phosphor powder [6]. For this
reason, each sample prior to measurements was trained
a T = 350 K in the atmosphere of atomic hydrogen
for 2 h. This pretreatment provided for a deep cleaning
of the sample surface (similar to the ion etching) and
ensured its stability in the atomic hydrogen atmosphere
during measurements. Using published data [7, 8], we
monitored the state of the sample surface by the RRL
intensity, spectrum, and persistence time. The control
experiments showed that the interaction of high-density
H bunches (n = 10* cm) with the phosphors studied
did not change the state of the sample surface, as was
evidenced by the stable characteristics of RRL excited
in a steady-state flow of hydrogen (n = 104 cm3).

The I(t) profile measured during the interaction of a
hydrogen bunch with a CaO—-Mn phosphor has anearly
rectangular shape (Fig. 2, curve 2). This I(t) curve is
shifted relative to I(t) (curve 1) by atime equal to that
required for the H bunch to travel from adischarge tube
to the reactor (17 ms). Owing to the relation | = nJ(n)
(where n is a coefficient, J is the heterogeneous reac-
tion rate, and n is the concentration of hydrogen in the
gas), the I(t) curve reflects the shape n(t) of the atomic
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bunch traveling in the reactor. According to the shape of
the front of profile 2, the tempora resolution of this
method is At = 10 ms. Under the same conditions, for a
constant pressure in the flow of H atoms created after
initiation of the steady-state discharge in tube 3, we
obtained At = 0.2 s. This twenty-fold compression of
the front of the H bunch is provided by introducing an
additiona portion (bunch) of hydrogen into discharge
tube 1, which sharply increases the velocity of motion
of the atomic-molecular hydrogen mixture.

As the pulsed discharge power increases at a con-
stant pulse duration, the amplitude I ,, of the RRL pulse
from CaO-Mn as a function of the H bunch density
grows approximately by a quadratic law (Fig. 3). The
reliability of the I, ~ n? approximation, checked by
least squares, was R? = 0.72 (at T = 345, curve 1) and
0.83 (at T =518 K, curve 2). Depending on the pulsed
discharge power, the ratio of 1, to I* (the intensity of
RRL excited for a steady-state hydrogen flow) varied
within 2-50. These data indicate that the maximum
concentration of hydrogen in the bunch under our
experimental conditions reached n = 10 cm=.

An atomic hydrogen bunch contains Ny = 1r2vtgn ~
10% atoms (r = 5 cmisthe radius of acylindrical reac-
tor, v = 10?2 m/sisthe gas flow velocity, t; = 0.1 sisthe
time of bunch passage through the reactor (Fig. 2), and
n= 10 cm). During thetimet, , the number of atoms
recombining on the phosphor surface is N, =
0.25nv,ytymS~ 108 (v, = 2.5 x 10° m/s is the average
velocity of the therma motion of H atoms in the
medium, y = 1072 is the heterogeneous recombination
of the surface of ZnS and CaO based phosphors[9], and
m= 107 g isthe amount of phosphor deposited onto the
substrate). The number of hydrogen atoms chemi-
sorbed on the phosphor surface over the time t; is
N, = 0.25nv,t;mSu (a isthe sticking coefficient for the
chemisorption of atomic hydrogen). For the CaO-Mn
and ZnS—Cu(Co, Cl) phosphors with the same prehis-
tory (the same pretreatment in atomic hydrogen), it was
reported (for T=295K and n=5 x 10*® cm™3) that o =
3 x 105 for CaO and a = 10°% for ZnS[6]. Using these
values, we obtain an estimate of N, ~ 10'>-10%, Note
that theinequality N, + N, < N, isvalid. Therefore, the
process of atomic hydrogen adsorption and recombina
tion on the sampl e surface does not significantly change
the density of H atoms in the gas medium.

According to the results of adsorption measure-
ments performed using the piezoquartz microbalance
technique [10], the interaction of an H bunch with the
CaO—-Mn surface leads to an increase in the concentra-
tion of chemisorbed atoms (the maximum surface cov-
erage amounts to N, = 0.25nv,t,0 ~ 10% cm?). If the
chemisorbed hydrogen atoms were participating in the
heterogeneous recombination process responsible for
the RRL excitation (via Eley—Rideal or Langmuir—Hin-
schelwood mechanisms), we could expect that | = Bt +
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Fig. 3. Plots of the amplitude I,,, of the RRL pulse from a

CaO-Mn phosphor at T = 345 (1) and 518 K (2) versusthe
square value of |4 (averaged over the discharge time).

Ct?, wherel =nJ=anN +bN? N ~t, and B, C, a, and
b are coefficients. However, this condition is not satis-
fied (Fig. 2); moreover, the rectangular shape of the I(t)
profile is retained for various densities of H bunches,
n = 10*-10® cm. Since the rate of a reaction respon-
sible for the RRL excitation is independent of the con-
centration of chemisorbed atoms, the process must pro-
ceed via the recombination of physically adsorbed
hydrogen atoms [10]. Validity of the condition I, ~ n?
(Fig. 3) impliesthat the rate of desorption of the physi-
cally adsorbed atomsis high as compared to the rate of
their mutual recombination.

The RRL of aZnS-Cu phosphor observed as small
H bunch densities exhibits the same behavior as that
observed for the CaO-Mn system. However, as the
atomic hydrogen concentration n becomes large, the
interaction of H buncheswith ZnS-Cu givesriseto two
emission peaks: the first peak (RRL) appears when the
bunch enters the reactor and the other peak (afterglow)
arises when the bunch leaves the reactor. A decreasein
the gas flow rate leads to an increase in the full width at
half maximum (FWHM) of these peaks. With increas-
ing temperature of the phosphor (within 295 K < T <
473 K), the former peak (RRL) shifts rightward
(increasing delay relative to the pulsed discharge initia-
tion) and the FWHM grows. The second peak shifts
leftward and its FWHM decreases (Fig. 4). No such
peculiaritiesin the I (t) curves were observed for CaO-
Mn and ZnS-Tm phosphors studied under the same
conditions. When an H bunch is added to a steady-state
flow of atomic hydrogen, the RRL intensity of ZnS—Cu
decreases, while that of ZnS-Tm and CaO-Mn phos-
phors increases (during the bunch passage through the
reactor).

The above results can be interpreted asfollows. The
RRL excitation by H atoms in zinc sulfide phosphors
proceeds according to the electron-hole pair injection
from the surface to bulk of the solid [8]. The heteroge-
neous reaction H + H — H,, is also accompanied by
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Fig. 4. Time variation of (1-4) theintensity of emission from
atomic hydrogen in the discharge tube at P, = 10* (14,2 and
7x10° Pa (3, 4) and (1'4') the RRL intensity of aZnS—-Cu
phosphor under the action of an atomic hydrogen bunch of
(1) small and (2—4') large density at T = 295 (1'-3) and
473K (4).

the appearance of a positive surface charge due to ion-
ization of the surface el ectron statesin the course of this
interaction [11, 12]. The surface charging leads to the
formation of a potentia barrier for electrons diffusing
from the surface into bulk upon the RRL excitation.
This results in an increasing rate of the nonradiative
electron—hole recombination on the surface defects of
the crystal lattice. The probability of a conduction elec-
tron surmounting the potential barrier and diffusing
from the surface into bulk exponentially decreases with
increasing surface charge. Instead, an increasing elec-
tron excitation level at the surface leadsto a superlinear
growth in intensity of the nonradiative electron—hole
recombination on the surface, which resultsin the rapid
RRL quenching after the first pulse of emission from
the phosphor. Thisis also accompanied by atotal light
yield stored intheform of bulk chargesrepresenting the
barrier-separated electrons and holes, which accounts
for the afterglow pulse. Thetotal light yield nonlinearly
depends on the surface charge determining the nonradi-
ative electron—hole recombination probability (Fig. 4).
The photoexcited samples of FKP-03 phosphor exhib-
ited prolonged afterglow due to the presence of bulk
electron traps situated 0.18, 0.26, and 0.4 eV above the
conduction band bottom [7]. By trapping electrons,
these centers hinder neutralization of the positive sur-
face charge, thus providing for the appearance of phe-
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nomenadescribed above. In the ZnS-Tm and CaO-Mn
phosphors, containing no such traps, the surface charge
formed under the same conditionsis neutralized by the
conduction €lectrons and, hence, no nonlinear effects
take place during the RRL excitation.

Thus, the proposed method of monitoring, based on
the interaction of abunch of active specieswith the sold
surface, provides information both about the mecha
nism of a heterogeneous chemical reaction and about
the accompanying electron processes on the surface.
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Abstract—An analytical expression for the profile of a periodic wave of finite amplitude on the surface of a
deep viscous conducting liquid is obtained for thefirst time. The formulaadmitsthetransition to alimiting case
of theideal liquid. It isshown that the position of aninternal nonlinear resonance of these capillary-gravitational
waves depends neither on the medium viscosity nor on the surface charging. It is established that, during the
resonance interaction, the energy is pumped from longwave capillary-gravitational oscillations with the wave-

number k= +/pg/2y to shortwave oscillations with kg = /2pg/y . © 2003 MAIK “ Nauka/Inter periodica” .

Introduction. The investigation of nonlinear waves
in adeep viscousliquid provides akey to understanding
anumber of phenomenaimportant in applications. The
exi sting notions about such phenomenaare restricted to
information that can be gained within the framework of
a linear model of motion of the free liquid surface.
These phenomena include instability of the liquid sur-
face with respect to elastic stresses[1] and with respect
to inactive surfactants contained in the medium [2] and
instability of oscillations of a charged liquid surface at
afinal rate of the electric charge redistribution on this
surface [3]. Since all these phenomena are determined
by the balance of viscous stresses on the free surface
and stresses of a certain other nature, the behavior of
such systems principally cannot be studied using non-
viscous liquid approximations.

Recently [4], we proposed the model of a nonlinear
periodic wave propagating over the surface of a deep
viscous liquid. Thisletter presents anatural generaliza-
tion of the model to the case of such a liquid with
charged free surface.

Formulation of the problem. Consider an incom-
pressible Newtonian liquid with the density p and the
kinematic viscosity v, occupying the half-space z< 0 of
a Cartesian coordinate system Oxyz. Let the surface
z=0 coincide with the free liquid surface and the Oz
axis point upward. The external medium, representing
an ideal insulator with a permittivity of €, produces the
pressure p, upon the liquid surface. Theliquid isideally
conducting and bears a homogeneously distributed sur-
face charge, such that the el ectric field above adistorted
surface tends to homogeneous with the strength Eqe, in
the limit of z — oo. Our aim is to describe the profile
of awave propagating over the free liquid surface.

Let u=u(x, z t) and v = v(X, z t) be the horizontal
and vertical components of the velocity field of t