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Abstract—We present the observations of the X-ray burster KS 1731–260 from 1988 until 1999 with the
Kvant/TTM telescope supplementedwith published data from the ASMand PCA instruments of the RXTE
observatory for 1996–2001. We constructed the light curve of the source and confirmed the dependence of
spectral variations on its X-ray luminosity. c© 2002 MAIK “Nauka/Interperiodica”.
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INTRODUCTION
The X-ray burster KS 1731–260 was discov-

ered and localized with the ТТМ telescope of the
Mir–Kvant orbiting observatory during the observa-
tions of the Galactic-center region in August 1989
(Sunyaev 1989). The image of the region around
KS 1731–260 obtained from all TTM observations
is shown in Fig. 1. Over the entire period of TTM
observations, the flux from this source varied within
the range 50–200 mCrab (in the 2–27 keV energy
band); several type I X-ray bursts with duration of
10–20 s and a peak flux up to 600 mCrab were
detected (Sunyaev et al. 1990). On September 23,
1996, the BeppoSax satellite recorded a long (∼12 h)
burst with the same peak flux (in the 2–28 keV
energy band); otherwise, it is similar to a type I burst
(Kuulkers et al. 2001). This is the longest X-ray burst
known to date.
Optical observations of this source are severely

hampered by its proximity to the Galactic plane and,
hence, by substantial optical interstellar absorption.
Infrared observations of KS 1731–260 also failed to
clearly reveal a companion star (Barret et al. 1998).
Recently, using the Chandra improved position of
KS 1731–260 (Revnivtsev and Sunyaev 2001; Wij-
nands et al. 2001), efforts to search for an infrared
counterpart of this source have been significantly
intensified (Wijnands et al. 2001; Revnivtsev and
Sunyaev 2001; Orosz et al. 2001). A ∼18m star
is currently the most reliable candidate for infrared
counterparts of the source (Orosz et al. 2001).
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INSTRUMENTS AND OBSERVATIONS

In this paper, we analyze data from the TTM X-
ray telescope of the Roentgen orbiting observatory.
We also use data from the All-Sky Monitor (ASM)
and the PCA spectrometer of the RXTE observatory
to describe the long-term evolution of KS 1731–260
in more detail.
The TTM (shadow-mask telescope) X-ray tele-

scope had been in operation in a near-Earth orbit as
part of the Roentgen observatory onboard the Mir–
Kvant module from 1987 until 1999. The instrument
was sensitive to X-ray emission in the 2–27 keV
energy band (with the highest efficiency in the soft
region) and was capable of forming images within
a 15◦ × 15◦ (beam FWHM) field of view with an
angular resolution of ≈2 arcmin (Brinkman et al.
1983). The telescope could also obtain the spectra (in
30 energy channels) of bright sources that fell within
its field of view. Because of the low (≈350 km) orbit
and its significant (∼52◦) inclination to the equator,
the orbiting station passed twice a period through the
radiation belts, the high-latitude regions where the
Earth’s magnetic field confines charged particles with
energies that were high enough to be detectable with
the sensitive instruments of the observatory. Since
these particles produced a high background, the in-
strumentation was always switched off during the
passage through the radiation belts. Therefore, the
duration of a single TTM observing session did not
exceed 30 min.
The RXTE X-ray observatory was placed into

orbit in December 1995. It consisted of the All-Sky
2002 MAIK “Nauka/Interperiodica”
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Fig. 1. The map of the region around KS 1731–260 obtained from all TTM 2–27 keV observations. Equatorial coordinates are
along the axes.
Monitor (ASM) operating in the 2–12 keV energy
band, the PCA spectrometer (operating in the 2–
20 keV energy band), and the HEXTE spectrometer
(20–250 keV energy band). The ASM light curves
were taken from theMIT archive (http://xte.mit.edu/
ASM_lc.html). The PCA data were processed with
the standard FTOOLS/LHEASOFT software pack-
age using RXTE CookBook recipes (http://lega-
cy.gsfc.nasa.gov/docs/xte/recipes/cook_book.html).
Here, we did not use data from the HEXTE spec-
trometer, because its operating energy band lay
virtually outside the TTM energy range.

THE LIGHT CURVE

The light curve of the burster KS 1731–260, as
constructed from the ТТМ (1987–1999, 2–27 keV
energy band) and ASM (1996–2001, 2–12 keV) da-
ta, is shown in Fig. 2. More detailed data on 131 TTM
observing sessions are given in the table. Interest-
ingly, the TTM and ASM observations almost com-
pletely cover the history of KS 1731–260, from its
discovery in 1989 (its appearance in the X-ray sky
with a flux higher than ∼40 mCrab) until its return
to the off state in 2001. The Chandra observations
in 2001 showed the off-state luminosity of the source
to be 1033 erg s−1.
The source exhibited a significant variability over

the entire observing period. However, there is evi-
dence that the variability amplitude of the source X-
ray flux decreased with increasing mean flux. Thus,
according to the ASM data (Fig. 2), the variabil-
ity amplitude of KS 1731–260 in 1996–1997 (TJD
∼ 10 200–10 700) was small, while in 1998–2001, it
was much larger.
It should be noted that a reanalysis of the archival

TTM observations revealed evidence for the presence
of the source (at a ∼20-mCrab level with ∼4σ con-
fidence) in one of the four sessions carried out on
October 21, 1988, i.e., eight months before the first
publication on its discovery. However, the confidence
level of the recorded flux is too low to assert with
certainty that the source is present.
Variability of the source on time scales of several

days is clearly seen in Fig. 3, which shows the light
curve of KS 1731–260 for August–September 1989.
The significant increase in the measurement errors of
the fluxes for the sessions of August 22 and 23, 1989
(MJD 7760–7762), stems from the fact that during
these observations, the source was at the very edge of
ASTRONOMY LETTERS Vol. 28 No. 5 2002
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The ТТМ observational data on the burster KS 1731–260 for 1988–1999 shown in Figs. 2 and 3: R is the angular
distance of the source from the center of the TTM field of view; the flux is given for the 2–27 keV energy band. An (3σ)
upper limit on the flux is given for the sessions when the source was not detected.

Date MJD Exposure,
min

R Flux,
mCrab

Date MJD Exposure,
min

R Flux,
mCrab

Oсt. 21, 1988 7455.491 11.85 0.77 <17 Aug. 31, 1989 7769.010 15.60 1.02 77 ± 3
Oсt. 21, 1988 7455.554 11.85 0.73 <17 Aug. 31, 1989 7769.074 15.60 0.97 77 ± 4
Oсt. 21, 1988 7455.617 11.60 0.68 <16 Aug. 31, 1989 7769.138 15.62 0.93 77 ± 3
Oсt. 21, 1988 7455.681 11.63 0.65 18 ± 5 Aug. 31, 1989 7769.202 15.62 0.88 67 ± 4
Mar. 20, 1989 7605.724 11.60 4.07 <23 Sep. 4, 1989 7772.919 11.60 0.54 83 ± 4
Mar. 20, 1989 7605.787 11.62 4.02 <23 Sep. 4, 1989 7772.982 10.00 0.55 83 ± 4
Mar. 20, 1989 7605.851 11.62 3.96 <22 Sep. 4, 1989 7773.046 11.60 0.58 90 ± 5
Mar. 21, 1989 7605.915 11.35 3.93 <21 Sep. 4, 1989 7773.110 11.60 0.62 89 ± 5
Mar. 21, 1989 7605.978 11.62 3.87 <21 Sep. 4, 1989 7773.175 10.80 0.62 89 ± 6
Mar. 21, 1989 7606.042 11.67 3.82 <21 Sep. 4, 1989 7773.239 10.28 0.67 78 ± 6
Apr. 1, 1989 7617.726 19.10 5.75 <23 Sep. 5, 1989 7773.880 7.60 1.12 93 ± 5
Apr. 1, 1989 7617.790 20.00 5.65 <22 Sep. 5, 1989 7773.944 7.60 1.19 86 ± 5
Aug. 16, 1989 7754.201 19.60 0.08 71 ± 3 Sep. 5, 1989 7774.008 7.60 1.24 86 ± 5
Aug. 16, 1989 7754.267 17.15 0.20 92 ± 3 Sep. 5, 1989 7774.072 7.60 1.28 86 ± 5
Aug. 16, 1989 7754.330 19.35 0.38 83 ± 3 Sep. 5, 1989 7774.136 7.62 1.35 85 ± 8
Aug. 16, 1989 7754.394 19.62 0.52 60 ± 3 Sep. 5, 1989 7774.202 4.80 1.40 89 ± 13
Aug. 16, 1989 7754.458 19.62 0.67 70 ± 3 Sep. 9, 1989 7778.199 10.78 9.27 <132
Aug. 16, 1989 7754.522 19.88 0.89 71 ± 3 Sep. 9, 1989 7778.327 10.55 9.33 <131
Aug. 16, 1989 7754.586 19.35 1.05 65 ± 3 Oct. 17, 1992 8912.801 11.90 5.97 87 ± 18
Aug. 20, 1989 7758.176 19.35 0.93 77 ± 3 Oct. 18, 1992 8913.830 15.92 5.92 112 ± 14
Aug. 20, 1989 7758.240 19.35 0.85 112 ± 3 Oct. 19, 1992 8913.894 15.90 5.91 74 ± 13
Aug. 20, 1989 7758.303 19.35 0.79 122 ± 3 Oct. 20, 1992 8914.925 14.32 6.20 94 ± 18
Aug. 20, 1989 7758.367 19.35 0.78 116 ± 3 Oct. 20, 1992 8914.989 16.58 6.19 76 ± 18
Aug. 20, 1989 7758.429 12.15 0.79 119 ± 4 Oct. 23, 1992 8917.945 11.88 4.26 114 ± 8
Aug. 20, 1989 7758.495 19.35 0.82 96 ± 3 Oct. 23, 1992 8918.009 11.92 4.27 156 ± 8
Aug. 20, 1989 7758.559 19.35 0.92 121 ± 3 Oct. 24, 1992 8918.910 13.18 4.22 148 ± 8
Aug. 21, 1989 7759.137 19.60 0.94 93 ± 3 Oct. 24, 1992 8918.974 11.90 4.23 150 ± 8
Aug. 21, 1989 7759.266 19.62 0.68 110 ± 3 Sep. 26, 1993 9256.042 23.12 1.17 162 ± 3
Aug. 21, 1989 7759.330 19.62 0.60 100 ± 3 Sep. 27, 1993 9257.131 25.38 1.43 132 ± 4
Aug. 21, 1989 7759.394 19.62 0.55 89 ± 3 Oct. 3, 1993 9262.959 18.27 4.17 110 ± 6
Aug. 21, 1989 7759.458 19.62 0.55 107 ± 3 Oct. 3, 1993 9263.023 19.60 4.20 120 ± 6
Aug. 21, 1989 7759.522 19.52 0.64 107 ± 4 Oct. 7, 1993 9267.188 11.60 3.45 150 ± 6
Aug. 22, 1989 7760.163 19.60 6.67 67 ± 9 Oct. 24, 1993 9283.962 19.60 3.18 201 ± 5
Aug. 22, 1989 7760.227 19.62 6.85 62 ± 9 Mar. 14, 1994 9425.581 19.65 3.46 146 ± 3
Aug. 22, 1989 7760.292 20.50 6.99 64 ± 10 Mar. 15, 1994 9426.607 19.92 4.23 162 ± 6
Aug. 22, 1989 7760.356 19.62 7.13 61 ± 10 Mar. 16, 1994 9427.569 19.60 4.32 125 ± 7
Aug. 22, 1989 7760.419 20.77 7.28 63 ± 12 Mar. 17, 1994 9428.531 15.47 4.25 164 ± 11
Aug. 22, 1989 7760.484 19.75 7.47 51 ± 14 Mar. 18, 1994 9429.557 19.07 4.38 176 ± 7
Aug. 23, 1989 7761.060 20.02 6.70 57 ± 9 Mar. 19, 1994 9430.519 19.60 3.97 177 ± 6
Aug. 23, 1989 7761.190 17.60 7.01 36 ± 11 Mar. 20, 1994 9431.481 19.60 3.44 182 ± 3
Aug. 23, 1989 7761.381 17.75 7.51 56 ± 14 May 6, 1994 9478.317 23.60 4.29 135 ± 6
ASTRONOMY LETTERS Vol. 28 No. 5 2002
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Table. (Contd.)

Date MJD Exposure,
min

R Flux,
mCrab

Date MJD Exposure,
min

R Flux,
mCrab

May 8, 1994 9481.524 23.60 4.27 89 ± 6 Sep. 12, 1995 9972.256 19.60 6.09 129 ± 17

May 12, 1994 9484.601 19.33 4.38 107 ± 7 Sep. 16, 1995 9976.235 23.33 5.78 158 ± 13

May 12, 1994 9484.665 17.73 4.35 93 ± 7 Sep. 17, 1995 9977.262 23.60 4.12 170 ± 6

May 15, 1994 9487.166 20.00 4.43 88 ± 6 Sep. 18, 1995 9978.481 23.60 4.13 150 ± 5

May 15, 1994 9487.232 16.45 4.37 103 ± 7 Sep. 19, 1995 9979.439 9.20 4.25 154 ± 9

Aug. 29, 1994 9593.738 19.33 4.34 109 ± 6 Nov. 4, 1995 10025.635 19.92 4.55 73 ± 5

Aug. 31, 1994 9595.792 18.80 4.56 92 ± 7 Nov. 4, 1995 10025.699 19.87 4.47 56 ± 5

Sep. 1, 1994 9596.691 19.33 4.50 151 ± 7 Feb. 6, 1996 10119.103 23.65 3.73 98 ± 13

Sep. 23, 1994 9618.129 22.80 4.24 131 ± 6 Feb. 6, 1996 10119.681 23.92 3.71 87 ± 13

Sep. 26, 1994 9621.210 21.73 4.16 126 ± 8 Feb. 7, 1996 10120.643 23.92 3.70 118 ± 14

Sep. 27, 1994 9622.172 23.60 4.13 88 ± 7 Feb. 28, 1996 10141.655 15.92 3.64 54 ± 11

Sep. 28, 1994 9623.135 19.60 4.16 111 ± 7 Mar. 1, 1996 10143.772 15.92 3.78 225 ± 17

Feb. 16, 1995 9763.922 23.32 5.15 52 ± 5 Mar. 1, 1996 10143.836 15.85 3.84 192 ± 15

Apr. 2, 1995 9809.017 20.67 4.14 56 ± 8 Mar. 3, 1996 10145.634 19.65 3.81 147 ± 14

Apr. 2, 1995 9809.787 23.33 4.11 51 ± 6 Mar. 4, 1996 10146.019 19.65 3.85 114 ± 13

Apr. 2, 1995 9809.851 23.07 4.08 51 ± 6 Mar. 4, 1996 10146.659 16.32 3.58 169 ± 16

Apr. 3, 1995 9810.877 23.60 4.13 16 ± 5 Mar. 5, 1996 10146.980 15.92 3.64 151 ± 16

Apr. 5, 1995 9812.799 19.60 3.50 36 ± 4 Mar. 5, .1996 10147.878 15.90 3.59 133 ± 14

Apr. 25, 1995 9832.548 11.33 6.34 107 ± 19 Sep. 20, 1996 10346.269 21.73 3.85 182 ± 12

Apr. 26, 1995 9833.771 23.07 4.22 150 ± 7 Sep. 21, 1996 10346.884 12.78 3.76 186 ± 13

Apr. 27, 1995 9834.668 23.60 4.25 121 ± 6 Feb. 23, 1997 10502.026 15.92 4.33 184 ± 15

Apr. 29, 1995 9836.400 19.33 4.36 131 ± 7 Feb. 24, 1997 10503.116 15.92 4.21 174 ± 13

Apr. 30, 1995 9837.362 20.00 4.32 91 ± 6 Apr. 5, 1999 11273.572 16.00 3.42 87 ± 3

Apr. 30, 1995 9837.426 18.80 4.27 104 ± 6 June 27, 1999 11356.643 9.98 4.07 85 ± 8
the TTM field of view (at about 7◦ from the optical
axis), where the event recording efficiency is much
lower than at the center. For the same reason, the
errors in Fig. 2 differ significantly in different TTM
sessions, and in the two sessions of September 9,
1989 (MJD ∼ 7778), the upper limits on the flux are
so large.

The ASM data for 1996–1998 revealed a period
of ≈38 days in the light curve of KS 1731–260
(Revnivtsev and Sunyaev 2001). Unfortunately, the
TTM data do not allow this periodicity to be verified,
because the mean time interval between individual
TTM observations is too long (more than 38 days).
Nevertheless, we searched for a periodicity in the ac-
cessible frequency range (5 × 10−4–0.0185 days−1)
by using the periodogram technique of Lomb (1976)
and Scargle (1982). The derived periodogram is
shown in Fig. 4. The variability is clearly present
(above the thresholds shown in the figure), but it
is aperiodic. We found no evidence of a periodic X-
ray variability in KS 1731–260 on time scales from
50 days to 5 years.

THE SOURCE SPECTRUM

The statistical significance of the source spectra
obtained in each individual TTM observing session is
low and insufficient for a qualitative spectral analysis.
To increase the statistics, we averaged the observa-
tions close in time and in recorded flux. Three sessions
of April 2, 1995 (MJD ∼ 9809), with a mean flux of
∼55mCrab (low state) and four sessions ofMarch 17–
20, 1994 (MJD 9428–9431), with a mean flux of
ASTRONOMY LETTERS Vol. 28 No. 5 2002
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Fig. 2. The light curve of the burster KS 1731–260 for 1988–2001, as constructed from the TTM 2–27 keV and ASM 2–
12 keV data. Upper limits (3σ) on the source flux during the ТТМ sessions when the burster was within its field of view but
was not detected are also indicated.
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Fig. 3. Part of the light curve shown in Fig. 2 for the ТТМ sessions of August 22–23, 1989.
∼170 mCrab (high state) meet these requirements
best. Figure 5 shows the spectra taken in these
sessions and the PCA/RXTE data for the high
(July 14, 1996) and low (October 2, 1998) states.
We see from the figure that the spectral shape of the
source strongly depends on its mean flux. Similar
spectral states were also obtained when analyzing the
RXTE data.
The TTM energy spectrum of KS 1731–260 in

its high state (at an X-ray flux of ∼170 mCrab from
the source) can be described by the bremsstrahlung
model of an optically thin plasma (the bremss model
in the XSPEC package) with a temperature of ∼5–
6 keV (see also Sunyaev 1989). However, the two-
component model (White et al. 1988) is a physically
more realistic spectral model of the source in this
state. One component in this model is the radia-
tion from a standard optically thick accretion disk
ASTRONOMY LETTERS Vol. 28 No. 5 2002
(Shakura and Sunyaev 1973), and the other compo-
nent is the radiation from the matter accreted onto
the neutron-star surface or the boundary-layer radia-
tion. Tenma (Mitsuda et al. 1984), EXOSAT (White
et al. 1988), Ginga (Tanaka 1992), RXTE, and other
observations of X-ray binaries with neutron stars did
reveal these two components in the spectra of ac-
creting neutron stars (Tanaka and Shibazaki 1996).
Unfortunately, however, the statistical significance of
the TTM spectra is too low for these components to
be clearly separated. Note that, because of the low
statistical significance of the source spectra, we fixed
the interstellar absorption column density toward the
source at NHL = 2 × 1022 obtained by the ROSAT
observatory (Barret et al. 1998).
In the low spectral state (at an observed 2–27 keV

X-ray flux of ∼55 mCrab), when the observed spec-
trum is fitted by the bremsstrahlung model, the tem-
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Fig. 5. The high- and low-state energy spectra of KS 1731–260 constructed from the TTM and PCA data
perature parameter increases to 10 keV and has virtu-
ally no upper TTM limit. A similar low/hard spectral
state of the source was observed by the RXTE ob-
servatory, for example, on October 2, 1998 (Fig. 5).
Thus, the TTM data confirm the bimodal behav-
ior of KS 1731–260, which is similar to that ob-
served for the sources 4U 1705–44, 4U 1608–52,
GX 354–0, Terzan 1, etc. (Barret et al. 2000; Pavlin-
sky et al. 2001). Note that the SIGMA telescope,
which detected hard (50–150 keV) X-ray emission
from this burster in 1991 (Barret et al. 1992), to all
appearances observed KS 1731–260 precisely in the
low/hard spectral state.

DISCUSSION
Here, we presented the long-term TTM obser-

vations of the X-ray burster KS 1731–260. As was
already noted above, the light curve of the source over
a period of ∼11 years exhibits an interesting pattern:
the higher the mean flux from the source (averaged,
e.g., over three or four months), the lower its variabil-
ity amplitude. This is particularly clearly seen during
ASTRONOMY LETTERS Vol. 28 No. 5 2002
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Fig. 6. The ASM/RXTE 2–12 keV light curve of KS 1731–260 from October 1998 through November 1999: (1) the ASM
data averaged over∼3 days; (2) the TTM 2–27 keV data.
1996–2001, because the ASM fluxmeasurements are
much more regular than the TTM flux measurements
for the source. We see erratic flux variations in the
source on a time scale of several months (Fig. 6).
In this connection, note the long-period variability

model for X-ray sources in low-mass X-ray binaries
proposed by Meyer and Meyer-Hofmeister (1990).
These authors showed that when the far parts of
the accretion disk are significantly irradiated by an
intense central X-ray source, the so-called diffusive
instability could arise. At a stable rate of mass out-
flow from the surface of the companion star in a
binary system, quasi-periodic variations in the ac-
cretion rate can arise inside the accretion disk. This
is because there is a positive feedback between the
accretion-rate variations in the disk and the irradia-
tion of its outer parts. Meyer and Meyer-Hofmeister
(1990) showed this regime to arise only at certain ac-
cretion rates (∼10−9–10−11M� per year); at higher
accretion rates, the diffusive instability is quenched.
Note that we see a similar behavior in the long-

period variability of KS 1731–260. Given that the dis-
tance to the source is∼8 kpc (Smith et al. 1997), its
luminosity (1036–1037 erg s−1) roughly corresponds
to the accretion rates at which the diffusive instability
can arise. At a mean flux of ∼50–100 mCrab from
the source, we observe significant flux variations on
time scales of several months, while at a mean flux of
∼200 mCrab, these large variations disappear. For
the typical neutron-star accretion rates and accretion-
disk sizes fromMeyer and Meyer-Hofmeister (1990),
we obtained the characteristic period of the variations
attributable to diffusive instability, ∼20–50 days; i.e.,
it roughly corresponds to the time scales observed for
KS 1731–260.
ASTRONOMY LETTERS Vol. 28 No. 5 2002
Another peculiarity of KS 1731–260 is the exis-
tence of two (hard and soft) spectral states that cor-
respond to different fluxes from the source. KS 1731–
260 was in the hard spectral state at a low flux (up
to 50 mCrab) and passed to the soft spectral state
at a flux above ∼100 mCrab. Such bimodal behavior
of sources in binary systems is commonly encoun-
tered both in black-hole candidates and in neutron
stars. Therefore, we may assume that such behavior
is related to intrinsic accreted-flow parameters rather
than to accreting-object properties.
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Abstract—During the GRIF experiment onboard the Mir orbiting station, cosmic gamma-ray bursts
(GRBs) were observed in the photon energy range 10–300 keV. We developed a technique for selecting
events, cosmic GRB candidates, based on output readings from the PX-2 scintillation spectrometer, the
main astrophysical instrument. Six events interpreted as cosmic GRBs were identified at a threshold
sensitivity level of≥10−7 erg cm−2. The GRIF burst detection rate recalculated to all the sky is∼103 yr−1

(fluence ≥10−7 erg cm−2). This rate matches the BATSE/CGRO estimate and significantly differs from
the value predicted by the S−3/2 dependence, which holds for a spatially uniform source distribution.
The GRB detection rate at low peak fluxes is compared with the results of analysis for BATSE/CGRO
“nontriggered” events and with predictions of major cosmological models. We conclude that the PX-
2 observational data on faint cosmic GRBs are consistent with predictions of models with the highest
frequency of GRB occurrence at z ≥ 1.5–2. c© 2002 MAIK “Nauka/Interperiodica”.

Key words:X-ray and gamma-ray sources, spaceborne observatories, cosmic gamma-ray bursts, star
formation, compact-object mergers
INTRODUCTION

Despite the progress in studying cosmic gamma-
ray bursts (GRBs) through observations of radio, op-
tical, and X-ray afterglows (Costa et al. 1997; van
Paradijs et al. 1997; Frail et al. 1997), the cosmo-
logical nature of GRBs requires further confirmation.
For some events, the cosmological redshift z is known
to have been measured either for the corresponding
optical transient or for the so-called host galaxy in
which the GRB source is assumed to be located
(Metzger et al. 1997; Kulkarni et al. 1998; Djor-
govski et al. 1998). This was compelling evidence
for the cosmological models of GRBs, according to
which their sources lie at great distances. However,
the main problem of currently available cosmological
models for GRBs is the need to explain the large
spread in luminosities in the source for events with
identified host galaxies. If the identification is correct,
then no correlation of fainter bursts with more distant
objects shows up, which would have to be the case
for standard-candle sources. The spread in luminosi-
ties in the source is many orders of magnitude, from
∼1047 to ∼1054 erg s−1, which may suggest that the
GRB population is not homogeneous; i.e., individual
events could be different in nature.

*E-mail: sis@srdlan.npi.msu.su
1063-7737/02/2805-0287$22.00 c©
Information that is important in understanding
the physical processes in GRB sources can be ob-
tained from their spatial distribution and the lumi-
nosity distribution in the source. Before the launch
of the BeppoSax spaceborne observatory (see, e.g.,
Feroci et al. 1997), during the flight of which the
first afterglow is known to have been discovered,
such information could only be obtained by ana-
lyzing statistical GRB characteristics, such as the
source sky distribution and the observed intensity or
fluence distribution (the so-called logN–log S dis-
tribution). A comparison of these distributions can
yield information on the source spatial distribution.
In particular, through such an analysis of the cosmic
GRB observations in the KONUS experiments on
the Venera spacecraft (Masetz and Golenetski 1981)
and, subsequently, in the BATSE experiment on the
Compton gamma-ray observatory (CGRO) (Meegan
et al. 1992, 1996), the GRB sources were found
to form a spherically symmetric, spatially bounded
population. This population fits neatly into the picture
predicted by most currently available cosmological
models. Based on the observed intensity distribution
and using the specified source spatial distribution,
we can obtain information on the intrinsic luminosity
in the source and optimize the parameters of the
model that describes the GRB intrinsic-luminosity
2002 MAIK “Nauka/Interperiodica”
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distribution (Fenimore et al. 1993; Rutledge et al.
1995; Hakkila et al. 1996). Analysis of statistical
characteristics for cosmic GRBs, in particular, the
logN–log S distributions, is still of current interest.
The redshifts of the GRB sources were determined
for only a few events. At the same time, statistical
characteristics provide information on the popula-
tion of GRB sources as a whole. In addition, if the
cosmological model is valid, then statistical charac-
teristics can be used to obtain information on the
processes at early evolutionary stages of the Uni-
verse. In particular, the observed intensity distribution
of GRBs reflects the redshift z distribution of their
sources. Thus, the history of global star formation in
the Universe can be traced by using this distribution
(Totani 1997; Wijers et al. 1998; Krumholz et al.
1998; Mao and Mo 1998). The idea that GRBs are
related to neutron-star or black-hole mergers, whose
probability is determined by the star-formation rate
as a whole, underlies this hypothesis. In this respect,
an analysis of the logN–logS distributions at low
fluences, S ≤ 10−7 erg cm−2, is of particular interest.
According to some data, the observed fluences S ∼
10−7 erg cm−2 correspond to z ≥ 1 or even z ≥ 3
(Wijers et al. 1998). Therefore, the detection rate of
faint GRBs may also be of critical importance both for
the cosmological models of their sources and for the
models of primordial star formation in the Universe.

The best current data on GRB statistics are
known to have been obtained in the BATSE CGRO
experiment (Paciesas et al. 2001). However, the
above fluence S ∼ 10−7 erg cm−2 is close to the
BATSE GRB detection threshold. Therefore, in light
of the above discussion, it seems necessary to use all
possibilities to independently estimate the detection
rate of faint GRBs. In this paper, we present theGRIF
observations of cosmic GRBs on the Mir orbiting
station and estimate the detection rate of events with
fluences S ≥ 10−7 erg cm−2.

EXPERIMENTAL CONDITIONS

The GRIF experiment was carried out on the
Spectrum module of the Mir station (an average
altitude of∼400 km, an orbital inclination of 51◦, and
a revolution period of ∼90 min) from October 1995
through June 1997. Its objectives covered both astro-
physical observations (cosmic GRBs, X-ray binaries,
and pulsars) and analysis of the spatial distributions
and variations of charged-particle and neutron fluxes
in circumterrestrial space (Kudryavtsev et al. 1995,
1996; Bogomolov et al. 1997), as well as method-
ological issues related to the background in gamma-
ray astronomical experiments (Bogomolov et al.
1999, 2000).
The GRIF instrumentation included four instru-
ments:

(1) The PX-2 oriented hard X-ray and gamma-
ray scintillation spectrometer (the observed photon
energy range ∆Eγ = 10–300 keV, the effective area
S ∼ 300 cm2, and the field of view Ω ∼ 1 sr). The
instrument was designed mainly for astrophysical ob-
servations, including patrols of solar flare activity.

(2) TheNEGA-1 omnidirectional gamma-ray and
neutron spectrometer (∆Eγ = 0.15–50 MeV, En >

20 MeV, Sγ ∼ 250 cm2, Sn ∼ 20 cm2). The instru-
ment was designed to study the background gamma-
ray and neutron fluxes on Mir orbits.

(3) The FON-1 charged-particle spectrometer
(∆Ee = 40–500 keV, ∆Ep = 1–3 MeV) with a large
geometric factor, Γ ∼ 80 cm2 sr. The instrument
was designed to measure low charged-particle fluxes
outside the Earth’s radiation belts.

(4) The FON-2 charged-particle spectrometer
(∆Ee = 0.04–1.5 MeV, ∆Ep = 2–200 MeV) with a
small geometric factor, Γ ∼ 0.5 cm2 sr. The instru-
ment was designed to measure high charged-particle
fluxes in the radiation belts.

The PX-2 data were used to search for and analyze
hard X-ray and gamma-ray bursts from astrophysi-
cal objects. The PX-2 instrument consisted of seven
identical detector units and an electronic data pro-
cessing and transformation system. Themain record-
ing element in each detector unit was a CsI(Na)
crystal (0.35 cm in thickness, 8.0 cm in diameter).
Passive shield was used to suppress the background
X-ray and gamma-ray radiation. This shield included
an azimuthally symmetric lead collimator, as well as
lead (8 cm in diameter, 1.0 cm in thickness) and bar-
ium (8 cm in diameter, 0.5 cm in thickness) glasses
that absorbed the local radiation from the spacecraft
(the barium glass was intended to absorb the char-
acteristic X-ray radiation from lead). The recording
of charged particles by the PX-2 detector units was
eliminated by the phoswich method: the main detec-
tor, the passive shield elements, and the collimator
were placed under an anticoincidence cup made of
plastic scintillator, which was viewed (from the lead
glass) by the same photomultiplier as the CsI(Na)
crystal. The events related to the recording of charged
particles in the plastic scintillator were identified by
analyzing the time profile of the photomultiplier out-
put current pulse. When the photomultiplier out-
put signal contained a short (∼5 ns duration, which
corresponds to the characteristic decay time of the
plastic scintillator) component of sufficient intensity,
a special electronic circuit generated a logic inhibit
signal, which was fed to the anticoincidence circuits.
The triggering threshold of this phoswich circuit was
chosen to ensure that no charged particles would be
ASTRONOMY LETTERS Vol. 28 No. 5 2002
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recorded in the entire PX-2 energy range from 10 to
300 keV with 99% efficiency. The count rate of inhibit
signals was measured in a separate charged-particle
channel.

During the entire experiment, we measured the
5-s-averaged count rates of X-ray photons in the
energy ranges 10–50, 25–50, 50–100, 100–200, and
200–300 keV and of accompanying charged parti-
cles. Additional data output was provided in the 10–
50, 25–50, and 50–100 keV channels, which made
it possible to measure the count rates with a time
resolution of 2.5 s.

Each PX-2 detector unit had a wide (∼0.7 sr) field
of view. Its beam formed by the azimuthally symmet-
ric collimator was isotropic in azimuthal angle and
linearly fell off from maximum (θ = 0◦) to zero (θ =
45◦) in offset from the detector axis.

A major peculiarity of the GRIF experiment was
the possibility of simultaneously monitoring all the
principal components of the background-producing
emissions in circumterrestrial space on Mir orbits. In
particular, the sensitive FON-1 electron detector was
used to check the sporadic increases in X-ray flux
attributable to the recording of bremsstrahlung from
precipitating energetic magnetospheric electrons,
which could imitate cosmic GRBs. Having a large
geometric factor, FON-1 could detect even relatively
small electron flux variations outside the zones of
trapped radiation.

THE OBSERVING TECHNIQUE
FOR COSMIC GRBs

IN THE GRIF EXPERIMENT

The PX-2 detector units were positioned on the
external panel of theMirmodule in such away that six
units were located symmetrically around one central
(seventh) unit. The axes of all seven detectors were
separated by 5◦. This arrangement and the large field
of view of each detector unit, on the one hand, pro-
vided an overlap (within 35◦ of the central-detector
axis) of the fields of view of all units (in practice,
this made it possible to use the total working area
of all detectors when observing a given source) and,
on the other hand, allowed the angular coordinates of
sources to be estimated by a comparative analysis of
the output data from individual detectors. Thus, the
total field of view of the entire instrument was ∼1 sr.

The PX-2 instrument was rigidly fixed to the mod-
ule surface in such a way that the axis of its cen-
tral detector (which coincided with the axis of the
entire instrument) made an angle of 45◦ both with
the Spectrum axis (the Mir −Y axis) and with the
Mir principal (+X) axis. During the flight, there were
two main orientation modes: stabilization along three
axes and orbital (gravitational) mode. In the former
ASTRONOMY LETTERS Vol. 28 No. 5 2002
case, the Mir axes (and, accordingly, the PX-2 axes)
had a fixed direction in space; i.e., the instrument was
directed toward a fixed point in the sky. The angle
between the PX-2 axis and the nadir–zenith direction
along the orbital turn varied over the range 0◦ (the
direction toward zenith, i.e., the sky) to 180◦ (the
direction toward nadir, i.e., the Earth), and, accord-
ingly, the PX-2 field of view was regularly eclipsed
by the Earth. For this orientation, the effective sky
exposure time by the entire PX-2 field of view was,
on average, half the turn (the PX-2 field of view was
not shadowed during ∼1/4 of the turn; subsequently,
during 1/2 of the turn, the fraction of the unshadowed
part almost uniformly decreased from 100% to 0). In
the latter case, the PX-2 axis was always directed at
45◦ to the zenith–nadir axis (i.e., the field of view of
some of the detectors was shadowed by the Earth’s
atmosphere only slightly), and it slowly turned in
space with the Mir station during the flight in each
turn. Thus, the sky was slowly (∼4◦ min−1) scanned.
During the entire experiment, various regions of the
sky, including the Galactic-anticenter region, areas
offset from the Galactic equator, and the Galactic-
center region, could be observed.

Information was transmitted to the Earth, as a
rule, in 16-h-long sessions of continuous observa-
tions; the interval between them typically ranged from
several hours to several days. A total of 200 ses-
sions were conducted during the experiment, from
which ∼150 were chosen for the subsequent analy-
ses (sessions with many telemetry failures, incorrect
write times of output data, and the like were filtered
out). Given the duration of the observations under the
above conditions of different PX-2 orientations in in-
dividual sessions and that some of the observing time
in each turn was spent on the regions of captured ra-
diation (the corresponding output data were excluded
from the subsequent analysis), the total effective sky
exposure time by the entire PX-2 field of view was
∼850 h.

The GRIF possibilities to detect cosmic GRBs
can be evaluated from background readings in various
PX-2 channels. The threshold count M that corre-
sponds to GRB detection can be determined from the
formula

M = n

√
N∆t
Seff

, (1)

where n is the chosen number of standard deviations
(σ); N is the background count rate, in counts s−1;
∆t is the length of the time interval in which the
events were selected; and Seff is the PX-2 effective
area. The 5σ criterion was chosen for GRB selec-
tion. For the measured background count rates N
∼100 counts s−1 in the energy range 25–100 keV,
∆t = 5 s, and Seff = 300 cm2, we have M
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∼0.35 counts сm−2. Based on the derived threshold
count, we can estimate the corresponding threshold
fluences ST . For a burst with a standard duration of
5 s (i.e., ignoring the corrections attributable to the
shape of the actual time profiles) and with an optically
thin plasma spectrum,

dJ

dE
= J0

(
E0

E

)
exp

(
− E

kT

)
, (2)

and given the mean detector efficiency in the energy
range 25–100 keV (∼75%), ST are 4 ×
10−8 erg cm−2 (kT = 50 keV) and 10−7 erg cm−2

(kT = 200 keV). These estimates were made for
the most favorable observing conditions, i.e., by
disregarding the reduction in the effective exposed
detector area when photons are recorded from sources
offset from the PX-2 axis.

Our estimates lead us to conclude that, in com-
parison with the BATSE experiment, lower thresh-
old peak fluxes and fluences during the burst were
achieved in the PX-2 experiment, particularly for soft
(kT < 50 keV) bursts. This is mainly attributable to
the following three factors: first, the use of relatively
thin (0.35 cm) CsI(Na) crystals as the detecting el-
ements in the PX-2 instrument, which provided a
low level of intrinsic noise and which allowed the
detection energy threshold to be significantly reduced
(down to 10 keV) compared to BATSE; second, the
use of a combination of active and passive shield,
which allowed the PX-2 instrumental background to
be considerably reduced; and, third, the introduction
of a collimator, which also reduced the background
count rate in the event selection channels.

RESULTS AND DISCUSSION

Apart from the 5σ criterion for the peak 25–
100 keV intensity, we used the following two addi-
tional conditions when selecting candidates for astro-
physical bursts: (1) an increase in the X-ray channels
should not be accompanied by an increase in the
accompanying electron fluxes, and (2) a statistically
significant increase in the count ratemust be recorded
by at least two of the seven detectors. The first condi-
tion eliminated the imitations of astrophysical X-ray
and gamma-ray bursts by bremsstrahlung from pre-
cipitating magnetospheric electrons. As was pointed
out above, such precipitations were checked with the
FON-1 sensitive energetic-electron detector, which
could record electron fluxes with energies of several
hundred keV at a level of ≥10−1 cm−1 s−1 sr−1 in
all segments of the Mir orbit outside the zones of
captured radiation. The second condition removed
the burst imitations attributable to the exposure of
the scintillation crystals to strongly ionized particles,
mostly heavy nuclei (since the arrangement of the
PX-2 detectors is virtually planar, the probability of
nucleus passage through at least two detectors is
negligible).

As a result, we selected several tens of events that
satisfied the above criteria for which the spectral rep-
resentation (2) was chosen. To determine the param-
eter kT , the peak flux Ii in a given energy range, and
the spectral flux density at a given energy J(E = E0),
we computed the special instrumental functions that
related the spectral parameters and count rates Ni in
different PX-2 channels:

Ni

Nj
= F (kT ), Ii = NiΦ(kT ), (3)

J(e = E0) = NiΨ(kT ).

Functions (3) were determined by modeling the
transformations of the initial spectra (2) in the in-
strument for various kT . The function F (kT ) allows
the spectral parameter kT to be determined from the
ratio of the count rates in adjacent energy ranges.
The functions Φ(kT ) and Ψ(kT ) relate the peak
intensity in a given energy range and the spectral
flux density at a certain energy to the count rates
in the PX-2 channels for the specified spectral rep-
resentation. Selected bursts unrelated to charged
particles are characterized by kT in a wide range
from ∼5 to ∼500 keV. Since the single (i.e., unre-
lated to recurrent soft gamma-ray repeater sources)
GRBs that constitute the main population of events
recorded both in the BATSE CGRO experiment
and in most other experiments (e.g., KONUS) are
characterized by kT ≥ 30–40 keV in the spectral
representation (2); below, we call the bursts with
such spectra conventional. Therefore, we chose the
condition kT ≥ 40 keV as the main parameter for
selecting candidates for conventional GRBs in the
experiment under consideration. A total of six such
events were recorded. The solar origin of these bursts
can be ruled out, because no manifestations of solar
flaring activity were observed when the events were
recorded (Coffey 2001). The main GRB parameters
are given in the table.

In those cases where an event was covered by one
bin in the time series (i.e., its duration was<5.1 s), we
estimated the duration by comparing the count rates
measured by the following two independent meth-
ods: using a digital-to-analog converter whose out-
put readings directly gave the number of counts in
a specified time interval (NDAC) and using a log-
counting ratemeter (frequency meter) whose readings
NRATE are related to NDAC by NRATE = NDAC(1 −
exp(−∆t/τ)), where ∆t is the duration of the in-
crease and τ ∼ 5 s is a parameter that characterizes
the temporal properties of the ratemeter.

The fluence S(>25 keV) was determined from the
spectral flux density at energy 25 keV integrated over
ASTRONOMY LETTERS Vol. 28 No. 5 2002
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Table

Burst detection
date, UT Duration, s kT , keV

Fluence
at >25 keV,
erg cm−2

Peak 50–300 keV
flux, phot. cm−2 s−1

Burst detection date
in other experiments

951108 11h35m03s ∼8.7 70 ± 30 (1.0 ± 0.4) × 10−7 (6.0 ± 1.2)× 10−2 –

951111 09h42m06s 15–20 500 ± 200 (2.1+2.0
−1.0) × 10−5 (3.4+3.4

−1.7) × 100 KONUS WIND,
951111 09h42m40s

960117 07h45m46s ∼1.4 60 ± 10 (1.7+1.7
−0.8) × 10−5 (4.8+4.8

−2.4) × 101 –

960123 12h06m42s ∼20.4 300 ± 100 (5.0 ± 1.0) × 10−6 (1.8 ± 0.1)× 100 KONUS WIND,
961123 12h07m21s

BATSE CGRO
(nontriggered event),
961123 12h07m18s

960128 18h18m13s ∼2.2 125 ± 40 (1.9 ± 0.6) × 10−7 (2.0 ± 0.2) × 10−1 –

970601 19h19m02s ∼51 100 ± 10 (3.5 ± 2.0) × 10−5 (2.7 ± 1.6)× 100 KONUS WIND,
970601 19h19m30s
the burst duration and from the parameter kT . For a
more accurate determination of S, we estimated the
offset θ of the burst sources from the PX-2 axis. The
ratio of the dispersion σi of count rates measured from
the readings of individual detectors to the value of N̄
averaged over all detectors may be used as a measure
of this offset. This ratio was calculated for various
offsets and various azimuthal directions by assuming
that the difference between the readings of individual
detectors was attributable to geometric factors alone
(different relative exposed areas). After averaging over
the various azimuthal directions, we derived the func-
tion σi/N̄(θ) that was used to determine the offset θ.

As follows from the table, among the selected
GRB candidates, at least three were observed in other
experiments: BATSE CGRO (Kommers et al. 2001)
and KONUS WIND (Golenetski 2001). Among
these events, GRB 970601 with a distinct time struc-
ture deserves particular attention. The corresponding
time profiles in different PX-2 and NEGA channels
are shown in Fig. 1. As we see from the figure,
this burst consisted of two consecutive peaks of
approximately equal intensity spaced ∼25 s apart.
The second peak exhibits a slower decay, while the
first peak is virtually symmetric. For the time intervals
marked by numbers in Fig. 1, we constructed the
mean energy spectra from the PX-2 and NEGA data
(see Fig. 2). It follows from Fig. 2 that the spectra
of both peaks at energies >100 keV clearly show
nonthermal components, which can be fitted by a
power law. The first peak is characterized by a harder
spectrum in the energy range 0.1–1.0 MeV.

The number of GRBs detected with the PX-2 in-
strument can be used to estimate the expected detec-
tion rate of faint GRBs (with fluences
ASTRONOMY LETTERS Vol. 28 No. 5 2002
≤10−7 erg cm−2) in all the sky. To this end, we
calculated the function that characterizes the GRB
detection efficiency in all the sky during the experi-
ment:

ε(S) =
∫
εT (S, kT )f(kT )d(kT ) = εkT (η). (4)

Here, η ≡ ST /S, S is the fluence, ST is the threshold
fluence, f(kT ) is the burst distribution in spectral
parameter kT [the KONUS data were used (Masetz
et al. 1981)], and εT (S, kT ) is the detection probabil-
ity of a burst with a given spectral shape (kT ) and
fluence S integrated over its duration. The depen-
dence εT (S, kT ) can be represented as εT (S, kT ) =
εT (S/ST ) × F (ST /S), where F (ST /S) ≡ F (η) is
the PX-2 beam and the function εT (S/ST ) is deter-
mined by the event-selection efficiency (most of the
recorded bursts with duration ≤10 s were actually
selected by their fluence) and the detector efficiency. It
should be noted that the dependence of the detection
efficiency εT (S/ST ) on kT is actually contained in
the threshold fluence, which is largely determined by
the spectral hardness of the recorded burst. Examples
of the functions εT (S, kT ) that characterize the
detection efficiency of bursts with various kT and the
kT-averaged dependence (4) are shown in Fig. 3.

To estimate the GRB detection rate in all the
sky per year N(>S) from the PX-2 distribution in
observed fluence N∗(>S∗), the burst detection effi-
ciency (4) in the entire sky during this experiment
should be taken into account. The following relation
between theN(>S) andN∗(>S∗) distribution can be
written:

N∗(>S∗) = (∆T/year) (5)
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Fig. 1. Time profiles for GRB 970601 in various (a) PX-2 and (b) NEGA energy ranges. The numbers mark the averaging
intervals for which the energy spectra were constructed.
×
∫ ∫

εkT (η)N(>S)δ(S∗ − ηS)dSdη

=(∆T/year)
∫
εkT (η)N(>S∗/η)dη.

Here, ∆T ∼ 850 h is the total exposure time in the
experiment; η ranges from 0 to 1. Clearly, to recon-
struct the initial N(>S) distribution generally re-
quires solving the inverse problem, i.e., the integral
equation (5). Note that, as we see from Fig. 3, depen-
dence (4) may well be fitted by a threshold function
of the type ε0θ(η − η0), where η0 ∼ 0.4 characterizes
the effective threshold (for ST ∼ 4 × 10−8 erg cm−2),
ε0 ∼ 0.06 gives the fraction of the PX-2 field of view
(∼1 sr) relative to the entire sky (4π sr) with al-
lowance for the detector efficiency, θ(η − η0) = 1 if
0 < η < η0, and θ(η − η0) = 0 if η0 < η < 1. Clearly,
as follows from formula (5), the initial and measured
fluence distributions at sufficiently large fluences far
from the threshold (η 
 η0) are similar to within the
factor ε0, which allows for recalculation of the number
of events to all the sky.

As follows from formula (5), at fluences near the
threshold, the shape of the initial distribution must be
taken into account when recalculating the number of
recorded events to all the sky. If we specify this distri-
bution in the form of a power law N(>S) = N0S

−γ ,
then we derive the obvious relation

N∗(>S∗) = (∆T/year)ε0
η0

γ + 1
N(>S); (6)

i.e., the recalculation coefficient of the number of
recorded events to all the sky generally depends on
the assumed slope of the initialN(>S) distribution.

We cannot construct the intrinsic N(>S) distri-
bution and analyze its shape because of the small
ASTRONOMY LETTERS Vol. 28 No. 5 2002
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GRIF event statistics. However, based on the avail-
able statistics, we can estimate the detection rate
of bursts from all the sky with fluences larger than
the threshold level, i.e., ∼10−7 erg cm−2. The corre-
sponding estimates are illustrated by the dependences
N∗(>S∗) (the distribution directly obtained in the
experiment) andN(>S) [the distribution recalculated
to all the sky according to (6)], which are shown in the
logN–log S diagram in Fig. 4. Our estimates of the
expected GRB detection rate for all the sky near the
threshold fluence are given for a flat distribution (γ =
0) and for another extreme case (γ = 3/2). We see
from the figure that despite the large statistical error,
the expected detection rate of GRBs with fluences
>10−7 erg cm−2 agrees, within the error limits, with
the BATSE CGRO detection rate (Paciesas et al.
1999a, 1999b) if a flatN(>S) distribution is assumed
in this range of S [the N(>S) distribution shown in
Fig. 4 was constructed from the fluences at energies
>20 keV for 1306 events from an improved fourth
BATSE catalog (Paciesas et al. 2001)]. At the same
time, the estimate of N(>S) for S ∼ 10−7 erg cm−2

differs significantly from that predicted by the S−3/2

dependence, which holds for a uniform distribution of
sources in space, if this dependence is constructed by
taking into account the burst detection rate at large
fluences from the entire set of available observational
data. The fact that the estimated GRB detection rates
are slightly larger than the KONUS values may result
from the temporal selection effect that took place in
this experiment.

Figure 4 also shows the curves that characterize
the expected detection rate of faint GRBs obtained
in terms of a flat cosmological model for mergers of
two compact objects for various cosmological red-
shifts z corresponding to the epoch of primordial star
ASTRONOMY LETTERS Vol. 28 No. 5 2002
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formation (Lipunov et al. 1995). As follows from the
figure, theGRIF detection rate of GRBs with fluences
S ∼ 10−7 erg cm−2 is consistent with this model for
all the z under consideration (z ≥ 2.25).

It is also of interest to compare the PX-2 estimate
for the detection rate of faint GRBs with the corre-
sponding estimate that was obtained by analyzing the
so-called BATSECGROnontriggered events (Kom-
mers et al. 2001). The population of nontriggered
events increased the BATSE CGRO burst statistics
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at z = 2–3 (5).

by a factor of almost 1.5. In addition, the detection
threshold of nontriggered events is almost a factor of 2
smaller than the detection threshold of normal trig-
gered bursts and thus closer to the GRIF detection
threshold. Figure 5 shows the integral distribution of
the detection rate of nontriggered events N(>P ) in
peak 50–300 keV flux P (Kommers et al. 2000). The
corresponding PX-2 results (assuming a flat initial
distribution) are also plotted on these diagrams. As
we see from the figure, the GRIF and BATSECGRO
results are in agreement in the overlapped region.

Figure 5 also shows the results of our calcula-
tions in terms of major cosmological models: with a
uniform (in z) star-formation rate, with a maximum
of the star-formation rate at z = 1.5–2 (Madau
et al. 1998), and with a maximum of the star-
formation rate at z = 2–3 (Hughes et al. 1998;
Dunlop 1998). As we see from Fig. 5, the PX-2 data
are consistent with all of these models, but they are
in best agreement with the hypotheses that imply a
nonuniform (in z) distribution of the star-formation
rate and the frequency of GRB occurrence.
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Abstract—We analyze the arrival directions of cosmic rays with energies E0 ≈ (1–4) × 1017 eV and
zenith angles θ ≤ 53◦ detected with the Yakutsk extensive air shower (EAS) array during 1974–2001. We
show that ∼10% of them form many clusters correlated with the Supergalactic plane. Enhanced particle
fluxes arrive from the Supergalactic plane and the regions that are symmetrically adjacent to it at angles
±bSG ≈ 6

◦
.5. The relatively high concentrations of clusters of galaxies and quasars that bear a relationship

to the large-scale structure of the Universe are observed in these regions. c© 2002 MAIK “Nau-
ka/Interperiodica”.

Key words: cosmic rays, nonthermal radiation, large-scale structure of Universe
INTRODUCTION

Some researchers believe that very high-energy
primary cosmic rays (E0 > 1017 eV) consist mostly
of charged particles: protons and nuclei of various
chemical elements. These particles are strongly
mixed by the Galactic magnetic field and have an al-
most isotropic sky distribution, making local sources
of primary cosmic rays rather difficult to identify.
This view is by no means indisputable, because
so far no direct measurements have been made of
the composition of ultrahigh-energy PCR, and the
conclusions based on extensive air shower data are
ambiguous and inconsistent.

Stanev et al. (1995) found that the directions
of arrival of PCR in the EAS energy range (E0 ≥
1019 eV) correlated with the plane of the Local Su-
percluster of galaxies (the Supergalaxy). This re-
sult was corroborated by those obtained by Glushkov
and Sleptsov (2001), Glushkov and Pravdin (2001a,
2001b), and Glushkov (2001) based on observations
made with the Yakutsk EAS array. Mikhaı̆lov (1999)
and the AGASA group (Takeda et al., 1999) re-
ported observations of individual clusters in the direc-
tions of arrival of giant EAS. Glushkov and Pravdin
(2001b) pointed out multiple formation of clusters,
which takes place not only at E0 ≥ 1019 eV, but also
at lower PCR energies (E0 ≈ (3–10)×1018 eV).

Earlier, Glushkov (1988) reported that the distri-
bution of arrival directions of PCR with E0 ≥ 4 ×

*E-mail: a.v.glushkov@ikfia.ysn.ru
1063-7737/02/2805-0296$22.00 c©
1017 eV exhibits a considerable number of shower
groups within narrow solid angles. The sky distribu-
tion of these shower groups exhibits a regular small-
scale pattern, which cannot be explained by random
statistical processes. The author believes that this
pattern may be due to the distribution of extragalactic
PCR point sources, which generate neutral particles.
Below we report new evidence corroborating this hy-
pothesis.

PARAMETERS STUDIED
AND DISCUSSION

In this paper, we analyze extensive air showers
with energiesE0 ≈ (1.3–4)× 1017 eV and zenith an-
gles cos θ ≥ 0.6 recorded by the Yakutsk array during
1974–2001. We analyzed the small-scale anisotropy,
i.e., local PCR inhomogeneities, on angular scales
∼5◦–10◦. Our analysis included EAS whose di-
rections of arrival were inferred from the data from
≥4 stations and whose axes were located within the
central array circle of radius≤1000m.We determined
the energy E0 of primary particles from the following
formulas:
E0 = (4.8 ± 1.6) × 1017(ρs,600(0◦))1.0±0.02, eV;

(1)

ρs,600(0◦) = ρs,600(θ) (2)

× exp((sec θ − 1) × 1020/λρ), m−2;

λρ = (450 ± 44) + (32 ± 15) log(ρs,600(0◦)), g/cm
2
,

(3)
2002 MAIK “Nauka/Interperiodica”
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Fig. 1.Themap of nodes and clusters of 1882 showerswithE0 = 1017.2–17.3 eV and θ ≤ 53◦ inGalactic coordinates according
to the data from Yakutsk EAS array: (1) the Supergalactic disk; (2) nodes with m = 1; (3) clusters with m ≥ 2 nodes within
circles of radius d = 3◦.
where ρs,600(θ) is the density of charged particles as
measured by ground-based scintillation facilities at a
distance of R = 600 m from the shower axis.

We analyzed a total of 36 825 showers in five en-
ergy intervals within steps of ∆ logE0 = 0.1. From
these intervals, we drew seven independent samples
with an approximately equal number of events≈1000,
which differed only in that their axes were located in
different annular areas inside the central array circle.
We analyzed each of the 35 = 5 × 7 samples indi-
vidually in order to identify whether it contained any
local shower groups on the sky sphere by proceeding
in the same way as in our earlier work (Glushkov
and Pravdin 2001b). We found all “neighbors” within
d ≤ 3◦ of the arrival direction of each shower. If we
found n ≥ 3 showers within the circle, we averaged
their coordinates and used them as new data points
(hereafter referred to as nodes) in subsequent analy-
sis.

We then analyzed the nodes separately in all five
energy intervals in order to identify mutual m ≥ 2
intersections in any of the seven samples, provided
that their centers were located within d ≤ 3◦ of each
other. Upon finding such nodes, we again averaged
the arrival directions of their constituent showers and
used the resulting larger node (hereafter referred to as
a cluster) in subsequent analysis.

Figure 1 shows a Galactic-coordinate map of
clusters on the projected sky sphere for showers with
ASTRONOMY LETTERS Vol. 28 No. 5 2002
energiesE0 = 1017.2–17.3 eV. Thismap is constructed
in such a way that equal areas correspond to equal ar-
eas on the sky. The solid line shows the Supergalactic
plane with its North Pole at α = 286.2◦ and δ = 14.1◦
(equatorial coordinates). Equatorial coordinates are
also shown on this map for better visualization.Nodes
with m = 1 and clusters with с m ≥ 2 are shown by
dots and crosses, respectively.

One immediately sees that most of clusters form
local features. A similar pattern is observed at other
PCR energies. The locations of clusters with different
energies often coincide. Figure 2 shows the map of
clusters that are common to all five groups mentioned
above with E0 = 1017.1–17.2, 1017.2–17.3, 1017.3–17.4,
1017.4–17.5, and 1017.5–17.6 eV. These clusters were
identified as locations where the angular coordinates
of 10 to 18 nodes drawn from 35 independent sam-
ples coincide, each consisting of≈1000 showers. The
cluster density near the Galactic disk proved to be
lower than at higher latitudes. It can also be noted
that the number of events within the |bG| ≤ 10◦ band
is much smaller than near the Supergalactic disk
region of the same area.

The negative correlation of clusters with the
Galactic disk and their positive correlation with the
Supergalactic disk is immediately apparent from
Fig. 3, which shows the distributions of the directions
of arrival of 2969 showers (clusters in Fig. 2) in
Galactic (G) and Supergalactic (SG) coordinates as
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Fig. 2. The Galactic-coordinate map of clusters identified among 2969 showers that are common to five groups with
E0 = 1017.1–17.2, 1017.2–17.3, 1017.3–17.4, 1017.4–17.5, and 1017.5–17.6 eV: Curve 1 shows the Supergalactic disk; CSG and
ACSG are the Supergalactic center and anticenter, respectively.
a function of the latitude of the direction of arrival (in
steps of ∆b = 2◦). The curves show the distributions
expected for an isotropic flux computed using the
Monte Carlo method.

Figure 3 (position G) shows a conspicuous gap
at |bG| ≤ 10◦. The deficit of events in this region
amounts to (395 − 625)/

√
625 = 9.2σ. At the same

time, one can see in Fig. 3 (position SG(a) a series
of statistically significant peaks. Peak 2 can be seen
to lie exactly in the Supergalactic disk. Its excess
over the expected curve amounts to ≈6.6σ. However,
its statistical significance is even higher given the
two gaps on its sides. Another series of peaks is lo-
cated symmetrically with respect to the Supergalactic
plane. Peaks 1 and 3 are thus located at an angular
distance of ≈6◦

.5 from this plane; peaks 4 and 5, at
a distance of ≈20◦; and peaks 6 and 7, at a distance
of ≈33◦. In principle, all peaks marked by arrows are
consistent with a discrete distribution with a step of
≈6◦

.5.

Both distributions in Fig. 3 have chance proba-
bilities of <10−6. These results can be interpreted as
indicative of the extragalactic nature of the fraction of
PCR that is contained in clusters. It appears that the
Galaxy only absorbs this radiation and this absorption
is stronger in the disk. Other statistically significant
peaks in Fig. 3 (position SG(a)) appear to be in-
dicative of the complex and inhomogeneous structure
of the extragalactic space in the regions where the
constituent PCR sources of the clusters are located.

We now analyze in more detail the events that
make the principal contribution to peaks 1–3. Fig-
ure 4 shows the distributions of the showers that
make up these peaks in the latitude bands 6◦ < bSG <
10◦ (1),−2◦ < bSG < 4◦ (2), and−12◦ < bSG < −6◦
(3) as a function of the Supergalactic longitude
(with a step of ∆lSG = 2◦) counted counterclockwise
from the anticenter direction. Letters indicate the
most powerful peaks: a—lSG ≈ 76◦; b—lSG ≈ 101◦;
c—lSG ≈ 117◦; d—lSG ≈ 121◦; e—lSG ≈ 127◦; g—
lSG ≈ 140◦; f—lSG ≈ 145◦; h—lSG ≈ 171◦. Individ-
ual peaks have almost coincident locations and all
of them (and other less significant peaks) fit into a
sequence with a step of ≈6◦

.5.
Note a curious point. Glushkov (2001) showed

that peaks 1–3 are also observed atE0 ≥ 1019 eV.We
show these data in Fig. 3 (position SG(b)) for com-
parison. One can see a remarkable similarity between
the Supergalactic-coordinate distributionswithE0 ≈
(1.3–4) × 1017 eV and E0 ≥ 1019 eV in the region
|bSG| ≤ 30◦. Here the distributions match each other
even in their individual features. It is our opinion that
all these peaks are by no means accidental.

Observations and theory imply (see, e.g., Voron-
tsov-Vel’yaminov et al. 1978) the existence in the
Universe of large 100–130 Mpc black holes sepa-
rated by relatively thin (20–30 Mpc) layers. In these
ASTRONOMY LETTERS Vol. 28 No. 5 2002
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Fig. 3.Distributions of directions of arrival of 2969 show-
ers in clusters shown in Fig. 2 as a function of their
Galactic (G) and Supergalactic (SG) latitude: (b) the
data of Glushkov (2001) for EAS with E0 ≥ 1019 eV.
Smooth curves show the expected distributions for an
isotropic PCR flux.

layers are concentrated more than 60–80% of the
galaxies that tend to gather into prolate and oblate
superclusters. The Supergalaxy considered here (its
diameter is 50–60Mpc) is just one such supercluster.
Many superclusters appear to join each other, forming
a single cellular structure of theUniverse (Vorontsov-
Vel’yaminov et al. 1978).

The fact that the directions of arrival of PCR
“break” into peaks in Fig. 3 (position SG) and Fig. 4
can be interpreted as evidence for the adiabatic (“pan-
cake”) theory of Zel’dovich (1982), where the geom-
etry of metagalactic structures is characterized by
giant flat formations separated by large (∼105 Mpc3)
and almost galaxy-free volumes.

We now analyze in more detail peaks 1–3, leaving
other peaks aside. Now consider certain objects in
the Universe that can shed additional light on the
nature of these peaks. Figure 5 (GAL) shows the
Supergalactic latitude distribution of 49 superclus-
ters (located in the Galactic latitude interval bG >
30◦) with distances 100–500 Mpc (Lebedev and
Lebedeva 1988). We supplemented this sample with
52 randomly selected clusters (Abalakin 1981) and
bright galaxies (Zombeck 1982) located at distances
ASTRONOMY LETTERS Vol. 28 No. 5 2002
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Fig. 5. Supergalactic latitude distributions of 49 su-
perclusters (Lebedev and Lebedeva 1988), 52 clusters
(Abalakin 1981), and bright galaxies (Zombeck 1982)
at heliocentric distances ≥10 Мpc (GAL), as well as
131 quasars (QSO) with redshifts z ≤ 0.2 (Hewitt and
Burbidge 1987). For peaks 1 and 3, see Fig. 3 (SG).

≥10 Mpc. One can also see in this figure peaks 1 and
3 that are located in the vicinity of the Supergalactic
plane. Their locations approximately coincide with
those of similar peaks in Fig. 3 (position SG) (al-
though they may be≈1◦

.5 closer to the Supergalactic
plane). Note that peak 3 includes the central part of
the Virgo supercluster and peak 1, the Coma super-
cluster, which contain several clusters of galaxies at
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See Fig. 3 (SG) for peaks 1 and 3.

different heliocentric distances of up to ∼1000 Mpc
(Vorontsov-Vel’yaminov et al. 1978).

Figure 5 (QSO) shows the distribution of 131
quasars in the same coordinates (Hewitt and Bur-
bidge 1987) with z ≤ 0.2 (at heliocentric distances
≤800 Mpc for the adopted Hubble constant of H0 =
75 km/sMpc). Here, peaks 1 and 3, which are located
at the same places as in Fig. 3 (position SG) are
immediately apparent. This fact can be interpreted
as evidence for quasars being one of the possible
sources of PCR in the energy interval considered.
The absence of peak 2 in this figure may be due to
the absorption of optical quasar radiation by denser
matter in the Supergalactic plane. The structure of
the Universe is more transparent for ultrahigh-energy
PCR.

The data analyzed here confirm the presence in
the Universe of a material structure that has a cer-
tain regularity on a cosmological scale. Some re-
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Fig. 7. The energy spectrum of primary particles
J(E0) ∝ E−γ

0 measured by the Yakutsk array (Pravdin
et al. 1999). Power-law variations of intensities: 1—
E0 < 1018.0 eV (γ1 = −3.05 ± 0.04), 2—1018 ≤ E0 <
1019.0 eV (γ2 = −3.34 ± 0.05), 3—E0 ≥ 1019.0 eV
(γ3 = −2.53 ± 0.25); 1′ and 3′—are the assumed Galac-
tic and extragalactic components, respectively.

searchers believe (Einasto et al. 1997) that this may
be a “chessboard”-type pattern. Peaks 1 and 3 indi-
cate that ≈6◦–7◦ from the Supergalactic plane (on
both sides of the latter) appreciable concentrations of
galaxies and quasars can be found that may be the
places where a certain fraction of ultrahigh-energy
PCR is generated.

We now estimate the transversal sizes of these
structures (which maybe associated with peaks 1
and 3) from the formula D ≈ 2r tan 6◦.5 for quasars.
According to Khodyachikh (1996), the distribution
of structure sizes for our sample of quasars with
z ≤ 0.2 peaks at 〈z〉 = 0.14. We find from this that
r = c〈z〉/H0 = 560 Mpc (here c is the speed of light
and H0 = 75 km/s Mpc). The resulting quantity
D ≈ 127Mpc agrees with the above-mentioned sizes
of voids in the cellular structure of the Universe
(Vorontsov-Vel’yaminov et al. 1978).

Note that peaks 1 and 3 in Fig. 5 (QSO) are ob-
served at different quasar redshifts (Fig. 6). This fact
must be indicative of the global scale of the directions
in the Universe identified in the vicinity of the Super-
galactic plane. In addition, Fig. 6 also shows peaks
that must be associated with some other fragments of
the large-scale structure of the Universe.

According to the data from the Yakutsk EAS array
(Pravdin et al. 2001), the total flux of PCR with
energies E0 ≈ (1–4) × 1017 eV exhibits no statisti-
cally significant anisotropy. The amplitude of the first-
order harmonic in right ascension as inferred using
the traditional harmonic analysis technique is equal to
ASTRONOMY LETTERS Vol. 28 No. 5 2002
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(0.45 ± 0.55)%. However, the phase of the first har-
monic inferred by the above authors deserves special
attention: it is equal to ϕ1 = 192◦ ± 70◦. This phase,
albeit highly uncertain because of the anisotropy of
PCR, points nevertheless to the Supergalactic center
(CSG in Fig. 2).

The results of Pravdin et al. (2001) obtained in
this work can be explained by assuming that PCR
consist of two components. One of these components
is ≈10 times more intense that the other compo-
nent, and it probably includes charged particles that
are strongly mixed by the Galactic magnetic field.
The second component, which forms clusters, must
consist of extragalactic neutral particles. The latter
component, albeit strongly “diluted” by the isotropic
flux of the first component, nevertheless manifests
itself in the results of Pravdin et al. (2001).

CONCLUSIONS

It follows from the data presented above that a
certain fraction of cosmic rays with energies E0 ≈
(1–4) × 1017 eV forms numerous clusters within
solid angles d ≤ 3◦ (Figs. 1, 2). They show a negative
correlation with the Galactic disk and a positive cor-
relation with the Supergalactic disk (Fig. 3). It might
be supposed that clusters indicate some extragalactic
PCR point sources that are in a certain way related to
the large-scale structure of the Universe.

Here we have for the first time also discovered
a “finer” structure in the distribution of ultrahigh-
energy PCR (peaks 1–3 and others). Peaks 1 and
3, which are adjacent to the Supergalactic plane at
angles ±bSG ≈ 6◦–7◦, can also be observed in clus-
ters of galaxies and quasars. Coincident peaks can
also be found in other places in the distributions. It is
immediately evident that most of these peaks are con-
sistent with angular separations forming a discrete
pattern with a step of ≈6◦

.5. This step might well be
associated in one way or another with the apparent
scale length of the cellular structure of the Universe.

The primary particles that form clusters are in
all probability electrically neutral, because otherwise
they would have lost the connection between their
source directions. The fraction of these particles in
the total flux of PCR with energies E0 ≈ (1.3 × 4) ×
1017 eV is approximately equal to 2969/36 825 ≈ 0.08
and should be close to unity at E0 ≥ 1019 eV, ac-
cording to Glushkov and Sleptsov (2001), Glushkov
and Pravdin (2001a, 2001b), and Glushkov (2001).
This hypothesis is illustrated in Fig. 7, where curves
1 and 3 show, respectively, our assumed Galactic and
extragalactic components and the energy spectrum of
ultrahigh-energy PCR as measured by Pravdin et al.
(1999) with the Yakutsk array.
ASTRONOMY LETTERS Vol. 28 No. 5 2002
The remaining events, which do not belong to
clusters, are distributed almost isotropically in the
sky. This part of PCRmay consist of charged particles
(protons and nuclei of chemical elements) with a dif-
fuse propagation pattern in the Galaxy. One powerful
source of such events is located near the Galactic
center (Hayashida et al. 1999; Bellido et al. 2000;
Teshima et al. 2001). Other sources of charged parti-
cles are so far difficult to find, because their locations
are greatly smeared by the Galactic magnetic field.
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Zh. Éksp. Teor. Fiz. 119, 881 (2001) [JETP 92, 766
(2001)].

16. T. Stanev, P. L. Biermann, J. Lloyd-Evans, et al.,
Phys. Rev. Lett. 75, 3056 (1995).

17. M. Takeda, N. Hayashida, K. Honda, et al., Astro-
phys. J. 522, 225 (1999).



302 GLUSHKOV, PRAVDIN
18. M. Teshima, M. Shikawa, M. Fukushima, et al., in
Proceedings of the 27th International Cosmic Ray
Conference, Hamburg, 2001, Vol. 3, p. 337.

19. B. A. Vorontsov-Vel’yaminov, I. D. Karachentsev,
E. L. Turner, et al., in The Large Scale Structure
of theUniverse: International Astronomical Union
Symposium No. 79, Tallinn, 1977, Ed. by M. S.
Longair and J. Einasto (D. Reidel, Dordrecht, 1978;
Mir, Moscow, 1981).
20. Ya. B. Zel’dovich, Pis’ma Astron. Zh. 8, 195 (1982)

[Sov. Astron. Lett. 8, 102 (1982)].
21. M. V. Zombeck, Handbook of Space Astronomy

and Astrophysics (Cambridge Univ. Press, Cam-
bridge, 1982).

Translated by A. Dambis
ASTRONOMY LETTERS Vol. 28 No. 5 2002



Astronomy Letters, Vol. 28, No. 5, 2002, pp. 303–309. Translated from Pis’ma v Astronomicheskĭı Zhurnal, Vol. 28, No. 5, 2002, pp. 348–355.
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Abstract—Based on RATAN-600 21-cm H I line observations with an angular resolution of 2.4′, we
studied the neutral-hydrogen distribution in the region of the supernova remnant (SNR) S 147 (G180.0–
1.7). We detected a rotating shell of neutral gas immediately adjacent to the SNR that is expanding at
a velocity of 20 km s−1. The H I shell is less distinct in the southeastern part and at negative radial
velocities. The outer shell diameter is 90 pc; the H I mass in the shell is 2.2 × 104M�. These data
allowed us to estimate the SNR age, 6.5 × 105 yr, and the initial explosion energy, 2.2 × 1051 erg.
c© 2002 MAIK “Nauka/Interperiodica”.
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INTRODUCTION

The supernova remnant (SNR) S 147 located in
the Galactic-anticenter region is believed to be the
most evolved SNR in the Galaxy. Except for the so-
called spurs whose nature is also associated with
nearby SNRs, S 147 has the largest angular size
among SNRs in the radio and optical ranges, more
than 3◦. In the radio range, it appears as an almost
regular shell; in contrast to other SNRs, the spectral
index of its radio emission clearly varies over the
disk [see Fürst and Reich (1986) and references in
Green (1993)]. In the optical range, the SNR ap-
pears as a tangle of filaments (van den Bergh et al.
1973), with bright radio features corresponding to the
brightest filaments. Radial-velocity measurements of
optical absorption lines in the spectra of stars pro-
jected onto this object revealed large radial velocities
of the absorbing gas, which are assumed to be at-
tributable to the expansion of nebular filaments (Silk
and Wallerstein 1973; Phillips et al. 1981). Direct
measurements of the Hα emission from the nebular
filaments (Lozinskaya 1976) confirmed the presence
of expansion velocities up to 100 km s−1.

The interstellar-gas distribution around this SNR
was investigated in the H I radio line by Assousa
et al. (1973), who found a shell at negative radial
velocities (from−47 to−24 km s−1). Since this result
was reported in a brief summary to the paper and since
the complete paper has never been published, it is
rather difficult to get an idea of these results. In the

*E-mail: gos@fsao.spb.su
1063-7737/02/2805-0303$22.00 c©
observatory report for 1975, it was mentioned that the
expansion velocity of this shell is 25 km s−1. In the
only H I survey by Koo and Heiles (1991) aimed at
searching for H I brightenings in SNR regions, this
object has the lowest “reliability rank” and was not
included in the list of objects with excess H I emis-
sion. The molecular-gas distribution has not been
studied either, except by Gondhalekar and Phillips
(1980) who reported the detection of an ultraviolet
CO absorption line. Such a chilly attitude of ob-
servers to this object appears to be explained by its
large size, so the background H I emission is difficult
to separate from the features that could be associated
with the SNR. The high sensitivity in brightness tem-
perature and high (though one-dimensional) angular
resolution of RATAN-600 allow such observational
problems to be effectively solved. In this paper, we
present the results of our RATAN-600 H I 21-cm
study for the SNR S 147 region carried out in 1999–
2000.

INSTRUMENTATION AND TECHNIQUES

To investigate the distribution of interstellar neu-
tral hydrogen in the S 147 region, we obtained ten
drift curves in right ascension at 0.6◦ intervals in dec-
lination over the declination range +25.0◦ to +31.5◦.
In this elevation range, the RATAN-600 antenna
has an angular resolution of 2.4′ × 20′ and an effec-
tive area of about 950 m2 (Esepkina et al. 1979).
An uncooled HEMT amplifier was used at the input
(Il’in et al. 1997). The system noise temperature was
2002 MAIK “Nauka/Interperiodica”
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∼70 K; the 39-channel filter spectrum analyzer had
a channel bandwidth of 30 kHz (6.3 km s−1), and
the separation between channels was also 30 kHz
(Venger et al. 1982). The data acquisition and pre-
processing were carried out using an IBMPC (Alfer-
ova et al. 1986).

The drift curve at each declination consisted of two
series of three observations each obtained by shift-
ing the receiver tuning frequency by half the chan-
nel bandwidth. As a result, each drift curve had 78
spectral channels that followed at 3.15 km s−1 in-
tervals. This technique also allowed the interference
to be effectively removed. The rms of the antenna-
temperature fluctuations in spectral channels on an
averaged record was 0.2 K. The antenna and equip-
ment parameters were checked in each series of ob-
servations by measuring a set of reference sources
(Venger et al. 1981).

Subsequently, we subtracted the extended back-
ground obtained by spline interpolation at the lower
brightness-distribution level from the drift curves in
each spectral channel and reduced the drift curves
containing only features of small angular sizes. The
subtracted background component of the drift curves
apparently includes the following: (1) large-scale fea-
tures of the interstellar-gas distribution, such as spi-
ral arms or giant complexes; (2) emission from the in-
tercloud medium, if present; (3) features of small an-
gular sizes unresolved by the RATAN-600 beam; and
(4) the spurious large-scale background produced by
distant side lobes and the RATAN-600 stray field.
It should also be noted that subtracting the back-
ground component by the above method can result
in an underestimation of the brightness and angular
sizes of the remaining small-scale features. We de-
termined the parameters of the latter in each channel
by Gaussian analysis and then attempted to establish
a relationship between H I features at different radial
velocities and at different declinations. Note that this
is the only procedure where a significant subjective
factor could be introduced.

The errors of the measured parameters have the
following values. The radial velocity of an isolated
medium-brightness H I feature is measured with an
accuracy of at least ±1 km s−1. In some cases, the
accuracy deteriorates because of the difficulties in
separating the object from the background or from
adjacent features. The measurement error of the H I
line brightness temperature is ∼0.5 K, including the
antenna calibration errors, and the estimation error of
the angular size in right ascension is 0.1◦. In dec-
lination, the antenna resolution is much lower and,
accordingly, the accuracy of measuring the angular
sizes is lower. The accuracy of estimating the dis-
tances depends on the method of their determination
and must be considered separately in each case. As
a result, the accuracy of estimating the H I mass in
an isolated cloud is no higher than 0.5–1 order of
magnitude.

RESULTS OF THE OBSERVATIONS
AND DISCUSSION

The distribution of 21-cm H I radio line emis-
sion in the SNR S 147 region after subtracting the
extended background in the right ascension–radial
velocity (α–V ) plane is shown in Fig. 1. All of the
zero-level remnant is located between 5h30m and
5h43m (1950.0). The thin ring contours schematically
indicate H I clouds in the α–V plane, which may
represent an inhomogeneous shell immediately adja-
cent to the radio remnant in spatial coordinates. The
isophotal pattern of this ring structure corresponds
to the presence of large-scale motions in the shell—
expansion and rotation. The ring-shaped pattern of
isophotes in the α–V plane suggests the presence
of radial motion; in our case, this can only be ex-
pansion. The inclination of the isophotes of the pre-
sumed shell in theα–V plane corresponds to a radial-
velocity gradient across the object disk of≈11 km s−1

per degree. Note that S 147 lies almost exactly at the
Galactic anticenter, where the normal Galactic rota-
tion gives a very small apparent effect: ∼0.4 km s−1

per kpc in the radial direction and ∼0.25 km s−1

per degree in the direction of Galactic longitude; in α,
it is even smaller. Consequently, the most plausible
explanation of the observed radial-velocity gradient
across the disk is rotation. The observed parameters
of the H I ring structure we identified are

coordinates of the center: α(1950.0) = 5h37m
.7,

δ(1950.0) = +26.0◦;
angular size: 3.5◦ (outer) and 2.2◦ (inner);
mean line brightness temperature: 10 ± 0.5 K;
mean radial velocity: −10 ± 5 km s−1;
large-scale expansion velocity: ≈20 km s−1;
radial-velocity gradient: ≈11 km s−1 per degree.
To check whether the structure we identified

is real, it would be appropriate to use data from
other H I surveys. The survey by Westerhout and
Wendlandt (1982), now accessible in the Strasbourg
observational data archive (cdsarc.u-strasbg.fr/cats/
VIII/47), is most suitable in resolution. While having
a high radial-velocity resolution (2 km s−1) and a
sufficient angular resolution (13′), this survey covers
a region of only ±2◦ in Galactic latitude, which
is too small for the S 147 source. However, we
were able to use data from this survey for the drift
curve in longitude at b = −1.5◦ (virtually across the
shell center) by transforming them from the FITS
format to the common format we use, so that we
ASTRONOMY LETTERS Vol. 28 No. 5 2002
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Fig. 1. The distribution of H I emission features in the vicinity of S 147 after subtracting the extended background. The radial
velocities are given relative to the Local Standard of Rest; the declination is indicated at the top. The antenna temperature scale
is given on the left. The thin lines schematically indicate the H I shell around the SNR. The thick vertical lines mark the SNR
radio center in right ascension.
could also subtract the background H I line emission
component. The result of our reduction is presented in
Fig. 2, where the thin lines delineate a shell structure
that is similar in its observed parameters to the shell
revealed by the RATAN-600 data. Thus, the survey
ASTRONOMY LETTERS Vol. 28 No. 5 2002
by Westerhout and Wendlandt (1982) confirms that
the H I shell we detected is real.

The molecular-gas distribution in the vicinity of
the SNR S 147 can be checked by using data from
the CO surveys by Dame et al. (1987, 2001), which
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Fig. 1. (Contd.)
are also accessible in the Strasbourg database. In this
region, two isolated CO clouds are clearly seen at ra-
dial velocities of −10 and +5 km s−1. Unfortunately,
we have no reasons to suggest an association of these
molecular clouds with the H I shell or SNR.

To calculate the physical parameters of the shell,
we must assume an SNR distance if we are sure that
the H I features we detected are actually associated
with the SNR, because the kinematic distance of
the features cannot be determined from their radial
velocities in the anticenter region. A summary of the
previous distance estimates for this SNR based on
the Σ–D relation was given by Lozinskaya (1976).
This distance is, on average, 1 kpc. After the detection
ASTRONOMY LETTERS Vol. 28 No. 5 2002
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of the pulsar that is apparently associated with this
SNR (Anderson et al. 1996), Case and Bhattacharya
(1998) revised its distance to 1.5 kpc; they included
S 147 in a small group of reference SNRs whose
distances are considered to be known.

Given this distance, the physical parameters of the
H I shell around the SNR S 147 are the following:
OMY LETTERS Vol. 28 No. 5 2002
outer diameter 90 pc;
inner diameter 57 pc;
mean gas density 3.25 cm−3;
H I mass in the shell 2.2 × 104M�;
angular velocity−1.4 × 10−14 rad s−1.
We determine the density of the ambient inter-

stellar medium n0 ≈ 2.35 cm−3, by assuming that
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Fig. 2. The distribution of H I emission features, as
constructed from the survey data by Westerhout and
Wendlandt (1982). The drift curve in l–V coordinates at
the Galactic latitude b = −1.5◦ is shown. The extended
background of the H I emission was subtracted; the thin
lines trace the shell structure.
the gas of the H I shell was initially spread over its
entire present volume. Then, using the formulas from
Wheeler et al. (1980), we can estimate the initial
explosion energy and the SNR age:

E0 = 1.02 × 1044V 1.27
s n1.18

0 R3.16
s erg,

t = trad + 13R5/2
rad(n0/E51)1/2[(Rs/Rrad)7/2 − 1] yr,

where E51 = E0/1051 erg; Rrad and trad are, respec-
tively, the radius and initial time of the radiative SNR
expansion phase:

Rrad = 15.2E0.29
51 n−0.43

0 ≈ 13.0 pc,

trad = 1.2 × 104E0.22
51 n−0.54

0 ≈ 0.9 × 104 yr.

As a result, we obtain E0 = 2.2 × 1051 erg and t =
6.5 × 105 yr, which are typical of the old shell-type
SNRs.

CONCLUSIONS

As was mentioned above, we cannot compare the
parameters of the H I shell revealed by the RATAN-
600 observations with the only mention of a similar
shell around the SNR S 147 in Assousa et al. (1973,
1975), because, in effect, the results of the latter were
not published. We can only confirm that there are no
detectable H I features at negative radial velocities
(<−50 km s−1) in our data that could be related
to the SNR S 147. Our data show that the shell is
highly inhomogeneous in structure and is clearly seen
only at low Galactic latitudes (the northern part of
the SNR) and at positive velocities of its expansion.
In general, such a structure comes as no surprise,
because the size of the SNR itself is comparable to
the thickness of the Galactic-gas layer (∼100 pc) and
the SNR is located almost 2◦ to the south from the
maximum of the neutral-gas layer and, most likely, in
front of it. It appears that the inhomogeneity of the
ambient medium can also account for the variation in
the radio spectral index across the SNR disk found
by Fürst and Reich (1986). As for the shell rotation,
it is probably the residual rotation of the gas cloud in
which the supernova exploded. According to Phillips
(1999) and Gosachinskij and Morozova (2000), ro-
tation is typical of almost all molecular and atomic
clouds of interstellar gas.

The total supernova explosion energy we obtained
is close to the results by Lozinskaya (1976). However,
the SNR age was found to be almost an order of
magnitude larger than the one in this paper and it
is much closer to the estimates based on the radio
observations by Sofue et al. (1980) or Kundu et al.
(1980).

By the parameters of the ambient gas, the SNR
S 147 clearly belongs to the less than twenty SNRs
ASTRONOMY LETTERS Vol. 28 No. 5 2002
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whose interaction with the ambient interstellar me-
dium is beyond question; i.e., expanding shells of neu-
tral hydrogen were detected around them [see, e.g.,
Gosachinskij and Khersonskij (1985)]. At present,
we are searching for H I shells around more than
90 SNRs with angular diameters larger than 10′–15′
using RATAN-600. The results presented here are
only a small part of this work.
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Abstract—The dependences of various parameters for S- and C-type supernova remnants (SNRs) on
their diameters are investigated. Only SNRs with D ≤ 40 pc that expand initially within H II regions and,
subsequently, in dense media are considered. The expansion velocities and thermal electron densities of
these SNRs were found to decrease with increasing diameter, on average, asD−1 and D−0.5, respectively.
H II regions hamper the detection of SNRs; this effect is particularly pronounced in regions with 270◦ ≤
1 ≤ 300◦ and 330◦ ≤ 1 ≤ 360◦. The X-ray luminosities of SNRs born in dense media increase by an order
of magnitude when their diameters reach ∼30 pc. After the SNR diameters reach ∼40 pc, their radio and
X-ray luminosities decrease sharply. c© 2002 MAIK “Nauka/Interperiodica”.

Key words: supernovae and supernova remnants
INTRODUCTION

The observational parameters of supernova rem-
nants (SNRs) depend on the supernova explosion
energy (on the expansion kinetic energy of the ex-
plosion matter), on the mean density of the ambient
diffuse matter and the presence of various types of
clouds (molecular, H I, and H II), and on the SNR
age. These parameters vary over wide ranges: the
characteristic matter expansion energies range from
5 × 1049 to 1051 erg, the matter densities range from
0.01 to 105 cm−3, and the sizes range from 3–5 to
50 pc. Therefore, the SNR shapes, sizes, expansion
velocities, surface radio brightnesses, X-ray lumi-
nosities, and lifetimes not only differ greatly from one
another, but also change during the expansion to a
much greater extent. SNR brightness is also affected
by the genetically associated active neutron star.

Here, we investigate the variations in parameters
of (shell-type and combined) SNRs in the course of
their evolution and the influence of H II regions on
the possibility of their detection.

DEPENDENCES OF THE SHOCK-FRONT
EXPANSION VELOCITY V ,

THERMAL-ELECTRON DENSITY ne,
MAGNETIC INDUCTION B, AND SPECTRAL
RADIATION DENSITY jν IN SNR SHELLS

ON THEIR DIAMETERS

We know from the theory of synchrotron radiation
that the volume radiation density at a given frequency

*E-mail: physic@lan.ab.az
1063-7737/02/2805-0310$22.00 c©
(spectral radiation density) is given by the formula
(Ginzburg 1979)

jν = 1.35 × 10−27b(α) (1)

× (6.26 × 104)αKeB
α+1
−5 ν−α

9 ,

erg cm−3 s−1 sr−1 Hz−1.

Here, b(α) is a constant specified in tabular form;
B−5 is the magnetic induction, 10−5 G; ν9 is the
radiation frequency, 109 Hz; and Ke is the constant
in the energy spectrum of ultrarelativistic electrons

NedE = KeE
−γdE el. cm−3, (2)

where γ = 2α+ 1.
At the SNR shock fronts, the electrons are ac-

celerated with a high probability to ultrarelativis-
tic energies by a regular acceleration mechanism,
the Bell–Krymskii mechanism (Bell 1978a, 1978b;
Krymskii 1977). This mechanism allows the electron
number density and the energy spectrum to be esti-
mated as a function of the velocity of a strong shock
front and the postshock thermal-electron density. The
numerical value of Ke in Eq. (2) depends on the
density of the X-ray-emitting thermal electrons at
the shock (ne) and on the shock-front velocity (V )
as follows:

Ke ∼ neV
2α. (3)

Therefore, Eq. (1) for the spectral radiation density in
the case of electron acceleration at the SNR shock
fronts by the regular mechanism takes the form

jν = 9.69 × 10−30(3.41 × 10−9)αb(α) (4)
2002 MAIK “Nauka/Interperiodica”
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Table 1. S- and C-type SNRs withD ≤ 40 pc with the most reliable data onD, V , ne, and B

l, deg b, deg Name D, pc V , 107 cm s−1 ne, cm−3 B, 10−6 G

111.7 −2.1 Cas A 4.1 ∼50–100 [12, 36, 25] 8 [1]

120.1 +1.4 Tycho 7.7 45 [35] 2–3 [41]

332.4 −0.4 RCW 103 11 ≈30 [17, 19]

31.9 +0.0 3C 391 13 6.7 [37] 5–10 [37]

39.2 −0.3 3C 396 15 200 [42]

34.7 −0.4 W 44 25 1.5 [23] 1–6 [23] 200 [42]

78.2 +2.1 DR 4 26 10 [30] ≥ 4 [28]

260.4 −3.4 Puppis A 29 7–18 [9, 15] 0.5–3 [35, 8]

6.4 −0.1 W 28 31 6 [37] 0.23–4 [37, 22] 200 [24]

315.4 −2.3 RCW 86 34 8 [35] 1 [35]

119.5 +10.2 CTA 1 37 4 [39] 0.08 [42] 3 [42]

320.4 −1.2 RCW 89 41 8 [33]

326.3 −1.8 35 45 [18] 0.4 [20]

263.9 −3.3 Vela 36 1.1 [10] 60 [16]
× ΦeαneV
2α
8 Bα+1

−5 ν9, erg cm−3 s−1 sr−1 Hz−1.

Here, V8 is the shock-front velocity in units of
108 cm s−1 and Φe is the constant of the Bell–
Krymskii acceleration mechanism. As we see from
Eq. (4), the spectral radiation density [for the constant
spectral index α = 0.5 typical of shell-type (S) and
combined (C) SNRs] is related to ne, V , and B by

jν ∼ neV B
1.5. (5)

Using X-ray, optical, and radio data on SNRs,
Allahverdiyev et al. (1986) showed that, in general,
the following relations hold for S- and C-type SNRs:

ne ∼ D−1.2, V ∼ D−0.9, B ∼ D−1. (6)

Since the data on SNRs have been significantly en-
riched in recent years, we have attempted to refine the
dependences of the shock-front velocity V and mean
electron density ne in the shell on the SNR diameter.
We restricted our analysis to SNRs with diameters
D < 40 pc, because in most cases, SNRs with larger
diameters expand in tenuous media. On the other
hand, SNRs with D > 40 pc are strongly affected
by selection effects at distances >3–4 kpc. SNRs
with large D are found nearby and mostly toward the
Galactic anticenter. Below, we use the SNR distances
from Ankay et al. (2002).

Table 1 gives observational data on the shock-
front expansion velocities V , on the thermal-electron
ASTRONOMY LETTERS Vol. 28 No. 5 2002
densities ne in the shells, and on the mean magnetic-
field strengths B in the shells in order of increasing
diameters of S- and C-type SNRs. Using these data,
we derived the following relations:

V ∼ D−1.3±0.3, ne ∼ D−0.9±0.4. (7)

The derived relations have significant uncertainties,
because these quantities are estimated with large
errors. We failed to find any dependence of B on D
using the data from the table, because these are few
in number and unreliable (see Table 1). However, we
can find it in a different form if theΣ ∼ D−2.38 relation
(6) is used.

The radio emission is known to originate mainly
from the SNR shell, which accounts for the Ath
fraction of the entire SNR volume. Since the filling
factor A can, in principle, change from SNR to SNR
and for an individual SNR during its expansion,

F =
A

24
jD3

d2
, Σ =

F

θ2
∼ AjD. (8)

Using the Σ–D relation and expressions (5) and (7),
we obtain

B ∼ D−0.8. (9)

Naturally, observational data must be accumulated to
construct the B–D relation, Next, by comparing this
relation with expression (9), we can judge whether the
derived relations (7) and (9) are valid.
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Table 2. The distribution of O stars in Galactic longitude and in distance from the Sun

d, kpc
l, deg

0–30 30–60 60–90 90–120 120–150 150–180 180–210 210–240 240–270 270–300 300–330 330–360

≤1 1 – 7 11 1 1 9 1 4 – 2 3

≤2 31 1 41 21 10 6 25 11 9 18 13 34

≤3 58 4 69 37 48 14 34 15 19 64 24 77

37 3 41 17 27 8 19 7 13 39 18 57

≤4 66 5 73 44 60 17 36 20 29 89 25 80

43 4 45 24 34 10 19 9 17 57 19 59

≤4 – 144 – – 121 – – 85 – – 194

92 68 45 135

Table 3. The distribution of S- and C-type SNRs with diameters D ≤ 40 pc in Galactic longitude and in distance from
the Sun

d, kpc
l, deg

0–30 30–60 60–90 90–120 120–150 150–180 180–210 210–240 240–270 270–300 300–330 330–360

≤1 − − 1 − − − − − 1 − − −
≤2 − − 3 2 − − 1 − 2 1 2 −
≤3 4 1 4 3 1 − 1 − 2 1 6 1

≤4 7 2 4 4 2 − 1 − 2 1 6 1

≤4 − 12 − − 6 − − 3 − − 8 −
COMPARISON OF THE SPATIAL
DISTRIBUTIONS OF S- AND C-TYPE SNRs

WITH D ≤ 40 pc AND O STARS

SNRs projected onto bright H II regions or born
inside them are known to be more difficult to detect
than SNRs that are not associated with such regions.
Below, we attempt to estimate the extent to which this
selection effect influences SNR detection. To this end,
we compare the Galactic distributions of O stars at
distances up to 4 kpc with the distributions of S- and
C-type SNRs with the same distances.

Table 2 presents the distributions of O stars in
Galactic longitude and in distance from the Sun.
The data were taken from the catalog of O stars by
Cruz-Gonzalez et al. (1974). The upper rows give
the distributions of all O stars in Galactic longitude
and in distance from the Sun. The lower rows give
the same distributions but only for stars of spectral
type O7 or earlier and for O stars classified as giants
and supergiants. We see from Table 2 that the fraction
of such luminous O stars toward the Galactic center
is much larger than that toward the Galactic anti-
center. If the star-formation function in the massive
part is, on average, the same in both directions, then
this ratio reflects the selection effect. Clearly, strong
absorption in the inner Galactic arms and, in general,
toward the Galactic center hampers the detection of
less luminousO stars and leads to the selection effect.

Table 3 gives the distributions of S- and C-
type SNRs with diameters D ≤ 40 pc (Σ ≥ 25 ×
10−22 W2 Hz−1 sr−1) in Galactic longitude and in
distance from the Sun (Ankay et al. 2002).

Since the SNR progenitors are main-sequence
stars with massesM > 7–8M� (Aydin et al. 1996),
they must be born more frequently where O stars are
concentrated. As we see from Table 2, 338 of the
544 O stars (62%) within d ≤ 4 kpc of the Sun are
located toward the Galactic center. Massive O stars
are concentrated in this direction to an even greater
extent: 227 of 340, i.e., 67%.

As we see from Table 3, 21 of the 30 SNRs (i.e.,
70%) with D ≤ 40 pc and distances d ≤ 4 kpc are
located toward the Galactic center. Thus, the fraction
of SNRs with high surface radio brightnesses and
distances up to 4 kpc toward the Galactic center is
as large as the fraction of all O stars. However, the
overwhelming majority of fainter SNRs lie toward
the Galactic anticenter. In most cases, the diame-
ters of SNRs with surface radio brightnesses Σ <
ASTRONOMY LETTERS Vol. 28 No. 5 2002
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Table 4. The X-ray luminosities of S- and C-type SNRs and the observed energy ranges

l, deg b, deg Name D, pc Lx, 10−35 erg s−1 (∆E, keV)

11◦.2 −0◦.3 6.9 0.5 (1–10) [45]

120.1 +1.4 Tycho 7.7 8.9 (1.5–4.5) [34]

27.4 +0.0 10.5 2 (0.3–4) [40]

332.4 −0.4 RCW 103 11 88 (0.1–2.4) [11]

31.9 +0.0 3C 391 13 17 (0.1–2.4) [38]

N49 LMX 16 63 (0.5 − 5) [46]

189.1 +3.0 IC 443 19.6 2.1 (0.2–4) [4]

34.7 −0.4 W 44 25 80 (0.1–2.4) [23]

260.4 −3.4 Puppis A 29 170 (0.1–2.4) [11]

6.4 −0.1 W 28 31 400 (0.1–2.4) [37]

119.5 +10.2 CTA 1 37 0.6 (0.1–2.4) [41]

320.4 −1.2 RCW 89 41 0.2 (0.1–2.4) [14]

109.1 −1.0 CTB 109 40.6 10 (0.1) [31]
10−22 W2 Hz−1 sr−1 are D > 40 pc. They expand in
comparatively homogeneousmedia with a low density
(n ≈ 0.1–0.4 cm−3). We see from our Σ–D rela-
tion (Ankay et al. 2002) that a surface brightness
Σ ≥ 25 × 10−22 W2 Hz−1 sr−1 is reached for SNR
diameters of∼38 pc. CTB 80 and HC 40 with ages of
∼2 × 104 yr are known to be among the well-studied
SNRs with such diameters and similar surface radio
brightnesses.

Let us determine how the selection effects influ-
ence the above ratios as the distance from the Sun
increases (naturally, the selection effects for bright
SNRs cannot be significant at the distances under
consideration). The number of O stars with distances
up to 3 kpc is given in the first line of the third row
in Table 2. As we see from Table 2, 296 of the 442
O stars (i.e., 67%) lie toward the Galactic center. For
the stars of spectral type O7 or earlier and for the
giants and supergiants, these numbers are 276 and
185, respectively, which is also 67%. If these numbers
are compared with those given above (for d up to
4 kpc), then the selection effects may also be said to
be marginal for the O stars within 4 kpc of the Sun.

We pointed out above that the fraction of SNRs
with Σ ≥ 25 × 10−22 W2 Hz−1 sr−1 located toward
the Galactic center is almost the same as the fraction
of all O stars. However, if we compare the number
of SNRs with the number of O stars at distances
up to 3 and 4 kpc in different Galactic-longitude
intervals, then we will see virtually no SNRs in the
intervals l = 270◦–300◦ and l = 330◦–360◦, where
the number of O stars is largest (see Tables 2, 3).
This deficit of SNRs in places where many O stars
ASTRONOMY LETTERS Vol. 28 No. 5 2002
are located can be explained by the following selection
effect. O stars are surrounded by H II regions with
different diameters but, inmost cases, withD < 50 pc
and Σ > 10−21 W2 Hz−1 sr−1. When the H II regions
(produced by O stars) are projected onto SNRs and
when SNRs develop inside large H II regions, the
SNRs become virtually undetectable. On the other
hand, the density of the medium generally increases
toward the Galactic center. Therefore, the SNRs with
D ≤ 40 pc in this direction must be brighter on aver-
age. This effect results in a partial compensation for
the selection effect discussed above.

AN INCREASE IN THE X-RAY LUMINOSITY
OF SNRs WHEN THEIR DIAMETERS REACH

THE SIZES OF H II REGIONS
AND A FURTHER SHARP REDUCTION

IN THE X-RAY AND RADIO LUMINOSITIES
Many years ago, Lozinskaya (1986) hypothesized

that the expansion velocity of an SNR expanding
inside an H II region must abruptly decrease after
its collision with the boundary of the H II region.
Naturally, the SNR will subsequently expand in an
H I region where the matter density is an order of
magnitude higher than that inside the H II region.
The matter behind the shock front will be ionized, and
its density will increase by a factor of ∼4. This, in
turn, will cause a sharp increase in the cross section
for thermal radiation of the hot gas through Coulomb
interactions. Thus, the thermal X-ray radiation must
increase in intensity. To make sure that this reason-
ing is correct, we considered the variations in X-ray
luminosity with SNR diameter.
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Table 4 lists the X-ray luminosities of SNRs with
the most reliable diameters (distances). The observed
energy ranges are given near the luminosities; in sev-
eral cases, the luminosities were changed, because
more accurate distances were obtained (Ankay et al.
2002).

As we see from Table 4, when the SNR diameters
reach approximately 40 pc, their X-ray luminosity de-
creases sharply. The Σ–D relation shows that when
the SNR sizes reach 30–40 pc, the SNR synchrotron
radio luminosity also decreases. This is because the
shock-front velocity decreases sharply and because
the rate of Coulomb losses and the ultrarelativistic
electron energies greatly increase.

Since the SNR progenitors produce H II regions
of different diameters, starting from several parsecs,
the SNRs reach the boundaries of the H II regions
with different velocities. As we see from Table 4,
the X-ray luminosity of the SNR IC 433 is much
lower than that of the other SNRs with similar di-
ameters. This SNR, with the age t ≤ 7000 yr, is ex-
panding rapidly, as suggested by the high postshock
temperature, T = 1.2 × 107 K (Asoaka and Aschen-
bach 1994). That is why the electrons accelerated to
energies ∼ TeV are observed (Keohane et al. 1997;
Sturner et al. 1997; Asvarov et al. 1990).

The young SNR RCW 103, with an age of no
more than 3 × 103 yr, has a high X-ray luminosity.
However, it has a massive (dense) shell whose north-
ern part interacts with molecular clouds (Dickel et
al. 1996; Oliva et al. 1999; Braun et al. 1989).

CONCLUSIONS

(1) The ratio of the number of S- and C-type
SNRs with diameters D ≤ 40 pc to the number of
O stars within 4 kpc of the Sun increases toward the
Galactic center. However, this ratio is very small for
SNRs in the intervals 270◦ ≤ 1 ≤ 300◦ and 330◦ ≤
1 ≤ 360◦, where the number of luminous O stars
(of early O types and supergiants) is particularly
large. This is because the SNRs expanding inside the
H II regions left from massive O stars are difficult
to detect. The SNRs developing in a dense gaseous
medium are easy to detect.

(2) Upon reaching a diameter of about 40 pc, the
SNRs born in a dense medium at the final evolution-
ary stage of luminous O stars rapidly lose their ra-
dio luminosity and become undetectable. The reason
is that the postshock matter density (the radiation
throughCoulomb interactions) greatly increases after
the SNRs reach the sizes of the H II regions produced
by their progenitors.

(3) The X-ray luminosity of the SNRs born in
dense media increases by an order of magnitude when
their diameters reach ∼30 pc. This is because the
mass and density of their shells increase. After the
SNRs reach a diameter of ∼40 pc, their X-ray lumi-
nosity decreases sharply.

(4) The expansion velocity of S- andC-type SNRs
with diameters up to 40 pc in media with normal and
high densities decreases, on average, as D−1, while
the postshock thermal-electron density decreases as
D−0.5.
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Statistics of High-Velocity Outflows in Regions
of Massive Star Formation
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Abstract—Based on a SO and C18O survey of dense molecular-cloud cores in regions of massive star
formation (selected by the presence of H2O maser emission), we estimate the frequency of occurrence of
high-velocity outflows in these regions and their parameters. The presence of extended SO-line wings
(compared to C18O) is considered to be indicative of outflows. We estimate the outflow parameters (mass,
momentum, and kinetic energy) from optically thin C18O lines, which increases the reliability of these
estimates. According to this approach, high-velocity outflows were detected in ∼40% of the observed
objects, which is a lower limit on the frequency of their occurrence. There is a clear correlation between
the outflow mass, momentum, and kinetic energy, on the one hand, and the bolometric luminosity of
the associated infrared sources, on the other hand. The slope of the correlations is close to unity. Their
comparison with similar correlations of the mass-loss rate, force, and mechanical luminosity with the
bolometric luminosity shows that the spread in outflow dynamical age is small and that this age has no
systematic correlation with the infrared luminosity. The mean outflow dynamical age that can be obtained
from this comparison is∼7 × 103 yr. c© 2002 MAIK “Nauka/Interperiodica”.

Key words: interstellar medium, gaseous nebulae
INTRODUCTION

High-velocity bipolar molecular outflows gener-
ally mark an important stage of low-mass star forma-
tion [see, e.g., Bachiller (1996) for a review]. These
are currently believed to carry away excess angular
momentum from a contracting cloud, thereby making
it possible for mass to be accumulated by the central
core via accretion (Shu et al. 1987).

As for massive (M > 8M�) stars, the protostellar
cores with masses �10M� were shown to produce
a sufficient radiation pressure to stop the spherical
contraction (Wolfire and Cassinelli 1987). This led
Bonnell et al. (1998) to suggest that such stars
could be formed through the coalescence of low- and
intermediate-mass stars (Bonnell et al. 1998). How-
ever, since the contraction is probably anisotropic,
it appears that massive stars can still be formed via
accretion. Observational data do not yet allow a final
choice to be made between these models. Observa-
tions of molecular outflows that are closely related to
accretion can help in settling this question.

To date, several surveys of molecular outflows have
been carried out toward intense infrared sources and
ultracompact H II regions, which are indicative of
massive star formation. These were all conducted in

*E-mail: zin@appl.sci-nnov.ru
1063-7737/02/2805-0316$22.00 c©
lines of the main CO isotope, and in most cases, the
objects were not mapped (Snell et al. 1988, 1990;
Wilking et al. 1989; McCutcheon et al. 1991; Shep-
herd and Churchwell 1996; Osterloh et al. 1997).
Broad CO-line wings were detected in a large frac-
tion (from 40 to 90%) of the objects studied. How-
ever, since CO emission is observed everywhere and
since the lines are optically thick, non-Gaussian line
profiles reminiscent of broad wings can arise from a
superposition of emissions from the various sources
within the antenna beam, particularly in the inner
Galaxy. This problem can be overcome by mapping
objects (Zhang et al. 2001) or by using tracers of
high-velocity gas other than CO.

Another problem in the studies of bipolar outflows
is related to estimating their physical parameters. In
general, these parameters are also estimated from
lines of themain CO isotope. However, because of the
large and, moreover, uncertain optical depth in these
lines, the reliability of these estimates is questionable.

Recently, we have carried out a survey of H2O
masers (which are also indicative of massive star
formation) in HNCO, C18O, SO, and other lines
[our results were published in part in Zinchenko
et al. (2000)]. We selected objects with a sufficiently
strong CS emission, suggesting the presence of a
large amount of dense gas. The abundance of some
molecules, in particular, SO, greatly increases behind
2002 MAIK “Nauka/Interperiodica”
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the shock fronts produced by high-velocity outflows.
As a result, these can be good tracers of outflows
that are unaffected by confusion such as CO. The
outflow parameters themselves can be determined
from C18O lines, which are definitely optically thin.
Henning et al. (2000) provided such estimates for one
of the objects from the sample under consideration.

In this paper, we analyze data from this survey in
order to reveal high-velocity outflows and estimate
the outflow parameters from optically thin C18O lines.

OBSERVATIONS AND THEIR ANALYSIS
The above survey of H2O masers covered the

northern and southern hemispheres alike. Here, we
restrict our analysis to the observations of southern
sources alone, because only these were simultane-
ously carried out in C18O and SO lines, i.e., definitely
at the same point. These observations were per-
formed with the SEST radio telescope in Chile. The
instrument and equipment parameters, along with
the observing procedure, were described previously
(Zinchenko et al. 2000). A list of sources and their
positions are also given in the above paper. This
list includes 56 sources. Here, however, we do not
consider such distinguished objects as Orion KL and
Sgr A.

A comparison of the C18O- and SO-line profiles
for the remaining sources shows that the SO lines
have broad wings in 23 of them, which may serve as
compelling evidence for the presence of high-velocity
outflows. The spectra of these sources are shown in
Fig. 1. We fitted the C18O-line profiles for them with
two-component Gaussian curves, as was done by
Henning et al. (2000). In all cases, the component
widths differed greatly. Next, a narrow Gaussian
component was subtracted from the original C18O
spectra. The remaining broad component can be
identified with the high-velocity gas [see Henning
et al. (2000) for a discussion]. We see from Fig. 1
that in most cases, it is satisfactorily fitted with a
Gaussian.

Subsequently, these spectra were used to compute
the basic high-velocity gas parameters: mass (M ),
momentum (P ), and kinetic energy (Ekin). This was
done by analogy with Henning et al. (2000) but using
the Gaussian fit rather than the spectrum itself. Given
the good quality of this fit, this seems quite justifi-
able. Our estimates are listed in the table. We took
the distances to the sources from spectrophotometric
data and, where these were lacking, used the kine-
matic distances estimated from the measured radial
velocities of C18O. The energies are given in units of
L� yr for a convenient comparison with the luminosi-
ties (1L� yr ≈ 1.21 × 1041 erg). No corrections were
made for the projection effects.
ASTRONOMY LETTERS Vol. 28 No. 5 2002
Almost all of the observed masers lie near infrared
IRAS sources. The last column in the table gives the
luminosities of these sources.

DISCUSSION

As was pointed out above, the first question that
we hoped to elucidate here was the following: How
frequently do high-velocity outflows occur in the ob-
jects under study? It follows from a comparison of the
C18O- and SO-line profiles that these are present in
23 of the 54 sources observed, i.e., in ∼40% of them.
This is a lower limit on the frequency of occurrence of
high-velocity outflows, because outflows oriented at a
large angle to the line of sight (∼π/2) cannot be de-
tected in this way. The above estimate lies within the
range of other available estimates for the frequency
of occurrence of such outflows in regions of massive
star formation. It is worth noting that this estimate
is appreciably lower than that obtained by Zhang et
al. (2001) for a sample of intense infrared sources
(∼90%), which may be because the objects under
study have a different evolutionary status.

When high-velocity outflows are investigated,
such outflow parameters as the mass-loss rate (Ṁ =
M/t), force (F = P/t), and mechanical luminosity
(L = Ekin/t), where t is the so-called outflow dynam-
ical age (see, e.g., Cabrit and Bertout 1990), are dis-
cussed most commonly. This age can be determined
from the source maps. Since we mapped no sources,
we cannot determine this parameter. Therefore, we
will consider the quantities given in the table.

On the one hand, our estimates give lower limits
for the corresponding quantities primarily because
the objects were not mapped. In addition, we also
disregarded the probable inclination of the outflow
axis to the line of sight, which affects the momentum
and kinetic-energy estimates. On the other hand, our
technique for determining the parameters includes
the part of the outflow emission that overlaps the
cloud emission in radial velocity (i.e., the low-velocity
part of the outflow emission). Most authors discard
this emission, which, of course, yields smaller esti-
mates of the parameters, primarily of the mass. Thus,
Henning et al. (2000) obtained mass estimate for
these two approaches that differed by a factor of 4.
However, given the other uncertainties typical of this
kind of estimates, this difference may be considered
to be not all that significant. A common approach to
estimating the parameters appears to be more impor-
tant, which is held to here.

Our estimates of the outflow masses lie within the
range ∼20 to ∼1000 M�, in satisfactory agreement
with publishedmass estimates for outflows frommas-
sive stars (Churchwell 1997). The other parameters
also correspond to the available data.
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Parameters of the broad Gaussian C18O-line components and estimates of the high-velocity gas parameters in the
sources. The rms errors of the line parameters (in units of the last decimal digit) are given in parentheses

l∗,
∫
T ∗∗

mbdv, ∆V , d, M , P , Ekin, LIR,
deg К km s−1 km s−1 kpc M� M� km s−1 L� yr L�

261.64 4.34(28) 8.74(42) 2.40 39 1.18 × 102 4.56 × 104 5.82 × 103

267.94 7.94(45) 6.46(18) 1.70 36 7.99 × 101 2.28 × 104 –

270.26 1.24(11) 15.56(110) 3.40 22 1.21 × 102 8.30 × 104 2.68 × 104

285.26 2.76(22) 10.85(62) 4.70 96 3.56 × 102 1.71 × 105 4.30 × 105

294.97 3.92(20) 8.44(46) 2.40 35 1.03 × 102 3.83 × 104 2.03 × 104

300.97 9.58(50) 7.72(22) 2.00 60 1.59 × 102 5.44 × 104 4.18 × 104

301.12 11.64(23) 11.78(21) 4.40 358 1.43 × 103 7.46 × 105 2.45 × 105

308.80 6.16(39) 9.90(43) 2.90 82 2.77 × 102 1.21 × 105 2.50 × 104

318.05 7.76(46) 8.79(38) 3.70 168 5.03 × 102 1.96 × 105 3.37 × 104

324.20 8.42(35) 11.56(40) 6.90 637 2.50 × 103 1.28 × 106 4.70 × 105

326.47 3.18(44) 9.57(80) 3.10 48 1.58 × 102 6.68 × 104 1.52 × 104

328.81 33.30(87) 8.03(16) 3.10 508 1.38 × 103 4.92 × 105 1.92 × 105

329.03 3.21(19) 19.68(159) 3.10 49 3.27 × 102 2.85 × 105 1.16 × 104

330.88 12.36(69) 17.76(97) 4.20 346 2.09 × 103 1.64 × 106 2.56 × 105

337.40 6.87(58) 11.49(62) 3.40 126 4.92 × 102 2.50 × 105 9.31 × 104

340.06 20.87(66) 9.70(19) 4.20 585 1.93 × 103 8.27 × 105 1.73 × 105

345.00 3.62(236) 21.73(990) 3.20 58 4.34 × 102 4.18 × 105 7.84 × 104

345.01 13.67(97) 9.53(29) 2.10 95 3.10 × 102 1.31 × 105 6.54 × 104

345.51 12.71(35) 12.22(34) 2.50 126 5.23 × 102 2.83 × 105 8.97 × 104

348.73 15.33(47) 13.05(32) 2.40 140 6.21 × 102 3.59 × 105 2.04 × 105

351.41 16.03(60) 12.79(38) 1.70 73 3.19 × 102 1.81 × 105 7.77 × 104

351.58 16.65(29) 8.42(9) 6.80 1224 3.49 × 103 1.30 × 106 2.07 × 105

351.78 19.58(92) 11.91(36) 1.60 79 3.22 × 102 1.70 × 105 6.43 × 104

∗l—Galactic longitude of the source; ∗∗Tmb is the brightness temperature in the main antenna lobe.
One of the questions discussed in the literature
concerns the correlation between outflow parame-
ters and luminosities of the central sources (stel-
lar luminosity L∗ or infrared bolometric luminosity
LIR). Having analyzed the available data using their
theoretical models, Cabrit and Bertout (1992) found
close correlations between the force and mechanical
luminosity, on the one hand, and the bolometric lu-
minosity, on the other hand. However, they noted that
these correlations could, in principle, result from the
selection effect attributable to the Malmquist bias,
i.e., missing faint sources at large distances (Ridge
andMoore 2001). Consequently, before analyzing our
data for such correlations, it would be reasonable
to determine how strongly these are affected by the
selection.

In Figs. 2 and 3, our estimates of the outflow
masses and the infrared luminosities of IRAS sources
are plotted against distance d. We see that the above
selection clearly shows up at d > 4 kpc. Therefore,
below, we separately consider a subsample of sources
at distances d > 4 kpc.

In Figs. 4–6, the mass, momentum, and kinetic-
energy estimates are plotted against the luminosity of
the associated infrared sources; the data for objects
with d < 4 and d > 4 kpc are marked differently. In
all cases, there is a clear correlation, irrespective of
whether the results for distant sources are taken into
account. Our analysis shows that the slope of all three
ASTRONOMY LETTERS Vol. 28 No. 5 2002
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Fig. 1. (a) The measured C18O (1) and SO (2) spectra toward objects with signatures of high-velocity outflows. The peak
SO-line intensities were scaled to the C18O-line intensities. (b) The same C18O spectra after subtracting a narrow Gaussian
component (1); (2) a Gaussian fit.
correlations is close to unity (M ∝ L1.1 ± 0.3
IR , P ∝

L0.9 ± 0.2
IR , Ekin ∝ L1.2 ± 0.3

IR ).
ASTRONOMY LETTERS Vol. 28 No. 5 2002
The correlations of the mass-loss rate, force, and

mechanical luminosity with the infrared luminosity



320 ZINCHENKO
  
0

–150

0.4

0

2

–100 –50

G324.20

 

(‡)

(b)

0

–100

0.2

0

2

–50 0

 

G326.47

 

(‡)

(b)

0
–100

3

0

5

–50 0

 

G328.81

 

(‡)

(b)

0

–100

0.1

0

2

–50 0

 

G329.03

 

(‡)

(b)

0

–100

0.5

0

4

–50 0

 

G330.88

 

(‡)

(b)

0

–100

0.4

0

4

–50 0

 

G337.40

 

(‡)

(b)

–100

0.5

0

4

–50 0

 

G340.06

 

(‡)

(b)

0

1

0

2

50

 

G345.00

 

(‡)

(b)

0

–50

1

0

4

0 50

 

G345.01

 

(‡)

(b)

 

V

 

LSR

 

, km s

 

–1

 

T

 

m
b

 

, ä

1

1

0–50–100

1.5

 

1
2

1
2

 

1

Fig. 1. (Contd.)
have approximately the same slope and a compara-
ble dispersion. Thus it follows, in particular, that the
spread in outflow dynamical age is small and that this
age has no systematic correlation with the infrared
luminosity. By comparing the derived Ekin(LIR) cor-
relation with the correlation between the mechanical
and infrared luminosities, as inferred by Cabrit and
Bertout (1992), we found the mean outflow dynamical
ASTRONOMY LETTERS Vol. 28 No. 5 2002
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Fig. 2.Outflow-mass estimates versus distance.
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Fig. 3. Infrared-luminosity estimates for the IRAS
sources in our sample versus distance.
age to be ∼2 × 103 yr. However, we disregarded the
projection effects in our estimates. Taking the mean
inclination of the outflow axis to the line of sight to
be 57◦.3 (Bontemps et al. 1996 ), we obtain a correc-
tion factor of ∼3.4; i.e., the dynamical-age estimate
ASTRONOMY LETTERS Vol. 28 No. 5 2002
increases to ∼7 × 103 yr, which is close to its typical
values (Padman et al. 1997; Ridge and Moore 2001).

The small spread in outflow dynamical age can
be seen, for example, in Ridge and Moore (2001),
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Fig. 4. Outflow-mass estimates versus luminosity of the
associated infrared IRAS sources: 1 objects with d <
4 kpc, 2 objects with d > 4 kpc.
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of the associated infrared IRAS sources. The notation is
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Fig. 6. Estimates of the outflow kinetic energy versus
luminosity of the associated infrared IRAS sources. The
notation is the same as in Fig. 4.
suggesting that younger and older outflows either
were not included in the samples under study or are
undetectable for some reason. Our selection criterion
was the presence of H2O masers and a sufficiently
strong CS emission, while the selection criterion in
Ridge and Moore (2001) was a sufficiently intense
infrared emission. In general, however, almost all ob-
jects from our sample are also associated with intense
infrared sources. Since outflows are observed toward
most of the intense infrared sources and H2Omasers,
we may conclude that the peak of infrared emission
and maser activity probably corresponds to this evo-
lutionary stage.

CONCLUSIONS

Having analyzed the results of our C18O and SO
survey of H2O masers, we identified objects with
signatures of high-velocitymolecular outflows (by the
presence of appreciable SO-line wings compared to
C18O) and estimated the outflow parameters (mass,
momentum, and kinetic energy). These estimates
were obtained from optically thin C18O lines, which
increases their reliability. Our main results are as
follows:

(1) High-velocity molecular outflows are encoun-
tered in no less than 40% of the massive cores toward
H2Omasers.

(2) There is a close correlation between the outflow
mass, momentum, and kinetic energy, on the one
hand, and the bolometric luminosity of the associated
infrared source, on the other hand. The correlation
coefficient is close to unity. A comparison of these
correlations with similar correlations of the mass-
loss rate, force, and mechanical luminosity with the
bolometric luminosity shows that the spread in out-
flow dynamical age is small and that this age has no
systematic correlation with the infrared luminosity.
The mean outflow dynamical age derived from this
comparison is∼7 × 103 yr.
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Abstract—The radial velocities of the star Θ1 Ori С were measured from IUE spectra and are compared
with published data. Two companions (С1 and С2) are assumed to be present. The probable periods for
companion С1 can be estimated from the formula P = 729.6/L days, where L < 13 is an integer. Radial-
velocity curves were constructed for L = 11 and 12. The orbit turned out to be elliptical. At L = 11,
the orbital elements are P = 66.3(1) days, γ = 10.9(2) km s−1, K = 6.1(4) km s−1, ω = −2.88(5) rad,
e = 0.43(6), and Ep = JD 2449044.7(4). The errors in the last decimal digit are given in parentheses.
Companion С2 was detected by temporal variations in the γ velocity of companion С1. Its orbit is assumed
to be circular with the following elements: P = 120(6) yr, γ = 22(1) km s−1,K = 13(2) km s−1, and Ep=
1911(3) yr. c© 2002 MAIK “Nauka/Interperiodica”.

Key words: stars, peculiarity, radial-velocity determination
INTRODUCTION

Two of the four brightest Orion Trapezium stars
are eclipsing systems: BM Ori = Θ1 Ori B and
V1016 Ori = Θ1 Ori A. The brightest star, Θ1 Ori C,
exhibits photometric variability with the amplitude
∆V = 0m. 06 (Kukarkin et al. 1982).

Frost et al. (1926) were the first to measure its
radial velocity and discover its variability. Struve and
Titus (1944) obtained a dense series of radial-velocity
measurements but did not analyze it for variability.
Conti (1972) obtained scarce, but highly accurate
observations. The author concluded that the radial
velocity was constant.

Stahl et al. (1993) obtained the largest series of
dense, highly accurate measurements of the radial
velocity determined from the photospheric C IV 5801
line. They found the radial velocity to be variable
but made no attempt to construct the radial-velocity
curve. It follows from their results that the period
of the radial-velocity variations (if it exists) must be
more than 40 days. Thus, it was shown that the radial
velocity could not vary with the same period as the
equivalent width of the Нα line for which a period of
15.43(3) days was found.

As yet none of the researchers has managed to
detect a periodicity in the light or radial-velocity vari-
ations of the star.

A list of all radial-velocity studies is given in Ta-
ble 1.

*E-mail: vitrich@nserv.iki.rssi.ru
1063-7737/02/2805-0324$22.00 c©
Since the observations by Frost et al. (1926) are
two data sets widely spaced in time, each set was
considered separately.

The observations in Table 1 should be broken
down into two types. The first type includes dense se-
ries of highly accurate measurements with a sampling
interval of ∼1 days and an accuracy of ∼1 km s−1.
The observations byConti (1972), Stahl et al. (1993),
and about half of our observations described below
belong to these data. The second type includes less
accurate measurements with an error of ∼10 km s−1.

Our study of the stellar continuum revealed three
radiation sources. Apart from the primary star, the

Table 1. The radial velocity of Θ1 Ori C

Reference t, yr N γ, km s−1 σ, km s−1

Frost et al. (1926) 1905.8 11 22.3 4.9

Frost et al. (1926) 1925.1 12 24.8 3.6

Struve and Titus (1944) 1944.2 14 37.4 2.9

Conti (1972) 1972.1 13 24.9 1.1

Abt et al. (1991) 1978.1 20 17.0 2.5

Morrell and Levato (1991) 1982.7 6 9.2 4.4

Stahl et al. (1993) 1993.1 46 10.0 0.6

This paper, IUE 1995.6 14 10.4 0.8

Note. t is the mean epoch of observation, N is the number of
radial-velocity measurements, γ is the mean radial velocity, and
σ is its error.
2002 MAIK “Nauka/Interperiodica”
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Table 2. A list of spectra

Spectrum
number∗∗

JD 2440000+∗ N Vr, km s−1 σ1, km s−1 σ, km s−1 g, Å σ1, Å σ, Å

02768 3777.957 73 42.5 17 2.0 0.32 0.12 0.01

02769 3778.021 74 40.6 18 2.1 0.34 0.12 0.01

07481 4231.050 71 −2.5 14 1.6 0.29 0.10 0.01

09991 4485.201 69 16.8 15 1.8 0.32 0.14 0.02

13737 4711.564 77 5.4 14 1.6 0.30 0.11 0.01

13798 4719.310 78 1.7 14 1.6 0.36 0.17 0.02

14597 4816.501 63 27.7 15 1.9 0.31 0.14 0.02

14665 4822.300 58 7.4 12 1.7 0.30 0.08 0.01

15799 4957.556 58 2.9 12 1.7 0.34 0.11 0.01

16232 5001.914 56 6.1 13 1.7 0.29 0.12 0.02

19606 5426.547 61 10.0 12 1.6 0.31 0.11 0.01

48991 9283.921 58 15.5 12 1.5 0.32 0.10 0.01

48992 9283.995 60 15.3 15 2.0 0.34 0.11 0.01

54001 9777.660 77 8.9 15 1.7 0.32 0.11 0.01

54014 9778.666 70 9.8 12 1.4 0.28 0.07 0.01

54019 9779.730 59 5.7 13 1.7 0.33 0.13 0.02

54029 9780.651 61 8.2 15 2.0 0.32 0.11 0.01

54040 9781.651 59 5.0 13 1.7 0.30 0.08 0.01

54057 9783.656 58 11.1 13 1.7 0.33 0.09 0.01

54058 9783.676 56 9.5 12 1.7 0.32 0.11 0.01

54075 9785.761 55 7.9 12 1.6 0.33 0.09 0.01

54094 9787.645 60 12.2 11 1.5 0.30 0.11 0.01

54112 9789.671 81 13.6 14 1.5 0.28 0.09 0.01

54138 9791.655 84 11.8 14 1.5 0.31 0.11 0.01

54139 9791.676 84 11.6 16 1.7 0.29 0.10 0.01

54150 9792.650 79 15.1 14 1.5 0.29 0.10 0.01

54151 9792.671 81 15.5 11 1.2 0.29 0.09 0.01

Note. N is the number of measured lines; Vr is the radial velocity of the star; σ1 and σ are the measurement errors of a single line
and the mean radial velocity, respectively; g is the parameter of the Guassian fit to the line profile; and σ1(Å) and σ(Å) are the
errors of a single measurement and the mean result, respectively.

∗ According to the nomenclature of the IUE archive.
∗∗ Julian date for the mid-exposure.
sources with temperatures of 4000 and 190 К emit
radiation (Vitrichenko 2000). The latter source can
be a dust cloud or radiation from interstellar silicate
particles, but the former source is definitely a star. On
the Hertzsprung–Russell diagram, this source lies at
the very beginning of the track (near the birth line) for
a star of mass 15M�.
ASTRONOMY LETTERS Vol. 28 No. 5 2002
The star exhibits periodic variations in several
physical parameters.

Variations in its spectrum were first detected by
Conti (1972). The Не II 4686 profile varied on a
time scale of several days. The variations consisted in
the appearance and disappearance of a violet-shifted
emission component in the line. The spectral type of
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Table 3. The radial velocity measured from interstellar lines

JD 2440000+ N Vr , km s−1 σ1, km s−1 σ, km s−1 g, Å σ1, Å

3777.957 26 10.2 8.5 1.7 0.17 0.05

3778.021 28 10.2 9.1 1.7 0.18 0.05

4231.050 32 −1.7 8.5 1.5 0.19 0.06

4485.201 29 17.6 9.3 1.7 0.18 0.06

4711.564 27 0.0 8.1 1.6 0.18 0.04

4719.310 31 −5.4 9.0 1.6 0.18 0.05

4816.501 32 14.4 8.6 1.5 0.19 0.05

4822.300 31 1.1 7.3 1.3 0.18 0.05

4957.556 31 −4.7 9.1 1.6 0.20 0.06

5001.914 30 −1.6 8.1 1.5 0.21 0.06

5426.547 31 −0.7 8.7 1.6 0.19 0.05

9283.921 27 7.3 5.1 1.0 0.19 0.05

9283.995 33 7.1 10.6 1.8 0.22 0.08

9777.660 30 3.4 8.8 1.6 0.19 0.04

9778.666 27 2.3 8.5 1.6 0.18 0.05

9779.730 33 1.8 8.4 1.5 0.19 0.05

9780.651 30 2.8 9.6 1.8 0.20 0.05

9781.651 29 −0.1 8.9 1.7 0.19 0.05

9783.656 32 5.0 8.6 1.5 0.19 0.06

9783.676 30 2.8 9.4 1.7 0.19 0.05

9785.761 33 0.6 11.4 2.0 0.20 0.07

9787.645 30 1.8 10.0 1.8 0.20 0.05

9789.671 32 3.5 7.9 1.4 0.20 0.06

9791.655 29 2.1 9.0 1.7 0.19 0.05

9791.676 33 −0.1 9.3 1.6 0.18 0.04

9792.650 29 4.0 8.1 1.5 0.20 0.06

9792.671 30 2.5 7.9 1.4 0.19 0.05
the star was found to systematically change from О6
to О4 in seven days (Walborn 1981). Stahl et al.
(1993) investigated the Нα emission component and
found it to vary with a period of 15.4 days. Wal-
born and Nichols (1994) detected variations in the
C IV 1548 and 1550 line profiles with a period of
15.41(2) days, which closely agrees with the variabil-
ity period of the Нα emission. An interesting result
was obtained by Gagne et al. (1997). They found
the X-ray flux from the star to vary with a period of
16(4) days, which is consistent with the above period.
To explain this phenomenon, Babel and Montmerle
(1997) proposed amodel of an oblique rotator with the
magnetic induction B = 300 G at the stellar surface
for Θ1 Ori C.

Stahl et al. (1996) obtained the most accurate
period of the spectral variations. The authors con-
firmed the results by Walborn and Nichols (1994):
they investigated the behavior of the Нα and С IV
1548 and 1550 line equivalent widths and estimated
their variability period to be P = 15.422(2) days but
attributed this periodicity to axial rotation of the star
rather than to its binary nature.

The speckle interferometry by Weigelt et al.
(1999) revealed companion С2 at a distance of
ASTRONOMY LETTERS Vol. 28 No. 5 2002
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0.03 arcsec from the primary star. They measured the
magnitude K = 5m. 95(11) and color index H −K =
0m. 24(9) of the companion and obtained an upper
limit on its mass,M < 6M�, from its position on the
Hertzsprung–Russell diagram.

In this paper, our objective is to analyze all the
available and new measurements of the radial velocity
in an effort to find the period of its variations.

RADIAL-VELOCITY MEASUREMENTS

All our measured spectra were taken with the
SWP camera on the IUE satellite in the wavelength
range 1150–1975 Å. To reduce the photometric
noise, the spectra were filtered with a rectangular
window whose width was calculated using the for-
mula

∆λ = 0.00013λ. (1)

The factor 0.00013 was chosen in such a way that
the interstellar-line width increased by no more than
ASTRONOMY LETTERS Vol. 28 No. 5 2002
∼5%, while the stellar-line width was virtually unaf-
fected. The filtering reduced the photometric noise by
a factor of 2–2.5.

A list of the studied spectra is given in Table 2.

An examination of Table 2 leads us to conclude
that all radial-velocity measurements are homoge-
neous in accuracy and that the accuracy itself lies
within the range 1.2 to 2.1 km s−1.

We managed to identify a total of∼200 lines in the
spectrum of Θ1 Ori C. Only Fe IV lines were used
to measure the radial velocity. These lines were cho-
sen because they are certain to be photospheric (not
interstellar ones and not subjected to chromospheric
effects) and numerous. Almost half of all the identified
lines belong to Fe IV. We performed the identification
using the list of lines kindly provided by the Vienna
Atomic Line Data (VALD) Center.
A list of the wavelengths of Fe IV lines (Å):

1253.81 1257.76 1270.76 1398.02 1430.52 1458.52 1464.70 1483.16

1489.54 1493.72 1495.18 1504.50 1517.78 1523.92 1526.07 1526.60

1530.26 1536.58 1538.29 1553.30 1557.46 1559.19 1560.27 1561.35

1563.58 1566.57 1568.28 1569.22 1570.28 1571.24 1574.74 1577.21

1577.78 1578.74 1585.84 1590.62 1592.05 1600.50 1601.82 1603.18

1604.88 1605.97 1609.10 1611.20 1612.60 1617.69 1623.53 1626.47

1628.54 1631.07 1632.41 1638.42 1641.86 1642.88 1647.09 1651.58

1652.90 1660.10 1662.52 1663.54 1668.07 1670.79 1673.68 1675.66

1681.29 1687.68 1698.88 1704.93 1707.35 1709.81 1711.41 1712.76

1722.71 1724.26 1725.63 1732.94 1763.05 1764.92 1783.07 1792.11

1805.32 1860.42 1884.24
These lines were carefully chosen by using two
criteria. The most important criterion was that the
difference between the radial velocity and the mean
radial velocity for each line should not exceed 2.5σ in
magnitude, where σ is the standard deviation of the
radial velocity from its mean for a given spectrum.
Using this criterion, we rejected lines with a possi-
ble identification error and blended lines. The second
criterion involved the line width, which is meant to be
the parameter of the Gaussian fit to the line profile;
this allows blended lines to be rejected. Since the lines
were selected by using stringent criteria, the above list
can be used as a reference in investigating the spectra
of OB stars from the IUE archive.

The following sources of errors in the radial-
velocity measurements should be noted: line blend-
ing, inaccurate wavelengths, and photometric errors.
The first two errors are systematic in nature and
can be eliminated by analyzing the radial-velocity
residuals for all spectra. The third type of error is
random in nature. Here, allowance for the residuals is
meaningless, because in this case, the radial velocity
does not change and only the formal error decreases,
which is small anyway.
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Table 4. A list of interstellar lines

Species λ, Å Species λ, Å Species λ, Å Species λ, Å

N I 1163.88 S II 1250.58 Si II 1311.26 Si II 1808.00

N I 1164.32 S II 1253.81 Si II 1350.52 Si II 1816.93

Al II 1189.19 S II 1259.52 Si II 1526.71 Al III 1854.72

Si II 1190.42 Si II 1260.42 Si II 1533.45 Al III 1862.79

Si II 1193.29 Si II 1264.74 C I 1560.31

Si II 1194.50 O I 1302.17 C I 1667.01

Si II 1197.39 Si II 1304.37 Si II 1608.46

N I 1199.55 O I 1304.86 Al II 1670.79

N I 1200.22 O I 1306.03 N I 1745.25

N I 1200.71 Si II 1309.28 Al II 1765.82
To make sure that the radial velocity of the star
was determined accurately, we measured the radial
velocities from interstellar lines. Thesemeasurements
are presented in Table 3, and the list of lines is given
in Table 4. The notation in Table 3 is the same as that
in Table 2. The error of the mean g for all spectra is
0.01 Å.

We used the lists from Ferrero (1984) and Holberg
et al. (1998) to identify interstellar lines. However,
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Fig. 1. The time dependence of the radial velocity con-
structed from (a) stellar and (b) interstellar lines. The
errors are indicated by vertical bars; the straight lines
were drawn by least squares.
the VALD list of lines for a star with Teff = 20000 K
proved to be most useful. This list contains almost
all interstellar lines. The absence of lines in the line
list for a star with Teff = 37500 K (Θ1 Ori С), a low
degree of ionization, and a small line width may be
considered to be evidence of such lines. For the first
two spectra, the radial velocity also served as addi-
tional evidence of interstellar lines, because it differs
significantly for stellar and interstellar lines. In the
remaining cases, the radial-velocity difference is not
large enough for this criterion to be used.

We detected no circumstellar lines.
An examination of Table 2 leads us to the firm

conclusion that the radial velocity is variable. Let us
compare two measurements from spectra nos. 02768
and 07481. The radial velocities differ by ∆Vr =
42.5 − (−2.5) = 45 km s−1. The errors of the first
and second measurements are 2 and 1.6 km s−1,
respectively. If we take the larger error as noise, then
the signal-to-noise (S/N) ratio will be S/N= 45/2 =
22.5. For such an S/N ratio, the variability is beyond
question.

Let us perform a simple analysis of the data in
Tables 2 and 3. The goal of this analysis is to check
whether the radial velocity of the star is constant or
variable for the dense series of measurements given in
the last 14 rows of Table 2.

The results of our analysis are presented in Fig. 1.
Figure 1a shows the measurements with stellar lines.
The straight line was drawn by least squares; its
equation is

Vr = 6.5(±5) + 0.46(±4)(t − 2 449 777). (2)

In Eq. (2), t is the epoch of observation in Ju-
lian days. The errors in the coefficients (in the last
decimal digit) are given near them. The error of a
ASTRONOMY LETTERS Vol. 28 No. 5 2002
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Fig. 2. The radial-velocity measurements by Stahl et al.
(1993).

single equation is 2.0 km s−1, in agreement with the
measurement errors in Table 2.

The second coefficient is the slope of the straight
line. It was found to be a factor of 11.5 larger than the
error of its determination. This proves that the radial
velocity is variable.

In three cases, the measurements were carried out
twice during 1 day. We see from Fig. 1a that these
pairs of measurements are in close agreement, within
the error limits. This suggests that the star exhibits
no rapid radial-velocity variations on a time scale of
∼1 day.

Figure 1b shows the measurements with inter-
stellar lines. These measurements were fitted by a
straight line with the equation

Vr = 2.4(±5) − 0.01(±4)(t − 2 449 777). (3)

In this case, the second coefficient is a factor of 4
smaller in magnitude than the error of its determina-
tion, suggesting that the radial velocity of interstellar
lines is constant. The error of a single equation is
1.5 m s−1, in close agreement with the intrinsic errors
in Table 3.

ANALYSIS OF THE OBSERVATIONS
BY STAHL et al. (1993)

In Fig. 2, the radial-velocity measurements from
Stahl et al. (1993) are indicated by asterisks. These
measurements were taken from the plot, because they
were not tabulated. The authors pursued the goal to
detect radial-velocity variations with the same period
with which the Нα equivalent width varied, i.e., ∼
15 days.

An examination of Fig. 2 and simple estimates
lead us to several important conclusions.
ASTRONOMY LETTERS Vol. 28 No. 5 2002
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Fig. 3. The radial-velocity observations folded with the
periods calculated for L = 12 (a) and for L = 11 (b): (1)
theoretical radial-velocity curve; (2) the observations by
Stahl et al. (1993); (3) the dense series of observations
from the lower part of Table 2; (4) observations by Conti.

The period of the radial-velocity variations is con-
siderably larger than the observing interval of 45 days.
This obvious conclusion was also reached by Stahl
et al. (1993). Thus, the radial velocity does not vary
with a 15-day period.

The radial-velocity minimum is sharp and com-
paratively narrow, suggesting that the orbit has a
significant eccentricity.

Let us compare the observed radial-velocity curve
shown in Fig. 2 with the observations by Struve and
Titus (1944), who also provided a dense 44-day-long
series of radial-velocity measurements. The mean ve-
locity inferred from these measurements is 〈Vr〉 =
37(2) km s−1. The observations by Stahl et al. (1993)
yield 〈Vr〉 = 9.8(6) km s−1. Clearly, the discrepancy
between these values is far beyond the error limits,
which once again confirms the radial-velocity vari-
ability. If the observations by Struve and Titus (1994)
are assumed to refer to the region of the broad radial-
velocity maximum, then the radial-velocity ampli-
tude can be roughly estimated: K = (37 − 10)/2 =
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8 km s−1. This estimate shows that the radial-velocity
curve cannot be constructed by the classical tech-
nique of radial-velocity measurements, because the
measurement errors for this technique lie within the
range 16–34 km s−1 (Vitrichenko et al. 1996). Only
observations with an error of ∼1 km s−1 achieved
by Stahl et al. (1993) allow a reliable radial-velocity
curve to be constructed.

Let us estimate the connectedness of the radial-
velocity measurements by Stahl et al. (1993). We
define this quantity σc as

σc =
[∑

{(Vi − Vi+1)/2}2/(N − 1)
]1/2

(4)

= 1.0 km s−1.

Here, Vi and Vi+1 are two adjacent (in time) radial
velocities and N is the number of measurements.
The summation is performed from i = 1 to i = N − 1.
The quantity σc is useful in determining the conver-
gence of the iteration process. An iteration may be
considered complete when σm ∼ σc, where σm is the
normal rms deviation of the measured radial veloc-
ities from the theoretical radial-velocity curve. The
quantity σc is also useful to know when planning new
observations. Its value shows that for an accuracy of
radial-velocity measurements equal to ∼1 km s−1,
the sampling interval of the measurements must be
∼1 day.

The above estimates allowed us to specify approx-
imate initial parameters of the radial-velocity curve
and to determine the significance of the derived orbital
elements.

The theoretical curve was constructed by using
the following technique.

Our dense series of 14 measurements (the lower
part of Table 2) was displaced along the axis of dates
to closely coincide with the observations by Stahl
et al. (1993). This displacement was 729.6(10) days,
which allows the probable periods to be calculated
from the formula

P = 729.6/L days, (5)

where L is an integer.
Figure 3a shows the radial-velocity curve for L =

12.
The spectroscopic orbital elements calculated by

least squares are given in Table 5. Also given here for
comparison are the elements for L = 11 and for the
star V1016 Ori (Vitrichenko et al. 1998). The epoch
refers to the time when the stars pass through the
periastron.

It follows from an examination of Table 5 that the
orbital elements for L = 12 and L = 11 are equal,
within the error limits. The errors of a single equation
given in the last row are also equal. For these reasons,
we cannot favor a particular assumption. Our expe-
rience in reducing observations with L < 12 shows
the agreement between individual series of measure-
ments and the theoretical curve to be appreciably
poorer.

A comparison with the elements for V1016 Ori
leads us to conclude that the periods, eccentricities,
and longitudes of the ascending node are similar for
the two stars. This argues for the assumption that
the orbital axes are close in direction. In that case,
however, an eclipse is possible in Θ1 Ori C, which we
can attempt to detect at the time of conjunction. This
time can be easily calculated from the spectroscopic
orbital elements if the correct period is found. Con-
versely, if several probable periods are known, then the
detection of an eclipse using the ephemeris will allow
the true period to be chosen from several probable
periods.

Recall that for our analysis, we chose only the
dense series of our measurements from the lower part
of Table 2. As we see from Fig. 3a, these measure-
ments are in close agreement with the observations
by Stahl et al. (1993). The error of a single equation
virtuallymatches themean error of ourmeasurements
(see Table 2). However, a large fraction of the mea-
surements (1/3 of their total number) in the upper
part of Table 2 disagree with the theoretical radial-
velocity curve. The possible causes of this disagree-
ment are considered below.

Yet another complicated question concerns the
systematic errors of the radial velocity. We carried
out our measurements by using IUE spectra. These
spectra were processed with the old IUESIPS pro-
gram. According to Holberg et al. (1998), the sys-
tematic correction between ground-based and IUE
radial-velocity measurements is +1.3(1.2) km s−1.
This correction was disregarded, because it is small
and matches the error of its determination.

ANALYSIS OF THE OBSERVATIONS
BY CONTI (1972)

The third (and last) series of dense, highly accurate
observations was obtained by Conti (1972). Let us
consider the question of whether these observations
are consistent with the radial-velocity curve shown in
Fig. 3a.

Wemanaged to achieve good agreement of Conti’s
observations with other observations and with the
theoretical radial-velocity curve by applying a sys-
tematic correction of −15 km s−1 to Conti’s ob-
servations and by slightly changing the period for
L = 11. The new period is P = 729.6/11 − 0.08 =
66.319(4) days. The significant increase in accuracy
stems from the fact that Conti’s observations are sep-
arated from the initial epoch by ∼800 cycles. Since
ASTRONOMY LETTERS Vol. 28 No. 5 2002
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Table 5. Spectroscopic orbital elements

Parameter L = 12 L = 11 Conti V1016Ori

P , days 60.8(1) 66.3(1) 66.319(4) 65.4

γ, km s−1 10.6(2) 10.9(2) 26(1) 28.3(10)

K , km s−1 6.0(4) 6.1(4) 6.2(4) 32.7(15)

ω, rad −2.87(5) −2.88(5) −2.92(5) 3.12(5)

e 0.39(6) 0.43(6) 0.39(6) 0.66(3)

T , JD 2449044.6(4) 2449044.7(4) 2441970.4(2)

a1 sin i, AU 0.031 0.033 0.035 0.15

f1,M� 0.11 × 10−2 0.12 × 10−2 0.13 × 10−2 0.10(1)

σ, km s−1 1.8 1.8 1.9 10
period miscalculation is highly probable in this case,
the accuracy of the period is most likely fictitious.

A new theoretical radial-velocity curve was con-
structed with the elements given in the next-to-last
column of Table 5. As we see from the last row of this
table, the error of a single measurement is virtually
the same; all the remaining elements are also equal,
within the error limits.

Figure 3b shows all three series of accurate obser-
vations, along with the two measurements from Ta-
ble 2 that closely agree with other observations. These
two measurements are in conflict with the period for
L = 12 but agree with all measurements for L = 11.
A total of 75 radial-velocity measurements are plotted
in Fig. 3b.

Wemay conclude that Conti’s dense, highly accu-
rate series of measurements agrees with the probable
period for L = 11. In this case, Conti’s observations
almost completely cover the entire period and his
suggestion of a constant radial velocity is inconsistent
with his own measurements.

The nature of the−15 km s−1 correction is not yet
clear; it will be discussed below.

ANALYSIS OF THE OBSERVATIONS
BY STRUVE AND TITUS (1944)

This series of observations is fairly dense, but it
cannot be considered to be highly accurate. The au-
thors provided no observational errors of the radial ve-
locity. We deduced the error of a single measurement,
8 km s−1, from the error of the mean radial velocity.
This error is given in the paper, but it characterizes the
scatter of this series of observations about the mean.

The error of a single measurement by these au-
thors was previously studied in two papers. Having
analyzed the radial-velocity measurements for the
star BM Ori, Vitrichenko et al. (1996) determined
the error of a single measurement (24 km s−1).
ASTRONOMY LETTERS Vol. 28 No. 5 2002
Vitrichenko et al. (1998) used the observations by
Struve and Titus (1944) to construct the radial-
velocity curve for the star V1016 Ori and found the
error of a single measurement to be 11 km s−1. The
difference in the measurement accuracy results from
the difference between V sin i for the two stars. For
BMOri and V1016 Ori, V sin i = 170 and 90 km s−1,
respectively.

Whereas the above three highly accurate series of
measurements have an error of 2 km s−1, the error
of the observations by Struve and Titus is severalfold
larger. Therefore, it would be unreasonable to expect
a high accuracy when constructing and analyzing the
radial velocity using these observations.

Figure 4 shows (1) a plot of the observations
by Struve and Titus (1944) against Julian date and
(2) a theoretical radial-velocity curve. The theoret-
ical curve was constructed with the following ele-
ments: P = 55(5) days, Ep = JD 2430785(2), g =
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Fig. 4. (1) The radial-velocity measurements by Struve
and Titus (1944); (2) a theoretical radial-velocity curve.
The elements of the theoretical curve are given in the text.
The Julian dates measured from an arbitrary initial epoch
are along the horizontal axis.
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Fig. 5. γ velocity versus time: (1) observations, with the
errors represented by vertical bars; (2) a sine-wave fit to
the observations.

42(2) km s−1,K = 15(2) km s−1,ω = −3.14 rad, and
e = 0.3. The errors are rough estimates.

An examination of Fig. 4 leads us to the following
conclusions. Given the above errors, the observa-
tions are in satisfactory agreement with the theoret-
ical radial-velocity curve. Even the greatly deviating
point t− 2 430 785 = 28 days is not an outlier for an
error of a single measurement equal to 8 km s−1 if the
3σ criterion is used.

The epoch was chosen arbitrarily, because the ob-
servations are so far away from the previously adopted
epoch that period miscalculation is highly probable.

All the remaining elements are in satisfactory
agreement with those obtained from the highly ac-
curate observations.

The γ velocity constitutes an exception. It exceeds
the previously obtained values so much that this cir-
cumstance forces us to cease the study of individual
series of measurements and to consider the pattern of
variations in the γ velocity with time, especially since
a preliminary analysis showed that the remaining se-
ries of measurements have an insufficient accuracy
for this type of analysis, which was performed by
using highly accurate observations. In addition, their
sampling interval is unsatisfactorily large.

THE HYPOTHESIS OF A THIRD STAR

To analyze the behavior of the γ velocity with
time, we use the mean radial velocities of all series
of measurements, which we take as the γ velocity. In
this case, we admit an error but it cannot be large,
becauseK is relatively small for companion С1.

In Table 1, the mean radial velocity and its error
are given for each series of observations in the last
two columns. Figure 5 shows a plot of the γ velocity
against time. Dates (in years) are along the horizontal
axes. The errors are indicated by bars. The observed
dependence was fitted with a sine wave. We obtained
the following orbital elements by least squares:

γ = 22(1) km s−1, K = 13(2) km s−1, (6)

Ер = 1911(3) yr, P = 120(6) yr,
e = 0 (fixed).

The time of conjunction on the ascending branch
of the radial-velocity curve was taken as the initial
epoch.

An examination of Fig. 5 leads us to conclude that
the observations are in satisfactory agreement with
the theoretical curve. Consequently, there is a second
companion in the system and the system itself is at
least a triple one.

In this case, γ = 22(1) km s−1 is the center-of-
mass radial velocity for the triple system.

The hypothesis that the radial-velocity variations
we detected could result from the motion of the stel-
lar atmosphere must be rejected. Simple calculations
show that if the star pulsates, then its brightnessmust
vary significantly, which is not observed.

DISCUSSION

Below, we discuss the following questions: (1) why
only ∼2/3 of the new observations satisfy the radial-
velocity curve; (2) how to organize further observa-
tions of the star to confirm or reject our hypothesis of
two companions; (3) whether star С2 discovered by
Weigelt et al. (1999) can be companion С2; and (4)
whether the primary star can be eclipsed by compan-
ion С1.

Wemanaged to reconcile only∼2/3 of the new ob-
servations (the lower part of Table 2) with the radial-
velocity observations by Stahl et al. (1993). These
observations form a dense series. The remaining ob-
servations (the upper part of Table 2) are compara-
tively far away from the initial epoch and form small
groups widely spaced in time. Since both periods of
the radial-velocity variations are known with insuffi-
cient accuracy, all observations are difficult to recon-
cile. The problem can be solved if the two periods are
refined.

The question of accuracy is a key question where
the new observations are concerned. Whereas clas-
sical radial-velocity measurements for O stars give
an order-of-magnitude error of ∼10 km s−1, an
accuracy of ∼1 km s−1 is required to analyze the star
under consideration. The next important question
concerns the sampling interval of the measurements
and their duration. To reliably construct the radial-
velocity curve for a period of 60–66 days, we must
measure the radial velocity at least once in two days
ASTRONOMY LETTERS Vol. 28 No. 5 2002
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and continue the observations for no fewer than 70–
80 nights. Note that none of the authors has obtained
a complete radial-velocity curve for the short period.

To confirm the long period (∼120 yr), we must
construct the radial-velocity curve for the short period
every five or six years and use the γ velocity to con-
struct the radial-velocity curve for the long period.We
managed to construct the radial-velocity curve only
for a time interval spanning ∼3/4 of the period. Fur-
ther observations will allow us to estimate the orbital
eccentricity and to improve the orbital elements.

Let us consider the question of whether star С2

discovered by Weigelt et al. (1999) can be the same
star С2 that we discovered. According to these au-
thors, the separation between the primary star and
companion С2 is 16 AU in a plane perpendicular
to the line of sight. Because of the projection effect,
the true separation between the stars at the epoch of
observation can only be larger than this value. We
derive the following inequality for the radius of the
relative orbit:

a > 16 AU. (7)

By solving the radial-velocity curve, we can derive
yet another inequality for a:

a > KP (1 + 1/q)/2π = 200 AU. (8)

In this formula, K = 13 km s−1 is the velocity at
which the primary star moves around the center of
mass due to the presence of a second companion, P =
120 yr is the period of this motion, and q = M2/M1 =
6/20 = 0.3 is the mass ratio of the companion and
the primary star. The masses were taken fromWeigelt
et al. (1999) and Vitrichenko (2000). The inequality
sign appears here, because we assumed that sin i = 1.

To estimate a, we can also make use of the Kepler
law

a = [P 2(M1 +M2)]1/3 = 100 AU. (9)

Inequality (7) is consistent with inequality (8) and
equality (9), but formally, inequality (8) is in conflict
with equality (9). However, given that the masses
were inferred from evolutionary tracks and hence are
inaccurate and that there are no data on sin i, the
above estimates for the radius of the relative orbit
may be considered to be in satisfactory agreement. It
should then be concluded that star С2 discovered by
Weigelt et al. (1999) and star С2 we discovered could
be the same star.

If this is the case, then a unique opportunity to
determine the distance to the system and the compo-
nents’ masses opens up. This requires investigating
the orbit of companion С2 as a visual double star. An
extended period is needed for the problem to be solved,
but it is solvable.
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The data obtained are insufficient to conclude
whether an eclipse is possible in the system. Below,
we provide evidence for this possibility. Two of the
four Orion Trapezium stars are eclipsing systems.
If all stars were formed from a common protostellar
aggregate whose rotation plane was close to the line
of sight, then it would be natural to expect a similar
orientation of the orbital plane for the star under study.

Let us roughly estimate the separation between
the primary star and companion С1 using the Kepler
law

a = (M1P
2)1/3 = 0.9 AU. (10)

Equality (10) gives the semimajor axis of a relative
elliptical orbit, but for the subsequent estimates, we
may assume a to be the radius of a circular orbit.
Here, M1 = 20M� is the mass of the primary star
(Vitrichenko 2000), the mass of companion С1 is
ignored, and P is the orbital period of the companion
(in years).

We write the condition for the existence of an
eclipse as

57.3(R +R1)/a > 90◦ − i, (11)

4◦
.8 > 3◦

.9. (11а)

In inequality (11), R = 7.4R� is the radius of the
primary star taken from the tables of Straizis and
Kuriliene (1981) for a zero-age main-sequence О6
star, R1 = 8.4R� is the radius of the companion of
BM Ori (Vitrichenko et al. 1996), a = 190R� is the
orbital semimajor axis given by expression (10), and
i = 86◦.1 is the mean orbital inclination for BM Ori
and V1016 Ori (Bondar’ and Vitrichenko 1995; Bon-
dar’ et al. 2000). The first factor serves to convert
radians to degrees.

Formula (11a) gives the left- and right-hand parts
of the inequality. A comparison of these values leads
us to conclude that an eclipse is quite possible, but
it should be borne in mind that we consider an opti-
mistic case.

A close examination of Fig. 3b reveals an interest-
ing feature: near phase 0.7 (phase −0.3 in Fig. 3b),
four observations show an increase in the radial ve-
locity relative to the theoretical curve, following which
the group of observations lies below the theoretical
radial-velocity curve. Such a phenomenon is well
known. It is attributed to an eclipse of the star and
can be explained by the fact that part of the rotating
star is eclipsed by the companion, which distorts the
measured radial velocity. This fact is strong evidence
for an eclipse.

However, there is a peculiarity that is still diffi-
cult to explain. Because of the orbital ellipticity, the
conjunction of the stars occurs at phase 0.84 and an
abrupt change in the radial velocity must be observed
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precisely at this phase, whereas it is observed near
phase 0.7. The plausible explanations are that either
the period is inaccurate, the orbit is inaccurate, or
an eclipse is produced not by companion С1 but
by a different body revolving with a multiple period.
The choice between these alternatives cannot yet be
made.

Table 5 gives the epochs of periastron passage by
the stars. The conjunction (primary minimum) for
the two periods (L = 11, 12) occurs at phase 0.842.
For L = 11, the ephemeris for the observed primary
minimum can be calculated from the elements

min I = JD 2449034.2(4) + 66.3(1)E. (12)

It is easy to calculate the elements for L = 12 as
well, because the minimum occurs at the same phase.
Since, as we see from formula (12), the error in the
precomputed epoch of minimum is large, observa-
tions must be carried out for several days near the
computed epoch.

CONCLUSIONS

Our analysis of all the available radial-velocity
measurements for Θ1 Ori C suggests the existence
of two companions, which we propose to designate as
Θ1 Ori C1 and Θ1 Ori C2.

The probable orbital period of companion С1 can
be calculated using the formula P = 729.6/L days,
where L < 13 is an integer. At L = 11, the measure-
ments by Stahl et al. (1993) and Conti (1972) and
more than half of the new radial-velocity measure-
ments can be reconciled with its theoretical radial-
velocity curve. The remaining new measurements are
far away from the initial epoch in time. As a result, the
following errors are introduced: due to the inaccurate
period, because of the systematic variation in γ veloc-
ity, and due to period miscalculation. The evolution of
orbital elements, for example, apsidal rotation, is also
possible in a triple system.

Our analysis of the temporal behavior of the γ ve-
locity for companion С1 suggests the existence of
yet another companion С2. We provide evidence that
companion С2 is star С2 discovered by Weigelt et al.
(1999) through speckle interferometry.
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Abstract—Based on a plane-parallel isothermal model solar atmosphere permeated by a uniform magnetic
field directed against the action of gravity, we investigate the parametric generation of acoustic-gravity
disturbances by Alfvén waves propagating along the corresponding field lines. We established that for a
weak linear coupling of Alfvén waves, the nonlinear interaction of Alfvén waves propagating in opposite
directions (rather than in the same direction) is the predominant generation mechanism of acoustic-gravity
disturbances at the difference frequency. In this case, no acoustic flow (wind) was found to emerge at a zero
difference frequency in the acoustic-gravity field. c© 2002 MAIK “Nauka/Interperiodica”.
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INTRODUCTION

When studying the oscillation and wave pro-
cesses in the solar atmosphere, several fundamen-
tal problems have been formulated to date (Dubov
1978; Vorontsov and Zharkov 1988; Severnyi 1988;
Priest 1982; Advances in Solar System Magne-
tohydrodynamics 1991; Kaplan et al. 1977). The
following two interrelated questions feature promi-
nently among these problems: whether vertically
propagating acoustic-gravity waves (AGWs) at fre-
quencies below the Lamb cutoff frequency ωL can
exist up to coronal heights (Dubov 1978; Vorontsov
and Zharkov 1988; Severnyi 1988; Petukhov and
Petukhov 2001) and how efficient the nonlinear
absorption of Alfvén waves is, which can thus con-
tribute to coronal heating and solar-wind accel-
eration (Priest 1982; Advances in Solar System
Magnetohydrodynamics 1991; Kaplan et al. 1977).
The corresponding problems are interrelated for the
following reasons. First, the propagating AGWs at
frequencies Ω− = ω2 − ω1 < ωL can be generated
through the nonlinear interaction of not only waves
of similar types with different frequencies ω1 and ω2

(Petukhov and Petukhov 2001), but also of Alfvén
waves. Second, the nonlinear absorption of Alfvén
waves can show up through their transformation
into AGWs not only at relatively low Ω−, but also
at high Ω+ = ω1 + ω2 frequencies, to which the
relatively large and small dissipation heights of the
latter correspond.

*E-mail: petukhov@hydro.appl.sci-nnov.ru
1063-7737/02/2805-0335$22.00 c©
That is why our goal here is to investigate the
parametric generation of AGWs by vertically prop-
agating Alfvén waves in terms of a simple plane-
parallel isothermal model solar atmosphere with a
uniform magnetic field directed against the action of
gravity.

It should be noted that the linear propagation of
Alfvén waves and AGWs was considered in detail in
terms of this model solar atmosphere by Ferraro and
Plumpton (1958), Nakagawa et al. (1973), Brengauz
(1969, 1974), Hollweg (1979, 1981), Christensen-
Dalsgaard and Hasan (1992), and Banarjee et al.
(1995). In addition, the nonlinear transformation of
such waves was investigated analytically (Uchida and
Kabuaki 1974; Wentzel 1974; Chiu 1971; Cohen and
Kulsrud 1974; Low 1982) and numerically (Frank
et al. 1995; Galloway et al. 1982; Hollweg 1982; Ku-
doh and Shibata 1999; Herbold et al. 1985; Hollweg
and Sterling 1988). However, no consistent analysis
of the problems formulated above has been performed
in terms of the hydrodynamic approach, which to a
greater extent refers to approximate analytical studies
(Uchida and Kabuaki 1974; Wentzel 1974). Bridging
this gap in the studies of the nonlinear transformation
of Alfvén waves is also a distinctive feature of our
work.

FORMULATION OF THE PROBLEM.
THE DERIVATION OF APPROXIMATE

NONLINEAR EQUATIONS

Let us consider the vertical propagation of plane
magnetohydrodynamic (MHD) waves in a plane-
parallel isothermal atmosphere z ≥ 0 permeated by
2002 MAIK “Nauka/Interperiodica”
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a uniform magnetic field directed along the z axis.
Such an atmosphere is characterized by certain
dependences of the equilibrium pressure p0(z) and
density ρ0(z) of a perfect gas on height z:

p0(z) =
ρ00c

2
0

γ
exp(−z/H), (1)

ρ0(z) = ρ00 exp(−z/H),

and by constant values of the vertical component B0

of the magnetic induction vector B0 = (0, 0, B0),
adiabatic speed of sound c0, adiabatic index γ, Lamb
frequency ωL, and scale height H (Dubov 1978;
Vorontsov and Zharkov 1988; Severnyi 1988; Priest
1982; Advances in Solar System Magnetohydro-
dynamics 1991):

c2
0 = γp0/ρ0, ωL = γg/2c0, H = c0/2ωL. (2)

Here, the z axis is assumed to be directed vertically
upward, against the action of gravity, whose free-
fall acceleration is constant and equal to g; ρ00 =
ρ0(z = 0) is the gas density at the lower atmospheric
boundary.

We also assume that the atmosphere borders an
absolutely rigid half-space with periodic magnetic-
field disturbances observed over its entire depth,
z ≤ 0. These disturbances produce steady-state (in
time t) perturbations of the horizontal (along the
x axis) oscillation velocity in the atmosphere at z = 0
at frequencies ω1 and ω2 with the corresponding
amplitudes A1 and A2:

vx|z = 0 = A1 cos(ω1t) + A2 cos(ω2t), (3)

(−∞ < t < +∞),

vz|z = 0 = 0.

As was pointed out in the Introduction, below, we
focus on an approximate analytic description of
the nonlinear parametric generation of AGWs by

Alfvén waves at the difference Ω−




< ωL

> ωL,
and sum

Ω+




< ωL

> ωL,
frequencies.

To solve the formulated problem, we use the sys-
tem of MHD equations that describes the motion of
a perfectly conducting, compressible gas in a gravita-
tional field (Priest 1982; Advances in Solar System
Magnetohydrodynamics 1991):


ρ

{
∂v
∂t

+ (v∇)v
}

(4)

= −∇
(

p +
B2

2µ0

)
+

(B∇)B
µ0

+ ρg,

∂ρ

∂t
+ ∇(ρv) = 0, (5)

∂p

∂t
+ (v∇)p =

γp

ρ

{
∂ρ

∂t
+ (v∇)ρ

}
, (6)

∂B
∂t

= [∇ × [v × B]] , (7)

(∇B) = 0. (8)

Here, p = p0 + p′ is the total pressure, ρ = ρ0 + ρ′ is
the total density, and B = B0 + B′ is the total mag-
netic induction vector; p′, ρ′, and B′ are the pressure,
density, and magnetic induction vector perturbations,
respectively; v = (vx, 0, vz) is the oscillation velocity
vector with horizontal and vertical components; µ0 is
the magnetic constant, which in our case is assumed
to be equal to that for the solar atmospheric plasma.
For the subsequent analysis, it should be noted that
the perpendicularity of vector B′ to the direction of
wave propagation, i.e., B′⊥B0, follows from Eq. (8)
for a solenoidal magnetic field. This perpendicularity
implies that the magnetic induction vector perturba-
tion has only one nonzero horizontal B′ = (B′, 0, 0)
component.

Thus, we derive the following nonlinear equations
for the vertical and horizontal oscillation velocities
from Eqs. (4)–(7), to within terms of the second
order of smallness in the perturbations of the corre-
sponding quantities p′/p0 	 1, ρ′/ρ0 	 1, B′/B0 	
1, vx/c0 	 1, and vz/c0 	 1:

∂2vz

∂t2
− c2

0

∂2vz

∂z2
+

c2
0

H

∂vz

∂z
=

γ

ρ0

∂

∂z

(
p′

∂vz

∂z

)
(9)

− ρ′

ρ0

∂2vz

∂t2
− 2vz

∂2vz

∂z∂t
− ∂vz

∂t

∂vz

∂z
− 1

2
c2

A

B2
0

∂2(B′)2

∂z∂t
,

∂2vx

∂t2
− c2

A
∂2vx

∂z2
= − c2

A

B2
0

∂2

∂z2
(B′vz) (10)

− 1
ρ0

∂ρ′

∂t

∂vx

∂t
− ρ′

ρ0

∂2vx

∂t2
− ∂vz

∂t

∂vx

∂z
− vz

∂2vx

∂z∂t
.

On the right-hand sides of Eqs. (9) and (10), the
pressure, density, and magnetic-field perturbations
are related, respectively, to the vertical and horizontal
oscillation velocities by linear differential equations:

∂p′

∂t
= ρ0c

2
0

(
vz

γH
− ∂vz

∂z

)
, (11)

∂ρ′

∂t
= ρ0

(
vz

H
− ∂vz

∂z

)
, (12)
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∂B′

∂t
= B0

∂vx

∂z
. (13)

In addition, the following quantity was introduced in
Eqs. (9) and (10):

cA = B0/
√

µ0ρ0, (14)

which corresponds to the Alfvén wave velocity; in
contrast to c0, it depends on the vertical coordinate.

THE NONLINEAR GENERATION OF AGWs
AT THE DIFFERENCE FREQUENCY

To analyze Eqs. (9) and (10) with boundary condi-
tion (3), we use the method of successive approxima-
tions to within quantities of the second order of small-
ness for these equations (Petukhov and Petukhov
2001; Rudenko and Soluyan 1975):

v = v(1) + v(2), p′ = p(1) + p(2), (15)

ρ′ = ρ(1) + ρ(2), B′ = B(1) + B(2).

Here, v(1), p(1), ρ(1), B(1) and v(2), p(2), ρ(2), B(2) are
quantities of the first and second orders of smallness,
respectively.

To a first approximation, we derive the following
linear equations from Eqs. (9) and (10) using (15):

L̂v(1)
z = 0, (16)

∂2v
(1)
x

∂t2
− c2

A
∂2v

(1)
x

∂z2
= 0, (17)

where we introduce the following operator to make
the ensuing equations more compact:

L̂ =
∂2

∂t2
− c2

0

∂2

∂z2
+

c2
0

H

∂

∂z
. (18)

Since c0 = const, only one term that describes only
the AGWs propagating vertically upward at each fre-
quency exceeding the cutoff frequency ωL should be
retained in the general solution of Eq. (16), which is
the sum of two particular solutions. Therefore, when
there are no corresponding excitation sources of these
waves [see (3)], apart from the boundary condition

v
(1)
z

∣∣∣
z = 0

= 0, we must require the satisfaction of

the equality p(1)
∣∣
z = 0

= 0, from which the second

boundary condition
∂v

(1)
z

∂z

∣∣∣∣∣
z = 0

= 0 follows automat-

ically. The latter implies that, to a first approximation,
magnetic-field oscillations do not excite AGWs in an
isothermal atmosphere:

v(1)
z = 0, p(1) = 0, ρ(1) = 0 (z ≥ 0). (19)

It is quite natural that, to a first approximation,
boundary condition (3) implies the linear generation
ASTRONOMY LETTERS Vol. 28 No. 5 2002
of only Alfvén waves. The corresponding solution of
Eq. (17) can be written using the results of many
studies (Ferraro and Plumpton 1958; Nakagawa
1973; Brengauz 1969, 1974; Hollweg 1979, 1981;
Christensen-Dalsgaard and Hasan 1992; Banarjee
1995; Uchida and Kabuaki 1974; Wentzel 1974; Chiu
1971) as

v(1)
x = Re




2∑
j=1

Aje
iωjt

J0

(
bje

− z
2H

)
J0(bj)


 , (20)

in which

bj = β
ωj

ωL
, β =

c0

cA0
, (21)

and cA0 = cA(z = 0) corresponds to the Alfvén wave
velocity at the z = 0 boundary.

With the aim of subsequently using solution (20),
let us analyze its behavior at z > 0. As we see
from (20), the presence of a zero-order Bessel func-
tion in the denominators of the corresponding terms
enables the resonant excitation of Alfvén waves at
certain frequencies

ωj = ω̄n = ωL
b̄n

β
, (j = [1, 2], n = 1, 2, . . .), (22)

to which the zeros of these functions correspond at
bj = b̄n:

J0(b̄n) = 0. (23)

As can be easily verified (see Abramowitz and Stegun
1964), to the first decimal place, the roots of Eq. (23)
are given by the relation

b̄n ≈ βn, (24)

in which

βn =
3
4
π + π(n − 1). (25)

Expressions (22), (24), and (25) allow an ac-
curate determination of the resonance frequencies
(particularly for n � 1). Their appearance, like the
emergence of characteristic critical frequencies for
modes in waveguides with perfectly reflecting bound-
aries, is apparently attributable to the formation
of the corresponding standing waves at ωj = ω̄n

through the interference of upward- and downward-
propagating waves under the specified boundary
conditions (3).

The fact that solution (20) for bj � 1 (bj ≥ b̄1) de-
scribes the superposition of upward- and downward-
propagating Alfvén waves can be clearly proven for
the atmospheric heights that satisfy the condition

bje
− z

2H � 1. (26)
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Indeed, using the asymptotics of the Bessel function
for large values of its argument, we represent solu-
tion (20) in the approximate form

v(1)
x (27)

≈ Re




2∑
j=1

Aje
z

4H

cos(bj − π/4)
eiωjt cos

(
bje

− z
2H − π

4

)
 .

If we also restrict our analysis to sufficiently small
heights z/H 	 1 and use the expansion in terms of
this small parameter in the argument of the cosine
function [see (27)], then by representing the latter
as the sum of two corresponding exponents, we can
reduce expression (27) to

v(1)
x ≈

2∑
j=1

Aje
z

4H

2 cos(bj − π/4)
(28)

×
{

cos
(

ωjt −
bj

2H
z + bj −

π

4

)

+ cos
(

ωjt +
bj

2H
z − bj +

π

4

)}
.

Clearly, the first and second terms in the curly
braces of expression (28) correspond to upward- and
downward-traveling Alfvén waves, respectively.

It should be noted that solution (20) can be rep-
resented as the sum of two terms corresponding to
upward- and downward-propagating Alfvén waves
for bj � 1 only in a certain range of heights 0 ≤
z ≤ zH in which their interference leads to the nat-
ural oscillation of the total field (20) in z. Since the
oscillations of the zero-order Bessel function cease
with decreasing argument after the passage through
the first zero, the upper limit zH of the correspond-
ing region can be determined from the simple rela-
tion

bje
− zH

2H = b̄1, (29)

which yields

zH = 2H ln
bj

b̄1
. (30)

As we see from (30), the height range 0 ≤ z ≤
zH under consideration appreciably narrows with de-
creasing radiation frequency, which is attributable to
an increase in the importance of Alfvén-wave re-
flection effects and thus to an enhancement of their
linear interaction (coupling) in an isothermal solar
atmosphere. The effects of such a strong linear in-
teraction between upward- and downward-traveling
Alfvén waves manifest themselves in the fact that
the corresponding terms in solution (20) cannot be
explicitly separated out when the following condition
opposite to (26) is satisfied:

bje
− z

2H 	 1. (31)

Therefore, a kind of oscillation process is established
at heights z � zH, which is described by an approx-
imate dependence of a different form following from
expressions (20) and (31):

v(1)
x ≈

2∑
j = 1

Aj

J0(bj)

(
1 − 1

4
b2
je

− z
H

)
cos ωjt. (32)

Taking into account what we said above regarding

the behavior of v
(1)
z and v

(1)
x , let us now turn directly

to an analysis of the parametric generation of AGWs.
To this end, we derive the following linear inhomo-

geneous equation for v
(2)
z from Eq. (9) using (15)

and (19):

L̂v(2)
z = − c2

A

2B2
0

∂2
(
B(1)

)2
∂z∂t

. (33)

If we use relation (13) and solution (20), then
Eq. (33), after separating out the term on its right-
hand side responsible for AGW generation at the
difference frequency, reduces to the approximate form

L̂v(2)
z 
 −A12 sin(Ω−t)e−

z
2H (34)

×
{
b1J0

(
b1e

− z
2H

)
J1

(
b2e

− z
2H

)

+ b2J0

(
b2e

− z
2H

)
J1

(
b1e

− z
2H

)}
,

in which

A12 =
A1A2B

2
0b1b2Ω−

16ω1ω2µ0ρ00H3J0(b1)J0(b2)
. (35)

To obtain approximate analytic solutions of
Eq. (34), let us consider two limiting situations. Let
us first study the parametric generation of waves
at the radiation frequencies and heights that satisfy
condition (26). The situation corresponding to (26) is

of greatest interest, because v
(1)
x changes most dra-

matically with height precisely in the characteristic
height range 0 ≤ z ≤ zH (30) where the upward- and

downward-traveling Alfvén waves v
(1)
x are separated

explicitly [see (28)]. Since the magnetic-field pertur-

bation B(1) depends on the rate of change in v
(1)
x

[see (13)], one might expect the right-hand side of
Eq. (34) to be at a maximum when condition (26)
is satisfied. Taking into account the smallness of the
ratio z/H 	 1, we reduce Eq. (34) to a much simpler
form:

L̂v(2)
z = Ā12 sin(Ω−t) (36)
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× {Ω+ cos(ϕ1 − k1z)+ Ω− sin(ϕ2 − k2z)} ,

where

Ā12 =
A1A2β

8H
Ω−

ωL cos
(
b1 −

π

4

)
cos
(
b2 −

π

4

) , (37)

k1 = (b1 + b2)/2H =
β

2H
Ω+

ωL
, (38)

k2 = (b2 − b1)/2H =
β

2H
Ω−
ωL

,

ϕ1 = b1 + b2 = β
Ω+

ωL
, (39)

ϕ2 = b2 − b1 = β
Ω−
ωL

.
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The general solution of Eq. (36) is the sum

v(2)
z = v

(−)
z,H + v

(−)
z,0 (40)

of the particular solution v
(−)
z,H to the inhomogeneous

equation (36) and the solution v
(−)
z,0 to the correspond-

ing homogeneous equation, which are

v
(−)
z,H = Im

{
B1e

i(Ω−t−k1z) + B∗
1e

i(Ω−t+k1z) (41)

+ B2e
i(Ω−t−k2z) + B∗

2e
i(Ω−t+k2z)

}
,

v
(−)
z,0 =




Im

{
C1 exp

[
z

2H
+ i

(
Ω−t −

√
Ω2
−

ω2
L

− 1
z

2H

)]
+ C2 exp

[
z

2H
+ i

(
Ω−t +

√
Ω2
−

ω2
L

− 1
z

2H

)]}
,

Ω− > ωL

Im

{
C1 exp

[
iΩ−t +

(
1 −

√
1 − Ω2

−
ω2

L

)
z

2H

]
+ C2 exp

[
iΩ−t +

(
1 +

√
1 − Ω2

−
ω2

L

)
z

2H

]}
,

Ω− < ωL. (42)
Here,

B1 =
Ā12Ω+eiϕ1

2
(
c2
0k

2
1 − Ω2

− − ic0k1/H
) , (43)

B2 =
Ā12Ω−eiϕ2

2i
(
c2
0k

2
2 − Ω2

− − ic0k2/H
) ;

B∗
1 and B∗

2 are the corresponding complex conjugate
quantities, and C1 and C2 are arbitrary constants; the
satisfaction of certain conditions must be required for
their determination.

One of these conditions follows from relations (3)
and corresponds to the absence of a vertical oscilla-

tion velocity on an absolutely rigid surface v
(2)
z

∣∣∣
z=0

=

0. To find another condition, let us analyze the so-

lution v
(−)
z,H of Eq. (41), whose coefficients B1 and

B2 are entirely determined by the AGW generation
efficiency. As we see from (41), the propagation of
Alfvén waves in opposite directions [see (28)] results
in the fact that the AGWs at the difference frequency
also propagate both upward, with amplitudes B1 and
B2, and downward, with amplitudes B∗

1 and B∗
2 . In

this case, they are generated by the Alfvén waves
propagating in the same direction [the terms with
B1 and B∗
1 in (41)] and in opposite directions [the

terms with B2 and B∗
2 in (41)]. This implies that,

in contrast to the equality p(1)
∣∣
z = 0

= 0 [see (19)],
which holds for the linear propagation of AGWs and
the corresponding boundary conditions (3), a similar
equality for p(2) at the difference frequency does not
hold.

In this situation, the equality of the individ-
ual terms in expression (40) corresponding to the
upward- and downward-propagating AGWs to zero
may be considered as a reasonable boundary condi-
tion. This boundary condition is not an additional one
and has a simple physical meaning: the vertical os-
cillation velocity becomes zero on an absolutely rigid
boundary separately for the upward- and downward
propagating AGWs.

The choice of this condition may be considered to
be quite justifiable for the following reasons.

First, there is no linear coupling for the the
upward- and downward-propagating AGWs in an
isothermal atmosphere in the approximation under
consideration. That is why we may set the two
corresponding conditions, one for each of the waves,

which are equivalent to one condition v
(2)
z

∣∣∣
z = 0

= 0.
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Second, a qualitative analysis of the causal pro-
cesses of nonlinear interaction between Alfvén waves
indicates that these boundary conditions are valid.
Indeed, let us assume that the interaction takes place
between time-limited Alfvén waves with frequencies
ω1 and ω2 and duration T 	 zH/cA propagating in
a homogeneous, up to z = zH, atmosphere, where
a partially reflecting transition layer is located at
z = zH . It is then quite natural that only upward-
propagating AGWs will be generated in a time 0 ≤
t ≤ zH/cA, for which v

(2)
z = 0 at the lower boundary.

Mostly downward-propagating AGWs will be gen-

erated in a time
zH

cA
≤ t ≤ 2

zH

cA
, for which v

(2)
z = 0

at z = 0 as well. Upward-propagating AGWs, which
also become downward-propagating ones after the
prior reflection from the z = zH boundary, will also
be simultaneously generated only in the time interval
zH

cA
≤ t ≤ zH

cA
+ T that characterizes the reflection.

The latter, however, result from the linear reflection
at the z = zH boundary of the nonlinearly generated
AGWs at z < zH. Therefore, they are absent in our
case of an isothermal atmosphere [see (1)]. In addi-
tion, it should be noted that the boundary condition
under discussion does not significantly affect the
description of the processes under consideration,
because, as was pointed out above, the efficiency of
the nonlinear generation of upward- and downward-
propagating AGWs is entirely determined by the
corresponding forced solution (41), more specifically,
by the coefficients B1, B2 and B∗

1 , B∗
2 , respectively.

Thus, the arbitrary constants in system (42) can
be defined as

C1 = −(B1 + B2), C2 = −(B∗
1 + B∗

2). (44)

The derived expressions (40)–(44) allow us to
investigate the efficiency of various mechanisms for
the parametric generation of AGWs at the difference
frequency by Alfvén waves propagating at 0 ≤ z ≤
zH. To this end, it will suffice to analyze the Ω−
dependence of the corresponding ratio U = |B1/B2|,
which we write using (43) as
U =




(
β2 − 1

)2
W 2 + β2

(2W1 + W )2
[
β2 − W 2/(2W1 + W )2

]2
+ β2




1/2

, (45)
where

W =
Ω−
ωL

, W1 =
ω1

ωL
. (46)

At the frequencies W 	 1 of major interest well be-
low the cutoff frequency of linear AGWs and for W1 �
1, we can derive more clear approximate relations
from (45):

U ≈ 1
2βW1

{
1 +

1
2

[(
β2 − 1

)2
β2

W 2 − W

W1

]}
,

(47)(
β2 − 1

)2 	 1,

U ≈ 1
2βW1

(48)

×




{
1 +

1
2

(
1
β

W 2 − W

W1

)}
, W 	 β

W

β

{
1 +

1
2

[
β2

W 2
− W

W1

]}
, W � β,

(β 	 1) ,

U ≈ 1
2W1β

(49)
×




{
1 +

1
2

[
β2W 2 − W

W1

]}
, W 	 1

β

βW

{
1 +

1
2

[
1

W 2β2
− W

W1

]}
, W � 1

β
,

(β � 1).

We see from (47)–(49) that U , according to for-
mula (45), is always smaller than unity; the corre-
sponding dependence on W can have a minimum.
Using (47)–(49), we obtain the minimum values of
Ūj corresponding to these approximate relations for
W = W̄j (j = [1, 3]):

Ūj =
1

2βW1

(
1 − 1

4
W̄j

/
W1

)
; (50)

W̄1 =
β2

2 (β2 − 1)2 W1

, (51)

W̄2 =
β

2W1
, W̄3 =

1
2β2W1

.

Since relations (47)–(49) are valid at frequencies
W 	 1, we must also require that the conditions
ASTRONOMY LETTERS Vol. 28 No. 5 2002
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W̄j 	 1 be satisfied. However, one of them,

β2

2(β2 − 1)2W1
	 1, (52)

may not be satisfied at β → 1. This implies the ab-
sence of a minimum in the corresponding relation (47)
and, consequently, in U(W ) (45) for β close to unity.

The above characteristic patterns in the behav-
ior of U(W ), which were clearly demonstrated by
our calculations using expression (45) (see Fig. 1),
suggest that the nonlinear interaction of oppositely
directed Alfvén waves is the predominant paramet-
ric generation mechanism of AGWs at the differ-
ence frequency. The relative contribution of this AGW
generation mechanism increases with fundamental
radiation frequency ω1 and decreases with increas-
ing difference frequency Ω− for β < 1 and β > 1; at
β = 1, it increases only slightly with Ω−. In addition,
as β, which characterizes the ratio of the acoustic
and Alfvén wave velocities at the z = 0 boundary,
increases, the relative contribution of this generation
mechanism for β ≤ 1 increases over the entire Ω−
range, while for β > 1, a similar increase in this con-
tribution takes place only at relatively low frequencies,
0 ≤ Ω− ≤ Ωβ , because its decrease is observed at
Ω− > Ωβ (see Fig. 1). At the same time, the fre-
quency Ωβ decreases appreciably with increasing β
and increases only slightly with ω1.

The following important remark should be made
regarding the parametric generation of AGWs in the
spatial region 0 ≤ z ≤ zH: we see from (41), (42), and
(44) that at the relatively low frequencies of major
interest, 0 ≤ Ω− ≤ ωL, the contribution of nonprop-
agating waves (oscillations) (42) to the total field (40)
begins to dominate with increasing height z over the
contribution of propagating waves (41), which gen-
erate the corresponding oscillations (42). This effect
is particularly pronounced at very low frequencies
Ω−/ωL 	 1, where the amplitude of oscillations (42)
excited by downward-propagating waves [see (41)]
increases roughly in inverse proportion to the de-
creasing ambient density. Clearly, this situation is
directly opposite to the situation characteristic of the
parametric generation of AGWs at Ω− < ωL by waves
of a similar type with frequencies ω1 > ωL and ω2 >
ωL considered by Petukhov and Petukhov (2001).
There is also another fundamental difference from the
process described by Petukhov and Petukhov (2001).
It shows up in the fact that the nonlinear interaction
of Alfvén waves produces no acoustic flow (wind) for
Ω− → 0, because in contrast to the above paper, we

obtain v
(2)
z → 0 for Ω− → 0 from expressions (40)–

(42) and (44).
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Fig. 1. U [see (45)] versus dimensionless frequency W =
Ω−/ωL at (a) W1 = 5 and (b) W1 = 10. Curves 1–5
correspond to β = 0.5, 0.7, 1, 2, and 6, respectively.

Let us now study the parametric generation of
AGWs for a strong linear coupling of oppositely prop-
agating Alfvén waves (31), which produce weakly

varying (with height) oscillations in v
(1)
x (32). In this

situation, Eq. (34) reduces to

L̂v(2)
z = −B12e

− z
H sin(Ω−t), (53)

where

B12 =
A1A2

2c0
β2 ω1ω2Ω−

J0(b1)J0(b2)ωL
. (54)

The general solution of Eq. (53) is the sum of the two
corresponding solutions (40), among which only the
particular solution of this equation differs from (41) in
form:

v
(−)
z,H = B̄12e

− z
H sin(Ω−t), (55)

where

B̄12 = B12

/
(8ω2

L + Ω2
−). (56)

The solution of the homogeneous equation corre-
sponding to (53) is of the same form (42), in which,
however, the constants C1 and C2 take on values
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different from (43), although a relation between them
similar to (43) is preserved:

C1 = C∗
2 . (57)

To successively determine these constants, let us
consider a situation in which the initial radiation fre-
quencies ω1 and ω2 are low enough, bj 	 1. The
latter allows us to properly use the boundary condition

v
(2)
z

∣∣∣
z = 0

= 0 following from (3). Using (40), (42),

and (57), we obtain from this condition

C1 = C2 = −1
2
B̄12. (58)

It follows from relations (55) and (56) that in the
region of strong linear interaction between Alfvén
waves, z > zH, the efficiency of the parametric gen-
eration of propagating AGWs at the difference fre-
quency decreases with height proportionally to the
decreasing ambient density. Consequently, as we see
from (41), (42), (44) and (55), (57), the nonpropa-
gating acoustic-gravity disturbances will dominate in
the corresponding frequency range 0 < Ω− < ωL over
the entire height of the atmosphere.

THE NONLINEAR GENERATION OF AGWs
AT THE SUM FREQUENCY

During the nonlinear interaction of Alfvén waves,
AGWs are generated not only at difference (Ω−) but
also at sum (Ω+), frequencies. Since the latter pro-
cess is more efficient than the former for the nonlinear
damping of Alfvén waves, we also study this process
below. To significantly simplify the algebraic trans-
formations and to derive clear relations for the corre-
sponding quantities, let us consider the generation of
the second harmonic to which the following relations
between the parameters in boundary condition (3)
correspond:

ω1 = ω2 = ω, A1 = A2 = A/2. (59)

In this special case [see (59)], three processes, the
generation of second harmonics 2ω1 = 2ω, 2ω2 = 2ω
and the sum frequency Ω+ = ω1 + ω2 = 2ω, are com-
bined into a whole.

Taking into account what was said above [see (3),
(59)] and using solutions (20) from (33), we derive the
equation

L̂v(2)
z = De−

z
2H J1

(
be−

z
2H

)
J0

(
be−

z
2H

)
sin(Ω+t),

(60)

in which

D =
A2ω2

cA0J
2
0 (b)

, b =
ω

ωL
β. (61)
As before, when obtaining an approximate analytic
solution of Eq. (60), we first consider the height range
0 ≤ z ≤ zH (30), in which there is a weak linear in-
teraction of oppositely directed Alfvén waves. When
the corresponding condition (26) is satisfied and when
z/H ≤ 1, the right-hand side of Eq. (60) can be
simplified using the asymptotics of the Bessel func-
tions to

L̂v(2)
z 
 D1 cos

(
2b − bz

H

)
sin (Ω+t) , (62)

where

D1 = − cA0

ω2πH
D. (63)

By analogy with (40), the general solution of
Eq. (62) is the sum

v(2)
z = v

(+)
z,H + v

(+)
z,0 , (64)

in which

v
(+)
z,H = Im

{
D2e

i(Ω+t−kz) + D∗
2e

i(Ω+t+kz)
}

(65)

is its particular solution and v
(+)
z,0 is the solution of

the corresponding homogeneous equation. Naturally,

v
(+)
z,0 is similar in form to v

(−)
z,0 [see (42)], in which the

arbitrary constants C1, C2 and the frequency Ω− must
be replaced with C3, C4 and Ω+, respectively. Here
[see (65)],

D2 =
1
2
eiϕ D1

c2
0k

2 − Ω2
+ − i

c2
0

H
k

, (66)

k =
b

H
= β

Ω+

2HωL
, ϕ = 2b = βΩ+,

and C3 and C4 can be determined from similar equal-
ities for C1 and C2 [see (44)]:

C3 = −D2, C4 = −D∗
2. (67)

In the case of an initially strong linear interaction
between oppositely directed Alfvén waves, b 	 1,
Eq. (60) reduces to an approximate form similar
to (53),

L̂v(2)
z 
 Fe−z/H sin(Ω+t), (68)

where

F =
A2Hω3

c2
A0J

2
0 (b)

. (69)

The general solution of Eq. (68) can also be repre-
sented as sum (64), in which now

v
(+)
z,H = F1e

−z/H sin(Ω+t), (70)

where
F1 = −F

/(
Ω2

+ + 8ω2
L

)
. (71)
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In the solution v
(+)
z,0 , the corresponding constants are

given by

C3 = C4 = −1
2
F1. (72)

The derived solutions (65)–(67) and (70)–(72)
lead us to definitive conclusions regarding the behav-
ior of the process under consideration. More specifi-
cally, in the frequency range Ω+ > ωL of major inter-
est, the amplitude of the propagating AGWs increases
with height in inverse proportion to the square root
of the decreasing ambient density. In contrast, at
relatively low frequencies, Ω+ < ωL, as in the case
of Ω− generation, the contribution of the nonpropa-
gating acoustic-gravity disturbances to the total field
dominates; at very low frequencies, Ω+ 	 ωL, their
amplitude increases with height in inverse proportion
to the decreasing ambient density.

In the corresponding ranges of radiation frequen-
cies, the frequency dependences of the AGW ampli-

tudes vm = max
{
v
(+)
z

}
also differ significantly:

vm ∼




ω3, ω 	 ωL/β,

{
β > 1
β < 1

ω

cos2

(
β

ω

ωL
− π

4

) , ω � ωL/β, β → 1

1

cos2

(
β

ω

ωL
− π

4

) , ω � ωL/β,

{
β 	 1
β � 1.

(73)

As in the description of the generation of differ-
ence frequencies Ω−, our conclusions concerning the
generation of second harmonics are valid for radiation
frequencies that differ markedly from the resonance
frequencies ω̄n (22).

CONCLUSIONS

Let us formulate our main results and the conclu-
sions that follow from them.

We investigated the parametric generation of
acoustic-gravity disturbances of Alfvén waves prop-
agating along the corresponding field lines in terms
of a simple plane-parallel isothermal model solar
atmosphere permeated by a uniform magnetic field
directed against the action of gravity.

We established that the nonlinear interaction of
oppositely propagating Alfvén waves is the predom-
inant parametric generation mechanism of AGWs at
the difference frequency in the radiation frequency
range and at atmospheric heights where a weak linear
coupling of Alfvenén waves takes place.
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We showed that the contribution of this generation
mechanism of acoustic-gravity disturbances relative
to the corresponding contribution from the nonlinear
interaction of Alfvén waves propagating in the same
direction increases with increasing initial radiation
frequency of the latter and decreases with increasing
difference frequency.

We found that at the difference frequencies of ma-
jor interest below the Lamb cutoff frequency, the con-
tribution of nonpropagating acoustic-gravity distur-
bances to the total field begins to dominate with in-
creasing height over the corresponding contribution
of propagating AGWs. It should be noted that this
situation is opposite to the situation characteristic of
the nonlinear interaction of propagating AGWs in the
absence of a magnetic field in the solar atmosphere
(see Petukhov and Petukhov 2001).

We also proved that, in contrast to the nonlinear
interaction of propagating AGWs (see Petukhov and
Petukhov 2001), the nonlinear interaction of Alfvén
waves does not give rise to an acoustic flow (wind)
in their generated field of AGWs at a zero difference
frequency.

We pointed out that at sum frequencies above the
Lamb cutoff frequency, the amplitude of the propa-
gating AGWs increases with height in inverse pro-
portion to the square root of the decreasing ambient
density, i.e., much more slowly than for the processes
considered in Petukhov and Petukhov (2001) where
this quantity would change in inverse proportion to
the density in the corresponding case of initially prop-
agating primary waves. Only at frequencies much
lower than the Lamb cutoff frequency does the am-
plitude of the nonpropagating AGWs increase with
height in inverse proportion to the decreasing ambient
density. This is in contrast to our previous results (see
Petukhov and Petukhov 2001), where this quantity
changes much more slowly, more specifically, in in-
verse proportion to the density to the power equal to
the square of the small (compared to unity) radiation-
to-Lamb frequency ratio.

Thus, our studies suggest that weakly nonlinear
Alfvén waves can be effectively involved in heating
the solar upper chromosphere and corona through
their generation of propagating AGWs over the entire
range of their frequencies. However, the latter can
also take place only when Alfvén waves are excited
at relatively high frequencies, for which the spatial
regions of weak linear interaction between these
waves [see (26)] extend to the corresponding atmo-
spheric heights, which was previously disregarded
(Priest 1982; Uchida and Kabuaki 1974; Wentzel
1974). In this case, in contrast to the fairly intense
Alfvén waves, which can transform into fast shock
waves under certain conditions (Galloway et al.
1982; Kudoh and Shibata 1999) while propagating in
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open magnetic flux tubes, the weakly nonlinear Alfvén
waves considered here cannot produce upward-
directed flows.
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Abstract—We propose a method for solving the Neumann boundary-value problem using the known
magnetic-field component at the boundary in a specified direction (the oblique-derivative problem). The
method allows the normal field component at the boundary to be directly determined from the measured
line-of-sight component. Thismakes it possible to calculate the potential magnetic field in the corona above
a region far removed from the solar-disk center. A model potential magnetic field is used as an example to
test our method. c© 2002 MAIK “Nauka/Interperiodica”.
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INTRODUCTION

When the solar magnetic field is measured, its
line-of-sight component at the photospheric level is
customarily determined from the Zeeman effect. Us-
ing these data as the boundary condition allows the
coronal magnetic field to be calculated.

To a first approximation, the solar magnetic field
may be assumed to be potential. Strong large-scale
electric currents are required to appreciably change
the potential magnetic-field configuration (Levine
and Altschuler 1974). The potential field determines
the overall topology of active regions and the locations
of flares, prominences, and other active structures.
The role of the potential field and the relationship
between the potential and nonpotential (current)
magnetic-field components of active regions were
discussed in detail by Somov (2000) in his mono-
graph. In this paper, we consider one important
aspect of the problem of calculating the field using
measurements.

The classical statement of the problem of cal-
culating the potential field is the external Neumann
boundary-value problem—solving the Laplace equa-
tion for a potential with the normal-field distribu-
tion specified at the boundary. There are two meth-
ods for solving this problem. The first method con-
sists in representing the potential in integral form
by the Green function; it allows the field above the
boundary to be directly calculated (Schmidt 1964).
The second method involves expanding the poten-
tial in terms of the eigenfunctions that satisfy the

*E-mail: Den@izmiran.troitsk.ru
1063-7737/02/2805-0345$22.00 c©
Laplace equation. The expansion in terms of associ-
ated Legendre polynomials (spherical functions) for
the Sun as a whole (Altschuler and Newkirk 1969)
and the Fourier expansion, as a rule, for a selected
region (Nakagawa and Raadu 1972; Nakagawa 1973;
Levine and Altschuler 1974; Adams and Pneuman
1976) are used. Once the required number of terms
has been specified, the expansion coefficients can be
determined from the fitting of the solution to the
boundary condition by least squares. In other words,
the accuracy of the solution is limited by the accuracy
of the least-squares method from the outset (Saku-
rai 1982). In addition, using the Fourier expansion for
a specific region presupposes a periodic extension of
the solution to the entire solar surface (Levine 1975).
Therefore, the solution by the Green-function method
seems preferable.

Unfortunately, the region of interest is not always
located near the solar-disk center, where the line of
sight coincides with the normal to the surface. For
example, when calculating the critical prominence
height (Fillipov and Den 2000), we have to restrict
ourselves to low-latitude prominences. Determining
the coronal magnetic field for solar regions far re-
moved from the disk center is related to the so-
called oblique-derivative problem (Mikhlin 1968). In
this paper, we present our method for solving the
oblique-derivative problem, which may be called the
method of integral iterations. It allows the magnetic-
field component normal to the region boundary to be
directly determined from the measured line-of-sight
component.
2002 MAIK “Nauka/Interperiodica”
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SOLVING THE OBLIQUE-DERIVATIVE
PROBLEM BY THE METHOD OF INTEGRAL

ITERATIONS

Semel (1967) attempted to solve the oblique-
derivative problem. To this end, he considered the
Dirichlet boundary-value problem for the magnetic-
field component along the line of sight and took
the line-of-sight component at the boundary as
the boundary condition. Subsequently, the potential
was calculated by integrating the derived solution
along the line coincident with the line of sight.
Sakurai (1982) showed that Semel’s solution for the
potential could be represented as

ϕ(r) =
1
2π

∫
s′

Bl(r′)G(r, r′) ds′, (1)

G(r, r′) =
1
2π

[
n · l
R

+
µ ·R

R(R+ l · R)

]
, (2)

where R = r− r′; n and l are the unit vectors along
the normal and the line of sight, respectively; and
µ = l× (n× l). The first term on the right-hand side
of Eq. (2) represents the contribution of the monopole
with magnetic flux 2n · l, and the second term gives
the contribution of the dipoles with moment µ/2π
per unit length distributed along the direction oppo-
site to the line of sight (−l ) from r′ to −∞.

The following can be said regarding Semel’s
solution. In general, the solution of the homogeneous
Laplace equation for the potential by using the
Green-function method is (Koshlyakov et al. 1970;
Korn and Korn 1968)

ϕ(r) =
∫
s′

∂ϕ

∂n

∣∣∣∣
s′
G(r, r′)ds′ −

∫
s′

ϕ(r′)
∂G(r, r′)
∂n

ds′.

(3)

If the Green functionG(r, r′) is zero at the boundary,
then we have the Dirichlet problem [the second term
in Eq. (3)]; if the normal derivative of G(r, r′) is zero
at the boundary, then we have the Neumann problem
[the first term in Eq. (3)]. Since Semel used the typ-

ical Green function
1

2π |r− r′| , which is nonzero at

the boundary, to solve the Dirichlet problem for the

field component Bl, the condition
∂Bl

∂n
= 0 must be

satisfied at the boundary. This requires an artificial
construction of the magnetic-field sources.

Below, by comparison with a model field, we show
that Semel’s solution is approximate.

The solution of the Neumann problem by using the
Green-function method for an infinite plane is given
by (Schmidt 1964)

B(x, y, z) =
1
2π

∫
s′

Bn(x′, y′, 0) r
r3

dx′dy′, (4)

where Bn(x′, y′, 0) is the normal surface magnetic-
field component and r = ((x− x′)2 + (y − y′)2 +
z2)1/2 is the distance from the point under consid-
eration to the point on the surface. Solution (4) can
also be obtained from the solution of the external
Neumann problem for a sphere when the sphere
radius tends to infinity (Koshlyakov et al. 1970).

The idea of solving the oblique-derivative problem
by the method of integral iterations was put forward
by Den et al. (1979). Let us choose a coordinate
system whose Z axis coincides with the normal to the
surface. Let the magnetic vector B in this coordinate
system have theBx,By , and Bz components. For the
field component along a direction l coincident with the
line of sight, we can then write

Bl = Bx cosα+By cos β +Bz cos γ, (5)

where α, β, and γ are the angles between the specified
direction l and the coordinate axes. Let us now con-
sider Eq. (5) for the boundary surface on which the
line-of-sight component is specified. For the normal
component, we have

Bn(x, y, 0) =
Bl(x, y, 0)

cos γ
(6)

− cosα
cos γ

Bx(x, y, 0) − cos β
cos γ

By(x, y, 0),

where Bx(x, y, 0) and By(x, y, 0) are the field com-
ponents determined from Eq. (4). These field compo-
nents determined from the solution of the Neumann
problem cannot be numerically calculated at the
boundary, because the boundary is singular. However,
Den et al. (1979) proposed the following procedure
for calculating integrals (4): within the magnetograph
resolution cell, the measured magnetic-field strength
may be assumed to be constant; within this cell, the
integration in (4) was performed analytically and the
surface integration was replaced with the summation
over such cells. After this procedure, any singularities
at the boundary in the expressions forBx(x, y, 0) and
By(x, y, 0) disappear.

Without loss of generality, we assume for simplic-
ity that one of the coordinate axes, for example, the
Y axis, is perpendicular to the line of sight, cos β = 0;
in that case, cosα = sin γ. Substituting the expres-
sion forBx from Eq. (4) in Eq. (6) yields

Bn(x, y, 0) =
Bl(x, y, 0)

cos γ
(7)
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− tan γ
1
2π

∫
s′

Bn(x′, y′, 0) (x − x′)
r3

dx′dy′.

Equation (7) is an integral equation for Bn. We
solve it through iterations by sequentially substitut-
ing the right-hand side of Eq. (7) for Bn under the
integral sign. Denoting

|x|φ|x′| =
1
2π

∫
s′

φ(x′, y′, 0)(x − x′)
r3

dx′dy′, (8)

we can then write

Bn(x, y, 0) cos γ −Bl(x, y, 0) (9)

= − tan γ|x|Bl|x′| + tan2 γ|x|x′|Bl|x′′|x′|
− tan3 γ|x|x′|x′′|Bl|x′′′|x′′|x′| + . . .

+ (−1)n tann γ|x|x′ . . . |x(n−1)|Bl|x(n)| . . . x′′|x′|
+ (−1)n+1 tann γ

× sin γ|x|x′ . . . |x(n)|Bn|x(n+1)| . . . x′′|x′|,
or in the form of an infinite series,

Bn(x, y, 0) =
Bl

cos γ
− tan γ

cos γ
{∣∣x |Bl| x′

∣∣ (10)

− tan γ
∣∣x ∣∣x′ |Bl|x′′

∣∣x′∣∣
+ tan2 γ

∣∣x ∣∣x′ ∣∣x′′ |Bl|x′′′
∣∣x′′∣∣ x′∣∣− . . .

+ (−1)n−1 tann−1 γ

×
∣∣∣x ∣∣∣x′ . . . ∣∣∣x(n−1) |Bl| x(n)

∣∣∣ . . . x′′∣∣∣ x′∣∣∣+ . . .
}
.

Here, x′, x′′ . . . x(n+1) are the dummy variables of in-
tegration over one of the coordinates X. Thus, the
normal magnetic-field component can be expressed
as an infinite alternating series. The factor tan γ is
the parameter that ensures the convergence of the
series; i.e., the condition tan γ < 1 or γ < 45◦ must
be satisfied. This factor determines the number of
terms in the series that provide the desired accuracy
of the calculation.

We can derive a general formula for the normal
field component for an arbitrary angle γ. To this end,
consider ī, j, and k̄ as the unit basis vectors; the new
unit vectors ī and k̄ can be obtained from the old i and
k by rotation about the Y axis through angle θ (the
positive angle is measured counterclockwise). In that
case,

B = iBx + jBy + kBz
ASTRONOMY LETTERS Vol. 28 No. 5 2002
in the old basis vector system and

B = īBx̄ + jBy + k̄Bz̄

in the new basis vector system.

The vector components in the old and new basis
systems are related by the same relations as those for
the coordinates when rotating the coordinate system,
in our case, through angle θ about the Y axis. ForBz ,
we can therefore write

Bz = −Bx̄ sin θ +Bz̄ cos θ. (11)

For the line-of-sight component (given that theY ax-
is is perpendicular to the line of sight), we have

Bl = Bx̄ sin(γ − θ) +Bz̄ cos(γ − θ)

or

Bz̄ =
Bl

cos(γ − θ)
−Bx̄ tan(γ − θ). (12)

Substituting (12) in (11) yields

Bn(x, y, 0) = Bz(x, y, 0) (13)

=
Bl cos θ

cos(γ − θ)
− Bx̄ sin γ

cos(γ − θ)
.

Taking the projection of (4) onto the direction ī =
i cos θ − k sin θ, we obtain

Bx̄(x, y, 0) = lim
z→0

1
2π

(14)

×
∫
s′

Bn(x′, y′, 0) [(x − x′) cos θ − z sin θ]
r3

dx′dy′

= lim
z→0

1
2π

∫
s′

Bn(x′, y′, 0)(x − x′) cos θ
r3

dx′dy′

− lim
z→0

1
2π

∫
s′

Bn(x′, y′, 0)z sin θ
r3

dx′dy′.

It seems obvious that the second term in Eq. (14),
by analogy with the Dirac delta function, is equal to
Bn(x, y, 0) sin θ. This is shown in the Appendix by
using the formula forBz from Den et al. (1979).

Thus, substituting expression (13) for Bn, we can
transform Eq. (14) to the form
Bx̄(x, y, 0) = lim
z→0

1
2π

∫
s′

[
Bl cos θ

cos(γ − θ)
−Bx̄′

sin γ
cos(γ − θ)

]
[(x− x′) cos θ − z sin θ]

r3
dx′dy′ (15)
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=
cos θ

cos(γ − θ)


lim

z→0

1
2π

∫
s′

Bl(x− x′) cos θdx′dy′

r3
−Bl(x, y, 0) sin θ




− sin γ
cos(γ − θ)

lim
z→0

1
2π

∫
s′

Bx̄′ [(x− x′) cos θ − z sin θ] dx′dy′

r3
.

Equation (15) is an integral equation for Bx̄. We
solve it by analogy with the solution of Eq. (7) using
the iteration method by sequentially substituting the
right-hand side of Eq. (15) for Bx̄ under the integral
sign. Knowing Bx̄, we can derive the normal compo-
nent from Eq. (13).

Denoting [
x [ψ] x′

]
= lim

z→0

1
2π

(16)

×
∫
s′

ψ(x′, y′, 0) [(x− x′) cos θ − z sin θ] dx′dy′

r3
,

k1 =
cos θ sin γ

cos2(γ − θ)
, k =

sin γ
cos(γ − θ)

, (17)

we derive the following expression for the normal
component:

Bn(x, y, 0) =
Bl cos θ

cos(γ − θ)
− k1

{[
x [Bl] x′

]
(18)

− k
[
x
[
x′ [Bl]x′′

]
x′
]

+ k2
[
x
[
x′
[
x′′ [Bl] x′′′

]
x′′
]
x′
]
− . . .

+ (−1)n−1kn−1

×
[
x
[
x′
[
. . .
[
x(n−1) [Bl] x(n)

]
...
]
x′′
]
x′
]

+ (−1)n
cos(γ − θ)

cos θ
kn

×
[
x
[
x′
[
. . .
[
x(n−1) [Bx̄(n) ] x(n)

]
. . .
]
x′′
]
x′
]}
,

or in the form of an infinite series,

Bn(x, y, 0) =
Bl cos θ

cos(γ − θ)
− k1

{[
x [Bl] x

′] (19)

− k
[
x
[
x′ [Bl]x′′

]
x′
]

+ k2
[
x
[
x′
[
x′′ [Bl] x′′′

]
x′′
]
x′
]
− . . .

+ (−1)nkn

×
[
x
[
x′
[
. . .
[
x(n) [Bl] x(n + 1)

]
. . .
]
x′′
]
x′
]

+ . . .
}
.

Clearly, Eq. (19) transforms to Eq. (10) at θ =
0. The convergence of series (19) requires that the
condition k < 1 be satisfied. Let us determine the
angles θ for which this condition is satisfied:

k =
sin γ

cos(γ − θ)
< 1

or

sin γ < cos(γ − θ),

i.e.,

θ > 2γ − π

2
.

For θ = γ, k takes on the smallest value of sin γ and
series (19) converges most rapidly. For this case, we
can derive the following expression from Eq. (19):

Bn(x, y, 0) = Bl cos γ (20)

− cos γ sin γ
{[
x [Bl]x′

]

− sin γ
[
x
[
x′ [Bl] x′′

]
x′
]

+ sin2 γ
[
x
[
x′
[
x′′ [Bl]x′′′

]
x′′
]
x′
]
− . . .

+ (−1)n sinn γ

×
[
x
[
x′
[
. . .
[
x(n) [Bl] x(n + 1)

]
. . .
]
x′′
]
x′
]

+ . . .
}
,

which we use in the subsequent calculations.

TESTING THE METHOD ON A MODEL
FIELD

To test our method, we performed a compar-
ative analysis with accurate model magnetic field
strengths. Figure 1 shows the October 13, 1999,
magnetogram of a solar region in the northern hemi-
sphere near the central meridian.

In the upper part of the region, a filament was ob-
served on the inverse polarity line. The magnetic field
of this region was roughly modeled by four charges
located at different depths beneath the photosphere.
The positions and magnitudes of the charges and
their depths were determined from the condition that
the location of the neutral line with the filament and
the field strengths on this line corresponded to the ac-
tual parameters of the region. After fitting the model
parameters, we could calculate the accurate model
field at any point in the selected region.
ASTRONOMY LETTERS Vol. 28 No. 5 2002
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Fig. 1. The October 13, 1999, magnetogram of a solar
region in the northern hemisphere near the central merid-
ian. Data from the MDI instrument on the SOHO space-
borne observatory (with permission of the SOHO MDI
Consortium; SOHO is a joint ESA–NASA program.).

Figure 2 shows isolines of the October 13, 1999,
magnetogram, and Fig. 3 shows isolines of the line-
of-sight field component modeled by four charges.
Below, the unit of scale along the axes corresponds to
two magnetogram pixels, where one pixel ≈2.9 Mm.
As we see from a comparison of the two figures, the
salient features of the magnetogram field are reflected
in the model field.

At Z = 0 corresponding to the photospheric level,
we determined the distribution of the oblique (line-
of-sight) model magnetic-field component within the
selected region and calculated the normal component
from formula (20).

For our calculation, we took an 80 × 120 matrix
with 1.25 × 1.25 cells. Below, we provide plots of a
horizontal (along the Y axis) cut across the region
center. Figure 4 shows plots of the model oblique
component for γ = 40◦ and 70◦. The problem was
to determine the normal component, which is also
shown in this figure, from these components.
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Fig. 2. Isolines of the October 13, 1999, magnetogram
(in G).
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Figure 5 shows the computed normal component
for these angles. We see good agreement with the
accurate (analytically calculated) model field. In our
calculation, we took such a number of terms in the
series of formula (20) that the accuracy of our cal-
culation was no less than 10−3–10−4. The curve for
γ = 70◦ is also seen to coincide with the accurate
field slightly worse than that for γ = 40◦. This can
be explained as follows. As we see from Fig. 4, the
oblique component for γ = 70◦ has sharper peaks
than that for γ = 40◦ and the cell size assumed in our
calculation does not provide their resolution.

To elucidate this issue, Fig. 6 shows plots of the
computed normal component for the angle 40◦ and
the cell sizes d = 1.25 and d = 2.5. The coincidence
with the accurate field for the curve with d = 2.5 is
much worse.

Thus, as the size of the cell within which the field is
assumed to be constant decreases, the observed small
deviations from the accurate field must disappear. It
should be noted that the agreement at the region
edges is poorer, because there are no data outside the
region (the effect of a finite region size).

Let us now consider the question of how Semel’s
solution given above is related to our solution. To
this end, we take the accurate line-of-sight model-
field component for γ = 70◦ as the input data and
calculate theBz field component at the height z = 25
by using Semel’s formula and our method. Figure 7
shows these calculations together with the accurate
model field. The solution obtained by our method is
closer to the accurate field. Aswas explained above for
Figs. 4–6, the observed discrepancy results from an
insufficient field resolution for the cell size used. At the
same time, the discrepancy between Semel’s solution
and the accurate field appears to be attributable solely
to the approximate nature of his solution.
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CONCLUSIONS

We have proposed a method for solving the obli-
que-derivative problem by calculating the field com-
ponent normal to the boundary in the form of an
infinite alternating series with the convergence factor
sin γ. It allows the number of terms in the series that
provide the desired accuracy of the calculation to be
determined. The accuracy of the method also depends
on the size of the cell (the smaller the size, the higher
the accuracy) within which the field strength is as-
sumed to be constant.
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APPENDIX

We make use of the formula forBz from Den et al.
(1979):

Bz =
1
2π

∑
i,j

Bij
n I

ij
z , (A.1)
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AST
Iz =

yj+1∫
yj

xi+1∫
xi

zdx′dy′

r3
(A.2)

= arctan
m1p1

z
√
m2

1 + p2
1 + z2

+ arctan
m2p2

z
√
m2

2 + p2
2 + z2

− arctan
m2p1

z
√
m2

2 + p2
1 + z2
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− arctan
m1p2

z
√
m2

1 + p2
2 + z2

,

wherem1 = x− xi + 1,m2 = x− xi; p1 = y− yj + 1,
p2 = y − yj ; and (xi, yj), (xi + 1, yj + 1) are the co-
ordinates of the cell boundary. The summation in
Eq. (A.1) is performed over all such cells. We consider
the cell centers as x, y.

ConsiderBz for z → 0. In that case, Iz =
π

2
+
π

2
−

π

2
− π

2
= 0 for the cells located outside the point x, y.

Only for the cell with m1 = −m2 and p1 = −p2 (the
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x, y coordinates correspond to the cell center),

Iz = 4 lim
z→0

arctan
m2p2

z
√
m2

2 + p2
2 + z2

= 4
π

2
= 2π,

i.e.,

lim
z→0

Bz(x, y, z) = lim
z→0

1
2π

∑
i,j

Bij
n I

ij
z = Bn(x, y, 0)

(A.3)

for x =
xi + 1 + xi

2
and y =

yj + 1 + yj

2
.
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